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Resumen
El proceso de estimacio´n de los para´metros del modelo de regresio´n log´ıstico mixto, v´ıa
ma´xima verosimilitud, conlleva a expresiones matema´ticas que no pueden resolverse
anal´ıticamente; por eso, se han propuesto algunos me´todos alternativos que permiten
obtener una aproximacio´n de las estimaciones empleando integracio´n nume´rica; en-
tre ellos se destacan el me´todo de ma´xima verosimilitud simulada y la aproximacio´n
Bayesiana usando los algoritmos EM (Esperanza - Maximizacio´n) y cuasi-Newton. Sin
embargo, estos me´todos presentan algunas dificultades computacionales en la inte-
gracio´n nume´rica que se requiere en el proceso debido a la eleccio´n de la funcio´n logit
y al supuesto de normalidad del vector de efectos aleatorios.
En este trabajo se presenta una propuesta basada en te´cnicas de optimizacio´n meta-
heur´ısticas, para la estimacio´n de los para´metros del modelo de regresio´n log´ıstica mixto
basada en la minimizacio´n de la suma de cuadrados de error. Se asume que la distribu-
cio´n del vector de efectos aleatorios es una funcio´n de un vector aleatorio con dis-
tribucio´n Log-Gamma. E´ste u´ltimo supuesto implica que no se requieran integraciones
nume´ricas para calcular la verosimilitud marginal. Adema´s se considera una funcio´n de
linkeo alternativa a la funcio´n logit, la log-log.
Palabras clave: Modelo Log´ıstico Mixto, Modelo lineal generalizado, Estimacio´n de
para´metros.
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Cap´ıtulo 1
Introduccio´n
En la actualidad la informacio´n estad´ıstica proveniente de varios campos de inves-
tigacio´n, tales como las ciencias me´dicas, sociales, econo´micas, sicolo´gicas y agr´ıcolas,
tienen por lo general una estructura jera´rquica compleja o de niveles mu´ltiples. Ejem-
plos de este tipo de estructuras se reconocen en estudios poblacionales donde se recopila
la informacio´n de los individuos en distintos tiempos, o bien los individuos integran fa-
milias, a su vez reunidas en barrios, los cuales conforman ciudades. O tambie´n, alumnos
agrupados en cursos de diferentes escuelas.
Este agrupamiento, cualquiera sea su origen, provoca observaciones que tienden
a estar correlacionadas dentro de los grupos. Es decir, las respuestas de individuos
pertenecientes a un mismo grupo tienden a ser ma´s similares que las de diferentes gru-
pos. Ignorar esta relacio´n haciendo uso de las te´cnicas estad´ısticas tradicionales puede
sobredimensionar los efectos del grupo y por lo tanto distorsionar las conclusiones. En
esencia lo que ocurre es que los individuos agrupados proveen menos informacio´n que
la que hubiesen proporcionado si no tuvieran esa caracter´ıstica en comu´n: pertenecer a
algu´n grupo determinado. Por lo tanto para estudiar si una covariable influye sobre las
respuestas de individuos agrupados, segu´n alguna caracter´ıstica en comu´n, el empleo de
modelos de regresio´n cla´sicos, ignorando el agrupamiento, podr´ıa conducir a resultados
erro´neos.
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La modelizacio´n de variables en presencia de medidas repetidas es una te´cnica es-
tad´ıstica apropiada para el ana´lisis de este tipo de datos. En te´rminos generales, este
enfoque incluye en el modelo efectos aleatorios relacionados con diferentes niveles de in-
formacio´n (Goldstein, 2003); los cual permite manejar dos tipos de fuente de variacio´n:
entre grupo e intra grupo.
Si bien la teoria de los modelos de efectos aleatorios con respuesta nume´rica, usual-
mente con distribucio´n normal, esta´ bien desarrollada y unificada; no sucede lo mismo
cuando la variable respuesta es catego´rica, para la cual se tienen desarrollos recientes y
variados. E´ste u´ltimo tipo de modelos constituye una clase de los denominados modelos
lineales mixtos generalizados (GLMM),(Agresti, 2002; Agresti et al,2000).
En los ultimos an˜os, dentro de los modelos GLMM, ha tenido un importante de-
sarrollo en el campo de la investigacio´n y la pra´ctica, el modelo Log´ıstico Mixto. Este
modelo es usado para estudiar la relacio´n entre variables explicativas y una respuesta
binaria en casos con respuestas dependientes, adema´s se esta´ revelando como el modelo
ma´s general y flexible de los disponibles actualmente, pues permite abordar tanto las
posibles heteroscedasticidades como las correlaciones entre alternativas.
Aunque muchas aplicaciones del modelo Log´ıstico Mixto aparecen en la literatura
(Chintagunta, Jain, and Vilcassim 1991; Gonul and Sirnivasan 1993; Jain, Vilcassim,
and Chintagunta 1994; and Revelt and Train 1998), pocos sugieren una forma fa´cil
de implementar el procedimiento de estimacio´n de los para´metros del modelo, pues se
ha probado su dificultad debido al hecho de que la funcio´n de verosimilitud envuelve
integrales que no pueden ser derivadas explicitamente (Zeger and Karim, 1991; Breslow
and Clayton, 1993; Hedeker and Gibbons, 1996).
Varios me´todos han sido propuestos para la estimacio´n de los para´metros del modelo
Log´ıstico Mixto, sin embargo no hay ningu´n me´todo que pueda asumirse que trabaja
bien en todas las circunstancias en te´rminos de robustez de los estimadores y eficiencia
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computacional. Las te´cnicas ma´s usadas para obtener estimadores de ma´xima vero-
similitud son el algoritmo EM (Dempster, Lair, and Rubin, 1997), combinacio´n del
algoritmo EM con el de Newton (Nash 1990) y el ana´lisis de Bayes Emp´ırico (Lair,
and Ware, 1982; Strenio, Weisberg, and Bryk 1983). Tradicionalmente, algunos paque-
tes estad´ısticos usan cuadratura Gassiana para evaluar y maximizar la verosimilitud
marginal.
En el presente trabajo no so´lo se realiza una revisio´n sistema´tica de la literatura de
los me´todos de estimacio´n de para´metros y sus respectivas desventajas propuestos para
el modelo log´ıstico mixto; sino que tambie´n se propone una nueva metodolog´ıa de esti-
macio´n de para´metros que permite resolver los problemas que se presentan comu´nmente
en otros me´todos de estimacio´n.
La originalidad de la investigacio´n esta´ basada principalmente en tres aspectos:
1. Aunque se han propuesto me´todos para la estimacio´n de los para´metros de un
modelo Log´ıstico Mixto, no hay consistencia entre ellos, pues al aplicarlos a un
mismo conjunto de datos producen estimaciones distintas.
2. En los me´todos propuestos no se evalu´a la robustez de ellos ante malas especifi-
caciones distribucionales.
3. La consideracio´n de una nueva metodolog´ıa que mejore el costo computacional y
sea robusta ante malas especificaciones distribucionales, permitir´ıa usar este tipo
de modelos de manera ma´s ra´pida y confiable en la modelacio´n de probabilidades
de casos de respuesta binaria.
El trabajo esta organizado como sigue. En el cap´ıtulo 2 se presenta una introduc-
cio´n general a los modelos lineales mixtos generalizados, haciendo enfa´sis en el modelo
log´ıstico mixto y los diversos me´todos de estimacio´n que han sido porpuestos hasta la
fecha. Adema´s se hace una introduccio´n a las te´cnicas de optimizacio´n metaheur´ısti-
cas y se profundiza en dos me´todos espec´ıficos, los algoritmos basados en cu´mulos de
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part´ıculas (PSO) y los algoritmos de evolucio´n diferencial(DE).
En el cap´ıtulo 3 se desarrolla una nueva propuesta de estimacio´n de los para´metros
de un modelo con respuesta binaria haciendo uso de la hibridacio´n de las te´cnicas
metaheur´ısticas descritas en el cap´ıtulo anterior y en el cap´ıtulo 4 se realiza un estudio
de la robustez de la propuesta, v´ıa simulacio´n. Finalmente, en el cap´ıtulo 5 se plantean
las conclusiones ma´s relevantes del trabajo.
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Cap´ıtulo 2
Marco teo´rico
2.1. Modelo lineal mixto generalizado
Los modelos lineales generalizados (GLM), expuestos por McCullagh and Neldel
(1989), proveen una extensio´n de los modelos lineales que relaja los supuestos de norma-
lidad, varianza de error constante y, la relacio´n lineal entre los efectos de las covariables
y la media. Un GLM es especificado por:
i) Una componente aleatoria que determina la distribucio´n de probabilidad de la
variable respuesta
ii) Una componente sistema´tica, la cual especifica una funcio´n lineal de las variables
exploratorias usada como predictor
iii) Una funcio´n de enlace que relaciona la componente sistema´tica y el valor medio
de la componente aleatoria.
Por muchos an˜os e´stos modelos fueron estandar para el ana´lisis de datos binomiales. La
inferencia usando ma´xima verosimilitud es sencilla y los procesos de diagno´stico fueron
desarrollados incluyendo un test para la funcio´n de enlace ( ver Cheng and Wu; 1994),
diagno´stico de residuales (Pierce and Schafer 1986; Cook and Weisberg 1989) y test
para el problema de sobre dispersio´n (Breslow 1989).
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Por otra parte, para el caso de medidas repetidas los GLM se extienden a los mode-
los lineales mixtos generalizados (GLMM), los cuales permiten la flexibilidad asociada
a los modelos lineales cla´sicos con niveles mu´ltiples de efectos aleatorios incorpora-
dos en varias categorias. El desarrollo y la utilizacio´n de los GLMM fue inicialmente
obstaculizado por las intratables integrales que se requieren para la estimacio´n de sus
para´metros. Se han propuesto gran variedad de aproximaciones inferenciales, incluyen-
do cuasi-verosimilitud penalizada, el algoritmo EM, ma´xima verosimilitud simulada y
variaciones de las ecuaciones de estimacio´n generalizadas (GEE).
2.1.1. Especificacio´n del modelo
Suponga que se tiene un esquema de muestreo en dos etapas:
Etapa 1. Seleccione una muestra aleatoria de n individuos de una poblacio´n de taman˜o
N . Asocie al i-e´simo individuo, el vector de para´metros espec´ıfico (efectos aleato-
rios) αi.
Etapa 2. Condicional a αi, seleccione realizaciones de {yij, xij}, j = 1, . . . , Ji, para el
i-e´simo individuo.
Suponga que para cada sujeto, yij|αi son independientes, tal que
fi(yij|αi) = exp
{
yijξij − b(ξij)
ai(φ)
+ ci (yij, φ)
}
,
donde b(·), ai(·), c(·, ·) son funciones conocidas, y φ es un para´metro de dispersio´n el
cual puede ser o no conocido. ξij es asociado con µij = E(yij|αi), el cual, a su vez, es
asociado con un predictor lineal
ηi = Ziαi +Xiβ,
a trave´s de una funcio´n de enlace conocida g(·) tal que g(µi) = ηi. En este caso,Xi(Ji×p)
y Zi(Ji×q) son las matrices disen˜o asociadas a los efectos fijos y efectos aleatorios del
i-e´simo individuo , respectivamente; y β es el vector p-dimensional de efectos fijos.
No´tese que en el GLMM intervienen:
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i) Un predictor lineal, η, que se forma como una combinacio´n de los efectos fijos y
aleatorios,
ii) Una funcio´n de enlace y/o funcio´n de enlace inversa que relaciona la media condi-
cional µ con el predictor lineal η.
iii) Una funcio´n de varianza conocida, a trave´s de la cual la matriz de covarianza
V ar[yij|αi] = R depende de µij.
Por otra parte, un modelo lineal mixto generalizado usa una aproximacio´n para el
modelo de variabilidad residual, de tal forma que la relacio´n entre el predictor lineal y
el vector de observaciones es modelada como
Yi|αi ∼ F ∗(g(ηi),R),
es decir, Yi|αi tiene una distribucio´n F ∗ con media g(ηi) y varianza R; donde g(·)
es la funcio´n de enlace inversa. A F ∗ se le denota distribucio´n del error.
En las siguientes subsecciones se presenta una definicio´n ma´s clara y descriptiva de
la funcio´n de enlace inversa y de la funcio´n de varianza.
Funcio´n de enlace inversa
La funcio´n de enlace inversa es usada para mapear el valor del predictor lineal η,
en la media condicional µ, para cada observacio´n. La seleccio´n de la funcio´n de enlace
se basa comunmente en la distribucio´n del error y en la bu´squeda de simplicidad y
habilidad para interpretar los resultados del ana´lisis.
Las funciones de distribucio´n F ∗ ma´s usadas son: la distribucio`n Normal con la fun-
cio´n de enlace Identidad, la distribucio´n Binomial con las funciones de enlace Logit o
Probit, la distribucio´n Poisson con la funcio´n de enlace Log, y la distribucio´n Gamma
con la funcio´n enlace Inversa (tabla 2.1).
7
Tabla 2.1: Funciones de enlace inversa asociadas a las funciones de distribucio´n
Distribucio´n Funcio´n de enlace Funcio´n de enlace inversa Funcio´n de varianza
Normal Identidad η 1
Binomial Logit exp(n)/(1 + exp(n)) µ(1− µ)/n
Probit Φ(η)
Poisson Log exp(n) µ
Gamma Inversa 1/n µ2
Para respuestas dicoto´micas la funcio´n de enlace usada frecuentemente es la Logit:
ηij = ln(µij/(1− µij)). La funcio´n de enlace Logit, a diferencia de la funcio´n de enlace
identidad, siempre dara´ medias estimadas en un rango de cero a uno. Sin embargo,
el efecto de cambio de una unidad en el predictor lineal no es constante, es decir, un
incremento en el predictor lineal resulta en un incremento de la media condicional, pero
no en una tasa constante.
El uso de la funcio´n de enlace Logit se ha hecho comu´n por varias razones, entre
ellas es de resaltar que e´sta funcio´n permite tratar los efectos aleatorios del modelo
como un para´metro de molestia o de intere´s secundario para obtener estimadores de
ma´xima verosimilitud condicional de los efectos fijos sin tener que especificar una dis-
tribucio´n para los efectos del individuo. Adema´s, la funcio´n Logit es sime´trica alrededor
de µ = 1/2.
El modelo lineal mixto generalizado cuya funcio´n de enlace es la funcio´n ”Logit”, se
conoce como modelo de regresio´n log´ıstica mixto o modelo Logit con efectos aleatorios
y su especificacio´n para el caso de datos binarios se da en la siguiente seccio´n.
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Funcio´n de varianza
La funcio´n de varianza se usa para modelar la variabilidad no sistema´tica. En el
modelo lineal generalizado la variabilidad residual surge de dos fuentes: de la distribu-
cio´n de la muestra y de la sobre dispersio´n. La variabilidad debida a la distribucio´n
de la muestra se modela de forma sencilla, para las distribuciones mencionadas en la
tabla(2.1) se tienen las funciones de varianza especificadas en la misma, respectiva-
mente.
La variabilidad debida a la sobre dispersio´n puede ser modelada de diferentes formas:
i) Escalar la variabilidad residual como V ar(yij|µ) = φV (µij), donde φ es el para´metro
de sobre dispersio´n.
ii) Adicionar un efecto aleatorio ei ∼ N(0, φ) al preditor lineal para cada observacio´n.
iii) Seleccionar otra distribucio´n para las respuestas de los individuos.
Las tres aproximaciones requieren la estimacio´n del para´metro adicional, φ. Escalar
la variabilidad residual es la aproximacio´n ma´s simple, pero puede llevar a resulta-
dos poco satisfactorios. Por otra parte, la adicio´n de un efecto aleatorio trae un gran
incremento en el costo computacional.
2.1.2. Modelo log´ıstico mixto
Suponga que se tienen n individuos y para el i-e´simo individuo se tienen Ji observa-
ciones, de tal forma que se tomaron en total N =
∑n
i=1 Ji datos. Sea Yi = (yi1, . . . , yiJi)
el vector de respuestas del individuo i, con i = 1, ..., n, donde yij denota la j-e´sima
respuesta del individuo i. Se asume que yij es una variable aleatoria dicoto´mica con
distribucio´n Bernoulli de para´metro pij = P (yij = 1|αi), tal que
Logit(pij) = ηi = Xijβ + Zijαi (2.1)
donde:
Xij: j-e´sima fila de la matriz de disen˜o para los efectos fijos asociados al individuo i,
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X i(Ji×p).
β(p×1): Vector de efectos fijos.
Zij: j-e´sima fila de la matriz de disen˜o para los efectos aleatorios asociados al individuo
i, Zi(Ji×k).
αi(k×1): Vector de efectos aleatorios del individuo i.
A nivel poblacional se asume que las observaciones de un mismo individuo son in-
dependientes, as´ı que los efectos aleatorios solo varian entre individuos. Adema´s los αi
se suponen independientes e identicamente distribuidos de acuerdo a una funcio´n de
distribucio´n h, esto es, αi ∼iid h.
A partir de (2.1) se obtiene la siguiente especificacio´n para el modelo de regresio´n
logistica mixto
P (yij = 1|αi) = exp(ηi)
1 + exp(ηi)
, con ηi = Xijβ + Zijαi (2.2)
Esta especificacio´n del modelo incluye tres casos especiales, el modelo de intercepto
aleatorio, cuando Zij = 1; el modelo de pendiente aleatoria, cuando Zij = Xij; y el
modelo de pendiente e intercepto aleatorio, cuando Zij = (1, Xij).
Para muchos problemas de medidas repetidas, un modelo de intercepto aleatorio es
suficiente para modelar la variabilidad intra individual. Adema´s la estructura simple
de los efectos aleatorios de este modelo facilita el proceso de estimacio´n, aunque en
muchas ocasiones, donde la funcio´n de verosimilitud no tiene una forma explicita, la
estimacio´n requiere del uso exhaustivo de me´todos nume´ricos tales como cuadratura
Gauss-Hermite, aproximacio´n de Laplace, Monte Carlo, entre otros.
Modelo Log´ıstico con intercepto aleatorio
Con el uso de la funcio´n Logit, el modelo Log´ıstico de intercepto aleatorio esta´ dado
por
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Logit(pij) = αi +Xijβ (2.3)
lo cual equivale a:
P (yij = 1|αi) = exp(αi +Xijβ)
1 + exp(αi +Xijβ)
(2.4)
donde los {αi} son una muestra aleatoria de una poblacio´n con densidad h(α|θ)
siendo θ el vector de para´metros de dicha funcio´n.
Un ana´lisis condicional para la estimacio´n del modelo es relevante cuando los pa-
ra´metros fijos, β, son de intere´s primario, pues cualquier informacio´n acerca de la dis-
tribucio´n de los efectos aleatorios se pierde en el condicionamiento. Cuando ambos
para´metros son de intere´s, una alternativa para el ana´lisis condicional esta basada en
el supuesto de una distribucio´n espec´ıfica para los efectos aleatorios.
Como prioridad del modelamiento estad´ıstico, se busca la estimacio´n de los para´-
metros β y de la distribucio´n de αi, h(θ), v´ıa ma´xima verosimilitud. As´ı pues, dado
que yij ∼ Ber(pij), entonces su funcio´n de probabilidad esta´ dada por
P (yij;β|αi) = (pij)yij(1− pij)1−yij (2.5)
Usando (2.4) se puede expresar (2.5) de esta manera
P (yij;β|αi) =
[
exp(αi +Xijβ)
1 + exp(αi +Xijβ)
]yij [
1− exp(αi +Xijβ)
1 + exp(αi +Xijβ)
]1−yij
=
[exp(αi +Xijβ)]
yij
exp(αi +Xijβ) + 1
Debido a la independencia de las respuestas de cada individuo, la funcio´n de probabi-
lidad conjunta aportada por el i-e´simo individuo es
P (Yi;β|αi) =
Ji∏
j=1
[exp(αi +Xijβ)]
yij
exp(αi +Xijβ) + 1
Ahora, aplicando el me´todo de estimacio´n de ma´xima verosimilitud marginal se
obtiene la funcio´n de verosimilitud marginal para el i-e´simo individuo
Li(β,θ) =
∫
P (Yi;β|αi)h(αi,θ)dαi i = 1, ..., n
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Finalmente, la funcio´n de verosimilitud cuya maximizacio´n permite alcanzar la es-
timacio´n de β y θ esta´ dada por
L(β,θ) =
n∏
i=1
Li(β,θ) =
n∏
i=1
∫
P (Yi;β|αi)h(αi,θ)dαi (2.6)
La integral que aparece en la expresio´n anterior se define como el valor esperado
de la probabilidad condicional P (Yi;β|αi) tomada sobre todos los posibles valores de
la variable no observada αi y su evaluacio´n nume´rica es necesaria para continuar el
desarrollo anal´ıtico de la estimacio´n, pero no tiene solucio´n anal´ıtica lo cual representa
la mayor dificultad en el proceso de estimacio´n del modelo de regresio´n log´ıstica de
intercepto aleatorio.
2.2. Proceso de estimacio´n de para´metros del mo-
delo log´ıstico mixto
Varios autores han propuesto distintos me´todos para solucionar la expresio´n (2.6)
en el proceso de estimacio´n de los para´metros del modelo de regresio´n log´ıstico mixto,
basa´ndose en el algoritmo EM, una aproximacio´n emp´ırica de Bayes y el uso de otras
funciones de enlace en vez de la funcio´n Logit, entre otros.
2.2.1. Algoritmo EM (Esperanza - Maximizacio´n)
El algoritmo EM es un procedimiento de optimizacio´n para computar estimadores
de ma´xima verosimilitud, generalmente en ajustes de datos incompletos. En el ajuste
de datos longitudinales, se consideran los para´metros por individuo, α, como datos omi-
tidos, as´ı que invoca el ajuste de datos incompletos.
Este algoritmo, inicialmente propuesto por Dempster, Laird y Rubin (1977), presen-
ta una te´cnica iterativa general para realizar una estimacio´n de ma´xima verosimilitud y
puede aplicarse en muchas situaciones. En forma espec´ıfica para el caso de los modelos
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lineales mixtos generalizados, el algoritmo EM basado en unos valores iniciales, repite
la siguiente pareja de pasos hasta que satisface un criterio de convergencia impuesto
por el investigador:
i) Etapa de estimacio´n (E): Calcular la funcio´n
Q(θ|θ′) = E[logL′(θ|Yi)]
como una funcio´n de θ bajo la suposicio´n de que θ′ es el vector de valores actuales
de los para´metros a estimar y donde
logL′(θ|Yi) =
n∑
i=1
log f(Yi|αi) + log h(αi|θ)
ii) Etapa de maximizacio´n (M): Buscar θ que maximiza la funcio´n Q(θ|θ′) para
sustituir θ′.
A pesar de que el algoritmo EM ha sido aplicado con e´xito en diversos contextos,
puede ser muy lento para converger. En este caso principalmete porque la estimacio´n
obtenida depende esencialmente del valor inicial y porque el paso E puede ser anal´ıtica-
mente intratable y se debe acudir a otros me´todos de aproximacio´n dentro del algoritmo.
Se han propuesto otros me´todos de estimacio´n de para´metros usando el algoritmo
EM, sin embargo, a pesar de ser me´todos conceptualmente simples, computacional-
mente presentan mucha dificultad. Andersen (1980) evito´ algunos de los problemas
computacionales con el proceso de estimacio´n 2 etapas; e´l sugirio´ estimar β con el esti-
mador β̂ de ma´xima verosimilitud condicional y obtener estimadores de los para´metros
de la distribucio´n de αi, maximizando L(β̂, θ), es decir, sustituyendo β por β̂ en la
verosimilitud marginal. Las propiedades de estos estimadores no se conocen, Andersen
plantea que para muestras suficientemente grandes las propiedades podr´ıan ser simi-
lares a las de los estimadores usuales de ma´xima verosimilitud; sin embargo esta idea
no fue demotrada.
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2.2.2. Bayes Emp´ırico
Para implementar la aproximacio´n emp´ırica de Bayes en la inferencia del modelo
(2.2), Stiratelli, Laird y Ware (1984) asumen que αi ∼ MVN(0,D), con D descono-
cida; β tiene una distribucio´n apriori dada por β ∼ MVN(0,Γ), tal que Γ−1 → 0.
As´ı, en principio se podr´ıa estimar β y D maximizando la verosimilitud marginal de
los datos, dada en este caso por
L(β,D) =
n∏
i=1
∫
P (Yi,β|αi) exp
(
−1
2
αi
tD−1αi
)
|D|−1/2dαi (2.7)
El para´metro aleatorio de cada individuo ser´ıa obtenido como
α̂i = E[αi|Yi, β̂, D̂] (2.8)
Esta aproximacio´n tiene dos desventajas:
i) El estimador de la varianza es sesgado para muestras pequen˜as, el sesgo crece
cuando la dimensio´n de β aumenta. Una solucio´n para este problema es usar el
estimador de ma´xima verosimilitud restringida (REML) de la varianza; se estima
D maximizando la funcio´n
LR(D,Γ
−1 = 0) = l´ım
Γ−1→0
{∫
L(β,D) exp
(
−1
2
βtΓ−1β
)
|Γ|−1/2dβ
}
(2.9)
y as´ı el estimador asociado de β es
β̂ = E[β|Y , D̂,Γ−1 = 0] (2.10)
donde Y t = (Y1
t, ...,Yn
t), la esperanza es sobre la distribucio´n posterior conjunta
de β y αt = (α1
t, ...,αn
t).
Las matrices de varianza y covarianza de β̂ y α̂ pueden ser estimadas correspon-
dientemente por
Σ̂β = var[β|Y ,D,Γ−1 = 0] (2.11)
Σ̂α = var[α|Y ,D,Γ−1 = 0] (2.12)
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ii) La forma cerrada de las expresiones para las integrales en (2.7) y (2.9) (e im-
plicitamente en (2.8),(2.10),(2.11) y (2.12)) no existe. La solucio´n propuesta para
estimar β y α es usar la moda posterior en vez de usar la media en (2.8) y en
(2.10), es decir, aproximar la distribucio´n posterior conjunta de β y α por una
distribucio´n normal multivariada que tiene la misma moda y curvatura en la mo-
da que la distribucio´n posterior verdadera. Denotando la distribucio´n posterior
conjunta de β y α como p(β,α|Y ,D,Γ), se define β̂, α̂ y Σ̂βα por
p(β̂, α̂) = sup
β,α
p(β,α|Y , D̂,Γ−1 = 0) (2.13)
y
Σ̂βα = −
{
∂2lnp(β̂, α̂|Y , D̂,Γ−1 = 0)
∂(β,α)∂(β,α)t
}−1
(2.14)
donde D̂ maximiza (2.9). Como p(β,α|Y , D̂,Γ−1 = 0) es proporcional al pro-
ducto de f(Y |β,α) y h(α|D̂), entonces β̂ y α̂ pueden calcularse usando el pro-
cedimiento estandar similar al usado en ma´xima verosimilitud ordinaria. Adema´s
Σ̂−1βα es realizable.
Para estimar D se han presentado distintas aproximaciones, una de ellas propues-
ta por Laird (1977) consiste en tomar la maximizacio´n de (2.9) como objetivo
y aproximar sus derivadas calculando D̂, esta aproximacio´n se hace usando el
algoritmo EM as´ı
Etapa M: Suponer que α fue observado. Entonces el MLE de D podr´ıa ser
D̂ =
n∑
i=1
αiαi
t/n (2.15)
Etapa E: Calcular el valor esperado del estad´ıstico eficiente
t̂ =
n∑
i=1
E[αiαi
t|Yi, D̂,Γ−1 = 0] (2.16)
El calculo exacto de (2.16) requiere n integraciones nume´ricas. Sin embargo si
se usa la aproximacio´n normal que se asumio´ anteriormente, el calculo se vuelve
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sencillo. Es decir, se asume que la distribucio´n condicional de α, dado Y , es apro-
ximadamente normal con media α̂ y matriz de covarianza Σ̂α como se define en
(2.13) y (2.14). El calculo de α̂ generalmente requiere iteracio´n, as´ı que se usa
un proceso iterativo como el de Newton-Raphson en cada etapa E del algorito EM.
Este me´todo puede ser muy costoso en el ana´lisis exploratorio para algunos ca-
sos, en otros puede llegar a ser ma´s eficiente usar la integracio´n nume´rica para
aproximar (2.16) en la etapa E.
2.2.3. Cuadratura Gaussiana
Otro me´todo usado para lograr la estimacio´n de los para´metros del modelo Logit
y en general de los modelos lineales mixtos generalizados, es la cuadratura Gaussiana.
La cuadratura puede ser u´til en la aproximacio´n de la verosimilitud marginal por inte-
gracio´n nume´rica. Especificamente, si la distribucio´n asumida para los efectos aleatorios
es normal, la cuadratura Gauss-Hermite puede aproximar la integral a un grado alto de
exactitud. La integral es aproximada por una sumatoria sobre un nu´mero especificado
de puntos de cuadratura Q para cada dimensio´n de la integracio´n. Si se asume que los
efectos aleatorios se rigen por una distribucio´n distinta de la normal, se escogen otros
puntos de cuadratura pero la exactitud es ma´s de´bil.
En el me´todo la funcio´n de probabilidad f(Yi|θ) es obtenida sustituyendo los para´-
metros θ por el vector r-dimensional de puntos de cuadratura Q, as´ı la verosimilitud
marginal es aproximada como:
L(θ) ≈
r∑
q=1
n∏
i=1
f(Yi|Qr)A(Qr)
donde A(Qr) es la evaluacio´n de los puntos de cuadratura en la distribucio´n de los
efectos aleatorios, es decir h(αi|Qr) = A(Qr).
La cuadratura Gaussiana puede funcionar bien si las respuestas son dicoto´micas y
el taman˜o de los cluster o grupos de datos, es pequen˜o. Sin embargo, frecuentemente se
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necesita un gran nu´mero de puntos de cuadratura para obtener una buena aproximacio´n
de la verosimilitud. Como consecuencia, el me´todo puede ser computacionalmente in-
tensivo, particularmente si hay muchos efectos aleatorios. Es importante anotar que
la cuadratura Gaussiana puede fallar au´n para datos binarios y grupos pequen˜os si la
correlacio´n intraindividual es muy alta.
2.2.4. Log-Log
Un me´todo alterno, basado en la maximizacio´n de la verosimilitud marginal para
analizar datos binarios con efectos aleatorios fue propuesto por Conaway (1990). Mues-
tra que asumiendo una familia para´metrica que sugiera una amplia variedad de formas
para la distribucio´n de los efectos aleatorios, la verosimilitud marginal puede ser com-
putada sin integraciones nume´ricas.
La propuesta de Conaway se enfoca en el uso de la funcio´n de enlace ”Log-Log”,
g(pij) = ln(− ln(pij)), como una alternativa a la funcio´n Logit. La distribucio´n asumida
para los efectos aleatorios es la distribucio´n Log-gamma, la cual provee una amplia va-
riedad de formas para la distribucio´n de los efectos aleatorios, incluyendo algunas que
parecen cercanas a la distribucio´n normal. As´ı, no es dificil maximizar la verosimilitud
marginal resultante, pues no se requiere integracio´n nume´rica para su evaluacio´n.
El modelo planteado por Conaway (1990) es el siguiente:
ln(−ln(pij)) = αi +Xijβ
el cual se puede reescribir, usando el enlace inverso, como
pij = exp(− exp(αi +Xijβ)) (2.17)
Asumir la distribucio´n Log-gamma para los αi es equivalente a asumir la distribucio´n
Gamma para la transformacio´n exp(αi) (ver demostracio´n en A.1). Por lo tanto, si los αi
son independientes e identicamente distribuidos con exp(αi) ∼ gamma(k, λ), la funcio´n
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de densidad de αi, es dada por
h(αi|k, λ) = 1
λkΓ(k)
exp(kαi) exp
(
−1
λ
exp(αi)
)
(2.18)
En el teorema (A.1) se demuestra que bajo la funcio´n de densidad anterior se pueden
determinar las siguientes expresiones para la media y la varianza de αi, tal como lo
plantea Conaway
E(αi) = ψ(k) + ln(λ)
y
V ar(αi) = ψ
′(k)
donde Γ(k) es la funcio´n gamma, Γ(k) =
∫
tk−1 exp−t dt; ψ(k) es la derivada del
logaritmo de la funcio´n gamma y ψ′(k) es la derivada de ψ(·).
Adema´s de los supuestos anteriores, el asumir independencia entre las respuestas
del i-e´simo individuo permite escribir la probabilidad conjunta de las respuestas del
individuo as´ı
P (Yi|αi) =
Ji∏
j=1
P (yij = 1|αi) (2.19)
Combinando los supuestos (2.17),(2.18) y (2.19), se puede determinar una expresio´n
anal´ıtica de la esperanza condicional de las respuestas, variando sobre la distribucio´n
de los efectos aleatorios de esta manera
P (yij = 1) = E(yij) = E[E(yij|αi)]
=
∫
P (yij = 1|αi)h(αi|k, λ)dαi
=
(
1/λ
1/λ+ exp(Xijβ)
)k
(2.20)
Ana´logo al proceso que permite encontrar la expresio´n anterior, los supuestos per-
miten determinar una solucio´n anal´ıtica de la integral que surge en la funcio´n de
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verosimilitud marginal del i-e´simo individuo, sin necesidad de utilizar integracio´n nume´ri-
ca. As´ı que en este caso la funcio´n de verosimilitud marginal esta´ dada por
Li(β, k, λ) =
∫ Ji∏
j=1
P (yij = 1|αi)h(αi|k, λ)dαi
=
(
1/λ
1/λ+
∑Ji
j=1 exp(Xijβ)
)k
(2.21)
Las demostraciones (A.2) y (A.3) muestran el desarrollo que lleva a las igualdades
en (2.20) y en (2.21) repectivamente.
De (2.21) se llega a la funcio´n log-verosimilitud marginal a partir de la cual Conaway
sugiere obtener los estimadores de los para´metros a trave´s de un me´todo de maxi-
mizacio´n que consiste en obtener el vector de probabilidades de todos los individuos
resolviendo un sistema de ecuaciones que involucra la matriz de disen˜o y un vector con
las probabilidades de los individuos, pero calculadas sobre todos los posibles subcon-
juntos de un subconjunto de respuestas de los individos.
Por otra parte, si se desea emplear el me´todo de ma´xima verosimilitud tradicional
se obtiene que
lnL(β, k, λ) =
n∑
i=1
lnLi(β, k, λ) =
n∑
i=1
k ln
(
1/λ
1/λ+
∑Ji
j=1
∑
exp(Xijβ)
)
=
n∑
i=1
k
[
ln
1
λ
− ln
(
1
λ
+
Ji∑
j=1
exp(Xijβ)
)]
= −k
n∑
i=1
ln
(
1 + λ
Ji∑
j=1
exp(Xijβ)
)
Y la optimizacio´n del problema, es decir los estimadores, se alcanzan hallando las
raices de las siguientes ecuaciones
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∂∂k
ln[L(β, k, λ)] = −
n∑
i=1
ln
(
1 + λ
Ji∑
j=1
exp(Xijβ)
)
∂
∂λ
ln[L(β, k, λ)] = −k
n∑
i=1
( ∑Ji
j=1 exp(Xijβ)
1 + λ
∑Ji
j=1 exp(Xijβ)
)
∂
∂βt
ln[L(β, k, λ)] = −k
n∑
i=1
(
λ
∑Ji
j=1 Xijt exp(Xijβ)
1 + λ
∑Ji
j=1 exp(Xijβ)
)
, t = 1, 2, ..., p
Pero este u´ltimo sistema de ecuaciones no tiene solucio´n, por lo tanto el proceso de
estimacio´n no puede completarse con el me´todo usual de maximizacio´n.
2.3. Te´cnicas Metaheur´ısticas de Optimizacio´n
Las te´cnicas metaheur´ısticas son cada vez ma´s usadas en la resolucio´n de problemas
de optimizacio´n conforme estos se hacen ma´s grandes y complejos. Estas te´cnicas, tal
como las exponen Glover y Kochenberger en su libro Handbook of Metaheuristics, son
estrategias de alto nivel que combinan diferentes me´todos heur´ısticos para explorar el
espacio de bu´squeda de soluciones del problema de forma eficiente y efectiva.
Hay diferentes formas de clasificar y describir las te´cnicas metaheur´ısticas, depen-
diendo de las caracter´ısticas que se seleccionen; una de las clasificaciones ma´s utilizada
divide las metaheur´ısticas en dos: basadas en trayectorias y basadas en poblacio´n.
Las te´cnicas basadas en trayectorias se caracterizan por la bu´squeda de la solucio´n
o´ptima partiendo de un punto y mediante la exploracio´n del vecindario de e´ste, se va
actualizando la solucio´n actual, formando una trayectoria; normalmente se termina la
bu´squeda cuando se alcanza un nu´mero ma´ximo de iteraciones predefinido, se encuentra
una solucio´n con una calidad aceptable o se detecta un estancamiento del proceso.
Las te´cnicas basadas en la poblacio´n se caracterizan por trabajar con un conjunto
de soluciones en cada iteracio´n, el resultado final de este tipo de algoritmos depende
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fuertemente de la forma en que se manipule la poblacio´n. Una de las metaheur´ısticas
que hace parte de esta clasificaco´n es el Algoritmo Basado en Cu´mulos de Part´ıculas o
Particle Swarm Optimization (PSO), que se describira´ en la siguiente seccio´n.
2.3.1. Algoritmos Basados en Cu´mulos de Part´ıculas
Como se menciono´ antes, un Algoritmo Basado en Cu´mulos de Part´ıculas es una
te´cnica metaheur´ıstica basada en poblaciones. El PSO fue originalmente desarrollado
por el psico´logo-socio´logo Jammes Kennedy y por el ingeniero electro´nico Russell Eber-
hart en 1995, basa´ndose en un enfoque conocido como la ”meta´fora social”que describe
a este algoritmo y que se puede resumir de la siguiente forma: los individuos que con-
viven en una sociedad tienen una opinio´n que es parte de un conjunto de creencias
(el espacio de bu´squeda) compartido por todos los posibles individuos. Cada individuo
puede modificar su propia opinio´n basa´ndose en tres factores:
Su conocimiento sobre el entorno (su valor de fitness).
Su conocimiento histo´rico o experiencias anteriores (su memoria).
El conocimiento histo´rico o experiencias anteriores de los individuos situados en
su vecindario.
Siguiendo ciertas reglas de interaccio´n, los individuos en la poblacio´n adaptan sus
esquemas de creencias al de los individuos con ma´s e´xito de su entorno. Con el tiem-
po, surge una cultura cuyos individuos tienen un conjunto de creencias estrechamente
relacionado.
El principio natural en el que se basa PSO es el comportamiento de una bandada de
aves o de un banco de peces: supongamos que una de estas bandadas busca comida en
un a´rea y que solamente hay una pieza de comida en dicha a´rea. Los pa´jaros no saben
do´nde esta´ la comida pero s´ı conocen su distancia a la misma, por lo que la estrategia
ma´s eficaz para hallar la comida es seguir al ave que se encuentre ma´s cerca de ella. PSO
emula este escenario para resolver problemas de optimizacio´n. Cada solucio´n (part´ıcula)
es un ave en el espacio de bu´squeda que esta´ siempre en continuo movimiento y que
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nunca muere.
El cu´mulo de part´ıculas es un sistema multiagente, es decir, las part´ıculas son agentes
simples que se mueven por el espacio de bu´squeda y que guardan (y posiblemente
comunican) la mejor solucio´n que han encontrado. Cada part´ıcula tiene un fitness o
funcio´n de bondad que cuantifica su grado de adecuacio´n, una posicio´n y un vector
velocidad que dirige su ”movimiento”; este movimiento de las part´ıculas por el espacio
esta´ guiado por las part´ıculas o´ptimas en el momento actual. Para cada part´ıcula se
define el vecindario como el conjunto de soluciones que se pueden construir a partir de
ella aplicando un movimiento.
Descripcio´n del Algoritmo PSO
Un algoritmo PSO consiste en un proceso iterativo y estoca´stico que opera sobre un
cu´mulo de part´ıculas. La posicio´n de cada part´ıcula representa una solucio´n potencial
al problema que se esta´ resolviendo. Generalmente, una part´ıcula pi esta´ compuesta de
tres vectores y dos valores de fitness:
El vector xi = (xi1, xi2, . . . , xin) almacena la posicio´n actual (localizacio´n) de la
part´ıcula en el espacio de bu´squeda.
El vector pBesti = (pi1, pi2, . . . , pin) almacena la posicio´n de la mejor solucio´n
encontrada por la part´ıcula hasta el momento.
El vector de velocidad vi = (vi1, vi2, . . . , vin) almacena el gradiente (direccio´n)
segu´n el cual se movera´ la part´ıcula.
El valor de fitness fitness xi almacena el valor de adecuacio´n de la solucio´n actual
(vector xi).
El valor de fitness fitness pBesti almacena el valor de adecuacio´n de la mejor
solucio´n local encontrada hasta el momento (vector pBesti).
El cu´mulo se inicializa generando las posiciones y las velocidades iniciales de las
part´ıculas. Las posiciones se pueden generar aleatoriamente en el espacio de bu´squeda
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(puede ser con ayuda de un heur´ıstico de construccio´n),de forma regular o con una
combinacio´n de ambas formas. Una vez generadas las posiciones, se calcula el fitness de
cada una y se actualizan los valores de fitness xi y fitness pBesti.
Las velocidades se generan aleatoriamente, con cada componente en el intervalo
[−vmax, vmax], donde vmax sera´ la velocidad ma´xima que pueda tomar una part´ıcula en
cada movimiento. No es conveniente fijarlas a cero pues no se obtienen buenos resulta-
dos.
Inicializado el cu´mulo, las part´ıculas se deben mover dentro del proceso iterativo.
Una part´ıcula se mueve desde una posicio´n del espacio de bu´squeda hasta otra, sim-
plemente, an˜adiendo al vector posicio´n xi el vector velocidad vi para obtener un nuevo
vector posicio´n:
xi ←− xi + vi (2.22)
Una vez calculada la nueva posicio´n de la part´ıcula, se evalu´a actualizando fitness xi.
Adema´s, si el nuevo fitness es el mejor fitness encontrado hasta el momento, se actua-
lizan los valores de mejor posicio´n pBesti y fitness fitness pBesti. El vector velocidad
de cada part´ıcula es modificado en cada iteracio´n utilizando la velocidad anterior, un
componente cognitivo y un componente social. El modelo matema´tico resultante y que
representa el corazo´n del algoritmo PSO viene representado por las siguientes ecua-
ciones:
vk+1i = ωv
k
i + ϕ1rand1(pBesti − xki ) + ϕ2rand2(gi − xki ) (2.23)
xk+1i = x
k
i + v
k+1
i (2.24)
La Ecuacio´n 2.23 refleja la actualizacio´n del vector velocidad de cada part´ıcula i en
cada iteracio´n k. El componente cognitivo esta´ modelado por el factor ϕ1rand1(pBesti−
xki ) y representa la distancia entre la posicio´n actual y la mejor conocida por esa part´ıcu-
la, es decir, la decisio´n que tomara´ la part´ıcula influenciada por su propia experiencia a
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lo largo de su vida. El componente social esta´ modelado por ϕ2rand2(gi − xki ) y repre-
senta la distancia entre la posicio´n actual y la mejor posicio´n del vecindario, es decir,
la decisio´n que tomara´ la part´ıcula segu´n la influencia que el resto del cu´mulo ejerce
sobre ella. Una descripcio´n ma´s detallada de cada factor se realiza a continuacio´n:
vki : velocidad de la part´ıcula i en la iteracio´n k,
ω : factor inercia mediante el que se controla el balance entre explotacio´n y exploracio´n
en la bu´squeda,
ϕ1, ϕ2: son tasas de aprendizaje (pesos) que controlan los componentes cognitivo y so-
cial, respectivamente
rand1, rand2: nu´meros aleatorios uniformes entre 0 y 1,
xki : posicio´n actual de la part´ıcula i en la iteracio´n k,
pBesti: mejor posicio´n (solucio´n) encontrada por la part´ıcula i hasta el momento,
gi: representa la posicio´n de la part´ıcula con el mejor pBest fitness del entorno de pi
(localbest) o de todo el cu´mulo (globalbest).
La ecuacio´n (2.24) modela el movimiento de cada part´ıcula i en cada iteracio´n k.
En la figura 2.1 se muestra una representacio´n gra´fica del movimiento de una part´ıcula
en el espacio de soluciones.
Figura 2.1: Movimiento de una part´ıcula en el espacio de soluciones. Fuente:J.M. Garc´ıa
(2006)
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En esta gra´fica, las flechas de l´ınea discontinua representan la direccio´n de los vec-
tores de velocidad actual: vkpBest es la velocidad de la mejor posicio´n tomada por la
part´ıcula, vkg es la velocidad de la mejor part´ıcula encontrada en el vecindario y v
k es la
velocidad actual de la part´ıcula. La flecha de l´ınea continua representa la direccio´n que
toma la part´ıcula para moverse desde la posicio´n xk hasta la posicio´n xk+1. El cambio
de direccio´n de esta flecha depende de la influencia de las dema´s direcciones (gradiente)
que intervienen en el movimiento.
Se pueden obtener diferentes tipos de PSO atendiendo a diversos tipos de configu-
racio´n, por ejemplo la importancia de los pesos cognitivo y social y segu´n el tipo de
vecindario utilizado.
Por una parte, dependiendo de la influencia de los factores cognitivo y social (valores
ϕ1 y ϕ2 respectivamente) sobre la direccio´n de la velocidad que toma una part´ıcula en
el movimiento (Ecuacio´n 2.24), Kennedy (1997) identifica cuatro tipo de algoritmos:
Modelo Completo: ϕ1, ϕ2 > 0. Tanto el componente cognitivo como el social
intervienen en el movimiento.
Modelo so´lo Cognitivo: ϕ1 > 0 y ϕ2 = 0. U´nicamente el componente cognitivo
interviene en el movimiento.
Modelo so´lo Social: ϕ1 = 0 y ϕ2 > 0. U´nicamente el componente social interviene
en el movimiento.
Modelo so´lo Social exclusivo: ϕ1 = 0 y ϕ2 > 0 y gi 6= xi. La posicio´n de la
part´ıcula en s´ı no puede ser la mejor de su entorno.
Por otra parte, desde el punto de vista del vecindario, es decir, la cantidad y posicio´n
de las part´ıculas que intervienen en el ca´lculo de la distancia en la componente social,
se clasifican dos tipos de algoritmos: PSO Local y PSO Global.
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En el PSO Local, se calcula la distancia entre la posicio´n actual de part´ıcula y la
posicio´n de la mejor part´ıcula encontrada en el entorno local de la primera. El entorno
local consiste en las part´ıculas inmediatamente cercanas en la topolog´ıa del cu´mulo.
Para el PSO Global, la distancia en el componente social viene dada por la diferencia
entre la posicio´n de la part´ıcula actual y la posicio´n de la mejor part´ıcula encontrada
en el cu´mulo completo gBesti, como muestra el pseudoco´digo en el Algoritmo.
Figura 2.2: Pseudoco´digo Algoritmo PSO. Fuente:J.M. Garc´ıa (2006)
La versio´n Global converge ma´s ra´pido pues la visibilidad de cada part´ıcula es mejor
y se acercan ma´s a la mejor del cu´mulo favoreciendo la intensificacio´n, por esta razo´n,
es la versio´n que usaremos en la propuesta de estimacio´n del presente trabajo.
El desarrollo de una part´ıcula depende tanto de la topolog´ıa del cu´mulo como de la
versio´n del algoritmo. Las topolog´ıas definen el entorno de interaccio´n de una part´ıcula
individual con su vecindario. La propia part´ıcula siempre pertenece a su entorno. Los
entornos pueden ser de dos tipos:
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Geogra´ficos : se calcula la distancia de la part´ıcula actual al resto y se toman las
ma´s cercanas para componer su entorno.
Sociales : se define a priori una lista de vecinas para part´ıcula, independientemente
de su posicio´n en el espacio.
Los entornos sociales son los ma´s empleados. Una vez definido un entorno, es nece-
sario definir su taman˜o, son habituales valores de 3 y 5 pues suelen tener un buen
comportamiento. Cuando el taman˜o es todo el cu´mulo de part´ıculas, el entorno es a la
vez geogra´fico y social, obteniendo as´ı un PSO Global.
Es posible configurar varios tipos de topolog´ıas dentro de un entorno social de cu´mu-
lo. Una de las ma´s comunes y que inicialmente fue ma´s utilizada es la sociometr´ıa
globalbest; en e´sta, se establece un vecindario global en el que toda part´ıcula es veci-
na de la totalidad del cu´mulo (PSO Global) favoreciendo la explotacio´n de espacio de
soluciones. Otro ejemplo es la sociometr´ıa localbest (Figura 2.3), que fue propuesta
para tratar con problemas de mayor dificultad. En localbest (o anillo), cada part´ıcula
es conectada con sus vecinas inmediatas en el cu´mulo, as´ı, por ejemplo, la part´ıcula pi
es vecina de la part´ıcula pi−1 y de pi+1. Esta topolog´ıa ofrece la ventaja de establecer
subcu´mulos que realizan bu´squedas en diversas regiones del espacio del problema y de
esta forma se favorece la exploracio´n.
Figura 2.3: Sociometr´ıas de cu´mulos globalbest y localbest. Fuente:J.M. Garc´ıa (2006)
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Un problema habitual de los algoritmos de PSO es que la magnitud de la velocidad
suele llegar a ser muy grande durante la ejecucio´n, con lo que las part´ıculas se mueven
demasiado ra´pido por el espacio. El rendimiento puede disminuir si no se fija adecuada-
mente el valor de vmax, la velocidad ma´xima de cada componente del vector velocidad.
En la literatura, se habla de dos me´todos para controlar el excesivo crecimiento de las
velocidades: Un factor de inercia, ajustado dina´micamente y un coeficiente de constric-
cio´n.
El factor inercia ω, es multiplicado por la velocidad actual en la ecuacio´n de actua-
lizacio´n de la velocidad (Ecuacio´n 2.23). ω se va reduciendo gradualmente a lo largo del
tiempo (medido en iteraciones del algoritmo). Podemos realizar el ca´lculo de la inercia
utilizando la siguiente ecuacio´n en cada iteracio´n del algoritmo.
ω = ωmax − ωmax − ωmin
itermax
iter
Donde ωmax es el peso inicial y ωmin el peso final, itermax es el nu´mero ma´ximo de
iteraciones y iter es la iteracio´n actual. ω debe mantenerse entre 0.9 y 1.2. Valores altos
provocan una bu´squeda exhaustiva (ma´s diversificacio´n) y valores bajos una bu´squeda
ma´s localizada (ma´s intensificacio´n).
Por otra parte, el coeficiente de constriccio´n introduce una nueva ecuacio´n para la
actualizacio´n de la velocidad y asegura la convergencia.
vk+1i = K[v
k
i + ϕ1rand1(pBesti − xki ) + ϕ2rand2(gi − xki )]
K =
2
|2− ϕ−√ϕ2 − 4ϕ| , dondeϕ = ϕ1 + ϕ2;ϕ > 4
Otro aspecto a tener en consideracio´n es el taman˜o del cu´mulo de part´ıculas, pues
determina el equilibro entre la calidad de las soluciones obtenidas y el costo computa-
cional (nu´mero de evaluaciones necesarias). Recientemente, se han propuesto algunas
variantes que adaptan heur´ısticamente el taman˜o del cu´mulo, de manera que, si la cali-
dad del entorno de la part´ıcula ha mejorado pero la part´ıcula es la peor de su entorno,
se elimina la part´ıcula. Por otra parte, si la part´ıcula es la mejor de su entorno pero no
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hay mejora en el mismo, se crea una nueva part´ıcula a partir de ella. Las decisiones se
toman de forma probabil´ıstica en funcio´n del taman˜o actual del cu´mulo.
2.3.2. Evolucio´n Diferencial
Otros me´todos basados en poblacio´n son los Algoritmos Evolutivos, estos esta´n ins-
pirados en la capacidad de la naturaleza para evolucionar seres para adaptarlos a los
cambios de su entorno. Esta familia de te´cnicas siguen un proceso iterativo y estoca´stico
que opera sobre una poblacio´n de individuos. Cada individuo representa una solucio´n
potencial al problema que se esta´ resolviendo. Inicialmente, la poblacio´n es generada
aleatoriamente (quiza´s con ayuda de un heur´ıstico de construccio´n). Cada individuo en
la poblacio´n tiene asignado, por medio de una funcio´n de aptitud (fitness), una medida
de su bondad con respecto al problema bajo consideracio´n. Este valor es la informacio´n
cuantitativa que el algoritmo usa para guiar su bu´squeda. En los me´todos que siguen
el esquema de los algoritmos evolutivos, la modificacio´n de la poblacio´n se lleva a cabo
mediante tres operadores: seleccio´n, recombinacio´n y mutacio´n. Estos algoritmos es-
tablecen un equilibrio entre la explotacio´n de buenas soluciones (fase de seleccio´n) y la
exploracio´n de nuevas zonas del espacio de bu´squeda (fase de reproduccio´n), basados
sobre el hecho que la pol´ıtica de reemplazo permite la aceptacio´n de nuevas soluciones
que no mejoran necesariamente la existentes.
La Evolucio´n Diferencial (DE) hace parte de los me´todos mencionados en el pa´rrafo
anterior y particularmente ofrece una forma de optimizar un problema sin usar su gra-
diente, lo que se hace muy u´til en aquellos casos en que el gradiente es d´ıficil o imposible
de hallar.
El algoritmo de Evolucio´n Diferencial (DE) fue propuesto por Storn y Price en
1998. Se trata de una te´cnica no determinista basada en la evolucio´n de una poblacio´n
de vectores (individuos) de valores reales que representan las soluciones en el espacio
de bu´squeda. La generacio´n de nuevos individuos se lleva a cabo mediante operadores
diferenciales de mutacio´n y cruce.
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Mediante la mutacio´n diferencial se an˜ade la diferencia proporcional de dos indi-
viduos elegidos aleatoriamente de la poblacio´n a un tercer individuo (tambie´n elegido
aleatoriamente). Formalmente, dados tres individuos vr1,vr2 y vr3 elegidos aleatoria-
mente de la poblacio´n, donde r1, r2, r3 ∈ {1, 2, ..., N} son nu´meros aleatorios diferentes
entre s´ı y N es el taman˜o de la poblacio´n, un nuevo individuo mutado wi se genera
mediante la siguiente expresio´n:
wi ←− vr1 + µ(vr2 − vr3) (2.25)
La constante de mutacio´n µ > 0 establece el rango diferenciacio´n entre los indivi-
duos vr2 y vr3 con el objetivo de evitar el estancamiento en el proceso de bu´squeda.
Tras la mutacio´n, se realiza una operacio´n de recombinacio´n sobre cada individuo
vi (target) para generar un individuo intermedio ui (trial). Esta operacio´n de cruce
selecciona uniformemente una posicio´n j del vector trial con la misma probabilidad que
del vector target obtenido del individuo mutado.
ui(j) =
 wi(j) si r ≤ Cr o j = jrvi(j) en otro caso
Como se puede observar en la ecuacio´n anterior, el operador de cruce elige aleato-
riamente un valor entero jr ∈ [1 . . . D] y un valor real aleatorio r ∈ (0, 1), tambie´n
uniformemente distribuido para cada componente j ∈ (1 . . . D) del vector trial ui. De
este modo, con una probabilidad de recombinacio´n Cr o bien en el caso en el que se
cumpla la igualdad j = jr, se selecciona el elemento jesimo del individuo mutado wi(j)
para ser colocado en el elemento jesimo del individuo trial ui(j). En otro caso, se se-
lecciona el elemento jesimo del individuo target vi(j) para ser colocado en el elemento
jesimo del individuo trial. Finalmente, mediante un operador de seleccio´n se decide la
aceptacio´n del individuo trial para la nueva generacio´n si consigue alguna mejora sobre
el individuo anterior, como muestra la siguiente ecuacio´n
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vi =
 ui si f(ui) ≤ f(vi)vi en otro caso
En la siguiente seccio´n, se describe el algoritmo objeto de este trabajo en el que se
utilizan las estructuras y operadores, tanto de PSO como de DE.
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Cap´ıtulo 3
Propuesta para la estimacio´n de los
para´metros del modelo log´ıstico
mixto
La propuesta de trabajo, despue´s de estudiar el estado del arte de la estimacio´n de
los para´metros del modelo de regresio´n Log´ıstica Mixto y de ver las principales debili-
dades de los procesos, se basa en la implementacio´n de me´todos de estimacio´n usando
mecanismos ma´s parsimoniosos y completos que permitan evadir algunos de los proble-
mas que comu´nmente se presentan en los me´todos estudiados.
En esta investigacio´n se propone un mecanismo de estimacio´n basado en un enfoque
de te´cnicas de optimizacio´n metaheur´ısticas. El objetivo de este desarrollo, a parte de
estudiar las ventajas y desventajas del nuevo enfoque, es abrir una ventana al uso de
las te´cnicas metaheur´ısticas para solucionar problemas de estimacio´n estad´ıstica que
son dif´ıciles de abordar con las te´cnicas convencionales.
Teniendo en cuenta que el objetivo principal del estudio del modelo de regresio´n
Log´ıstica Mixto es la estimacio´n de la probabilidad para una variable dicoto´mica, para
la presente propuesta se parte del modelo expuesto por Conaway (1990).
Sea yi = (yi1, yi2, ..., yiJi) el vector de Ji respuestas del i-e´simo individuo, con i =
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1, 2, ..., n. En donde, cada yij es una respuesta dicoto´mica, tal que yij ∼ Ber(pij) con
pij = P (yij = 1).
Para modelar la probabilidad pij teniendo en cuenta la inclusio´n de un efecto aleatorio
que caracterice la correlacio´n entre las observaciones de un mismo individuo, se utiliza
la funcio´n de enlace Log-Log tal como en (2.17)
pij = P (yij = 1) = exp(− exp(αi +Xijβ))
donde se asume que los efectos aleatorios, αi, son variables independientes e identica-
mente distribuidas Log-gamma de para´metros k, λ; h(αi|k, λ) como en (2.18).
A partir de e´sta especificacio´n se puede llegar a la siguiente expresio´n anal´ıtica de
la esperanza marginal de la respuesta de cada individuo (ver teorema A.2)
E[yij] =
(
1/λ
1/λ+ exp(Xijβ)
)k
, (3.1)
y con el supuesto de independencia de las respuestas de cada individuo, encontramos
una expresio´n similar para la funcio´n de ma´xima verosimilitud marginal del i-e´simo
individuo (ver teorema A.3), dada por
L(β, k, λ) =
(
1/λ
1/λ+
∑Ji
i=1 exp(Xijβ)
)k
Partiendo de la ecuacio´n anterior, se pueden presentar problemas de invertibilidad y
diferenciabilidad a la hora de aplicar me´todos nume´ricos tradicionales en la estimacio´n.
Para solucionar estos problemas y obtener una ganacia computacional, en este trabajo
se plantea el uso de un algoritmo hibrido Evolucio´n Diferencial-Cu´mulo de Part´ıculas,
el cual se denota en el resto del documento como DE-PSO. El objetivo principal de
este me´todo es aprovechar los puntos fuertes de los algoritmos con el fin de mantener
un equilibrio entre los factores de exploracio´n y explotacio´n en el espacio de bu´squeda,
previniendo un estancamiento de la poblacio´n y evitando una convergencia prematura.
La metodolog´ıa propuesta constituye una modificacio´n y adaptacio´n de la idea pro-
puesta por Pant et al. (2009). El algoritmo DE-PSO inicia con el usual algoritmo DE
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hasta el punto donde el vector de ensayo es generado. Si e´ste vector es mejor que el
correspondiente vector objetivo, entonces se incluye en la poblacio´n, en otro caso, entra
en el algoritmo la fase PSO y se genera un nuevo candidato solucio´n usando las ecua-
ciones actualizadas de posicio´n y velocidad de Cu´mulo de Part´ıculas, con la esperanza
de encontrar una mejor solucio´n. El me´todo es repetido iterativamente hasta que se
encuentre el valor o´ptimo (Thangaraj, R. et al.,2011). La inclusio´n de la fase PSO crea
una perturbacio´n en la poblacio´n que ayuda a mantener diversidad de la poblacio´n y a
producir una solucio´n o´ptima. El pseudoco´digo del algoritmo hibrido DE-PSO se mues-
tra la figura (3), all´ı w, c1, c2, r1, r2 son para´metros de control del cu´mulo de part´ıculas
y Pi y Pg son las tasa de aprendizaje local y global, respectivamente. A su vez, F y Cr
representan los para´metros de control factor de amplitud y la probabilidad de recom-
binacio´n respectivamente para el algoritmo DE.
Con esta metodolog´ıa se obtiene la estimacio´n del vector de parame´tros asociados
a los efectos fijos y de los para´metros de la distribucio´n asociado a los intersectos
aleatorios. En este trabajo so´lo se considera la distribucio´n log Gamma, sin embargo el
algoritmo propuesto permite considerar otras distribuciones de probabilidad.
3.1. Algoritmo de estimacio´n
El algoritmo de estimacio´n implementado realiza un proceso iterativo combinando
los me´todos mencionados en la seccio´n anterior. E´ste parte del hecho de tener una base
de datos constituida por medidas repetidas, con un vector de repuestas dicoto´mico y
variables explicativas del mismo tipo. El criterio de convergencia empleado es el ma´ximo
nu´mero de iteraciones. Los pasos se describen a continuacio´n:
1. Construir la funcio´n a minimizar (o funcio´n fitness) la cual debe tener como
para´metros de entrada a los valores β0, λ0 y k0. En este caso la funcio´n corresponde
a la suma de cuadrados del error:
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Figura 3.1: Pseudoco´digo Algoritmo DE-PSO. Fuente: R. Thangaraj et al. (2011)
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MSE =
n∑
i=1
(P (yi = 1)− P̂ (yi = 1))2
donde
P (yi = 1) =
Ji∏
j=1
exp(− exp(αi +Xijβ))
2. Definir los valores de entrada para la parte de los algoritmos DE y PSO:
N: Nu´mero de particulas (individuos) en la poblacio´n
p: nu´mero de para´metros a estimar
min.: Vector con los limites (bordes) inferiores de cada para´metro
max.: Vector con los limites (bordes) superiores de cada para´metro
Miter: Ma´ximo nu´mero de iteraciones
f: Nombre de la funcio´n objetivo
CR: Probabilidad de recombinacio´n
F.: Factor de mutacio´n
ϕ1: Tasa de aprendizaje que controla el componente cognitivo
ϕ2: Tasa de aprendizaje que controla el componente social
w: factor inercia.
Hasta que el criterio de convergencia es alcanzado repita lo siguiente:
3. Genere uniformemente velocidades en (−vmax, vmax).
4. Use los limites superiores (
−→
b up) e inferiores (
−→
b lo) de cada para´metro para generar
una poblacio´n inicial aleatoria de estimaciones. Cada individuo de la poblacio´n
constituye un vector de la forma −→x = (β̂0, β̂1, k̂, λ̂)
5. Evalu´e toda la poblacio´n de estimaciones en la funcio´n fitness. Seleccione y guarde
el mejor individuo (estimacio´n de para´metros) en el vector xbest y su correspon-
diente evaluacio´n en fbest.
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6. Actualice el valor de cada individuo suma´ndole la velocidad hallada.
7. Inicie el algoritmo de evolucio´n diferencial: Para cada individuo −→x en la poblacio´n
Seleccione aleatoriamente tres individuos −→a ,−→b y −→c de la poblacio´n. Ellos
deben ser distintos entre s´ı as´ı como de −→x .
Calcule el i−e´simo elemento del potencial nuevo individuo como sigue: yi = ai ∗ F.(bi − ci), si,ri < CRxi, e.o.c. donde ri ∼ U(0, 1).
Verifique las restricciones de borde: yi =

bloi , si,yi < bloi
bupi , si,yi > bupi
yi, e.o.c.
Si f(−→y ) < f(−→x ) entonces actualice la posicio´n −→x ← −→y .
8. En caso de que el nuevo individuo no produzca una evaluacio´n del fitness mejor
que −→x aplique el algoritmo PSO:
Actualice las velocidades usando las tasas de aprendizaje y el factor de iner-
cia.
Halle el nuevo individuo candidato, −→u , suma´ndole la velocidad hallada.
Si f(−→u ) < f(−→x ) entonces actualice la posicio´n −→x ← −→u . En caso contrario
deje la posicio´n original del individuo.
Este algoritmo fue implementado en el entorno de programacio´n para ana´lisis es-
tad´ıstico R y el co´digo se puede ver en el ape´ndice B.
3.2. Prueba de convergencia del algoritmo
Los algoritmos PSO (global y local) y DE-PSO se probaron usando la funcio´n
Schwefel 2.26 en el caso bidimensional. Se selecciono´ esta funcio´n debido a su comple-
jidad, pues es una funcio´n continua, no diferenciable, separable, escalable, multimodal
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y sime´trica. Esta funcio´n se define como
f(x) = f [(x1, . . . , xd)] = 418,9829 d−
d∑
i=1
xisin
(√
|xi|
)
−500 ≤ xi ≤ 500 ; i = 1, . . . , d,
(3.2)
donde d es el nu´mero de variables.
En la siguiente tabla se resumen las caracter´ısticas ma´s representativas de la funcio´n
(3.2).
Tabla 3.1: Caracter´ısticas de la funcio´n Schwefel 2.26.
Tipo de problema Minimizacio´n
Funcio´n fitness f(x) = f [(x1, . . . , xn)] = 418,9829 d−
∑d
i=1 xisin(
√|xi|)
Dominio de bu´squeda −500 ≤ xi ≤ 500
Mı´nimos locales Varios mı´nimos locales
Mı´nimo global x∗ = (420,9687, . . . , 420,9687)
Fitness o´ptimo f(x∗) = 0
Los valores de entrada que se utilizaron para el algoritmo de prueba fueron seleccio-
nados de acuerdo a lo sugerido por Hvass(2010) para los algoritmos DE y PSO. En las
tablas de resultados 3.2 y 3.3 se pueden ver los escenarios evaluados con su respectivo
taman˜o de poblacio´n para un ma´ximo de iteraciones Miter = 100, 400, 4000.
Para evaluar el desempen˜o del algortimo PSO en sus dos versiones (global y local),
se realizaro´n 50 corridas para cada nu´mero ma´ximo de iteraciones. Los resultados se
muestran a continuacio´n en la tabla 3.2. En este tabla, se muestran las estad´ısticas
ba´sicas para las evaluaciones de la funcio´n objetivo halladas en cada escenario. Las dos
u´ltimas columnas corresponde a los l´ımites inferior (Li) y superior (Ls) de un intervalo
al 95 % de confianza para el valor esperado (promedio) de la funcio´n fitness. En esta
tabla la columna titulada velocidad hace referencia al me´todo empleado para solucionar
el problema del crecimiento de las velocidades: factor de inercia (w).
En la tabla 3.2 se observa que para la mayor´ıa de los escenarios, el valor mı´nimo
obtenido es cercano a 0 (cero), el valor mı´nimo global. Sin embargo los resultados del
PSO Local, cuando ϕ1 = 2,8 y ϕ2 = 1,3 y valores de N < 50, son significativamente
diferentes del valor mı´nimo global. Esto mismo ocurre para el PSO Global con N = 10
part´ıculas.
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Tabla 3.2: Resultados para PSO cuando se realizan 50 corridas para la funcio´n (3.2)
bidimensional.
Tipo ϕ1 ϕ2 Velocidad N Mı´nimo Ma´ximo Media Std.Dev(Media) Li(95 %) Ls(95 %)
Global
2.05 2.05 0,7298 10 2,55E − 05 776.4 297.5 0.8532 295.8 299.1
2.05 2.05 0,7298 30 2,55E − 05 575.1 166.7 0.6478 165.4 168.0
2.05 2.05 0,7298 50 2,55E − 05 438.3 104.0 0.51981 103.0 105.0
2.8 1.3 0,7298 10 5,22E + 01 786.4 275.2 0.7339 273.7 276.6
2.8 1.3 0,7298 30 2,55E − 05 463.6 143.6 0.6397 142.3 144.8
2.8 1.3 0,7298 50 2,55E − 05 481.6 109.2 0.5389 108.2 110.3
2.05 2.05 1,2 10 3,84E − 05 292.6 43.82 0.8844 42.1 45.6
2.05 2.05 1,2 30 2,76E − 05 382.0 46.57 0.5705 45.4 47.7
2.05 2.05 1,2 50 2,57E − 05 463.2 81.32 0.5351 80.3 82.4
2.8 1.3 1,2 10 3,34E − 05 683.5 192.4 0.7613 190.9 193.9
2.8 1.3 1,2 30 2,60E − 05 517.2 103.9 0.5748 102.8 105.0
2.8 1.3 1,2 50 2,58E − 05 472.3 71.26 0.4951 70.3 72.2
Local
2.05 2.05 1,2 10 2,98E − 05 665.6 135.3 0.7127 133.9 136.7
2.05 2.05 1,2 30 2,61E − 05 638.4 47.87 0.5262 46.8 48.9
2.05 2.05 1,2 50 2,56E − 05 394.8 16.88 0.3279 16.2 17.5
2.8 1.3 1,2 10 5,03E − 05 689.1 111.5 0.6962 110.1 112.8
2.8 1.3 1,2 30 2,99E − 05 546.4 44.24 0.4869 43.3 45.2
2.8 1.3 1,2 50 2,95E − 05 449.4 29.74 0.4404 28.9 30.6
2.8 1.3 0,7298 10 1,22E + 02 710.5 384.9 0.8972 383.1 386.6
2.8 1.3 0,7298 30 1,45E + 01 491.5 268.8 0.7631 271.0 274.0
2.8 1.3 0,7298 50 5,15E − 01 504.2 220.5 0.6337 219.3 221.8
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Efectivamente, se observa que el PSO global tiene una convergencia ma´s ra´pida hacia
el o´ptimo global. Sin embargo, cuando se utiliza velocidad 0,7298 y un nu´mero de
part´ıculas igual a 10, se puede estancar en un o´ptimo local (ver figura 3.2). Con respecto
al algoritmo PSO local, se observa que la convergencia puede no ser tan ra´pida en
algunos escenarios, sin embargo en general no se presenta el problema de los mı´nimos
locales (ver figura 3.3).
Figura 3.2: Desempen˜o del algoritmo PSO Global para optimizar la funcio´n Schwefel
2.26.Cada color corresponde al resultado de una corrida para ma´ximo 500 iteraciones,
N =50 y w =0.7298.
Para evaluar el desempen˜o del algortimo DE, se realizaro´n 50 corridas para cada
nu´mero ma´ximo de iteraciones y tomando como para´metros los valores sugeridos por
Hvass(2010). Los resultados se muestran a continuacio´n en la tabla 3.3. En esta tabla,
se muestran las estad´ısticas ba´sicas para las evaluaciones de la funcio´n objetivo halladas
en cada escenario. La penu´ltima columna muestra la desviacio´n esta´ndar de los valores
minimos de la funcion (3.2) y la u´ltima columna corresponde al intervalo al 95 % de
confianza para el valor esperado (promedio) de la funcio´n fitness.
En la tabla 3.3 se observa que independientemente del escenario, el valor mı´nimo
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Figura 3.3: Desempen˜o del algoritmo PSO Local para optimizar la funcio´n Schwefel
2.26.Cada color corresponde al resultado de una corrida para ma´ximo 500 iteraciones,
N =50 y w =0.7298.
Tabla 3.3: Resultados para DE cuando se realizan 50 corridas para la funcio´n (3.2)
bidimensional.
Iteraciones N CR F Mı´nimo Ma´ximo Media Std.Dev. IC(95 %)
100 13 0.7450 0.9096 2.546e-05 6.084e+02 7.492e+01 9.494e+01 (72.2889, 77.5521)
400 13 0.7450 0.9096 2.546e-05 7.474e+02 4.606e+01 7.7069e+01 (44.9919, 47.1281)
400 10 0.4862 1.1922 2.546e-05 6.728e+02 8.912e+01 1.0427e+03 (87.6771, 90.5673)
4000 24 0.2515 0.8905 2.546e-05 5.711e+02 1.884e+01 5.5548e+01 (18.5966, 19.08345)
4000 20 0.7455 0.9362 2.546e-05 6.303e+02 1.187e+01 4.3191e+01 (11.6807, 12.05929)
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corresponde a 2.546e-05 que es aproximado a 0 (cero), el valor mı´nimo global. As´ı mis-
mo, se ve que a medida que aumenta el nu´mero de iteraciones el valor medio y las
desviaciones esta´ndares de las evaluaciones de la funcio´n objetivo tienden a disminuir.
Este comportamiento es ma´s claro, en los intervalos de confianza cuyas amplitudes dis-
minuyen a medida que aumenta el nu´mero de iteraciones.
Con respecto al algoritmo DE-PSO, la convergencia hacia el valor o´ptimo es muy ra´pida.
E´sta ocurre aproximadamente en la iteracio´n 30 indistintamente del escenario evalua-
do. En la figura (3.4) se ilustra este comportamiento en tres corridas distintas bajo el
escenario 1, con N = 13 y Miter = 400.
Figura 3.4: Desempen˜o del algoritmo DE-PSO para optimizar la funcio´n Schwefel
2.26.Cada color corresponde al resultado de una corrida para ma´ximo 400 iteraciones.
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Cap´ıtulo 4
Simulacio´n
4.1. Modelo
Para el estudio se utilizo´ un modelo log´ıstico mixto con intercepto aleatorio dado
por:
P (yij = 1|αi) = exp(αi − 4,8 + 2,3xij + eij)
1 + exp(αi − 4,8 + 2,3xij + eij) ; i = 1, . . . , 50; j = 1, . . . , 15.
(4.1)
donde xij una variable dicoto´mica fija, αi ∼ logGamma(50, 2) es el efecto aleatorio
correspondiente a cada individuo. E´ste valor es fijo para cada individuo pero var´ıa
entre individuos. La distribucio´n seleccionada para los interceptos aleatorios fue la log
Gamma con k = 50 y λ = 2. Por otra parte, eij es el te´rmino del error del i−e´simo
individuo en la j−e´sima medida repetida, y se asumio´ que su distribucio´n es normal
con media cero y desviacio´n esta´ndar 1.2.
4.2. Seleccio´n de para´metros
Para la implementacio´n del algoritmo hibrido DE-PSO, es necesario definir los valo-
res de los para´metros que determinan su comportamiento y eficacia en la optimizacio´n.
En la literatura se pueden encontrar sugerencias para la eleccio´n de los valores de estos
43
para´metros en distintos escenarios tanto para el algortimo PSO como DE; en esta pro-
puesta se tomaron los valores sugeridos por Hvass, M. E. (2010) para ambos algoritmos.
Los valores de los para´metros del algoritmo DE-PSO corresponden a una combinacio´n
de los valores sugeridos por el autor para el DE y PSO, teniendo en cuenta la dimensio´n
del problema y del nu´mero de evaluaciones de la funcio´n objetivo.
El ma´ximo nu´mero de iteraciones (Miter) y el taman˜o de las poblaciones (N) se selec-
ciono´ de acuerdo a lo sugerido por el autor para el caso 4-dimensional:Miter =100,500,1000,
y N =17, 47, 63.
Para el caso del algoritmo DE se evaluo´ un escenario, segu´n los valores de la probabili-
dad de recombinacio´n(CR) y el factor de mutacio´n (F ), a saber:
Escenario: CR =0.7122 y F =0.6301
Para el PSO, se fijo una velocidad ma´xima de vmax =1.2 y se controlaron las tasas
de aprendizaje cognitivo ϕ1 y social ϕ2, y el factor de inercia ω, as´ı:
Escenario 1: ϕ1 =-0.7238, ϕ2 =2.0289 y ω =-0.3593
Escenario 2: ϕ1 =-0.7238, ϕ2 =2.0289 y ω =-0.1832
Escenario 3: ϕ1 =-0.7238, ϕ2 =3.1913 y ω =-0.3593
Escenario 4: ϕ1 =-0.7238, ϕ2 =3.1913 y ω =-0.1832
Escenario 5: ϕ1 =0.5287, ϕ2 =2.0289 y ω =-0.3593
Escenario 6: ϕ1 =0.5287, ϕ2 =2.0289 y ω =-0.1832
Escenario 7: ϕ1 =0.5287, ϕ2 =3.1913 y ω =-0.3593
Escenario 8: ϕ1 =0.5287, ϕ2 =3.1913 y ω =-0.1832
4.3. Resultados
Es de resaltar que con el me´todo propuesto en este trabajo, el intere´s radica en
estimar el vector de para´metros asociados a los efectos fijos β y los parame´tros de las
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distribucio´n que rige a los interceptos aleatorios: k y λ. En las tablas 4.1, 4.2, 4.3,
4.4, 4.5, 4.6, 4.7, 4.8 y 4.9 se muestran los resultados de las simulaciones encontrados
para cada combinacio´n de escenarios DE, PSO, nu´mero de iteraciones y taman˜os de las
poblaciones. Cada celda contiene la siguiente informacio´n en el mismo orden:
Valor estimado del para´metro correspondiente al menor valor fitness.
Promedio de valores estimados (desviacio´n estandar).
Coeficiente de variacio´n estimado ( %).
Intervalos formado por los valores mı´nimo y ma´ximo hallados: (mı´nimo, ma´ximo).
Las columnas 1-3, muestran los valores de los para´metros del PSO seleccionados.
Las columnas 4 y 5 muestran los resultados de los para´metros del vector de efectos fijos
β0, β1; las columnas 6 y 7 corresponden a los para´metros de la distribucio´n Log-Gamma
( K y L), y finalmente, la columna Fitness corresponde a los valores de funcio´n objetivo
evaluada.
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Tabla 4.1: Resultados nu´mericos con 1000 iteraciones para N = 17 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(-4.8) β1(2,3) K(50) L(2) Fitness
-0,7238
2,0289 -0,3593
-3.08303 1.23228 51.96249 5 2.50548e-7
-5.643(1.02) 3.424(0.90) 50.289(1.59) 2.897(1.52) 9.6e-6(2.31)
-18.12662 26.43328 3.16423 52.54955 24.06475
-6.8, -2.36 0.3, 4.3 48, 52 1, 5 2.5e-7, 1.74e-5
3,1913 -0,3593
-6.39174 4.08024 51.66131 2.41669 2.1949e-7
-5.674(0.99) 3.503(0.87) 50.032(1.65) 2.923(1.45) 9.88e-6(2.27e-6)
-17.58476 25.00334 3.30460 49.79667 23.04238
-6.8, 2.79 0.3, 4.3 48, 52 1, 5 2.19e-7, 1.74e-5
0,5287
2,0289
-0,3593
-5.86247 4.3 49.01636 5 2.60959e-7
-5.189(0.88) 3.059(0.83) 50.167(1.27) 3.032(1.14) 9.34e-6(2.3e-6)
-17.00145 27.19536 2.52854 37.67953 24.84955
-6.8, -2.36 0.3, 4.3 48, 52 1, 5 2.6e-7, 1.7e-5
-0,1832
-5.57214 3.26935 48.02797 2.33067 1.75575e-7
-4.983(0.83) 2.918(0.79) 49.644(1.11) 3.217(1.12) 9.11e-6(2.41e-6)
-16.66450 27.15270 2.24493 34.95389 26.49203
-6.8, 2.8 0.3, 4.63 47.87, 52 1, 5 1.7e-7, 1.7e-5
3,1913
-0,3593
-5.98977 3.76145 50.11985 2.50438 5.4386e-7
-5.569(0.95) 3.269(0.88) 50.106(1.42) 2.581(1.23) 9.8e-6(2.3e-6)
-17.02021 26.82004 2.829705 47.60155 23.67601
-6.8, -2.31 0.3, 4.3 48, 52 1, 5.72 5.4e-6, 1.7e-5
-0,1832
-6.8 4.3 48.88457 1.80735 1.41642e-7
-5.422(0.93) 3.205(0.86) 50.060(1.37) 2.773(1.19) 9.60e-6(2.4e-6)
-17.14478 26.89259 2.74431 42.86317 24.57197
-6.8, 0.93 0.3, 4.3 47.8, 52.7 1, 5.8 1.4e-7, 1.7e-5
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Tabla 4.2: Resultados nu´mericos con 500 iteraciones para N = 17 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(−4,8) β1(2,3) K(50) L(2) Fitness
-0,7238
2,0289
-0,3593
-5.50837 4.3 48.08396 5 1.75678e-6
-5.771(1.0) 3.744(0.70) 50.015(1.65) 2.592(1.57) 1.12e-4(7.14e-5)
-17.36748 18.71086 3.29136 60.76033 63.48683
-6.8, 2.44 0.49, 4.3 48, 52 1, 5.23 1.7e-6, 4.8e.-4
-0,1832
-5.52298 4.3 51.96459 5 4.877e-6
-5.627(1.07) 3.6275(0.78) 50.095(1.71) 2.785(1.72) 1.099e-4(7.0e-5)
-18.95659 21.45519 3.41492 61.74947 63.79681
-6.8, 2.36 0.66, 4.3 48, 52 1, 5 4.88e-6, 4.8e-4
3,1913 -0,1832
-5.52298 4.3 51.96459 5 4.87743
-5.627(1.07) 3.627(0.78) 50.095(1.71) 2.785(1.72) 1.09e-4(7.01e-5)
-18.95659 21.45519 3.41492 61.74947 63.79681
-6.8, 2.36 0.66, 4.3 48, 52 1, 5 4.9e-6, 4.8e-4
0,5287
2,0289
-0,3593
-5.95455 4.3 48.93299 3.45047 1.7574e-6
-5.483(0.83) 3.529(0.62) 50.059(1.21) 2.642(1.22) 1.089e-4(6.9e-5)
-15.09184 17.68488 2.42308 46.14044 63.83410
-6.8, -1.62 0.31, 4.3 47.9, 52 0.51, 5 1.7e-6,4.8e-4
-0,1832
-5.61804 4.27690 51.46249 4.05448 3.3661e-6
-5.263(0.78) 3.476(0.67) 49.933(1.21) 3.120(1.26) 1.04e-4(6.58e-5)
-14.88004 19.30082 2.43011 40.43573 63.31749
-6.8, -2.73 0.5, 4.57 48, 52 1, 5 3.4e-6, 4.8e-4
3,1913 -0,1832
-6.46183 3.74870 51.40388 1.16000 2.66047e-6
-5.900(0.77) 3.701(0.60) 49.779(1.42) 1.998(0.10) 1.12e-4(7.04e-5)
-12.98275 15.92395 2.84856 49.96639 63.09041
-6.8, -2.96 0.94, 4.3 48, 52 1, 5.65 2.7e-6, 4.8e-4
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Tabla 4.3: Resultados nu´mericos con 100 iteraciones para N = 17 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(−4,8) β1(2,3) K(50) L(2) Fitness
-0,7238
2,0289
-0,3593
-4.92103 3.02744 49.49098 3.26234 3.3255e-5
-5.403(0.98) 3.343(0.93) 50.051(1.52) 2.939(1.3) 6.34e-4(3.6e-4)
-18.23898 27.75499 3.048664 44.63463 56.72706
-6.8, -0.54 0.3, 4.3 48, 52 1, 5 3.3e-5, 0.0013
-0,1832
-4.46559 2.48258 50.34364 3.40895 2.2939e-5
-5.685(0.85) 3.536(0.81) 50.405(1.58) 2.776(1.45) 6.08e-4(3.6e-4)
-14.95621 23.03794 3.13785 52.26386 59.50667
-6.8, -2.69 0.3, 4.3 48, 52 1, 5 2.3e-5, 0.0013
3,1913 -0,1832
-4.46559 2.48258 50.34364 3.40895 2.2939e-5
-5.685(0.85) 3.536(0.81) 50.405(1.58) 2.776(1.45) 6.08e-4(3.6e-4)
-14.95621 23.03794 3.13785 52.26386 59.50667
-6.8, -2.69 0.3, 4.3 48, 52 1, 5 2.3e-5, 0.0013
0,5287
2,0289
-0,3593
-4.82344 3.05016 49.20963 3.89519 2.796e-5
-5.297(0.95) 3.207(0.84) 49.766(1.29) 2.792(1.08) 6.03e-4(3.6e-4)
-17.92786 26.16217 2.59763 38.83097 60.53111
-6.8, -1.73 0.3, 4.3 48, 52 0.81, 5 2.8e-5, 0.0013
-0,1832
-3.96560 2.39799 49.67213 4.80089 2.777e-5
-4.895(0.87) 2.968(0.90) 50.470(1.15) 3.370(1.07) 6.03e-4(3.6e-4)
-17.69545 30.37008 2.28842 31.81893 60.88901
-6.8, 0.73 0.3, 4.32 48, 52 1, 5 2.8e-5, 0.0013
3,1913 -0,1832
-5.68635 4.3 49.46450 5 5.0086e-5
-5.280(1.1) 3.197(0.10) 49.720(1.29) 2.962(1.36) 6.86e-4(3.7e-4)
-20.78975 31.23893 2.59917 45.89008 54.19305
-6.8, -2.64 0.35, 4.3 48, 52.35 1, 5 5.0e-5, 0.0013
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Tabla 4.4: Resultados nu´mericos con 1000 iteraciones para N = 47 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(−4,8) β1(2,3) K(50) L(2) Fitness
-0.7238
2.0289 -0.1832
-6.72284 4.08564 48.05506 1.20024 1.48399e-6
-5.445(1.26) 3.224(1.06) 49.927(1.64) 2.355(1.51) 7.65e-6(1.5e-6)
-23.22561 33.03618 3.29370 64.24001 20.02242
-6.8, -2.31 0.3, 4.3 48, 52 0.95, 5.36 1.5e-6, 1.3e-5
3,1913
-0,3593
-6.10219 4.3 48.79728 2.69222 1.62945e-06
-5.764(1.02) 3.443(0.93) 49.904(1.55) 1.921(1.09) 7.83e-6(1.5e-6)
-17.6839 27.0247 3.1102 56.6395 19.6823
-6.8, -2.4 0.3, 4.3 48, 52 0.9, 5 1.6e-6, 1.3e-5
-0,1832
-6.72285 4.08565 48.05506 1.20024 1.48399e-6
-5.445(1.26) 3.224(1.06) 49.927(1.64) 2.355(1.51) 7.65e-6(1.5e-6)
-23.22561 33.03618 3.29370 64.24001 20.02242
-6.8, -2.31 0.3, 4.3 48, 52 0.95, 5.36 1.5e-6, 1.3e-5
0,5287
2,0289 -0,3593
-5.18673 2.95509 48.36015 1.99219 1.45987e-6
-4.688(0.9) 2.712(0.85) 50.236(1.21) 2.904(1.13) 7.39e-6(1.6e-6)
-19.23151 31.31224 2.41848 39.06062 21.13738
-6.8, -2.35 0.3, 4.3 48, 52 1, 5 1.4e-6, 1.3e-5
3,1913
-0,3593
-6.20673 3.88133 49.61495 1.68111 1.46606e-6
-5.452(1.02) 3.21(0.93) 49.896(1.45) 2.115(1.07) 7.79e-6(1.6e-6)
-18.68930 29.14509 2.90194 50.80916 20.27198
-6.8, -2.33 0.3, 4.3 48, 52 1, 5 1.5e-6, 1.3e-5
-0,1832
-6.8 4.3 49.97714 1.50001 1.74061e-6
-5.33(1.01) 3.086(0.92) 49.925(1.35) 2.137(1.03) 7.6e-6(1.56e-6)
-18.99885 29.98787 2.71111 48.23675 20.59556
-6.8, -2.31 -0.12, 4.3 48, 52.29 1, 5 1.74e-6, 1.33e-5
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Tabla 4.5: Resultados nu´mericos con 500 iteraciones para N = 47 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(−4,8) β1(2,3) K(50) L(2) Fitness
-0,7238
2,0289
-0,3593
-6.71804 4.3 52 1.55741 6.65418e-6
-5.907(0.69) 3,859(0.46) 50.126(1.52) 2.716(1.40) 7.737e-4(0.003)
-11.71846 12.06190 3.03839 51.58616 360.4919
-6.8, -3.44 0.89, 4.3 48, 52 1, 5 6.65e-6, 0.0698
-0,1832
-5.17059 3.26561 51.93671 3.11461 1.06367e-5
-5.839(0.75) 3.848(0.48) 50.123(1-68) 2.937(1.54) 6.39e-4(0.0018)
-12.90885 12.49479 3.34672 52.40549 289.369
-6.8, -3.5 1.47, 4.3 48, 52 1, 5 1.06e-6, 0.070
3,1913
-0,3593
-6.08814 3.54592 49.29707 1.68975 2.07543e-5
-5.982(0.72) 3.878(0.50) 50.289(1.52) 2.572(1.37) 1.16e-3(0.004)
-12.10917 12.96325 3.03247 53.16825 329.382
-6.8, -3.45 1.16, 4.3 48, 52 1, 5 2.07e-5, 0.068
-0,1832
-5.17059 3.26562 51.93671 3.11461 1.064e-5
-5.839(0.75) 3.848(0.48) 50.123(1.68) 2.937(1.54) 6.39e-4(0.002)
-12.90885 12.49479 3.34672 52.40549 289.369
-6.8, -3.5 1.47, 4.3 48, 52 1, 5 1.06e-5, 0.07
0,5287
2,0289 -0,1832
-5.24164 3.87655 51.41547 4.88234 5.29122e-6
-5.821(0.58) 3.772(0.39) 50.104(1.24) 2.619(1.11) 6.26e-4(0.002)
-10.00145 10.27619 2.48327 42.55240 348.424
-6.8, -3.72 1.67, 4.3 48, 52 1, 5 5.29e-6, 0,07
3,1913
-0,3593
-6.36047 4.09182 50.5204 2.03988 5.88169e-6
-6.031(0.67) 3.847(0.45) 50.124(1.46) 2.342(1.23) 7.94e-4(0.002)
-11.08547 11.84832 2.9284 52.35749 304.824
-6.8, -3,08 1.036, 4.3 48, 52.08 0.88, 5 5.9e-6, 0.067
-0,1832
-5.65546 4.29986 49.09785 4.82151 1.26656e-5
-5.986(0.64) 3.850(0.42) 50.121(1.4) 2.433(1.21) 7.03e-4(0.002)
-10.69410 10.87102 2.79121 49.63609 341.7877
-6.8, -2.51 0.51, 4.58 48, 52 1, 5 1.3e-5, 0.071
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Tabla 4.6: Resultados nu´mericos con 100 iteraciones para N = 47 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(−4,8) β1(2,3) K(50) L(2) Fitness
-0,7238
2,0289 -0,1832
-5.56659 4.02763 50.35531 4.10415 1.07333e-5
-5.713(0.70) 3.770(0.53) 50.130(1.55) 3.023(1.44) 0.001(0.004)
-12.31644 14.01873 3.08410 47.53493 420.184
-6.8, -3.78 1.59, 4.3 48, 52 1, 5 1.07e-5, 0.07
3,1913
-0,3593
-6.08814 3.5459 49.29707 1.68975 2.0754e-5
-5.982(0.72) 3.878(0.50) 50.289(1.52) 2.572(1.37) 1.16e-3(0.004)
-12.10917 12.96325 3.03247 53.16825 329.382
-6.8, -3.45 1.16, 4.3 48, 52 1, 5 2.1e-5, 0.07
-0,1832
-5.56659 4.02762 50.35531 4.10415 1.07333e-5
-5.713(0.70) 3.770(0.53) 50.130(1.55) 3.023(1.44) 0.001(0.004)
-12.31644 14.018731 3.084097 47.53493 420.184
-6.8, -3.78 1.59, 4.3 48, 52 1, 5 1.07e-5, 0.07
0,5287 2,0289 -0,1832
-4.95181 3.08278 50.45836 2.89671 1.57268e-5
-5.548(0.60) 3.710(0.50) 50.368(1.18) 3.214(1.16) 0.001(0.005)
-10.86551 13.57427 2.34124 36.15012 462.687
-6.8, -3.50 0.77, 4.3 48, 52 1, 5 1.57e-5, 0.07
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Tabla 4.7: Resultados nu´mericos con 1000 iteraciones para N = 63 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(−4,8) β1(2,3) K(50) L(2) Fitness
-0,7238
2,0289 -0,3593
-6.16014 3.79284 49.37863 2.16991 1.7454e-7
-5.313(1.03) 3.064(0.99) 50.012(1.57) 2.878(1.35)) 7.505e-6(2.3e-6)
-19.39813 32.23621 3.14912 46.85565 31.41800
-6.8,-2.26 0.3, 4.3 48, 52 1, 5 1.7e-7, 1.7e-5
3,1913 -0,3593
-6.39174 4.08024 51.66131 2.41669 2.1949e-7
-5.674(0.10) 3.503(0.87) 50.032(1.65) 2.923(1.45) 9.88e-6(2.3e-6)
-17.58476 25.00334 3.30460 49.79667 23.04238
-6.8, 2.79 0.3, 4.3 48, 52 1, 5 2.19e-7, 1.7e-5
0,5287
2,0289
-0,3593
-5.86247 4.3 49.01637 5 2.6096e-7
-5.189(0.88) 3.059(0.83) 50.167(1.27) 3.032(1.14) 9.34e-6(2.3e-6)
-17.00145 27.19536 2.52854 37.67953 24.84955
-6.8, -2.36 0.3, 4.3 48, 52 1, 5 2.6e-7, 1.7e-5
-0,1832
-5.57214 3.26935 48.02797 2.33067 1.7557e-7
-4.983(0.83) 2.918(0.79) 49.644(1.11) 3.217(1.12) 9.11e-6(2.4e-6)
-16.66450 27.15270 2.24493 34.95389 26.49203
-6.8, 2.8 0.3, 4.63 47.87, 52 1, 5 1.7e-7, 1.7e-5
3,1913
-0,3593
-5.98977 3.76145 50.11985 2.50438 5.4386e-7
-5.569(0.95) 3.269(0.88) 50.106(1.42) 2.581(1.23) 9.802e-6(2.3e-6)
-17.02021 26.82004 2.82970 47.60155 23.67601
-6.8, -2.31 0.3, 4.3 48, 52 1, 5.72 5.4e-7, 1.7e-5
-0,1832
-6.8 4.3 48.88457 1.80735 1.4164e-7
-5.422(0.93) 3.205(0.86) 50.060(1.37) 2.773(1.19) 9.6e-6(2.4e-6)
-17.14478 26.89259 2.74431 42.86317 24.57197
-6.8, 0.93 0.3, 4.3 47.8, 52.7 1, 5.8 1.4e-7, 1.7e-5
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Tabla 4.8: Resultados nu´mericos con 500 iteraciones para N = 63 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(−4,8) β1(2,3) K(50) L(2) Fitness
-0,7238
2,0289 -0,1832
-6.8 4.09373 48.03991 1 2.825e-6
-4.696(1.17) 2.760(1.03) 49.856(1.49) 3.120(1.37) 7.33e-6(1.5e-6)
-24.85022 37.36788 2.98979 43.89558 20.91351
-6.8, -2.35 0.3, 4.3 48, 52.7 1, 5 2.8e-6, 1.3e-5
3,1913
-0,3593
-6.8 3.99530 50.24586 1 1.577e-6
-5.808()0.99) 3.469(0.91) 49.829(1.53) 1.872(1.03) 7.47e-6(1.5e-6)
-16.87151 26.13864 3.07486 55.10451 20.14689
-6.8, -2.53 0.3,4.3 48, 52 1, 5 1.6e-6, 1.3e-5
-0,1832
-6.8 4.09372 48.03991 1 2.825e-6
-4.696(1.17)) 2.760(1.03) 49.856(1.49) 3.120(1.37) 7.329e-6(1.5e-6)
-24.85022 37.36788 2.98979 43.89558 20.91351
-6.8, -2.35 0.3, 4.3 48, 52.7 1, 5 2.8e-6, 1.3e-5
0,5287
2,0289 -0,3593
-4.77904 2.95574 50.22418 2.86718 2.306e-6
-4.607(0.96) 2.653(0.90) 50.026(1.22) 3.019(1.21) 7.203e-6(1.5e-6)
-20.82211 34.11721 2.44107 40.18035 21.43601
-6.98, -2.57 0.3, 4.7 48, 52 0.54, 5 2.3e-6, 1.3e-5
3,1913 -0,1832
-6.21635 4.04612 50.06615 1.90913 1.640e-6
-5.218(0.1) 3.062(0.91) 49.943(1.34) 2.357(1.11) 7.272e-7(1.5e-6)
-19.09789 29.59190 2.68517 47.240421 20.99144
-6.8, -2.53 0.3, 4.3 48, 52 1, 5 1.6e-6, 1.3e-5
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Tabla 4.9: Resultados nu´mericos con 100 iteraciones para N = 63 individuos, CR =
0,7122 y F = 0,6301
ϕ1 ϕ2 ω β0(−4,8) β1(2,3) K(50) L(2) Fitness
-0,7238
2,0289 -0,1832
-6.8 4.09373 48.03991 1 2.825e-6
-4.696(1.17) 2.760(1.03) 49.856(1.49) 3.120(1.37) 7.329e-6(1.5e-6)
-24.85022 37.36788 2.98979 43.89558 20.91351
-6.8, -2.35 0.3, 4.3 48, 52.7 1, 5 2.8e-6, 1.3e-5
3,1913
-0,3593
-5.65863 3.11321 52 1.52074 2.0729e-6
-5.394(1.13) 3.219(1) 49.886(1.57) 2.344(1.31) 7.651e-6(1.6e-6))
-21.02811 31.24628 3.14243 55.83467 21.48986
-6.8, -2.53 0.35, 4.3 47.6, 52 1, 5.31 2.1e-6, 1.3e-5
-0,1832
-6.8 4.09373 48.03991 1 2.82522
-4.696(1.17) 2.760(1.03) 49.856(1.49) 3.120(1.37) 7.329e-6(1.5e-6)
-24.85022 37.36788 2.98979 43.89558 20.91351
-6.8, 2.35 0.3, 4.3 48, 52.7 1, 5 2.8e-6, 1.3e-5
0,5287 2,0289 -0,3593
-4.7790 2.95574 50.22418 2.86718 2.3061e-6
-4.607(0.96) 2.653(0.90) 50.026(1.22) 3.019(1.21) 7.203e-6(1.5e-6)
-20.82211 34.11721 2.44107 40.18035 21.43601
-6.98, -2.57 0.3, 4.7 48, 52 0.54, 5 2.3e-6, 1.3e-5
En general, se observa que en el algoritmo la eleccio´n de los para´metros asociados a
los algoritmos PSO y DE son fundamentales. As´ı como la eleccio´n del nu´mero ma´ximo
de iteraciones e individuos. Es por ello, que en este tipo de te´cnicas metaheur´ısticas
y en particular para la estimacio´n de e´ste modelo, no se cumple literalmente el hecho
de que a medida que aumentan el nu´mero de iteraciones mejoran las estimaciones; en
los resultados, se nota que hay escenarios con pocas iteraciones que muestran un mejor
comportamiento. Adema´s, con los resultados obtenidos se resalta la importancia de
realizar distintas corridas en cada escenario a fin de examinar la homogeneidad de las
estimaciones obtenidas.
No´tese que en todos los escenarios evaluados y para´metros estimados, las estimaciones
halladas se caracterizan porque el intervalo estimacion promedio,± desviacion siem-
pre contiene el valor real. En particular para cada para´metro estimado se obtuvo lo
siguiente:
54
La estimacio´n de los para´metros de efectos fijos β0 y β1 siempre se dieron con el
signo indicado (negativo para el primero y positivo para el segundo). Esto indica
que con este mecanismo de estimacio´n se puede detectar el tipo de asociacio´n
entre las variables explicativas y la de respuesta. Adicionalmente, se observa que
las estimaciones obtenidas en cada escenraio evaluado, fueron homoge´neas.
Independientemente del escenario, el para´metro asociado a la distribucio´n del in-
tercepto aleatorio K, fue el mejor estimado, con un coeficiente de variacio´n inferior
al 4 % en todos los casos. Por otra parte, si bien el para´metro λ presento´ unas
estimaciones heteroge´neas, en cada escenario considerado, se obseva que las esti-
maciones mejoran al aumentar el nu´emro de itraciones e individuos.
Los mejores resultados se dieron en las simulacio´nes de N = 17 individuos con 100
iteraciones, especificamente los escenarios 2 (ϕ1 =-0.7238, ϕ2 =2.0289, ω =-0.1832) y
4 (ϕ1 =-0.7238, ϕ2 =3.1913, ω =-0.1832), que muestran resultados similares, son las
estimaciones ma´s cercanas al valor real, teniendo en cuenta los cuatro para´metros en
conjunto.
Por otra parte, es de resaltar la convergencia que presento´ el algoritmo h´ıbrido
(ver figuras 4.3 y 4.3), pues se ve que en pocas iteraciones los valores comienzan a
estabilizarse, lo que una vez ma´s comprueba que un nu´mero pequen˜o de iteraciones da
confiabilidad en las estimaciones.
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Figura 4.1: Convergencia de una sola corrida
Figura 4.2: Convergencia de tres corridas. Cada color representa una corrida.
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4.4. Comparacio´n con un me´todo convencional
Algunas de las metodolog´ıas tradicionales de estimacio´n han sido implementadas
en entornos de programacio´n estad´ısticos. Para el caso del Modelo Log´ıstico Mixto,
el lenguaje de programacio´n R ofrece un paquete que puede utilizarse para ajustar
el modelo y obtener la estimacio´n de sus para´metros, utilizando un me´todo de esti-
macio´n convencional. El paquete se denomina glmmPQL y esta disponible en la libreria
(MASS), que permite ajustar un Modelo Lineal Mixto Generalizado usando Quasi-
Verosimilitud Penalizada.
Con el objeto de hacer una comparacio´n de las estimaciones obtenidas a trave´s del al-
goritmo implementado en este trabajo, se tomo´ el modelo (4.1) que fue ajustado para la
simulacio´n en la primera seccio´n de este cap´ıtulo, conservando el taman˜o de la poblacio´n
y los valores originales de los para´metros y se utilizo´ el paquete glmmPQL para obtener
la estimacio´n de los para´metros. Se implemento´ un algoritmo con el que inicialmente se
genera una base de datos usando los para´metros definidos en la seccio´n 4.1 y luego se
invoca la instruccio´n de ajuste del modelo para obtener la estimacio´n de los para´metros
β0 y β1 con sus respectivas errores esta´ndar. Es importante aclarar que cada vez que se
corre la instruccio´n de ajuste para la misma base de datos, las estimaciones obtenidas
no var´ıan, au´n cambiando la semilla de generacio´n de los nu´meros pseudoaleatorios. Es
por ello, que para examinar el comportamiento del me´todo se generaron 50 bases de
datos con las caracter´ısticas mencionadas anteriormente; los resultados se muestran en
la siguiente tabla.
Con los resultados mostrados en la tabla 4.10, se observa lo siguiente:
Todas las corridas muestran la misma tendencia en los resultados.
Si bien el me´todo convencional produce un resultado en menor tiempo, e´ste no
es capa´z de estimar correctamente los para´metros del modelo. Los intervalos de
confianza que se pueden formar a partir de las estimaciones y sus respectivas
desviaciones esta´ndar, nunca contendra´n le verdadero valor del para´metro.
En cambio el me´todo propuesto en este trabajo, basado en te´cnicas metaheur´ısti-
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Tabla 4.10: Resultados obtenidos con el paquete glmmPQL de R para N = 50 indivi-
duos, β0 = −4, 8 y β1 = 2, 3
β0 β1 β0 β1
Estimacio´n Error Std. Estimacio´n Error Std. Estimacio´n Error Std. Estimacio´n Error Std.
1.534849 0.1379966 -3.568828 0.2103310 1.373222 0.1277500 -3.322233 0.2030307
1.528516 0.1418262 -3.208694 0.1913074 1.418377 0.1353613 -3.306283 0.1977205
1.575988 0.1473243 -3.413573 0.1977965 1.370742 0.1245868 -3.234327 0.2004108
1.429276 0.1295964 -3.558728 0.2134491 1.288318 0.1292182 -3.045346 0.1895192
1.535543 0.1398770 -3.411903 0.1990947 1.453096 0.1367532 -3.446148 0.2024804
1.572960 0.1344236 -3.285938 0.1989658 1.542455 0.1309285 -3.190427 0.1961958
1.358962 0.1364060 -3.044901 0.1884519 1.520985 0.1373715 -3.349271 0.1991082
1.628955 0.1407589 -3.594556 0.2075323 1.581945 0.1431374 -3.585674 0.2102228
1.372501 0.1312127 -3.197648 0.1969209 1.466337 0.1309188 -3.220356 0.1972852
1.474474 0.1409300 -3.299636 0.1944612 1.342654 0.1349751 -3.058255 0.1876573
1.513135 0.1580153 -3.745858 0.2074802 1.500621 0.1371887 -3.469355 0.2041961
1.249290 0.1254713 -3.053337 0.1932839 1.342340 0.1344546 -3.268641 0.1963280
1.370742 0.1245868 -3.234327 0.2004108 1.288318 0.1292182 -3.045346 0.1895192
1.535543 0.1398770 -3.411903 0.1990947 1.453096 0.1367532 -3.446148 0.2024804
1.572960 0.1344236 -3.285938 0.1989658 1.542455 0.1309285 -3.190427 0.1961958
1.358962 0.1364060 -3.044901 0.1884519 1.520985 0.1373715 -3.349271 0.1991082
1.628955 0.1407589 -3.594556 0.2075323 1.581945 0.1431374 -3.585674 0.2102228
1.348172 0.1268803 -3.536991 0.2142690 1.342340 0.1344546 -3.268641 0.1963280
1.249290 0.1254713 -3.053337 0.1932839 1.500621 0.1371887 -3.469355 0.2041961
1.513135 0.1580153 -3.745858 0.2074802 1.342654 0.1349751 -3.058255 0.1876573
1.276631 0.1273638 -3.178880 0.1970489 1.534112 0.1481467 -3.451597 0.1970414
1.353718 0.1271806 -2.995946 0.1900541 1.446066 0.1339911 -3.311934 0.2005491
1.433761 0.1313245 -3.115125 0.1934001 1.399858 0.1309336 -3.179381 0.1960348
1.449333 0.1302283 -3.439695 0.2070293 1.319805 0.1383462 -3.325295 0.1970461
1.523175 0.1479391 -3.222124 0.1907176 1.544787 0.1364381 -3.732899 0.2159008
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cas, como se mostro´ en la seccio´n anterior, si permite obtener una mejor estimacio´n
de ellos; a pesar de que requiere el uso de la exploracio´n de varios escenarios.
El algoritmo utilizado para obtener los resultados de esta seccio´n se puede ver en
ape´ndice B.
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Cap´ıtulo 5
Conclusiones
Los modelos lineales mixtos generalizados proveen una gran flexibilidad para tratar
modelos lineales cla´sicos con niveles mu´ltiples de efectos aleatorios incorporados en
varias categorias. El ana´lisis de datos continuos siempre ha estado asociado a los mo-
delos lineales mixtos y con la extensio´n de estos modelos a su forma generalizada, este
ana´lisis logro´ alcanzar recientemente un desarrollo teo´rico unificado y ha abierto una
gran ventana a la investigacio´n. El modelo Log´ıstico Mixto se convirtio´ en uno de los
desarrollos ma´s importante dentro de los modelos GLMM, parece ser la herramienta
con que se abordara´ en el futuro la modelacio´n de las situaciones de eleccio´n, gracias
a su potencia y flexibilidad a la hora abordar tanto las posibles heteroscedasticidades
como las correlaciones entre alternativas.
A pesar de la potencia que ha tomado el modelo Log´ıstico Mixto en la investigacio´n
y en la pra´ctica, la variada literatura que lo respalda deja ver una particularidad en
el desarrollo del modelo que podr´ıamos tomar como una debilidad en la utilizacio´n del
mismo, la intervencio´n de me´todos nu´mericos que agregan una alta carga computa-
cional en la estimacio´n de los para´metros del modelo representa la mayor dificultad en
la o´ptima aplicacio´n del modelo Log´ıstico Mixto. La especificacio´n del modelo a trave´s
de la funcio´n de linkeo Logit, lleva el desarrollo de la estimacio´n a problemas nu´mericos
en la solucio´n anal´ıtica de casos de integrabilidad.
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La estimacio´n de un Modelo Log´ıstico Mixto se convierte entonces en un problema
donde la dificultad se presenta principalmente por la alta complejidad de los ca´lculos y
la duracio´n de e´stos. La diversidad de este tipo de problemas en todos los campos, ha
provocado el desarrollo de te´cnicas metaheur´ısticas, que son algoritmos aproximados de
optimizacio´n y bu´squeda de propo´sito general, los cuales se pueden aplicar a diferentes
problemas de optimizacio´n con mı´nimos cambios para ser adaptado a un problema es-
pec´ıfico.
Gracias a que las te´cnicas metaheur´ısticas son capaces de proporcionar muy buenas
soluciones (no necesariamente la o´ptima pero si aproximada) en tiempo y con recursos
razonables, se convierten en un herramienta u´til para dar un enfoque mejorado a la
estimacio´n del modelo Log´ıstico Mixto. De la combinacio´n del uso de la funcio´n de
linkeo Log-Log y la metaheur´ıstica del algoritmo h´ıbrido DE-PSO, resulta una o´ptima
solucio´n para la estimacio´n de los para´metros del modelo Log´ıstico Mixto con intercepto
aleatorio, como lo pudimos ver el los resultados arrojados por las simulaciones, en el
capitulo 4. Con esta propuesta de estimacio´n se logra encontrar la solucio´n anal´ıtica de
los problemas de integrabilidad que plantea el desarrollo habitual de estimacio´n usando
la funcio´n de linkeo logit, y se logran estimaciones ma´s cercanas a los para´metros que
las obtenidas con los me´todos convencionales.
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Ape´ndice A
Pruebas
Teorema A.1. Si αi, i = 1, 2, ..., n, es una variable aleatoria tal que
exp(αi) ∼ gamma(k, λ)
entonces:
1. La funcio´n de distribucio´n de αi esta´ dada por
h(αi|k, λ) = 1
λkΓ(k)
exp (kαi) exp
(
−1
λ
exp (αi)
)
2. E[αi] = ψ(k) + ln(λ)
3. V ar(αi) = ψ
′(k)
donde:
Γ(k) =
∫ ∞
0
tk−1 exp(−t)dt
ψ(k) =
∂
∂k
ln(Γ(k)) =
Γ′(k)
Γ(k)
Γ′(k) =
∫ ∞
0
tk−1 exp(−t) ln tdt
ψ′(k) =
1
Γ2(k)
Γ′(k)Γ′′(k)− (Γ′(k))2
67
Demostracio´n. 1. Sea
x = exp(αi) (A.1)
como x ∼ gamma(k, λ), entonces la funcio´n de distribucio´n de x es
f(x|k, λ) = 1
λkΓ(k)
xk−1 exp
(
−x
λ
)
0 < x <∞, k > 0, λ > 0 (A.2)
Ahora, de (A.1) podemos despejar αi as´ı
αi = ln(x)
donde ln(x) es una funcio´n mono´tona creciente para 0 < x <∞.
Por otro lado, sabemos que la funcio´n x = exp(αi) es continua y que su drivada
x′ = exp(αi) tambie´n es continua, as´ı que la funcio´n de la transformacio´n αi =
ln(x) se obtiene como
h(αi|k, λ) = f(exp(αi))
∣∣∣∣d(exp(αi))dαi
∣∣∣∣
=
1
λkΓ(k)
(exp(αi))
k−1 exp
(
−1
λ
exp(αi)
)
| exp (αi)|
=
1
λkΓ(k)
exp (kαi) exp
(
−1
λ
exp (αi)
)
2.
E[αi] =
∫ ∞
0
αih(αi|k, λ)dαi
=
∫ ∞
0
αi
1
λkΓ(k)
exp (kαi) exp
(
−1
λ
exp (αi)
)
dαi
=
1
Γ(k)
∫ ∞
0
(
exp(αi)
λ
)k
exp
(
−1
λ
exp (αi)
)
αidαi
Hacemos el cambio de variable
t =
exp(αi)
λ
con dt =
exp(αi)
λ
dαi = tdαi
Luego
αi = ln(λt) con dαi =
dt
t
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Por lo tanto, podemos escribir la esperanza de αi como
E[αi] =
1
Γ(k)
∫ ∞
0
tk exp(−t) ln(λt)dt
t
=
1
Γ(k)
(∫ ∞
0
tk−1 exp(−t) ln(t)dt+
∫ ∞
0
tk−1 exp(−t) ln(λ)dt
)
=
1
Γ(k)
(Γ′(k) + ln(λ)Γ(k))
= ψ(k) + ln(λ)
3. Recordemos que V ar(αi) = E[α
2
i ]− (E[αi])2, as´ı que encontremos primero E[α2i ].
En efecto
E[α2i ] =
∫ ∞
0
α2ih(αi|k, λ)dαi
=
∫ ∞
0
α2i
1
λkΓ(k)
exp (kαi) exp
(
−1
λ
exp (αi)
)
dαi
=
1
Γ(k)
∫ ∞
0
(
exp(αi)
λ
)k
exp
(
−1
λ
exp (αi)
)
α2i dαi
Hacemos el cambio de variable
t =
exp(αi)
λ
con dt =
exp(αi)
λ
dαi = tdαi
Luego
α2i = (ln(λt))
2 con dαi =
dt
t
Por lo tanto la esperanza la escribimos como
E[α2i ] =
1
Γ(k)
∫ ∞
0
tk exp(−t)(ln(λt))2dt
t
=
1
Γ(k)
(∫ ∞
0
tk−1 exp(−t) ln2(t)dt+ 2 ln(λ)
∫ ∞
0
tk−1 exp(−t) ln(t)dt
+ ln2(λ)
∫ ∞
0
tk−1 exp(−t)dt
)
=
1
Γ(k)
(
Γ′′(k) + 2 ln(λ)Γ′(k) + ln2(λ)Γ(k)
)
=
Γ′′(k)
Γ(k)
+ 2 ln(λ)
Γ′(k)
Γ(k)
+ ln2(λ)
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Ahora podemos encontrar la varianza de αi
V ar(αi) =
Γ′′(k)
Γ(k)
+ 2 ln(λ)
Γ′(k)
Γ(k)
+ ln2(λ)−
(
Γ′(k)
Γ(k)
+ ln(λ)
)2
=
Γ′′(k)
Γ(k)
− Γ
′2(k)
Γ2(k)
=
1
Γ2(k)
Γ(k)Γ′′(k)− Γ′2(k) = ψ′(k)
Teorema A.2. Sea Yi = (yi1, yi2, ..., yiJ) el vector de J respuestas dicoto´micas de un
individuo i talque pij = P (yij = 1|αi) = exp(− exp(αi + Xijβ)). Si αi es una variable
aleatoria con distribucio´n Log-gamma, entonces
E[yij] =
(
1/λ
1/λ+ exp(Xijβ)
)k
Demostracio´n.
E[yij] = E[E(yij|αi)]
=
∫
P (yij = 1|αi)h(αi)dαi
=
∫
exp(− exp(αi +Xijβ))
(
1
λkΓ(k)
exp (kαi) exp
(
−1
λ
exp (αi)
))
dαi
=
1
λkΓ(k)
∫
exp(kαi) exp
(
− exp(αi)
(
exp(Xijβ) +
1
λ
))
dαi
Llamemos ρ = exp(Xijβ)+
1
λ
y multipliquemos por
ρk
ρk
la integral anterior para escribirla
como
=
1
λkΓ(k)
∫
1
ρk
(ρ exp(αi))
k exp(−ρ exp(αi)dαi
Ahora hacemos el cambio de variable t = ρ exp(αi) con dt = ρ exp(αi)dαi y dαi =
dt
t
,
as´ı tenemos
E[yij] =
1
λkΓ(k)
1
ρk
∫
tk exp(−t)dt
t
=
1
λk
1
ρk
1
Γ(k)
Γ(k)
=
1
λk
1
ρk
=
1
λk
(
1
1/λ+ exp(Xijβ)
)k
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Teorema A.3. Sea Yi = (yi1, yi2, ..., yiJ) el vector de J respuestas dicoto´micas e inde-
pendientes de un individuo i talque pij = P (yij = 1|αi) = exp(− exp(αi +Xijβ)). Si αi
es una variable aleatoria con distribucio´n Log − gamma(k, λ) entonces la funcio´n de
verosimilitud marginal del individuo esta´ dada por
L(β, k, λ) =
(
1/λ
1/λ+
∑J
j=1 exp(Xijβ)
)k
Demostracio´n. Como las respuestas del individuo son independientes entonces
P (Yi = 1|αi) =
J∏
j=1
P (yij = 1|αi) =
J∏
j=1
pij
Luego la funcio´n de verosimilitud marginal del individuo es
L(β, k, λ) =
∫
P (Yi = 1|αi)h(αi)dαi
=
∫ J∏
j=1
pijh(αi)dαi
=
∫ J∏
j=1
exp(− exp(αi +Xijβ))h(αi)dαi
=
∫
exp(−
J∑
j=1
exp(αi +Xijβ))h(αi)dαi
=
∫
exp
[
− exp(αi)
(
J∑
j=1
exp(Xijβ)
)][
1
λkΓ(k)
exp(kαi) exp
(
−1
λ
exp(αi)
)]
dαi
=
1
λkΓ(k)
∫
exp
[
− exp(αi)
J∑
j=1
exp(Xijβ) + kαi − 1
λ
exp(αi)
]
dαi
=
1
λkΓ(k)
∫
exp(kαi) exp
[
− exp(αi)
(
J∑
j=1
exp(Xijβ) +
1
λ
)]
dαi
Llamemos ρ =
∑J
j=1 exp(Xijβ) +
1
λ
y multipliquemos por
ρk
ρk
la integral anterior para
escribirla como
L(β, k, λ) =
1
λkΓ(k)
∫
1
ρk
(ρ exp(αi))
k exp(−ρ exp(αi)dαi
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Ahora hacemos el cambio de variable t = ρ exp(αi) con dt = ρ exp(αi)dαi y dαi =
dt
t
,
as´ı tenemos
L(β, k, λ) =
1
λkΓ(k)
1
ρk
∫
tk exp(−t)dt
t
=
1
λk
1
ρk
1
Γ(k)
∫
tk−1 exp(−t)dt
=
1
λk
1
ρk
1
Γ(k)
Γ(k)
=
1
λk
1
ρk
=
(
1/λ
1/λ+
∑J
j=1 exp(Xijβ)
)k
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Ape´ndice B
Programas en R
1. Algoritmo propuesto para la estimacio´n usando Metaheur´ıstica
#Inicializacio´n
N=50 #N: Nu´mero de individuos
m=15 #m: medidas repetidas por individuo
ealfa=matrix(rgamma(N, 50, scale = 1/2),nrow=N,ncol=1)
alfa=log(ealfa)
beta.=matrix(c(-4.8, 2.3),nrow=2,ncol=1)
#Matriz X_ cada fila corresponde al valor de xı´s de los individuos
#N filas x m columnas
X_<-matrix(rbinom(N*m,1,0.5),nrow=N,ncol=m)
#Vector de errores transpuesto
e<-matrix(rnorm(N*m,0,0.12),nrow=N,ncol=m)
#Vector de respuestas y probabilidades transpuesto
y<-matrix(NA,nrow=N,ncol=m)
p<-matrix(NA,nrow=N,ncol=m)
for (i in 1:N){
for (j in 1:m){
p[i,j]= exp(-exp(alfa[i]+ c(1,X_[i,j])%*%beta.+e[i,j]))
y[i,j]<-rbinom(1,1,p[i,j])
}
}
p.i <-matrix(NA,nrow=N,ncol=1)
for(i in 1:N){
pro<-1
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for(j in 1:m){
pro<- pro*p[i,j]
}
p.i[i]=pro
}
p.est<-matrix(NA,nrow=N,ncol=m)
p.ie <-matrix(NA,nrow=N,ncol=1)
error <-matrix(NA,nrow=N,ncol=1)
MSE<-function(a){
Ko=a[1]
Lo=a[2]
Bo=a[3:4]
ealfa.e=matrix(rgamma(N, Ko, scale = 1/Lo),nrow=N,ncol=1)
alfa.e=log(ealfa.e)
e.e<-e
#e.e<-matrix(rnorm(N*m,0,0.12),nrow=N,ncol=m)
for (i in 1:N){
for (j in 1:m){
p.est[i,j]= exp(-exp(alfa.e[i]+ c(1,X_[i,j])%*%Bo+e.e[i,j]))
}
}
for(i in 1:N){
pro<-1
for(j in 1:m){
pro<- pro*p.est[i,j]
}
p.ie[i]=pro
error[i]<-((p.i[i]-p.ie[i])*100)^2
}
return(sum(error))
}
PSO.ED<-function(N,p,min.,max.,Miter,f, CR, F.,vmax,psi1,psi2,w,inercia)
{
min.<-matrix(min.,nrow=1,ncol=p)
max.<-matrix(max.,nrow=1,ncol=p)
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#Poblacio´n inicial aleatoria
x<-matrix(c(rep(NA,p*N)),nrow=N,ncol=p)
for (l in 1:p){
x[,l]<- matrix(c(runif(N,min=min.[l],max=max.[l])), nrow=N,ncol=1)
}
#Matriz de velocidades iniciales
v0<-matrix(c(runif(N*p,min=-vmax,max=vmax)),nrow=N,ncol=p)
#Fitness de la poblacio´n inicial
fi<-matrix(NA,nrow=N,ncol=1)
for (i in 1:N){
fi[i]<-f(x[i,])
}
#matriz que contiene los valores de la poblacio´n inicial y el fitness
xi<-cbind(x,fi)
#mejor posicio´n global
fgbest<-min(xi[,(p+1)])
xgbest<-xi[which.min(xi[,(p+1)]),1:p]
#mejor posicio´n del individuo
xbesti<-x
fbesti<-fi
#Actualizacio´n el valor de la posicio´n suma´ndole la velocidad hallada
for ( i in 1:N){
for (j in 1:p){
x[i,j]<-x[i,j]+v0[i,j]
}
}
#Inicializacio´n
iter<-0
histo<-c(iter,xgbest,fgbest)
D.<-matrix(NA,nrow=1,ncol=p)
T.<-matrix(NA,nrow=1,ncol=p)
u<-matrix(NA,nrow=1,ncol=p)
y<-matrix(c(rep(NA,p*N)),nrow=N,ncol=p)
while(iter<Miter){
for (i in 1:N){
75
#Mutacio´n
P<-c(1:N)
enteros<-sample(P[P!=i],3)
a<-enteros[1]
b<-enteros[2]
c.<-enteros[3]
T.<-x[a,]+F.*(x[b,]-x[c.,])
#Recombinacio´n
for(j in 1:p){
if(runif(1,0,1)<CR){u[j]<-T.[j] }
else{u[j]<-x[i,j]}
}
#Verificacio´n de las restricciones de borde
for (l in 1:p){
if(u[l]<min.[l]){u[l]<-min.[l]}
else if(u[l]>max.[l]){u[l]<-max.[l]}
else{u[l]<-u[l]}
}
#Seleccio´n
if(f(u)<f(x[i,])){
x[i,]<- u
}
else if (f(u)>=f(x[i,])){
if(inercia==1){
# Velocidad con factor de inercia
v0[i,]<-w*v0[i,]+psi1*runif(1,0,1)*(xbesti[i,]-x[i,])
+psi2*runif(1,0,1)*(xgbest-x[i,])
}
if(inercia==0){
# Velocidad con factor de constriccio´n
psi<-psi1+psi2
k<-2/(abs(2-psi-sqrt(psi^2-4*psi)))
v0[i,]<-k*(v0[i,]+psi1*runif(1,0,1)*(xbesti[i,]-x[i,])
+psi2*runif(1,0,1)*(xgbest-x[i,]))
}
y[i,]<-x[i,]+v0[i,]
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#Verificacio´n de las restricciones de borde
for(j in 1:p){
if(y[i,j]<min.[j]){y[i,j]<-min.[j]}
else if(y[i,j]>max.[j]){y[i,j]<-max.[j]}
else{y[i,j]<-y[i,j]}
}
if(f(y[i,])<f(x[i,])){x[i,]<-y[i,]}
else{x[i,]<-x[i,]}
}
}
#calculo del fitness de la nueva posicio´n
for (i in 1:N){
fi[i]<-f(x[i,] )
if (fi[i]<fbesti[i])
{
xbesti[i,]<-x[i,]
fbesti[i]<-fi[i]
}
}
#Redefinicio´n de la matriz xi
xi<-cbind(x,fi)
#Calculo del nuevo mejor punto y fitness
fgbest<-min(xi[,(p+1)])
xgbest<-xi[which.min(xi[,(p+1)]),1:p]
iter<-iter+1
# Registro del resultado de cada iteracio´n
histo<-rbind(histo,c(iter,xgbest,fgbest))
}
return(histo)
}
resumen<-function(x){
media<-mean(x)
desv.std<-sqrt(var(x))
coef.var<-(desv.std/media)*100
mediana<-median(x)
minimo<-min(x)
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maximo<-max(x)
resul<-rbind(c(’media’,’desv.std’,’coef.var’,’mediana’,’minimo’,’maximo’),
c(media,desv.std,coef.var,mediana,minimo,maximo))
return(resul)
}
desem<-function(n,N,Miter,inercia,f,CR, F.,psi1,psi2,w){
histo<-PSO.ED(N,4,c(48,1,-6.8,0.3),c(52,5,2.8,4.3),Miter,f,CR, F., 1.2,
psi1,psi2,w,inercia)
run<-1
while(run<n){
z<-PSO.ED(N,4,c(48,1,-6.8,0.3),c(52,5,2.8,4.3),Miter,f,CR, F., 1.2,
psi1,psi2,w,inercia)
histo<-rbind(histo,z)
run<-run+1
}
return(histo)
}
x1<-desem(10,17,50,1,MSE,0.7122,0.6301,-0.7238,2.0289,-0.3593)
2. Algoritmo de Estimacio´n usando el paquete glmmPQL
#base de datos
N=50 #N: Nu´mero de individuos
m=15 #m: medidas repetidas por individuo
ealfa=matrix(rgamma(N, 50, scale = 1/2),nrow=N,ncol=1)
alfa=log(ealfa)
beta.=matrix(c(-4.8, 2.3),nrow=2,ncol=1)
#Matriz X_ cada fila corresponde al valor de xı´s de los individuos
#N filas x m columnas
X_<-matrix(rbinom(N*m,1,0.5),nrow=N,ncol=m)
#Vector de errores transpuesto
e<-matrix(rnorm(N*m,0,0.12),nrow=N,ncol=m)
#Vector de respuestas y probabilidades transpuesto
y<-matrix(NA,nrow=N,ncol=m)
p<-matrix(NA,nrow=N,ncol=m)
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for (i in 1:N){
for (j in 1:m){
p[i,j]= exp(-exp(alfa[i]+ c(1,X_[i,j])%*%beta.+e[i,j]))
y[i,j]<-rbinom(1,1,p[i,j])
}
}
#Base de datos para modelado con cuadratura gaussiana
id <- factor(rep(1:50, rep(15, 50)))
y.<-matrix(t(y),nrow=15*50,ncol=1)
x <-matrix(t(X_),nrow=15*50,ncol=1)
dat <- data.frame(id = id, y = y., x = x)
#------------------------
library(MASS)
model<-glmmPQL(y ~ x, random = ~ 1 | id, family = binomial, data = dat)
summary(model)
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