We consider a continuous time random walk X in random environment on Z + such that its potential can be approximated by the function V :
where σW a Brownian motion with diffusion coefficient σ > 0 and parameters b, α are such that b > 0 and 0 < α < 1/2. We show that P-a.s. (where P is the averaged law) lim t→∞ Xt (C * (ln ln t) −1 ln t) . In fact, we prove that by showing that there is a trap located around (C * (ln ln t) −1 ln t)
Introduction and results
Suppose that ω = (ω x ) x≥1 is a sequence of a i.i.d. random variables. Fix b > 0 and α ∈ (0, 1 2 ) and let us define the sequence (q y ) y≥0 such that q 0 = 0 and q y = exp(ωy−by −α ) 1+exp(ωy−by −α ) for y ≥ 1. For each realization of ω, we consider the continuous time random walk X on Z + with transition probabilities given by 1 α = 1, P ω -a.s., with C * = 2αb σ 2 (1−2α) .
Observe that we define the model in a continuous-time setting rather than in discrete time. This brings about a (very) slight technical complication, but is better motivated from a physics perspective.
Let us comment now on the relationship of our work with the classical model of one-dimensional RWRE in i.i.d. environement (see e.g. [20] ). As often happens with theorems of this kind, the proof of Theorem 1.1 is obtained by showing that the particle will eventually find a trap (i.e., a piece of the environment with "drift inside"), and then stay there up to time t. It it well-known that, for the RWRE in Sinai's regime, the location of this trap (scaled by ln 2 t) is a random variable. However, it is interesting to observe that (as one can see from the proof of Theorem 1.1) adding the power-law perturbation to the Sinai's potential changes the situation: the position of the trap becomes "less random" (there are still fluctuations, of course, but they are of smaller order).
As an aside, we mention that with s(t) := (C * (ln ln t) −1 ln t) 1 α we can also deduce from the proof of Theorem 1.1, the following upper bounds for some particular hitting times of X. For ε ∈ (0, 1), let τ (1−ε)s(t) be the first hitting time of the point (1 − ε)s(t) by the random walk X. Then, for all ε > 0 there exists δ > 0 such that P-a.s.,
for all t large enough (see equation (13)).
In the next section, we introduce some notations and recall some auxiliary facts which are necessary for the proof of Theorem 1.1. In section 3, we prove various technical lemmas about the asymptotic behavior of the environment. Finally, in section 4, we give the proof of Theorem 1.1.
Notations and auxiliary facts
Given a realization of ω, define the potential function for x ∈ R + , by
where x is the integer part of x and x y=1 := 0 if x < 1. The behavior of U is of crucial importance for the analysis of the asymptotic properties of the random walk X (cf. Propositions 2.2 and 2.3 below).
Conditions S and K will allow us to couple the potential U to Brownian motion with power law drift, simplifying much the proof of limit properties of the random walk X. Indeed, by the well-known Komlós-Major-Tusnády strong approximation theorem (cf. Theorem 1 of [13] ), there exists (possibly in an enlarged probability space) a coupling for ω and a standard Brownian motion W , such that
for some finite constantK > 0. A useful consequence of (1) is that if x is not too far away from the origin, then x i=1 ω i and σW (x) are rather close for the vast majority of environments. Hence, it is convenient to introduce the following set of "good" environments and to restrict our forthcoming computations to this set. Fix M > 1 α and for any t > e, let Γ(t) := ω :
By (1) and properties of the modulus of continuity of Brownian motion, we can choose K ∈ (0, ∞) in such a way that for P-almost all ω, it holds that ω ∈ Γ(t) for all t large enough (cf. e.g. [3] or [6] where this fact was used). On the other hand, using the fact that there exists a finite constant C > 0 such that for all x ≥ 1,
we can define a new potential function V by
for all x ∈ R + and using (2) and (3), we have that there exists a finite K 1 > 0 such that for all t > e and ω ∈ Γ(t), max
Observe that V is a Brownian motion with a power law drift. For convenience, from now on, we will work with potential V instead of U (see Fig.  1 ). 
) be respectively the maximum draw-up and draw-down of the function f on the interval [x 0 , y 0 ] (see Fig. 2 ). As we will see in the proof of Theorem 1.1, these functionals applied to the potential V are important quantities in order to determine the limiting behavior of the random walk X. The distribution of D + [x 0 ,y 0 ] is not known for a Brownian motion with a power law drift. Fortunately, in our case, we can locally approximate the power law drift by a linear one. It happens that for fixed intervals I the law of D + I is known for a Brownian motion with linear drift (cf. (1) in [14] ) but in this reference, it is given under the form of an alternating series which is not easy to handle. If, instead of considering deterministic intervals I we consider intervals of size given by an exponential random variable independent of W then the law of D + I becomes much simpler and is more useful for our purposes.
We now recall the following result which can be found in [18] :
Proposition 2.1 Let T be a random variable with exponential distribution of mean µ and W (σ,ν) a Brownian motion with diffusion coefficient σ and linear drift ν, that is, W (σ,ν) (t) = σW (t) + νt where
W is a standard Brownian motion. Assume that T is independent of W . Then,
for all a ≥ 0.
It is then not difficult to establish the following Corollary 2.1 Suppose that ν < 0 and that a, ν and µ are functions the real variable t > 0. If
For all A ⊂ Z + we define τ A := inf{t > 0 : X t ∈ A} the first hitting time of A for the random walk X. When A = {x}, x ∈ Z + , we simply write τ x instead of τ {x} . Let I = [a, b] with 0 ≤ a < b < ∞ be a finite interval of Z + and let
We will need the following upper bound on the probability of confinement which comes from the proof of Proposition 4.1 of [5] : Proposition 2.2 There exists a positive constant K 2 such that, P-a.s., for any finite interval I = [a, b] and any point x such that a < x < b,
For the random walk X, we will eventually need to estimate the probability of escaping to one specific direction. In Proposition 2.3, as an example, we just state the result for the probability of escaping to the right. Nevertheless, in section 4, we will use this estimate in both directions. We define a reversible measure π by π(0) := 1 and π(x) := e −U (x) + e −U (x−1) for x ≥ 1 (observe that π(x)(1 − q x ) = q x+1 π(x + 1) for all x ∈ Z + ). For any finite interval I of Z + , we define h I := arg max x∈I U (x). We will use the following estimate (see e.g. the proof of Proposition 4.2 in [5] ): Proposition 2.3 There exists a positive constant K 3 such that, P-a.s., for any finite interval
Using the above expression of the reversible measure π, we have
If ω ∈ Γ(t) and
Thus, we obtain the following upper bound for
1 α . In Lemma 3.1, we show that P-a.s., for all t large enough the maximum draw-up of V before (1 − ε)s(t) is smaller than (1 − δ) ln t, for δ suitably chosen (see Fig. 3 ). In Lemma 3.2, we show that for any integer N , we have that, P-a.s., for all t large enough, there exists a partition of [0, (1 − ε)s(t)] into N intervals such that on each interval the maximum draw-down of V is greater than (1 + δ) ln t (see Fig. 4 ). In Lemma 3.3, we show that for any integer N , we have that, P-a.s., for all t large enough, there exists a partition of [s(t), (1 + ε)s(t)] into N intervals such that on each interval the maximum draw-up of V is greater than (1 + δ) ln t for δ suitably chosen (see Fig. 5 ). Finally, in Lemma 3.4, we show that on the interval [0, ln For ε ∈ (0, 1), δ ∈ (0, 1) and N ∈ N, let us define the following events 
We first show the following . 6 ). By the choice of m 1 , we have that the event {D (1 − 2δ) ln t}, this implies that As T is exponentially distributed with parameter 1, the second term of the right-hand side of (5) is equal to
as t → ∞. For the first term, by Corollary 2.1 we obtain
as t → ∞. Now, let µ > 0 and consider the sequence of time intervals I n := [t n , t n+1 ), where t n := e (1+µ) n for n ≥ 0. Choosing 0 < 2δ < 1 − (1 − ε) α and using (5), (6) and (7) we obtain that n≥0 P[A c ε,2δ (t n )] < ∞. Thus, by Borel-Cantelli Lemma we obtain that for P-a.a. ω there exists n 0 = n 0 (ω) such that ω ∈ A ε,2δ (t n ) for all n ≥ n 0 . Now, let n ≥ n 0 and suppose t ∈ [t n , t n+1 ). We have P-a.s.,
Choosing µ in such a way that (1 − 2δ)(1 + µ) ≤ (1 − δ), we obtain that for P-a.a. ω there exists t 0 = t 0 (ω) such that ω ∈ A ε,δ (t) for all t ≥ t 0 , which proves Lemma 3.1. Proof. Let µ > 0 be such that β :
) and consider the sequence of time intervals I n := [t n , t n+1 ), where t n := e (1+µ) n for n ≥ 0. Divide the interval [βs(t), (1 − 
We have
as t → ∞. We obtain from (8) that n≥0 P[E ε,2δ,µ (t n )] < ∞. Thus, by Borel-Cantelli Lemma we obtain that for P-a.a. ω there exists n 0 = n 0 (ω) such that ω ∈ E c ε,2δ,µ (t n ) for all n ≥ n 0 . Now, suppose that n ≥ n 0 and t ∈ [t n , t n+1 ). Since we have s α (t n ) ≤ s α (t) ≤ (1 + µ)s α (t n ) for large enough n, we deduce that P-a.s., there exists a partition of
Since ln t n ≤ ln t ≤ (1 + µ) ln t n , we have (1 + 2δ) ln t n ≥ 1+2δ 1+µ ln t ≥ (1 + δ) ln t for µ > 0 small enough. From these last observations, we conclude that for P-a.a. ω, there exists t 0 = t 0 (ω) such that ω ∈ B ε,δ,N (t) for all t ≥ t 0 , which proves Lemma 3.2.
2 Lemma 3.3 For all ε ∈ (0, 1), there exists small enough δ > 0 such that P[lim inf t→∞ C ε,δ,N (t)] = 1, for all N ≥ 1.
Proof. Let µ > 0 be such that (1 + β) := (1 + ε 2 )(1 + µ) 1 α < (1 + ε) and consider again the sequence of time intervals I n := [t n , t n+1 ), where t n = e (1+µ) n for n ≥ 0. Divide the interval [(1+β)s(t), (1+ε)s(t)] into N intervals J j , j = 1, . . . , N of size ε−β N s(t). Let us define the following events
be the derivative of the function − 2 )s(t) and introduce the drifted Brownian motion W (σ,m 2 ) (x) := σW (x) + m 2 x (see Fig. 7 ). By definition of W (σ,m 2 ) , we have that the event D
As T is exponentially distributed with parameter 1, we have for the second term of the right-hand side of (9)
For the first term, we use Corollary 2.1 to obtain that
as t → ∞. Choosing 0 < 2δ < (1 + 2 −1 ε) α − 1 and using (9), (10) and (11) we obtain that n≥0 P[F ε,2δ,µ (t n )] < ∞. Thus, by Borel-Cantelli Lemma we obtain that for P-a.a. ω there exists n 0 = n 0 (ω) such that ω ∈ F c ε,2δ,µ (t n ) for all n ≥ n 0 . Now, let n ≥ n 0 and suppose t ∈ [t n , t n+1 ). Since we have s α (t n ) ≤ s α (t) ≤ (1 + µ)s α (t n ), we deduce that P-a.s., there exists a partition of
As ln t n ≤ ln t ≤ (1 + µ) ln t n , we have (1 + 2δ) ln t n ≥ 1+2δ 1+µ ln t ≥ (1 + δ) ln t for µ > 0 small enough. From these last observations, we conclude that for P-a.a. ω, there exists t 0 = t 0 (ω) such that ω ∈ C ε,δ,N (t) for all t ≥ t 0 , which proves Lemma 3.3.
2 Proof. Let n be an positive integer. By [17] , Lemma 12.9, we have P max
for sufficiently large n. Since α ∈ (0, 1 2 ), we deduce that n>1 P max y≤ln 1/α (n+1) |V (y)| > 2 ln 1 α n < ∞. By Borel-Cantelli Lemma, we have that for P-a.a. ω there exists n 0 = n 0 (ω) such that for all n ≥ n 0 we have max y≤ln 1/α (n+1) |V (y)| ≤ 2 ln 1 α n. Now consider n ≥ n 0 and t ∈ [n, n + 1), we have that In this last section, for the sake of brevity, expressions like X t = x or τ x > t must be understood as X t = x or τ x > t (where · is the integer part function) whenever x in not necessarily integer. Also, in contrast with the former section, all the intervals considered in this section are intervals of Z + . We will also need the function · := · + 1. Fix some ε ∈ (0, 1). We start by showing that for P-a.a. ω, P ω [lim inf t→∞ s(t) −1 X t ≥ (1 − ε)] = 1. Let δ ∈ (0, 1) be such that Lemmas 3.1 and 3.2 hold. Take N = 2δ −1 and let ω be such that
for all t ≥ 3, with the convention inf{∅} = ∞. We have for all integer n ≥ 3,
The next step is to apply Proposition 2.2 to the first term of the right-hand side of (12) . Since
by Proposition 2.2 we obtain
as n → ∞. For the second term of the right-hand side of (12), we have by the Markov property applied at time
Since ω ∈ lim inf t→∞ B ε,δ,N (t)∩Γ(t) there exists for n large enough a partition
. By the Markov property we have
Applying Proposition 2.3 to the right-hand side of the last inequality and using bound (4), we obtain
as n → ∞. From (12), (13) and (15) , as δ ∈ (0, 1), we deduce that n≥3 P ω [{τ ( 
)s(n) ≤ n}] < ∞. By Borel-Cantelli Lemma, we obtain that, P ω -a.s., for all n large enough X n > (1 − ε)s(n). Now, for t ∈ [n, n + 1) and n large enough, we have that τ (1− ε 2 )s(n) < n ≤ t and τ (t) − τ (1− ε 2 )s(n) ≥ n + 1 > t, which implies X t > (1 − ε)s(t). By Lemmas 3.1, 3.2, 3.4 and the definition of Γ(t), we conclude that for P-a.a. ω, P ω [lim inf t→∞ s(t) −1 X t ≥ (1 − ε)] = 1.
We continue the proof of Theorem 1.1 by showing that for P-a.a. ω, P ω [lim sup t→∞ s(t) −1 X t ≤ (1 + ε)] = 1. Let δ ∈ (0, 1) be such that Lemma 3.3 holds, N = 2δ −1 and ω be such that ω ∈ lim inf t→∞ (C ε,δ,N (t)∩Γ(t)). Since ω ∈ lim inf t→∞ (C ε,δ,N (t)∩Γ(t)) there exists for all large enough integers n a partition y 0 = 0 < y 1 < · · · < y N −1 < y N = (1 + ε)s(n) of [0, (1 + ε)s(n) ] into N = 2δ −1 intervals J j = [y j−1 , y j ], j = 1, . . . , N , such that on each interval D + J j (U ) > (1+δ) ln n−o(ln n). By the Markov property we have
Applying Proposition 2.3 to the right-hand term of the last inequality and using bound (4), we obtain
(n + 1) −(2−δ)+o(1) (16) as n → ∞. From (16), as δ ∈ (0, 1), we deduce that n≥3 P ω [τ (1+ε)s(n) ≤ n] < ∞. By Borel-Cantelli Lemma, we obtain that, P ω -a.s., for all n large enough X n < (1 + ε)s(n). Now, for t ∈ [n, n + 1) and n large enough, we have that τ (1+ε)s(t) ≥ τ (1+ε)s(n) ≥ n + 1 > t, which implies X t < (1 + ε)s(t). By Lemma 3.3 and the definition of Γ(t), we conclude that for P-a.a. ω, P ω lim sup t→∞ X t s(t) ≤ (1 + ε) = 1.
To sum up, we showed that for P-a.a. ω, P ω lim inf t→∞ X t s(t) ≥ (1 − ε), lim sup t→∞ X t s(t) ≤ (1 + ε) = 1.
As ε is arbitrary, this shows Theorem 1.1. 2
