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ABSTRACT 
The re-entrant flow shop environment has become prominent in the 
manufacturing industries and has recently attracted researchers attention. Typical 
examples of re-entrant flow shops are the printed circuit board manufacturing and 
furniture painting processes where components or processed parts enter some specific 
machines more than once. Similar with other manufacturing environment, identifying 
appropriate scheduling methodologies to ensure high output rate is very much desirable. 
The problem explored and investigated in this research is a special type of scheduling 
problem found in a re-entrant flow shop where two of its processes have high tendency of 
exhibiting bottleneck characteristics. The scheduling problem resembles a four machine 
permutation re-entrant flow shop with the routing of M1,M2,M3,M4,M3,M4 where Ml 
and M4 have high tendency of being the dominant machines. The main objective of this 
research is to take advantage of the bottleneck characteristics at the re-entrant flow shop 
and use it to develop heuristics that can be used to solve its scheduling problems. There 
are four major concentrations in this research. First, basic mathematical properties or 
conditions that explain the behaviour of the bottleneck processes were developed to give 
an insight and clearer understanding of the re-entrant flow shop with dominant machines. 
Second, four new and effective scheduling procedures which were called BAM1 
(Bottleneck Adjacent Matching 1), BAM2, BAM3 and BAM4 heuristics were developed. 
Third, bottleneck approach was utilised in the study and the analysis using Visual Basic 
macro programming indicated that this method produced good results. Fourth, the 
Bottleneck Scheduling Performance (BSP) indexes introduced in the BAM heuristics 
procedure could be used to ascertain that some specific generated job arrangements are 
the optimum schedule. As a general conclusion, this research has achieved the objectives 
to develop bottleneck-based makespan algorithms and heuristics applicable for re-entrant 
flow shop environment. The experimental results demonstrated that the BAM heuristics 
generated good performances within specific P1 (first process) bottleneck dominance 
level and when the number of jobs increases. Within the medium to large-sized problems, 
BAM2 is the best at weak PI dominance level whereas BAM4 is the best at strong P1 
dominance level. 
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ABSTRAK 
Aliran masuk semula merupakan persekitaran yang biasa ditemui di industri 
pengeluaran dan ianya telah menarik perhatian ramai penyelidik. Contoh tipikal bagi 
persekitaran ini ialah proses pembuatan papan litar tercetak dan pengecatan perabut di 
mana komponen produk melalui mesin tertentu lebih dari sekali. Seperti persekitaran 
pembuatan yang lain, mengenalpasti kaedah penjadualan yang dapat memaksimumkan 
pengeluaran sangat diperlukan. Masalah yang diterokai dan diselidiki dalam kajian ini 
merupakan masalah penjadualan yang kliusus bagi sebuah aliran masuk semula di mana 
dua daripada prosesnya berpotensi tinggi memiliki ciri-ciri kejejalan. Masalah 
penjadualan ini digambarkan sebagai satu aliran masuk semula yang dilengkapi dengan 
empat mesin. Peijalanan prosesnya pula melalui M1,M2,M3,M4,M3,M4 di mana Ml dan 
M4 memiliki ciri-ciri kejejalan. Objektif kajian ini adalah untuk menggunakan ciri-ciri 
kejejalan tersebut bagi membangunkan beberapa heuristik yang boleh digunakan untuk 
menyelesaikan masalah penjadualan aliran masuk semula. Terdapat empat penekanan 
utama dalam kajian ini. Pertama, ciri-ciri matematik asas untuk menerangkan sifat-sifat 
kejejalan proses telah dibangunkan bagi memperolehi kefahaman yang mendalam tentang 
aliran masuk semula ini. Kedua, empat heuristik baru yang dinamakan BAM1 
{Bottleneck Adjacent Matching 7), BAM2, BAM3 dan BAM4 telah dibangunkan. Ketiga, 
pendekatan menggunakan ciri-ciri kejejalan telah digunakan dalam kajian ini dan 
keputusan analisis menggunakan pengaturcaraan makro Visual Basic menunjukkan 
kaedah ini sangat berkesan. Keempat, indeks prestasi penjadualan kejejalan (Bottleneck 
Scheduling Performance (BSP) indexes) yang diperkenalkan dalam heuristik BAM boleh 
digunakan untuk mengesahkan bahawa suatu susunan jadual yang dihasilkan merupakan 
penyelesaian yang optimum. Sebagai kesimpulan umum, kajian ini telah berjaya 
mencapai objektif untuk membangunkan algoritma tempoh siap keseluruhan keija 
berasaskan konsep kekejalan beserta heuristik yang sesuai digunakan untuk aliran masuk 
semula. Keputusan eksperimen menunjukkan heuristik BAM menghasilkan prestasi yang 
baik pada paras kejejalan PI (proses pertama) tertentu dan apabila bilangan kerja 
meningkat. Pada paras kejejalan PI rendah, BAM2 merupakan heuristik yang terbaik 
manakala pada paras kejejalan PI tinggi, BAM4 menghasilkan keputusan yang terbaik. 
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