Abstract Predictive modeling on data streams plays an important role in modern data analysis, where data arrives continuously and needs to be mined in real time. In the stream setting the data distribution is often evolving over time, and models that update themselves during operation are becoming the state-of-the-art. This paper formalizes a learning and evaluation scheme of such predictive models. We theoretically analyze evaluation of classifiers on streaming data with temporal dependence. Our findings suggest that the commonly accepted data stream classification measures, such as classification accuracy and Kappa statistic, fail to diagnose cases of poor performance when temporal dependence is present, therefore they should not be used as sole performance indicators. Moreover, classification accuracy can be misleading if used as a proxy for evaluating change detectors with datasets that have temporal dependence. We formulate the decision theory for streaming data classification with temporal dependence and develop a new evaluation methodology for data stream classification that takes temporal dependence into account. We propose a combined measure for classification performance, that takes into account temporal dependence, and Editor:
we recommend using it as the main performance measure in classification of streaming data.
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Introduction
Data recording capabilities in our urban and natural environment is rapidly increasing. Sensors, cameras, counters are installed in many places, our mobile devices are equipped with sensors and the range of things we can record is increasing. All these devices generate data that arrives in a stream and needs to be analyzed in real time. Predictive models, built on such data, have wide application in monitoring of the environment (e.g. detecting traffic jams), urban planning (e.g. on demand bus transport), personal assistance and recommendation (e.g. smart homes), industrial production (e.g. quality control), and many other applications.
Predictive models on data streams differ from standard predictive modeling in several key aspects (Hulten et al. 2001; Gaber et al. 2005) . First, instead of a fixed size data sample we have a continuous flow of data, hence, models need to be built and updated on the fly, they need to fit into limited memory and use fixed processing time. Second, the data distribution is expected to evolve over time, hence, models need to be equipped with diagnostic mechanisms and be able to update themselves over time in order to maintain accuracy.
Although there is much research in the data stream literature on detecting concept drift and adapting to it over time (Gama et al. 2004; Kolter and Maloof 2007; Ross et al. 2012) , most work on stream classification assumes that data is distributed not identically, but still independently. Let X t be an observation at time t and y t its true label. Identical distribution means that the joint probability of an observation and its label is the same at any time P(X t 1 , y t 1 ) = P(X t 2 , y t 2 ), when t 1 = t 2 . Independent distribution means that the probability of a label does not depend on what was observed earlier P(y t ) = P(y t |y t−1 ).
Temporal dependence (also known as serial correlation or autocorrelation) is often encountered in other fields, such as control theory, statistical analysis, or traditional time series analysis (Box et al. 1994) , where regression modeling is the main task, and the previous values of the signal present the main (or often the only) source of predictive information. In the data streams setting typically multi-dimensional input variables, not the past values of the target variable, contain the main predictive information. Machine learning considers two classification scenarios in similar settings (Dietterich 2002) , which are also different from the data streams scenario. Firstly, in sequence classification, the task is to predict a single label that applies to an entire input sequence, while in data streams the task is to predict a label for each observation. Secondly, in sequential supervised learning the entire sequence is available before making any predictions about the labels, whereas in data streams observations come in portions, predictions need to be made immediately, the entire sequence is never available and predictive models are continuously updated. Table 1 summarizes the main differences in the settings in the related problem areas.
Temporal dependence is very common in data streams coming from data recording devices, such as video surveillance, environment sensors, mobile sensors (accelerometers), consumption data (e.g. electricity, food sales). Overall, any smart sensing applications are very likely to produce temporally dependent data streams. On the other hand, in behavioral domains where each observation is a person coming from different locations and contexts (e.g. web site visitors, web searches) the problem of temporal dependence is not that prominent. The majority of data streams classification research (see e.g. Gama et al. 2014) ; however, model y = h(X ). The classification model h is constructed beforehand using a training dataset consisting of pairs of observations with known labels (X, y) . It is assumed that the data is identically independently distributed (iid), which means that the joint probability P(X, y) is the same for any observation and that each observation is sampled from this distribution independently from other observations. Classification in the data stream setting has several key differences. Observations arrive in a sequence over time and this sequence is open-ended X 1 , X 2 , . . . , X t , . . .. A prediction needs to be made for each observation X i individually as soon as it arrives. The true label y i arrives some time later after casting the prediction.
In the data stream setting there is no separate training set for constructing a model h beforehand, the model needs to be constructed and updated on the fly along with incoming data. Therefore, we have a sequence of models h 1 , . . . , h i . . .. A model is constructed incrementally taking into account all or a subset of the previous model, previous observations, and true labels h i = f (h i−1 , X 1 , . . . , X i−1 , y 1 , . . . , y i−1 ). Here f is the algorithm for model update.
Finally, in the data stream setting, data is expected to evolve over time, the data distribution is not identical at different times (not iid). Thus, the relationship between an observation and its label y = h(X ) may change over time. Therefore, the algorithm for model update f needs to include some forgetting mechanisms such that the model can adapt to the new data distribution over time.
In the last decade many such adaptive learning algorithms have been developed (see e.g. an overview Zliobaite 2010) . The majority of existing works implicitly or explicitly assume that data in a stream is distributed not identically but still independently, i.e. observations X i and X i+1 are sampled independently. This study offers an extension to data stream classification theory and practice when the independence assumption is relaxed.
Bayesian decision theory
Bayesian decision theory (Duda et al. 2001) suggests to classify an observation X such that the expected loss is minimized. Let λ(i, j) be the loss function specifying the loss of predicting class i when the true class is j. Then the expected loss of predictingŷ is
where k is the number of classes. The optimal prediction is the one that minimizes L.
For simplicity in the following analysis we assume a zero-one loss function, where the costs of misclassification are λ(ŷ, y) = 0 ifŷ = y and 1 otherwise. In that case the expected loss of predictingŷ reduces to
The loss L is minimized if we predict theŷ that has the maximum posterior probability given the observation. Hence, if we observe an r -dimensional observation vector X , our best strategy is to predictŷ
This is how predictions are typically made in the classical classification setting as well as the streaming data classification scenario. The posterior probability P(y|X ) is estimated directly using discriminative classification models, such as a decision tree, SVM, logistic regression, or alternatively, the likelihood P(X |y) is estimated using generative classification models, such as Naive Bayes or linear discriminant, and the posterior probability is computed using Bayes' theorem of inverse probability P(y|X ) = P(X |y)P(y)/P(X ).
Decision theory for streams with temporal dependence
Temporal dependence in data streams means that observations are not independent from each other with respect to time of arrival.
Definition 1 First order temporal dependence is present when an observation is not independent from the previous observation, i.e. P(y t , y t−1 ) = P(y t )P(y t−1 ), where t is the time index, y t , y t−1 ∈ {1, . . . , k}, where k is the number of classes. An th order temporal dependence is present if P(y t |y t−1 , . . . , y t− ) = P(y t |y t−1 , . . . , y t−1− ).
The temporal dependence for class i is positive if P(y t , y t−1 ) > P(y t )P(y t−1 ), in this case labels are likely to follow the same labels more often than the prior probability. A negative temporal dependence P(y t , y t−1 ) < P(y t )P(y t−1 ) makes the labels alternate. This study focuses on positive temporal dependence, which is often observed in real world data streams.
Suppose we need to make a predictionŷ t at time t. By that time we will have already seen observations X 1 , . . . , X t−1 and after casting the predictions we will have seen their labels y 1 , . . . , y t−1 , assuming immediate arrival of the true labels after casting predictions, which is a standard assumption in data stream classification. As we observe the observation vector X t , our best strategy is to use all the available evidence and predict
If there is no temporal dependence in the data, then Eq. (2) reduces to Eq. (1), since then
= P(y t = i|X t ). In practice the order of temporal dependence to be considered is often manually restricted to the th order. Then the prediction becomesŷ t = arg max i P(y t = i|X t , y t−1 , . . . , y t− ), where is the length of the history taken into account. This study primarily focuses on first order temporal dependence.
Classifiers for taking into account temporal dependence
We propose two approaches for incorporating temporal information into data stream classification. The first assumes a model behind temporal dependence and introduces a correction factor to the predictive model, which allows a probabilistic treatment. The second is based on data preprocessing and does not require any modification in the predictive models; hence, can be used with any off the shelf tools.
Temporal Correction classifier
One way to estimate P(y t = i|X t , y t−1 , . . . , y t− ) for all i ∈ {1, . . . , k}, which is needed for classification decision making, is to assume a model on how temporal dependence happens and then use that model for estimating the posterior probabilities. Considering only first order temporal dependence we propose to model this dependence and estimate P(y t = i|X t , y t−1 ) as illustrated in Fig. 1 . Figure 1 (a) presents a standard data stream classification model, where y t is assumed to be independent from y t−1 , hence P(y t = i|X t , y t−1 ) = P(y t = i|X t ). The dependence is modeled from label y to observation vector X (not the other way around), since we suppose that data is generated as follows: first an object belonging to a certain class is sampled and then the observations about this object are made. Figure 1(b) presents our model for classification with temporal dependence when the previous label y t−1 is assumed to be known. This is a common assumption in data stream classification, since the previous label is required for error estimation and change detection, as well as model update, which are often executed at every time step. The classification decision isŷ t = i for i ∈ {1, . . . , k}, which gives the maximum posterior probability that can be expressed according to the proposed model as
Bayes' theorem is used to achieve the final step. Given the resulting expression, P(y t |X t ) can be estimated using an ordinary classifier that does not take into account temporal dependence and
is the term that corrects for temporal dependence, P(y t |y t−1 ) and P(y t ) can be estimated incrementally from the streaming data.
Temporally Augmented classifier
The model approach is theoretically elegant, but limited in assuming first order temporal dependence and the directions of the dependencies between the observed vector X and the label y. We propose an alternative heuristic approach that can incorporate a higher order temporal dependence into a predictive model by augmenting the observation vector X t with the previous class labels y t−1 , . . . , y t− and training a classifier on the augmented input vectors. The prediction for the observation X t becomes a function of the original input attributes and the recent class labelŝ
The larger , the longer temporal dependence is considered. h t is a trained classification model that can output an estimate of the posterior probability, index t indicates that the classifier can be updated over time. Any data stream classifier can be used as a base classifier with this strategy. Depending on the base classifier used, the Temporally Augmented classifier can take into account dependences between input features, the dependence between the input features and the past labels, as well as the dependence between past labels at different times. This approach is not new, it is common in time series forecasting, particularly using neural networks (e.g. Rodrigues and Gama 2009) , where the main predictive information is given by the past values of the target variable.
By taking into account the dependence of the previous class label, the process can be seen as a discrete-time Markov chain, where the prediction for y t is dependent on step y t−1 . If we take into account other labels, y t−2 , y t−3 , this becomes a second-order, third-order (and so on) Markov chain. The Temporally Augmented classifier is therefore conceptually related to the filtering task of Hidden Markov Models (Rabiner 1990; Dietterich 2002 ) (indeed a strong similarity is seen with Fig. 1b) , where the probability of a classification is estimated, given historical and current evidence. In scenarios where the predictive variables y t are continuous, then instead there is an analogous conceptual connection to the Kalman filter (Kalman 1960) (where it is possible to assume linear and normally-distributed variables) and particle filter (for other distributions). The typical prediction task of these models is that of time series forecasting, see Table 1 , i.e., predicting p(y t |x t−1 , y t−1 ) where x t is not yet available.
Baselines for performance evaluation over streaming data
In this section we discuss evaluation of classification performance with respect to baselines. A baseline classifier is a classifier that does not use any information about observations X , only the class labels y. When designing an intelligent classifier it is important to establish performance baselines for the minimum meaningful performance, otherwise a lot of design and computational effort may be wasted. It may happen that we compare several intelligent classifiers, find one to be significantly better than the others, but if all are worse than naive baselines, then none is good. In this section we discuss baselines for evaluating classification performance over streaming data when temporal dependence is present.
This section does not cover comparing the performance of several intelligent classifiers, which has been the subject of several recent studies. The interested reader is referred to Demsar (2006) and Gama et al. (2013) for guidelines.
Baseline classifiers
The following baseline classifiers can be established using different information about the probabilities of class labels:
1. classification with no information about data distribution; 2. classification with prior probabilities of the classes (Majority Class classifier); 3. classification with transition probabilities of the classes (Persistent classifier).
If we do not have any information about the data at all and we know that the task is to classify an observation into one of k classes, our best strategy is to assign a label at random y ∈ {1, . . . , k}, P(ŷ = i) = 1 k . The accuracy of such classification would be
Most often we have at least some sample observations before putting a classifier in operation, and we can estimate at least the prior probabilities. If we have no other information about a given observation at all, our best strategy is to predict the class that has the maximum prior probabilityŷ = arg max i P(y = i), where i is a class.
Definition 2
The Majority Class classifier is a classifier that predictsŷ t = arg max i P(y = i) for any observation X t .
Let M denote the majority class. Then the accuracy of the Majority Class classifier is equal to the prior probability of class M
If a temporal dependence is expected, we need a baseline that takes into account the temporal information. If no information about the observation is available, our best strategy is to predictŷ t = arg max i P(y t = i|y t−1 ).
Definition 3
The Persistent classifier is a classifier that predicts the same label as previously observed, i.e.ŷ t = y t−1 , for any observation X t .
The accuracy of the Persistent classifier is equal to the prior weighted probability of observing the same class in two consecutive observations
In the case when there is no temporal dependence in the data, then P(y t = i|y t−1 = i) = P(y t = i) and the accuracy becomes
The Persistent classifier is based on the same principle that is often used as a baseline in time series forecasting: the next forecast value is equal to the last observed value. In autoregressive time series it can be expressed as an ARMA(1,0) model (Box et al. 1994) .
Observe that the three baseline accuracies p 0 , p maj and p per take as input only the true labels of the underlying dataset. There is one more baseline that is sometimes considered (e.g. in the Kappa statistic Cohen 1960) , that takes as input the true labels of the underlying dataset as well as the prior probabilities of the predictions produced by an intelligent classifier, that is being assessed (a reference classifier). This baseline is a random permutation of the predictions of an intelligent classifier.
Definition 4
The Random classifier is a classifier that predicts a label at random from the probability distribution of predictions of a reference classifier h, i.e. P(
The accuracy of the Random classifier is
While p 0 , p maj and p per depend only on the dataset, p ran depends on the dataset and the predictions of the classifier under evaluation.
Theoretical analysis of baseline accuracies
In this section we analyze how the baseline accuracies compare theoretically to each other. For brevity we denote the prior probability P(y t = i) as P(i) and the probability P(y t = i|y t−1 = i) of observing class i immediately after observing class i as P(i|i). Let M ∈ {1, . . . , k} denote the majority class, such that P(M) ≥ 1/k. 
Proposition 5 The accuracy of the Majority Class classifier is greater or equal to the accuracy of the Random classifier and is greater or equal to the accuracy of classification with
The inequality follows from the definition of the majority class, where
The equality holds only if P(A) = P(B).
From Proposition 6 we can conclude that if data is distributed independently, then we can safely use the majority class classifier as a baseline. 
Proposition 7 If data has a temporal dependence such that
The inequality follows from the theorem condition. Table 2 summarizes the performance of the Majority Class and Persistent classifiers under different conditions. We conclude that none of the baselines alone can take all aspects of performance into account, therefore if nothing is known about the data we need to compare at least to p per and p maj .
Cohen's Kappa statistic
The Kappa statistic due to Cohen (1960) is a popular measure for benchmarking classification accuracy under class imbalance and is used in static classification scenarios as well as streaming data classification. 
The Kappa statistic κ is defined as
where p is the accuracy of the classifier under consideration (reference classifier) and p ran is the accuracy of the Random classifier, as defined in Eq. (9). If the predictions of the classifier are perfectly correct then κ = 1. If its predictions coincide with the correct ones as often as by chance, then κ = 0. Note that κ can theoretically be negative, this may happen if, for instance, an adversary on purpose tries to make errors. An approximation to the standard error of the Kappa statistic is given by Cohen (1960) 
where N is the testing sample size. With large N the sampling distribution of κ will be approximately normal.
To test the obtained κ for significance, i.e. to test the null hypothesis that any correct prediction is due to chance (true κ = 0), we need to replace p with p ran in Eq. (11)
The significance test is then a Z-test with the test statistic z = κ/δ 0 . For example, at 5 % level of significance the null hypothesis is rejected if z > 1.65. In practice the κ statistic is often used without significance testing, even relatively low values of κ can be significantly different from zero but, on the other hand, not of sufficient magnitude for an application at hand.
Next, let us analyze the Kappa statistic for the baseline Majority Class and Persistent classifiers. The Majority Class classifier predicts the class with maximum prior probability for any observation, hence p = P(M). Since all the predictions are the same, there is nothing to permute, hence, p ran = p. Thus, κ = p− p 1− p = 0. This indication (κ = 0) corresponds to our expectations, that the Majority Class classifier achieves its accuracy merely by chance rather than as a result of informative input features and a good model.
Next we analyze the values of the Kappa statistic for the Persistent classifier in two cases. First, suppose that there is no temporal dependence in the data, then p =
If there is positive temporal dependence such that
, and p maj ≥ p ran (Proposition 5). Therefore, by the property of transitivity κ =
In this case we may observe a positive κ, while a reference classifier would be performing equally badly as a naive baseline Persistent classifier. This is not a desired behavior of the κ indicator, hence we need another indicator to capture the effects of temporal dependence.
New evaluation measure-Kappa-Temporal statistic
Considering the presence of temporal dependencies in data streams we propose a new measure the Kappa-Temporal statistic, defined as
where p per is the accuracy of the Persistent classifier. The Kappa-Temporal statistic may take values from 1 down to −∞. The interpretation is similar to that of κ. If the classifier is perfectly correct then κ per = 1. If the classifier is achieving the same accuracy as the Persistent classifier, then κ per = 0. Classifiers that outperform the Persistent classifier fall between 0 and 1. Sometimes it may happen that κ per < 0, which means that the reference classifier is performing worse than the Persistent classifier baseline.
We 
, then p per > p maj and thus κ per < 0 (Proposition 7); -if there is no temporal dependence and the prior probabilities of the classes are equal, then p per = p maj and thus κ per = 0 (Proposition 6); -if there is no temporal dependence and the prior probabilities of the classes are not equal, then p maj > p per and thus κ per > 0 (Proposition 6).
Therefore, using κ per instead of κ, we will be able to detect misleading classifier performance for data that has temporal dependence. For highly imbalanced, but independently distributed data, the majority class classifier may beat the Persistent classifier and thus using κ per will not be sufficient. Overall, κ per and κ measures can be seen as orthogonal, since they measure different aspects of performance. Hence, for a thorough evaluation we recommend measuring and combining both.
The Combined measure
To evaluate both aspects of the performance we propose to combine the κ and κ per by taking the geometric average as follows
This way if any measure is zero or below zero, the combined measure will give zero. This is to avoid the situation, when both input measures are negative, but their product is positive, suggesting that the classifier performs well, while actually it performs very badly. Alternatively, an arithmetic average of the two measures could be considered. However, in such a case a good performance in one criteria could fully compensate for a bad performance in other criteria. The desired performance is that a good classifier should perform well on both. Taking the geometric average punishes large differences in the two input measures, therefore it is more suitable.
Computing statistics over a data stream
For estimating κ and κ per we need to compute the accuracy of the evaluated classifier p, and the reference accuracies p ran and p per over streaming data.
For estimating p ran we need to store the prior probabilities of the predictions P h (i) for i = 1, . . . , k, and the prior probabilities of the data P(i) for i = 1, . . . , k. For estimating p per we need to store the joint probabilities of the classes P(i, i) for i = 1, . . . , k, and the prior probabilities of the data P(i) for i = 1, . . . , k (which are already stored for estimating p ran ). Hence, to calculate both statistics for a k class problem, we need to maintain only 3k + 2 estimators, where +2 is for storing the accuracy of the classifier p and storing the previous true label.
In the data stream setting p can be estimated recursively following the prequential protocol (Gama et al. 2013) . The same protocol can be used for calculating the reference statistics. The idea is at every time step to weigh the estimators using a decay factor α ∈ (0, 1). Large α implies fast forgetting. From our practical experience, for smooth estimation we recommend α = 0.01 for binary classification tasks with more or less equal class priors. The larger the number of classes and the larger the expected class imbalance, the smaller α should be to ensure slower forgetting to produce smooth estimates. Algorithm 1 describes the estimation procedure.
k for all i, y prev = 1; for every instance in the stream do make a predictionŷ, receive the true label y ifŷ = y then
Algorithm 1: Computing performance estimators.
Performance evaluation with change detection
Many classification algorithms for data streams use change (drift) detection tests (e.g. Gama et al. 2004; Baena-Garcia et al. 2006; Bifet and Gavalda 2007; Ross et al. 2012 ) that signal when the data distribution changes and it is time to update the predictive model. In this section we discuss two important issues with change detection to be aware of when there is a temporal dependence in data.
First, we show that when there is a temporal dependence, it is very likely that the assumptions of current drift detection methods are violated, hence the statistical tests are applied incorrectly. In practice this means that at least a different confidence interval is applied than is assumed. In many cases drift can still be detected with reasonable accuracy, but the theoretical guarantees of the tests (if any) are not valid anymore. We give indications on how to correct the tests, leaving development of actual algorithmic solutions, out of the scope of this paper, to be taken as separate future work.
Second, in this section we show that independent of whether a change detection test is applied correctly or not, false alarms may actually increase classification accuracy. This happens if the temporal dependence is not taken into account directly by a classifier. We give theoretical arguments why this happens. The implication is that one should take this effect into consideration when evaluating drift detectors and overall classification performance.
Change detection with temporal dependence
Current drift detection methods including Gama et al. (2004) , Baena-Garcia et al. (2006), Bifet and Gavalda (2007) , Ross et al. (2012) make an assumption that input data is independent from each other, the goal is to detect a change in data distribution. Typically, drift detection methods operate on a binary stream of prediction errors. Next we demonstrate that if the observations have a temporal dependence, then the streaming error resulting from predicting the labels for those observations, also have a temporal dependence, unless certain specific conditions are satisfied by the predictor. We will consider a binary classification case, since it is enough to make the point while the math is simpler. 
Proposition 8
P(err or |B) = P(B t |B t−1 )−P(B t ) P(A t |A t−1 )−P(A t ) ,
here P(B t ) denotes the probability of class B at time t).
The proof can be found in Appendix . The implication of this proposition is that the statistical tests in current drift detection methods operate under conditions where their assumptions are violated. As a result, if the sample for performing a statistical test is small, false alarms may be raised. We have noticed, however, that in practice the impact of violation of this assumption is small, especially if 50 or more observations are used to perform the tests.
Change detection taking into account temporal dependence has been studied in statistics and related disciplines (see e.g. Knoth and Schmid 2004; Wieringa 1999; Lavielle 1999) , which could be used as a starting point in developing change detection tests that take into account temporal dependence.
The effect of false alarms on classification accuracy
In this section we demonstrate that false alarms in drift detection may actually increase classification accuracy if there is a temporal dependence in the data. False alarms may happen due to various reasons, for instance, if alarm thresholds in the change detection tests are set too low.
If a drift alarm is raised, adaptive learning algorithms would typically replace an old classifier with a new one built on recent data (see e.g. Gama et al. 2004; Baena-Garcia et al. 2006) . Suppose a data stream is stationary (there is no true drift). In such a case a false alarm is beneficial if the classifier trained on a smaller dataset is in expectation more accurate than a classifier trained on a larger training set. This can happen if data has a temporal dependence, as the following proposition illustrates.
Proposition 9 If a data stream has a positive temporal dependence, for small training sample sizes the accuracy of the Majority Class classifier approaches the accuracy of the Persistent classifier, i.e. lim n→1 p per − p ma j = 0, where n is the training sample size for the Majority Class classifier.
The proof can be found in Appendix .
Experimental analysis
This experimental evaluation has two major goals. The first goal is to demonstrate how current evaluation practices may be misleading and how they can be improved using the proposed measures. The second goal is to assess the performance of the proposed Temporally Augmented and Temporal Correction classifiers that take into account temporal dependence.
Datasets
We experiment with four real datasets often used in evaluating data stream classification.
The Electricity dataset (Elec2) (Harries 1999 ) is a popular benchmark for testing adaptive classifiers.
A binary classification task is to predict a direction of electricity price change with respect to the moving average of the last 24 h in the Australian New South Wales Electricity Market. Input variables are recorded every 30 min and cover the period from 1996 May to 1998 December (45,312 instances in total).
The data has 5 numeric input variables: day of the week, hour, NSW demand, Victoria demand and scheduled transfer. The data is subject to concept drift due to changing consumption habits, unexpected events and seasonality. For instance, during the recording period the electricity market was expanded to include adjacent areas, which allowed production surpluses from one region to be sold to another.
The Forest Covertype (Cover) (Bache and Lichman 2013) records cartographic variables in four wilderness areas located in the Roosevelt National Forest of northern Colorado, US. The classification task is to predict the type (out of seven types) of forest cover for a given observation (30×30 meters cell). This dataset has no time stamps, but it is originally presented in the geographical (spatial order), which can be considered as a stream; this dataset has been a popular benchmark for data stream classification. The dataset contains 581,012 instances with 54 attributes. The KDD cup intrusion detection dataset (KDD99) (Bache and Lichman 2013) records intrusions simulated in a military network environment. The task is to classify network traffic into one of 23 classes (normal or some kind of intrusion) described by 41 features. The dataset contains 494,020 instances. The problem of temporal dependence is particularly evident here. Inspecting the raw dataset confirms that there are time periods of intrusions rather than single instances of intrusions.
The Ozone dataset (Ozone) (Bache and Lichman 2013) records daily temperature, humidity and windspeed measurements (72 numeric variables), the goal is to predict high ozone days (binary classification task). The data is collected from the Houston, Galveston and Brazoria areas, US, and covers the period from 1998 to 2004 (2,536 instances in total). This dataset is very highly imbalanced, ozone days make up only 3 %, the rest are normal. There is no temporal dependence in this data, we include it for benchmarking in order to illustrate what happens when classes are highly imbalanced.
The characteristics of the datasets are summarized in Table 3 . As we see from P(T ) > P(M), the first three datasets exhibit strong temporal dependence, while there is no temporal dependence in Ozone and this dataset has a high class imbalance.
Classifiers
Along with the baseline classifiers we test five intelligent classifiers, out of which the first two are non-adaptive, and the remaining three have adaptation mechanisms. Here non-adaptive classifiers learn from data streams incrementally with new incoming data, however, they do not have forgetting mechanisms. Our goal is to illustrate the issue of selecting proper baselines for evaluation, and potential improvement in accuracy of intelligent classifiers due to taking into consideration temporal dependence. The theoretical findings of this study and the proposed κ per measure are not base classifier specific, hence we do not aim at exploring a wide range of classifiers. We select several representative data stream classifiers representing different models and adaptation mechanisms for experimental illustration, summarized in Table 4 . 
Experimental protocol
We run all experiments using the MOA software framework ) that contains implementations of several state-of-the-art classifiers and evaluation methods and allows for easy reproducibility. We use the test-then-train experimental protocol, which means that every instance is first used for testing and then as a training instance for updating the classifier. For estimation of parameters (e.g. the prior probabilities) we use exponential moving average. The higher the number of classes and the larger the class imbalance, the lower the estimation weight needs to be in order to achieve sufficiently smooth estimates. We used the following smoothing parameters, which were selected via visual inspection of the resulting prior probability estimates: for Elec data α = 0.001, for Cover data α = 0.0001, for KDD99 data α = 0.00001.
Limitations of the current benchmarking practices: an illustrative example
The Electricity dataset has been perhaps the most popular benchmark for evaluating stream classifiers. It has been used in over 70 experiments on data stream classification (according to Google scholar as of December 2013), for instance, Gama et al. (2004) , Kolter and Maloof (2007) , , Ross et al. (2012) . To illustrate the importance of using proper baselines, we retrospectively survey new stream classifiers reported in the literature that were tested on the Electricity dataset. Table 5 presents the accuracy results reported in papers on this dataset (sorted according to the reported accuracy). Only 6 out of 18 reported accuracies outperformed a naive baseline Persistent classifier. This suggests that current evaluation and benchmarking practices need to be revised. We experiment with two versions of the datasets: the original datasets that potentially contain temporal dependence and randomly shuffled datasets. Random shuffling makes datasets independently and identically distributed (iid) over time. Based on our theoretical considerations, we expect the currently used statistics to be indicative in the case of iid data, but not informative in the case of temporally dependent data (the original datasets). Figure 2 plots the accuracies of the intelligent classifiers, the baselines and the three statistics of interest. We see that the Kappa statistic is high and indicates good performance for all datasets except Ozone, which is highly imbalanced and the Kappa statistic captures that the high accuracy in Ozone is mainly due to class imbalance, as expected. We see that the Kappa statistic fails to capture the fact that in the original datasets Elec2, Cover and KDD99, where temporal dependence is present, the naive baseline Persistent classifier performs better than any intelligent classifier. On the other hand, the proposed Kappa-Temporal statistic captures this aspect of the performance and shows negative indications in all these cases.
However, as demonstrated theoretically in Sect. 4, using the Kappa-Temporal statistic alone is not enough to benchmark the performance of data stream classifiers, since the KappaTemporal statistic does not capture the effects of class imbalance. Such a situation can be observed in Ozone shuffled, where there is no temporal dependence, while the class imbalance is very high such that the intelligent classifiers can hardly outperform the Majority Class classifier. We see that the Kappa-Temporal statistic gives good indications and the Kappa statistic signals poor performance, as expected.
We see that the Combined measure that combines both aspects of the performance (class imbalance and temporal dependence) gives a good summary indication about the performance in a single number.
Two conclusions can be made from this experiment. First, the proposed statistic captures the characteristics of classifier performance with respect to naive baselines as expected. Second, the state-of-the-art data stream classifiers fail and perform worse than the baselines on the data streams that contain temporal dependence, since they do not have mechanisms for taking into account temporal information even though this information is available in a stream (these data stream classifiers use previous labels for incrementally updating themselves). Hence, there is a need for our proposed approaches for taking into account temporal dependence, which we experimentally analyze next.
Performance of proposed approaches for taking into account temporal dependence
We compare the performance of the proposed Temporal Correction and Temporally Augmented classifiers with the performance of ordinary stream classifiers (that do not take temporal dependence into account) and with the Persistent classifier that takes into account only temporal dependence on the four original datasets. Recall that Temporal Correction and Temporally Augmented classifiers can be used as wrappers to any data stream classifier. We test the same five state-of-the-art data stream classifiers as in the previous experiments (NB, DDM, HT, HAT, LBAG). Figure 3 presents the resulting accuracies. We see that both the Temporal Correction and the Temporally Augmented classifiers strongly outperform the ordinary classifiers on Elec2 and Cover datasets, and to some extent on the KDD99 dataset. These two classifiers are clearly benefiting from leveraging the temporal dependence in these datasets ( p(y t |y t−1 )). The relatively smaller improvement on KDD99 dataset can be explained by the alreadyhigh accuracy of the ordinary classifiers. The performance on the Ozone dataset of the ordinary classifiers and the new classifiers is very similar, since the Ozone dataset does not contain much temporal dependence, but rather very high class imbalance. Thus, the absolute accuracy is high (estimating p(y t ) is easy), but the lack of temporal dependence means that Temporal Correction and Temporally Augmented lose their advantage by modeling it (i.e., p(y t ) ≈ p(y t |y t−1 ) in this case). The Temporally Augmented classifier in most cases performs slightly better than Temporal Correction. This can be explained by the fact that Temporal Correction is modeled using certain independence assumptions (see Sect. 3.1), which may not always hold in reality.
A major problem, however, is that in the event that the proposed approaches offer an obvious improvement for the state-of-the-art data stream classifiers, the improvement is often not enough to significantly outperform the naive baseline Persistent. On the Ozone dataset the improvement over the baseline Persistent classifier is generally large. This is expected, since Ozone does not have strong temporal dependence, hence the Persistent classifier should not perform better than the Random classifier. However, on Elec2, Cover and KDD99 datasets that contain strong temporal dependence the performance of classifiers taking into account temporal dependence (Temporally Augmented classifier and Temporal Correction classifier) is close to or just slightly better than that of Persistent classifier. This is extremely problematic, it means that the effort of building sophisticated data stream classifiers in these situations may not be worth it. A simple Persistent classifier can do as well. On the other hand, this points out the current situation and offers an opportunity for researchers to improve over state-of-the-art classifiers.
Performance curves
In Fig. 3 we see that LBAG achieves the best performance in the ordinary data stream classification setting, when no temporal dependence is taken into account. Several interesting observations can be made. In the Elec2, Cover and KDD99 datasets (that have strong temporal dependence) the ordinary LBAG performs poorly and almost never reaches any significant results as indicated by the Combined measure κ + = 0. On Elec2 and Cover both proposed approaches for taking into account temporal dependence substantially improve performance reaching positive κ + , which means that the naive baseline Persistent classifier is outperformed, and the good accuracy is not due to class imbalance at random. The KDD99 dataset is a special case, where the accuracy of the baseline Persistent classifier is already so high (99.9 % accuracy) that it becomes nearly impossible to outperform.
Recall that the Ozone dataset is very highly imbalanced (97 %), but contains no positive temporal dependence, therefore we can expect the ordinary classifier LBAG to perform well, which happens to be the case as can be seen from the plot. We see that Temporally Augmented classifier has no advantage in performance on this dataset, as expected. However, we see Temporal Correction performing slightly better. This reveals an interesting advantage of Temporal Correction. We can see from Table 3 that the Ozone dataset has slightly negative temporal dependence (the proper probability of the majority class is more than the probability of a majority class instance following a majority class in a sequence). Temporal Correction classifier estimates the sequential probabilities and successfully captures this dependence.
Note, that NB and DDM use Naive Bayes as the base classifier. Naive Bayes assumes independence of inputs. When temporal dependence is present, the labels that are close in time are not independent from each other. In turn, the input features are not independent from the past labels. The Temporally Augmented classifier with Naive Bayes technically violates this assumption. Many studies have shown that Naive Bayes can perform well in cases when the independence assumption is violated (e.g. Domingos and Pazzani 1997) . We see from the plots that in practice the accuracy is not affected noticeably, Temporally Augmented in most of the cases still outperforms Temporal Correction, which has no violation, but uses a simplified model of temporal dependence.
Sensitivity analysis to the order of temporal dependence
In the previous experiments we considered only first order temporal dependence. Next we analyze the performance of the Temporally Augmented classifier taking into account higher order temporal dependences. In this analysis we use the Elec2 and Cover datasets, since on these datasets we saw large improvements due to taking into account first order temporal dependence, we investigate if incorporating higher order temporal dependence can improve the performance further.
From Definition 1 it follows that positive dependence of order is present in data if adding information about one more past label changes the conditional probability of observing some of the classes now. To check whether Elec2 and Cover actually contain higher order temporal dependence, in Fig. 5 we plot the difference between conditional probabilities of the classes when taking one more past label into account ( ) = P(y t = i|y t−1 = i, . . . , y t− = i) − P(y t = i|y t−1 = i, . . . , y t− −1 = i). If ( ) = 0 it means that th order temporal dependence is present.
We see that both datasets have strong first order dependence and some second order dependence, while there is almost no higher order dependence. Therefore, we do not expect to see any major improvements due to taking into account higher than second order dependence. Figure 5 confirms this expectation. It depicts accuracies of Temporally Augmented with different base classifiers taking into account different windows of past labels ( ). We see small improvement in classifiers, particularly DDM, when second order dependence is taken into account; however, we see no further improvement.
It is interesting to note that Elec2 data has a seasonal component, the consumption patterns tend to recur every 24 h. However, the added value of taking such a long history into account is not necessarily worthwhile, for instance, (48) = 0.02. Even though a label 48 observations ago (24 h ago) may be strongly correlated with the current label, this does not necessarily provide extra predictive information, since this information may already be in the input features or labels at other lags. Experiments with the Temporally Augmented classifier 
Problems with drift detection
In the last experimental section we analyze drift detection when temporal dependence is present, as discussed in Sect. 5. We use the DDM classifier for analysis of the performance, the same as in our preceding experiments. This classifier is equipped with a change detection mechanism, that drops the old portion of data when a change is detected, and starts training from scratch. To test the effect of false positives, we use DDM-random where instead of an intelligent change detection we put a random change detector, that does not consider any data and simply alarms a change at every time step with probability p. Note that DDM is using a warm-up period of 30 instances, during which change alarms are not allowed. We keep this constraint. It means that for DDM-random if p = 1 change is alarmed at every 30th instance. Our goal is to analyze if increasing probability of an alarm gives a higher accuracy, as theoretically argued in Sect. 5. For comparison we also plot NB. The difference between NB and DDM is only in the fact that DDM uses change detection and NB does not. We expect NB and DDM to perform the same on the identically distributed datasets where no change detections should occur (all the changes detected on such datasets would be false alarms). We experiment with two datasets, Elec2 and Cover, that contain temporal dependence as well as concept drift. We use three versions of these datasets. The first version is the original dataset. The second dataset is shuffled in such a way that the order of the labels (and thus the temporal dependence) is preserved, but within each class data is randomly permuted such that the class conditional distribution becomes uniform over time. This way we expect to get rid of concept drift, but preserve the original temporal dependence. The third dataset is a random permutation of the original dataset over time, making the distribution uniform and dataset itself iid. This procedure was used previously in our experiment with performance statistics. Figure 7 plots the results, note the log scale on the horizontal axis. The plots with original datasets and datasets with temporal dependence show clear trends of increasing accuracy when the probability of false alarms is increasing. This confirms the theoretical results that false alarms make a classifier that does not take temporal dependence into account behave like the Persistent classifier. In Elec2 shuffled, Cover shuffled, and Elec2 temporal the accuracies of NB and DDM are overlapping, which means that no changes are detected. The accuracies in the plots do not quite reach the theoretical limit of the Persistent classifiers, since the training set size cannot approach its minimum (1) in this experiment due to the warm-up constraint (30 instances) imposed by DDM, but the original DDM, which is supposed to detect only true changes and minimize the number of false alarms, is clearly outperformed when temporal dependence is present. The plots with randomly shuffled datasets (no temporal dependence and no concept drift) confirm that false alarms come at a cost. False alarms reduce the average training set size for the models. It is well known from statistical learning theory that the generalization performance of a predictive model depends on the training sample size (see e.g. Duda et al. 2001 ).
An important conclusion follows from this experiment. Classification accuracy should not be used as a proxy for evaluating change detectors with datasets that have temporal dependence. Furthermore, if data contains temporal dependence, false alarms may improve observed classification accuracy. However, this improvement is not meaningful taking into consideration the naive baseline Persistent classifier, which presents the theoretical limit for such an improvement.
Recommendations for practitioners
Two main recommendations follow from our analysis. First, one should try to utilize two sources of information when building predictive models: information contained in descriptive input features, and temporal information contained in past labels. The proposed approaches Temporal Correction and Temporally Augmented present simple means for taking temporal information into account.
In the data stream setting running an online experiment just to test whether there is a temporal dependence may be impractical or sometimes even infeasible. An easy test whether there is a temporal dependence (and whether it is worth considering taking it into account) is to compare the accuracy of the Majority Class classifier to the accuracy of the Persistent classifier on a small sample of data (100 observations or so). If temporal dependence is present, then consider wrapping your favorite classifiers into Temporally Augmented and Temporal Correction classifiers.
Second, we recommend using the Combined measure in any case for data stream classification (instead of the Kappa statistic), as there is no need to know if there is a temporal dependence in the data. The Combined measure evaluates the performance of a classifier with respect to two aspects: whether it is close to random guessing of labels and whether it is close to a persistent naive prediction always predicting the last seen label. If there is no temporal dependence in the data, the Combined measure will give the same results as the Kappa statistic.
Conclusion
As researchers, we may have not considered temporal dependence in data stream mining seriously enough when evaluating stream classifiers. We presented a decision theory for classification and proposed two generic classification approaches that can be used with any existing classifiers for taking temporal information into account. We also theoretically analyzed classifier evaluation peculiarities when temporal dependence is present in the data and proposed a new evaluation statistic to take temporal dependence into account. Finally, we pointed out that change detection results should be interpreted with caution when there is a temporal dependence. We showed that signaling a lot of false positives actually leads to better prediction accuracy than a correct detection.
This study opens interesting directions for future research. Firstly, we see that the proposed approaches Temporal Correction and Temporally Augmented, while performing much better than current state-of-the-art approaches, still have a lot of room for improvement in accuracy. More sophisticated approaches for taking into account temporal dependence could be investigated. Secondly, in reality previous labels may arrive with a delay, in such a case classifier update will be delayed. If we take temporal dependence into the predictive model, there are several non-trivial options of how to make a prediction if labels are delayed. One could use the previous predicted label, an older label or a combination of both. This calls for a thorough investigation and is left out of the scope of the present paper for future research. Proof ( of Proposition 8) Let P(E t ) denote the probability of an error at time t. If the errors are distributed independently in a stream, then P(E t |E t−1 ) = P(E t ), we need to prove this under the theorem conditions. The probability of an error can be expressed as P(E t ) = P(E t , A t ) + P(E t , B t ) = P(A t )P(E t |A t ) + P(B t )P(E t |B t ) = P(A t )P(B t |A t ) + P(B t )P(Â t |B t ), where A and B are the true classes (binary classification task), andÂ andB are the predicted classes. Similarly, P(E t−1 ) = P(A t−1 )P(B t−1 |A t−1 ) + P(B t−1 )P(Â t−1 |B t−1 ). Assuming there is no concept drift and the classifier predicts using a fixed rule we have P(i t ) = P(i t−1 ) = P(i) and P(î t | j t ) = P(î t−1 | j t−1 ) = P(î| j), for i, j ∈ {A, B}. Therefore, P(E t ) = P(E t−1 ). Hence, P(E t |E t−1 ) = P(E t ) can be rewritten as P(E t , E t−1 ) = P(E t ) 2 .
The right side is P(E t ) 2 = P(A) 2 P(B|A) 2 +2P(A)P(B)P(Â|B)P(B|A)+ P(B) 2 P(Â| B) 2 . The left side can be expressed as P(E t , E t−1 ) = i∈{A,B} j∈{A,B} P(E t , E t−1 , y t = i, y t−1 = j), where y denotes the true class label. Since the error at time t only depends on the true label at time t, but not the true label at time t − 1, we can express the joint probability following the graphical model in Fig. 8 as P(E t , E t−1 ) = i∈{A,B} j∈{A,B} P(y t−1 = j)P(E t−1 |y t−1 = j)P(y t = i|y t−1 = j)P(E t |y t = i) = P(A t−1 )P(B t−1 |A t−1 )P(A t |A t−1 )P(B t |A t ) + P(B t−1 )P(Â t−1 |B t−1 )P(A t |B t−1 ) P(B t |A t ) + P(A t−1 )P(B t−1 |A t−1 )P(B t |A t−1 )P(Â t |B t ) + P(B t−1 )P(Â t−1 |B t−1 )P(B t | B t−1 )P(Â t |B t ) = P(A)P(A t |A t−1 )P(B|A) 2 + P(B)P(A t |B t−1 )P(Â|B)P(B|A) + P(A)P(B t |A t−1 )P(Â|B)P(B|A) + P(B)P(B t |B t−1 )P(Â|B) 2 . Having both expressions now we can analyze the difference P(E t , E t−1 ) − P(E t ) 2 = P(A)P(B|A) 2 P(A t |A t−1 ) −
P(A) + P(B)P(Â|B)P(B|A) P(A t |B t−1 )− P(A) +P(A)P(Â|B)P(B|A) P(B t |A t−1 )− P(B) + P(B)P(Â|B) 2 P(B t |B t−1 ) − P(B) = P(A)P(B|A) 2 (P(A t |A t−1 ) − P(A)) + P(B)P(Â|B)P(B|A)(P(B)−P(B t |B t−1 ))+P(A)P(Â|B)P(B|A)(P(A)−P(A t |A t−1 ))+ P(B)P(Â|B) 2 (P(B t |B t−1 ) − P(B)) = P(A t |A t−1 ) − P(A) P(A)P(B|A) P(B|A) − P(Â|B) + P(B t |B t−1 ) − P(B) P(B)P(Â|B) P(Â|B) − P(B|A) = P(B|A) − P(Â|B) P(A)P(B|A) P(A t |A t−1 ) − P(A) − P(B)P(Â|B) P(B t |B t−1 ) − P(B)
. We can see that this expression is equal to zero if P(B|A) = P(Â|B, which is the proposition condition #2, or if P(A t |A t−1 ) = P(A) and P(B t |B t−1 ) = P(B), which means that there is no temporal dependence in data, which is the proposition condition #1, or if P(A)P(B|A) P(A t |A t−1 ) − P(A) = P(B)P(Â|B) P(B t |B t−1 ) − P(B) , which transforms to P(A t |A t−1 )−P(A) P(B t |B t−1 )−P(B) =
P(B)P(Â|B) P(A)P(B|A)
, which is the proposition condition #3.
Proof (of Proposition 9) Persistent classifier does not depend on training sample size, since only the previous label is used for making predictions. Its accuracy is given in Eq. (7) as p per = k i=1 P(y t = i)P(y t = i|y t−1 = i). Majority Class classifier requires knowing the prior probabilities of the classes, which depend on the sample size used for estimation, as follows. Temporal dependence in data can be represented as a Markov chain with the k × k transition matrix R = (r i| j ), where r i j = P(y t = j|y t−1 = i), and k is the number of classes. The transition matrix for a finite state Markov chain is a stochastic matrix 1 . An irreducible aperiodic stochastic matrix converges to a stationary distribution lim n→∞ and the convergence rate is exponential in the order of the second largest eigenvalue (see e.g. Schmitt and Rothlauf 2001) . Hence,
P(i t )−P(i)
P(i t−1 )−P(i) ≈ λ 2 , here P(i t ) is the prior probability of seeing class i at time t from the start of sampling and p(i) is the prior probability of class i after seeing infinitely many samples. The prior probability of class i in the first n samples is P(ī n ) = n t=1 P(i t )/n. The sum can be modeled as a geometric progression with ratio λ 2 , which is n t=1 P(i t ) ≈ P(i 1 ) − P(i) λ n 2 −1 λ 2 −1 + n P(i). If a detection alarm is fired, there has been an observation at time 0 immediately before restarting training of the classifier. This observation may have belonged to any class i with a probability P(i). Therefore, at time 1 after restarting the training the observation is class i with the probability P(i t |i t−1 ). If P(i t |i t−1 ) > 1 k , then i is the majority class at time 1. Then at time n the probability of the class i is P(ī n ) ≈ P(i t |i t−1 ) − P(i)
n(λ 2 −1) + P(i). The overall probability of the majority class at time n is then p maj = 
