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c© 2021 The Author(s)
https://doi.org/10.1007/s00023-021-01076-7 Annales Henri Poincaré
Distribution of Cracks in a Chain of Atoms
at Low Temperature
Sabine Jansen, Wolfgang König, Bernd Schmidt and Florian Theil
Abstract. We consider a one-dimensional classical many-body system with
interaction potential of Lennard–Jones type in the thermodynamic limit
at low temperature 1/β ∈ (0, ∞). The ground state is a periodic lattice.
We show that when the density is strictly smaller than the density of
the ground state lattice, the system with N particles fills space by alter-
nating approximately crystalline domains (clusters) with empty domains
(voids) due to cracked bonds. The number of domains is of the order of
N exp(−βesurf/2) with esurf > 0 a surface energy. For the proof, the sys-
tem is mapped to an effective model, which is a low-density lattice gas
of defects. The results require conditions on the interactions between de-
fects. We succeed in verifying these conditions for next-nearest neighbor
interactions, applying recently derived uniform estimates of correlations.
Mathematics Subject Classification (2010). 82B21, 74B20, 74G65, 60F10.
1. Introduction
A fundamental problem in statistical and solid mechanics is to gain insight into
the structure of matter and to derive material properties from basic atomistic
interaction models. A complete theoretic understanding of why atoms at low
energy arrange in (almost) periodic patterns and how defects form appears to
be out of reach in full generality to date. In view of this state of affairs, recent
years have witnessed remarkable progress under simplifying assumptions and
shed light on a number of important model cases.
A basic, yet non-trivial model problem is given by one-dimensional chains
of atoms. Assuming that particles interact via a classical pair interaction poten-
tial such as the Lennard–Jones potential, their crystallization in ground states
at zero temperature has been well understood since the pioneering contribu-
tions [26,36,37,47]. Even results in a purely quantum mechanical framework
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have been obtained more recently in [6]. Allowing for configurations whose
energy is slightly larger while keeping the temperature to be zero, one is led
to considering chains of atoms that may undergo fracture. Also, this regime is
well examined by now, in particular for systems with nearest neighbor (NN)
and next-to-nearest neighbor (NNN) interactions, see [2,30,42]. In contrast to
the case of pure nearest neighbor interactions such as [3,5,46], such models
show a non-trivial competition between NN bonds lying in the convex region
and NNN bonds occupying the concave region of the interaction potential.
This, in particular, leads to non-trivial surface corrections and boundary lay-
ers. Extension to more general finite range interactions is considered in [8,41],
and a detailed analysis of boundary layers and surface energies is provided in
[32].
We also mention that, by way of contrast, much less is known in higher di-
mensions, still within the zero temperature regime. For specific pair potentials,
basic crystallization results are established in [23,29,35,40,45] and the forma-
tion of polycrystals has been obtained in [13,19]. We also refer to [1,20–22] for
partial results relating atomistic models to a corresponding variational contin-
uum Griffith functional. At positive temperature, the crystallization question
remains poorly understood in full generality. However, a positive result was
recently achieved in [27], where the emergence of long range order could be
established for the (discrete) Ariza–Ortiz theory of crystal elasticity and dis-
locations.
Still in a one-dimensional setting, in our recent contribution [32] we
proved that at small but nonzero temperature, a chain of atoms under positive
pressure is well approximated by the corresponding ground state configuration.
In the present article, we show that the picture is rather different for a chain
of atoms in thermal equilibrium at small nonzero temperature and vanishing
pressure. Indeed, at positive temperature, no matter how small, there is no
global crystallization in one-dimensional systems for typical interaction poten-
tials. Yet we will see that an alternating pattern of crystalline clusters and
cracks emerges whose statistics can be precisely described in terms of an asso-
ciated surface/defect energy.
We assume that atoms interact via a Lennard–Jones-type potential, and
energy minimizers have their interatomic spacing (in the bulk) equal to the
minimizer a > 0 of a Cauchy–Born energy density. Thermal equilibrium is
investigated within the framework of classical equilibrium statistical mechanics
[34,38]. This means that we study families of probability measures indexed by
the number N of atoms, the length L of the chain, and a positive parameter
β > 0 called inverse temperature. Each configuration has probability weight
proportional to exp(−βU), with U the energy of the configuration. Our results
are formulated as asymptotic estimates for finite N,L, β, but they should be
read with the following limits in mind: thermodynamic limit L,N → ∞ at
fixed  = L/N first, low-temperature limit β → ∞ second.
Our main result (Theorem 2.3) roughly says that for elongated chains,
i.e., L/N =  > a, and large β, the chain of atoms typically fills space by
alternating approximately crystalline domains with empty regions of space.
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By approximately crystalline domain, we mean a cluster of consecutive atoms
with spacing approximately equal to the optimum ground state spacing a,
except at both ends of the cluster where boundary layers may form. Empty
regions of space occur when two consecutive atoms xj ≤ xj+1 are separated
by a large spacing zj = xj+1 − xj , which we call gaps, voids, cracks, or broken
bonds. There are two analytical key points to our obtaining an asymptotically
accurate description of this behavior involving fine quantitative estimates, re-
cently obtained in [32]: 1. sharp asymptotics for single defects that we identify
in terms of a surface free energy e(R)surf(β) associated with a single long cluster
of atoms, for a threshold parameter R which corresponds to a critical length
beyond which atomic bonds are considered broken and whose R-dependence
vanishes for β → ∞; 2. strong estimates on the correlations of defects which
are due to boundary layers of infinite range forming at the defects. We show
that: (i) The number of cracks (hence also the number of crystalline clusters) is
of the order of N
√
 − a exp(−βe(R)surf(β)/2), (ii) the typical length of a crack is
of the order of
√
 − a exp(βe(R)surf(β)/2), and (iii) the typical number of atoms
in a crystalline cluster is of the order of exp(βe(R)surf(β)/2)/
√
 − a. A posteriori
we will see that this asymptotic behavior is in fact essentially independent of
the choice of R for large β.
In particular, the number of cracks is not bounded but instead propor-
tional to the number of atoms in the chain; moreover, each crack is of micro-
scopic length even though the length is exponentially large in β. This behavior
is similar to one-dimensional Ising chains with nearest neighbor interaction
at low temperature [43] or with Kac interactions and small Kac parameter
[10,12]. For the Ising model, intervals of positive magnetization and negative
magnetization play a role analogous to our crystalline clusters and empty do-
mains.
Let us briefly explain what makes our result demanding. One-dimensional
Gibbs measures with finite-range interactions are easily treated with transfer
operators and infinite-dimensional versions of Perron–Frobenius theory; ab-
sence of phase transitions, analyticity of thermodynamic potentials, and decay
of correlations follow right away [38]. The challenge taken up here is to char-
acterize how the objects whose existence is trivially guaranteed by Perron–
Frobenius theory depend on the inverse temperature β. In principle, it should
be possible to do so by studying the β-dependency of the transfer operator.
However, as pointed out by Cassandro, Merola, and Presutti already in the
context of the Ising model, “to carry out the whole program along these lines
looks maybe possible but not easy at all” [10].
Therefore, we follow a different route and instead map the chain of atoms
to an effective model which is a weakly interacting lattice gas of defects, see
Sects. 3.2 and 5.1. Sites j of the lattice correspond to labels of nearest neighbor
spacings. A particle or defect is present in the effective model if the original
bond is broken, i.e., the gap is large. The presence of a defect comes with a
small weight qβ > 0, the effective activity, which is related to the free energy of
formation of the defect (see Remark 2). Defects separated by k particles have
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an effective interaction Vβ(k) which can be written in terms of the energy of
the particles enclosed between cracks [Eqs. (3.6) and (5.3)].
A principal difficulty is to show that the effective interaction between
defects can be neglected. This is achieved with Theorem 5.7, which is our
main technical result, for chains of atoms with NN and NNN interactions.
It crucially relies on bounds on the decay of correlations. Such estimates are
highly non-trivial for interactions beyond nearest neighbors since, as alluded
to above, boundary layers will form and give rise to non-trivial surface energy
contributions. In the case of NN and NNN interactions, a sufficiently strong
result has recently been established in [32, Theorem 2.11]. With a view to
the interesting question if our conclusions extend to more general finite range
interactions, we formulate our results in a way that allows for such an adaption
subject to sufficiently good decay of correlations estimates becoming available.
The article is organized as follows. Section 2 describes the model and
main results. Section 3 explains key proof ingredients, namely equivalence
of ensembles and, on a heuristic level, the effective lattice gas of defects. In
addition it proposes an alternative scenario replacing Theorem 2.3 when some
of our assumptions fail. Section 4 analyzes in detail the corresponding class of
effective models. These general results are applied in Sect. 5 to the constant-
pressure ensemble, and the results for the canonical ensemble are deduced in
Sect. 6.
2. Model and Main Results
2.1. Model
Consider N particles on a line, with positions 0 = x1 < x2 < · · · < xN = L and
spacings zj = xj+1 − xj . Neighboring particles and next-to-nearest neighbors
interact via a pair potential v : [0,∞) → R ∪ {∞} which is repulsive for short
distances (in fact we shall assume the existence of a hard core) and attractive
for spacings larger than a unique energy minimizing bond length. The precise
assumptions are collected in Sect. 2.2. The total energy of a configuration
(x1, . . . , xN ) is
N−1∑
i=1




Since our analysis extends in a straightforward way to more general inter-
actions involving a finite number of m ∈ N particles subject to improved
estimates on correlations being available, cf. the discussion in Sect. 1, we more
generally consider








v(zi + · · · + zj−1).
We allow for m ∈ N∪{∞} and specify explicitly whenever m < ∞ or m = 2 is
exploited, but will sometimes drop the superscript m so as to lighten notation.
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The canonical partition function at inverse temperature β > 0 with one particle
pinned at x1 = 0 and another at xN = L is







N (z1,...,zN−1)1l{z1+···+zN−2≤L} dz1 · · · dzN−2
where we put zN−1 = L −
∑N−2
j=1 zj . The canonical Gibbs measure is the











N (z1,...,zN−1)1lA(z1, . . . , zN−1) dz1 · · · dzN−2
where ΔN,L ⊂ [0, L]N−2 is the simplex z1 + · · · + zN−2 ≤ L and zN−1 :=
L −∑N−2j=1 zj . Fix an average spacing  > 0. The Helmholtz free energy per
particle is




log Z(m)N (β, N).
The existence of the limit (2.1) and some basic properties is well known
[38, Chapter 3]. Moreover,  	→ f (m)(β, ) is convex and continuously differ-
entiable [14], see also [38, Chapter 3.4.8]. For one-dimensional systems and
the pair potentials under consideration, there is no phase transition, and
 	→ f (m)(β, ) is strictly convex and analytic [11,15,16,25]. The above ref-
erences refer to the model with m = ∞; for finite m, such results are easily
proven using transfer operators [38, Chapter 5.6]. The pressure is defined as




In addition to the free energy and pressure, we provide results on the distribu-
tion of interparticle spacings. We investigate the following objects. Let R > 0
be some large truncation parameter. We refer to spacings zj ≥ R as cracks
and to groups of particles enclosed between consecutive cracks as clusters. Let
MN (z1, . . . , zN−1) := #{i ∈ {1, . . . , N − 1} : zi ≥ R} + 1 (2.2)
be the number of clusters. For MN = n + 1, let 1 ≤ i1 < · · · < in ≤ N − 1 be












be the empirical distributions of the cluster cardinalities and of the crack
lengths (minus R); note that they are probability measures.
2.2. Assumptions
In this section, we introduce and discuss the four assumptions on the pair
potential under which we will be working throughout this article. Their role
is threefold. First of all, they ensure that standard results from statistical
mechanics concerning the existence of the thermodynamic limit, continuity of
the pressure, and absence of phase transitions in dimension one apply. Second,
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they ensure the periodicity of ground states and allow for a transfer of the
low-temperature asymptotics from our previous article [32]. Third, for average
spacings  larger than the ground state periodicity a, they allow us to estimate
interactions across cracks and to show that cracks do not aggregate.
Assumption 1. (on the interaction potential) The pair potential v : (0,∞) →
R ∪ {+∞} with hard core radius rhc > 0 is equal to +∞ on (0, rhc] and a C2
function on (rhc,∞). There exist rhc < zmin < zmax < 2zmin and α1, α2 > 0,
s > 2 such that the following holds.
(i) Shape of v:
zmax is the unique minimizer of v and satisfies v(zmax) < 0. Furthermore,
v is decreasing on (0, zmax) and increasing and non-positive on (zmax,∞).
(ii) Growth of v:




for all z < zmin.
(iii) Shape of v′′:
v′′ is decreasing on [zmin, zmax] and increasing and non-positive on [2zmin,
∞).
(iv) Growth of v′′:




(v) Behavior near rhc:
limr↘rhc v(r) = ∞.
(vi) Size of rhc:
v(r) ≤ 0 for all r ≥ 2rhc.
Assumptions 1(i)–(v) are rather generic conditions on a pair potential with
hard core. They are imported from [32], and we refer to [32] for a thorough
discussion of these assumptions. They also allow us to estimate interactions
across cracks: Indeed, under Assumption 1(i)–(v), there exists a constant C ≥ 0
such that, for any N ∈ N, R ≥ zmax, m ∈ N∪{∞}, and z1, . . . , zN−1 satisfying







v(zi + · · · + zj−1) ≤ 0. (2.4)
We leave the elementary proof to the reader. Assumption 1(vi), which re-
lates the hard core radius to the full repulsive zone of v, is a mild technical
assumption which enters in the proof of Theorems 5.7 and 5.9. In view of
the fact that typical next-to-nearest neighbor bonds are attractive, it might
be achieved upon enlarging rhc while keeping the essential properties of the
model. For compactly supported potentials, interactions across cracks vanish
if R is longer than the interaction range. Our next assumption ensures this;
more generally, it ensures that the entropic push for large crack lengths wins
over the attractive part of the interaction; it enters in Lemma 5.4.
Assumption 2. (on the truncation parameter) The truncation parameter R ≥
zmax is so large that it satisfies
• R ≥ sup supp(v) if v is compactly supported,
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• C/Rs−2 < esurf/2 otherwise, with C > 0 as in Eq. (2.4) and esurf > 0 as
in Eq. (2.5).
In fact, as our analysis in the second case does not make use of an infinite
interaction range, the second condition is sufficient for compactly supported
potentials as well. We distinguish the case R ≥ sup supp(v) as it allows for an
approximation with an ideal lattice gas.
We close this subsection commenting on the role of the interaction pa-
rameter m. A restriction to finite range m < ∞ is natural for compactly sup-
ported potentials with a hard core. Indeed, if v(r) = ∞ for r ≤ rhc for some
rhc > 0 and v(r) = 0 for r ≥ R∗, then any configuration z = (z1, . . . , zN−1)
with finite energy satisfies v(zi + · · · + zj−i) = 0 whenever |j − i|rhc > R∗.
Hence, U (R
∗/rhc)
N (z) = U
(∞)
N (z). For v with unbounded range, a restriction to
finite (and in fact small m) is quite common in atomistic models of solid-state
physics and indeed less restrictive than a truncation of the potential v itself
as leading-order contributions to crack energies are still kept. As our main
theorems are proven for NN and NNN interactions, we introduce the following
assumption.
Assumption 3 (on the interaction parameter). Suppose that m = 2.
While most auxiliary results apply to m ≥ 3 as well, Assumption 3 enters
in the proof of Theorem 5.7, where we need a good control on the β-dependence
of correlations [32, Theorem 2.11]. A key difference between NNN and non-
NNN models is the following. In [32], we proved a bound roughly of the type
∣∣μβ(f0gn) − μβ(f0)μβ(gn)
∣∣ ≤ C(β)e−γn||f0||∞ ||gn||∞
with μβ the infinite-volume Gibbs measure at constant pressure and f0 and
gn observables that depend on the spacings z0 and zn only. The constant
γ that controls the exponential decay of correlations does not depend on β,
but the prefactor C(β) in general does. For NNN models (m = 2), we can pick
C(β) = 1, but for m ≥ 3 we have no control on C(β). The proof of C(β) = 1 for
NNN models exploits the self-adjointness of the transfer operator (reversibility
of the associated Markov chain). For m ≥ 3, we have no control on C(β): The
transfer operator is no longer self-adjoint, left and right eigenvectors may differ,
and a considerably more involved analysis, beyond the scope of this article,
would be needed to control overlap of eigenvectors.
2.3. Results
In this section, we formulate our two main results on the large-N behavior of
the N -particle system at low temperature: Theorem 2.2 on the free energy and
the pressure and Theorem 2.3 on the statistics of cluster sizes, crack lengths,
and number of clusters. We wish to emphasize that the explicit formulae and
fine estimates obtained in these results crucially depend on the surface free
energy e(R)surf(β) associated with a single long cluster of atoms which has been
identified in [32].
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∈ (−∞, 0) and esurf = lim
N→∞
(EN − Ne0) ∈ (0,∞).
(2.5)






as e0 = infr>0 W (r) = W (a) with a ∈ (zmin, zmax) the unique global minimizer
of W [32, Section 2.1]. The surface energy esurf accounts for boundary layers
at the end of long chains. The reader may also think of esurf as the energy of
a defect consisting of a large spacing zj , see Remark 2.
For positive temperature, analogous quantities and assertions are col-
lected in the following proposition. The truncated partition function appearing
on the left-hand side of (2.6) will play an important role in the present article.
Proposition 2.1 ([32]). Under Assumptions 1(i)–(v), for every β > 0 and 0 ≤
p < |v(zmax)|/zmax, there are uniquely defined quantities g(R)surf(β, p), g(R)(β, p)








j=1 zj ] dz1 · · · dzN−1
)
= Ng(R)(β, p) + g(R)surf(β, p) + o(1). (2.6)








e(R)0 (β) = e0 and lim
β→∞
e(R)surf(β) = esurf . (2.7)
In particular, the R-dependence vanishes in the zero-temperature limit.
Some technical remarks are in order. Indeed, Sections 2.2 and 2.3 in [32] assume
a fixed positive pressure constant p > 0. Those results extend to p = 0 or
temperature-dependent pressures p = pβ → 0 if the integration is restricted
to compact intervals zj ∈ [0, R]. Indeed, the positivity of p is only needed to
ensure exponential tightness, see [32, Lemma 5.1 and 5.3]. But exponential
tightness comes for free in compact spaces, and the condition p > 0 is no
longer needed.
Our first result concerns the asymptotics of the free energy and the pres-
sure as β → ∞ at fixed elongation .
Theorem 2.2 (Free energy density and pressure for β → ∞ at fixed  > zmin).
Under Assumptions 1–3:
(a) There exists ∗ < a such that for all  ∈ (∗, a),
lim
β→∞
f(β, ) = W () > e0 and lim
β→∞
p(β, ) = −W ′() > 0.
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(b) If  > a, then, as β → ∞,









 − a e
−βe(R)surf(β)/2(1 + o(1)).
In particular, limβ→∞ f(β, ) = W (a) = e0.
The theorem is proven in Sect. 6.1. The leading-order asymptotic behav-
ior of the free energy density in both (a) and (b) is written more succinctly
with the convex hull W ∗∗ of W as
lim
β→∞
f(β, ) = W ∗∗() =
{
W (),  ∈ (∗, a),
W (a),  ≥ a.
We remark that in view of our general assumptions on v, we cannot expect
the Cauchy–Born rule to hold near rhc, so that ∗ > rhc in general.
Our second result describes in detail the distribution of cracks for elon-
gated chains  > a. The case  < a corresponds to positive pressure and was






 − a e−βe(R)surf(β)/2(1 + o(1)). (2.8)
For simplicity, we suppress the R-dependence from the notation for qβ,. We
let Geom(p) denote the probability measure on N with probability weights
p(1 − p)k−1, and || · ||TV the total variation distance between two probability
measures, i.e., ||μ − ν||TV = supA |μ(A) − ν(A)|. Note that both p(β, ) and
qβ, behave as exp(−βesurf/2 + o(β)).
Theorem 2.3 (Distribution for β → ∞ at fixed  > a). Suppose that Assump-
tions 1–3 hold true. Fix  > a. Then, there exist δ(i)β > 0 with limβ→∞ δ
(i)
β = 0,






























||ν̂N − Exp(βp(β, ))||TV ≥ δ(1)β
)
≤ −qβ,δ(2)β .
The theorem is proven in Sect. 6.2.
These estimates imply three laws of large numbers for N → ∞ under
the distribution P(β)N,N at sufficiently low temperature with exponentially fast
decay of the deviation from the mean by some threshold that is vanishingly
small when β is large. In particular, the number of clusters, MN , behaves
like Nqβ,(1 + O(δ
(1)
β )) with a probability converging to 1 exponentially fast.
Furthermore, the number of clusters of size k behaves like Nqβ,(1−qβ,)k−1(1+
O(δ(1)β )) for every k ∈ N, and hence, the average cluster cardinality is about
1/qβ,. Moreover, the distribution of a typical crack length (distance between
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neighboring clusters) is approximately an exponential variable with parameter
βp(β, ) and hence on average of size 1/βp(β, ).
Theorem 2.3 makes no statement about the spacings inside the clusters
(however, see [32] for more precise assertions in the constant-pressure model),
but Lemma 5.11(a) implies that the average spacing is ≈ a. Hence, the N
particles in the interval [0, N ] are, with high probability, organized into Nqβ,
clusters that cover each an interval of length a/qβ, and the same number of
gaps in between, each with a size ≈ 1/(βp(β, )). Since a+ qβ,/(βp(β, )) ≈ ,
which follows from a comparison of Theorem 2.2(b) with (2.8), this explains
how the N particles fill up the system of length N .
We finally remark that our asymptotic estimates are essentially indepen-
dent of the choice of R. To leading order, this is a consequence of Eq. (2.7).
It also follows a posteriori from Theorems 2.2 and 2.3 as the crack length, for a
fixed R, is exponentially distributed with parameter βp(β, ) = e−βe
(R)
surf(β)/2+o(β)
which is itself exponentially small in 1/β. For any other R′ > R, the proba-
bility of finding spacings which are larger than R but not larger than R′ thus
becomes negligible at large β exponentially fast in 1/β.
Remark 1. In the elementary case of nearest neighbor models [44] (i.e., m = 1)
and smooth v, one has a = argmin v(r), e(R)surf(β) = −e(R)0 (β) and














βp(β, ) = (1 + o(1))
exp(−βesurf)√
2πβv′′(a)( − a) .
In particular, the R-dependence is explicitly seen to enter in exponentially
small correction terms only.
Harmonic approximations in case of more general pair potentials v would
require to replace v′′(a) by more complicated terms from Hessians or WKB
expansions [28,39], see also [32, Section 2.3]. (For related techniques in the con-
text of computational approximation schemes for the simulation of atomistic
materials, see [4,7,9,39].) We do not pursue this here.
3. Proof Ingredients and Heuristics
One-dimensional systems are best treated in the constant-pressure ensemble,
also called isothermal–isobaric or NpT ensemble, which does not fix the length
of the N -particle chain but instead fixes the external pressure. We formulate
and prove all the results analogous to Theorems 2.2 and 2.3 for the constant-
pressure ensemble in Sect. 5 (Theorems 5.9 and 5.10 ) and derive Theorems 2.2
and 2.3 from them in Sect. 6.
In the present section, we introduce the constant-pressure ensemble in
Sect. 3.1 and give in Sect. 3.2 extensive heuristics about what properties are
to be expected and how the various quantities behave and how they are related
to each other. We also introduce and explain the effective model to which we
will compare the ensemble when we carry out the proofs in Sects. 4–5. In
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Sect. 3.3, we give a modification of the heuristics in a case that we are not
considering rigorously in the present article; it leads to a slightly different
picture.
3.1. Equivalence of Ensembles and Pressure–Density (Stress–Strain) Relation
The partition function of the constant-pressure ensemble at pressure p is de-
fined as
QN (β, p) =
∫ ∞
0








j=1 zj ] dz1 · · · dzN−1.
(3.1)
We write Q(β,p)N for the corresponding probability measure on R
N−1
+ with prob-
ability density z = (z1, . . . , zN−1) 	→ QN (β, p)−1 exp(−β[UN (z)+p
∑N−1
j=1 zj ]).
The Gibbs free energy (also called free enthalpy) per particle is




log QN (β, p).
The existence of the limit is well known; moreover, p 	→ g(β, p) is concave, and
it is related to the Helmholtz free energy by the relations [38, Chapter 5.6.6]
g(β, p) = inf
>0
(
f(β, ) + p
)
and f(β, ) = sup
p>0
(
g(β, p) − p), (3.2)
which formulate the equivalence of the ensembles at the level of thermody-
namic potentials. By standard results on Legendre transforms, as f(β, ·) is




(β, ) ⇐⇒  = ∂g
∂p
(β, p). (3.3)
Explicit computations on the equivalence of ensembles and the stress–strain (or
force–elongation) relation for one-dimensional systems with nearest or next-
nearest neighbor interactions, in a context closer to applications to materials
modeling, are given by Legoll and Lelièvre [33, Section 2], see also [7].
3.2. Effective Gas of Defects
An important quantity is the truncated constant-pressure partition function





j=1 zj ] dz, (3.4)
which restricts to small gaps and describes a cluster of cardinality k. Let us give
heuristics about its behavior for large β and how it is used for a description
of the entire constant-pressure ensemble in terms of a decomposition in its
clusters and the gaps in between. We assume that β → ∞ and βpβ → 0.
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We look at a realization of the N -particle ensemble with n ∈ {0, . . . , N −
1} cracks. For 0 = i0 < i1 < · · · < in+1 = N , let
BN (i) = BN (i1, . . . , in)
=
{
z = (z1, . . . , zN−1) ∈ RN−1+ : zj ≥ R ⇐⇒ j ∈ {i1, . . . , in}
}
(3.5)
be the collection of configurations (chains) that have large gaps (the cracks)
precisely at the places i1, . . . , in. Suppose that interaction across cracks can be
neglected. It is plausible that Q(R)k (β, pβ) ≈ e−βEk . Then, on the event BN (i),












Set V (k) = Ek − ke0 − esurf . Notice that
n+1∑
k=1
Eik−ik−1 = Ne0 + (n + 1)esurf +
n+1∑
k=1
V (ik − ik−1). (3.6)
Thus, setting















k=1 V (ik−ik−1). (3.7)
We recognize the partition function for an effective lattice gas on {1, 2, . . . , N −
1} with activity q and interaction potential (i, j) 	→ V (j − i). Each site j =
1, . . . , N − 1 corresponds to a bond zj between neighboring particles, and
a defect is present at j if zj ≥ R is a crack. If V was neglected, then the
lattice gas would be ideal, and the right-hand side of (3.7) would be equal to
e−β(Ne0+esurf)(1 + q)N−1.
Remark 2. The reader may also think of − 1β log q as the Gibbs free energy of
formation of a defect. Computing free energies of defect formation is a non-
trivial task, see, e.g., [4] and the references therein. The Gibbs free energy of
defect formation is a sum of two contributions: an energetic contribution esurf
that accounts for missing interactions across the crack and an entropic contri-
bution 1β log(βpβ) that comes from integrating over different possible lengths
of the crack zj ≥ R. At fixed pressure, only the energetic contribution would
survive in the zero-temperature limit; however, in our context the pressure
is exponentially small in β (see Eq. (3.8)), and both the energetic and the
entropic contributions are relevant.
From the definition (2.5) of e0 and esurf , we know that V (k) → 0 as
k → ∞. Hence, we work in a perturbative regime and need to control that
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V is small enough in an appropriate sense. Criteria for this are well known.




|e−βV (k) − 1|,
then the effect of interactions is negligible, and we may approximate the effec-
tive model by the ideal lattice gas.
In this approximation, under the assumption that qC(β) is small, we get
a number of consequent crucial approximations. Indeed, the collection of bonds
(effective lattice sites) is approximately independent, and the probability that
site j is occupied (zj ≥ R) approaches the (tiny) number q/(1 + q) (and with
the remaining probability 1/(1 + q), it is not). As a consequence, the number
of particles in successive clusters becomes geometric with this parameter. Fur-
thermore, the length zj −R of a crack minus R is approximately exponentially
distributed with small parameter βpβ and expected length 1/βpβ . Additional
arguments that analyze the energy term show that any length of a spacing
inside a cluster approaches the ground state spacing a. As a consequence, any
spacing is ≈ a with probability 1/(1 + q) and ≈ R + 1/βpβ otherwise. In
particular, the average length of a spacing then is
 ≈ 1
1 + q








Assuming that q is very small (low density of defects because of large β), the





→  − a,
which yields
βpβ ≈ exp(−βesurf/2)√
 − a and q ≈
√
 − a e−βesurf/2. (3.8)
Hence, the smallness of qC(β) would lead to a complete picture of the behavior
of the chain, which is the one that we describe in Theorems 2.2 and 2.3 .
The number C(β) is a common measure in statistical mechanics for the
overall strength of the interactions, see [38, Definition 4.1.2]. However, there is
a priori no reason that it be small. In general, it can go to infinity exponentially





log C(β) ≥ − inf
k∈N
V (k) = − inf
k∈N
(Ek − ke0 − esurf) ≥ e0 + esurf
(recall E1 = 0). Under our assumptions on the pair potential, we have Ek ≥
(k−1)e0 for all k ∈ N [32, Lemma 3.2] and hence esurf +e0 ≥ 0. (In particular,
V (k) ≤ 0, which justifies the first inequality in the above estimate.) As soon
as the inequality is strict, we find that C(β) → ∞ exponentially fast.
Hence, our plan works only if q = qβ vanishes as β → ∞ fast enough. If
the pressure pβ goes to zero not too fast so that βpβ  exp(−βesurf) → 0—
for example, by choosing pβ as in (3.8)—we see that q = qβ → 0. A necessary
S. Jansen et al. Ann. Henri Poincaré
condition for qβC(β) → 0, when qβ is as in (3.8), is certainly that e0+esurf/2 ≤
0. This is indeed the case in which we are working in the present article, see
Lemma 5.5 and Theorem 5.7.
3.3. An Alternative Scenario
Let us present a modified heuristics in the case where esurf/2 > |e0|, which we
do not handle rigorously in this article. We still assume that infk∈N(Ek−ke0) =
E1 − e0 = |e0|, as is proved in [32, Lemma 3.2].
Let us make one more approximation step on the right-hand side of (3.7).





−βV (k) = 1 (3.9)
and introduce an N-valued random variable Tβ which assumes the value k ∈ N
with probability qβukβe
−βV (k). Then, independent copies of Tβ play the role
of the cardinalities of the clusters. (Notice that the geometric distribution
from Theorem 2.3 is recovered with the approximation V (k) = 0, under which
uβ = 1/(1+qβ).) The right-hand side of (3.7) can be further transformed using
these variables, which we carry out in Sect. 4.
With the ansatz uβ ≈ exp(−βtβ) where tβ = exp(−βesurf/2), and with
the help of (3.8), Eq. (3.9) becomes
∞∑
k=1
e−kβtβ e−β(Ek−ke0) ≈ βpβ . (3.10)
Further approximations yield (splitting the sum at k = 1)
βpβ ≈ e−βtβ e−β(E1−e0) +
∞∑
k=2
e−kβtβ e−β(Ek−ke0) ≈ e−β|e0| + e
−2βtβ e−βesurf
1 − exp(−βtβ)



















where we used in the last step that |e0| < 12esurf . (Here is the point at which
the heuristics deviates from the situation considered in this article.) In order to
find the expectation of Tβ , we approximate, again splitting the sum at k = 1,
∞∑
k=1





Hence, using that Tβ assumes each k ∈ N with probability qukβe−βV (k) and
recalling that V (k) = Ek − ke0 − esurf , we see that the average cardinality of
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a given cluster is





Accordingly, the average number of clusters is ≈ N/E[Tβ ] ≈ N exp(−β|e0|).
We expect the chain of atoms to have a length given by the number of clusters















Since our container has length N, this suggests βtβ ≈
√
 − a exp(−βesurf/2),
in agreement with our ansatz for tβ . This leads us altogether to a picture that
is slightly different from Theorem 2.3:
• The pressure is βpβ ≈ e−β|e0| instead of ≈ e−βesurf/2.
• The fraction of defects is ≈ βpβ
√
 − a.
• The cluster size Tβ is no longer approximately geometric anymore because
the dominant contribution to the infinite sum (3.10) comes from bounded
k. Put differently, defects tend to gather at finite mutual distance.
On the other side, the following features are the same in both heuristics:
• E[Tβ ] → ∞, and the size-biased law (the cardinality of the cluster con-
taining a given particle) P(T̃β = k) = kP(Tβ = k)/E[Tβ ] is still compara-
ble to a size-biased geometric law with parameter exp(−βtβ).
• The crack length has an exponential law with parameter βpβ and hence
an average length ≈ 1/βpβ (but with value ≈ exp(β|e0|), see above).
These heuristics provide intuition also in less restrictive situations than
under our precise assumptions of Sect. 2.2. In particular, Eq. (3.10) is appli-
cable with esurf = lim infk→∞(Ek − ke0) when Ek − ke0 is not convergent,
which can happen for non-convex interactions where parity plays a role [2].
The comparison of esurf and e0 as well as the evaluation of infk∈N(Ek − ke0),
which in general need not be equal to |e0|, is in turn closely related to the
location of fracture in zero-temperature models [2,42].
4. Weakly Interacting Lattice Gas
In this section, we analyze an abstract lattice gas model motivated by Eq. (3.7).
For the reader’s orientation, it is helpful to recall the heuristics of Sects. 3.2
and 3.3 until (3.11). We will have no parameter β.
In Sect. 4.1, we introduce the model and find some first properties of its
free energy in terms of standard renewal theory. In Sect. 4.2, we introduce the
random variable T that plays the role of the number of clusters and derive pre-
cise estimates about its distance to the geometric distribution. Large-deviation
principles and the relevant estimates are derived in Sect. 4.3.
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4.1. Effective Free Energy
It is convenient to work with f(k) = e−βV (k) − 1 rather than the interaction





|f(k)| < 1. (4.1)
Put differently, we assume that C :=
∑∞
k=1 |f(k)| is finite, and q = ε/C for
0 ≤ ε < 1. We think of q and ε as small numbers, whereas f(k) can be large,










1 + f(ik − ik−1)
)
. (4.2)
It can be studied either directly, using standard tools of statistical mechanics
such as cluster expansions, or with the help of standard renewal theory from
probability theory; see [18, Chapter XI]. We are going to use the latter. Let







uk = 1, (4.3)
and let T, T1, T2, T3, . . . be independent identically distributed random vari-
ables with law




uk, k ∈ N. (4.4)
(Then, Ti plays the role of the cardinality of the i-th cluster.) The partition
function (4.2) of the defect gas is related to the random variables Ti by





P(T1 = i1 − i0, . . . , Tn = in − in−1).
= u−NP(∃n ∈ N : T1 + · · · + Tn = N).
(Recall that the integers ik correspond to locations of cracks and the variables
Tk count cluster sizes, i.e., the number of points enclosed between two succes-
sive cracks.) It follows from standard renewal theory that uNZN (q) → 1/E[T ]





log ZN (q) = − log u. (4.5)
It is actually close to log(1 + q), as we have that
|1 − (1 + q)u| ≤ qε
1 − ε . (4.6)
Indeed, by a straightforward computation, Eq. (4.3) is equivalent to




1 − q∑∞k=1 f(k)uk
.
Then, (4.6) follows from the fact that u ∈ (0, 1) and the monotonicity of
x 	→ x/(1 − x) in (−1, 1).
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In addition to the formula (4.5) for the free energy, renewal theory also
yields an explicit description of the thermodynamic limit: As N → ∞, the bulk
behavior is given by a stationary renewal process. In our setup, this means in
particular that the probability that a nearest neighbor bond (i, i+1) is broken
has probability 1/μ where μ = E[T ], and given that the bond is broken, the
particle i+1 belongs to a k-cluster with probability P(T = k) (same statement
for particle i).
4.2. Approximately Geometric Variables
We continue our analysis of the abstract gas model introduced in Sect. 4.1.
For non-interacting defects, that is, V (k) = 0, i.e., f ≡ 0, we have u = 1/(1 +
q) and the random variable T (standing for the cluster size) has precisely a
geometric law. For weak interactions and small q, we may expect approximately
a geometric law. In this section, we provide explicit estimates.




kr|f(k)|e−kτq ≤ r! ε
(τq)r
.
Proof. For t ∈ C with t ≤ 0, let g(t) := q∑∞k=1 |f(k)|etk. The function g
is analytic on the open half-plane {t ∈ C : t < 0} and bounded by ε on the








(z − t)r+1 dz;
hence,
∑∞
k=1 q|f(k)|krekt = g(r)(t) ≤ r!ε/(τq)r. 
Let G be a geometric random variable with law P(G = k) = q(1 + q)−k
for k ∈ N. We compare the laws L(T ) and L(G) of T and G. Let T̃ and G̃ be
the size-biased variables associated with T and G, i.e., P(T̃ = k) = kP(T =
k)/E[T ] and P(G̃ = k) = kq2(1 + q)−k−1. Recall the total variation norm
‖μ‖TV =
∑
k∈N |μ(k)| of a signed measure μ on N.















‖T − G‖TV ≤ O(ε), ‖T̃ − G̃‖TV ≤ O(ε).










(1 − u)2 . (4.7)
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Equation (4.6) shows that eventually u ≤ exp(−q/2). Consequently, by
Lemma 4.1, the first term on the right-hand side of Eq. (4.7) is of order O(ε/q).
For the second term, set û = (1 + q)u = 1 + O(qε) and note
qu
(1 − u)2 =
q/(q + 1)
(1 − 1/(1 + q))2 × û
q2




1 + q + O(ε)
)
.
The estimate for E[T ] follows. For the total variation distance, we estimate,
using (4.4) and (4.1),
‖T − G‖TV =
∞∑
k=1

















1 − û/[1 + q]
∣∣∣ =
∣∣∣1− qû
q + 1 − û
∣∣∣ = O(ε).
It follows that ‖T − G‖TV is of order O(ε). The size-biased distributions are
treated in a similar way. 
We also need some control of the cumulant generating function of T and its
Legendre transform. Let











We have ϕ(t) = ∞ for t ≥ − log u = log(1 + q + o(q)). The function ϕ is a
smooth, increasing, strictly convex bijection from (−∞,− log u) onto R. As is
well known, ϕ′(0) = E[T ] =: μ, ϕ′′(0) = var(T ) (the variance of T ), I(μ) = 0
and I ′′(μ) = 1/ var[T ]. In view of the geometric approximation, we expect
var[T ] ≈ 1/q2, and that the quadratic approximation to I(x) for x ≈ μ becomes
I(x) ≈ 12q2(x − μ)2. The next lemma provides a corresponding lower bound
with some uniformity as q, ε → 0.
Lemma 4.3. Let μ = E[T ] = (1 + q + O(ε))q−1. Then, there exist c, δ > 0 such




Proof. Fix τ ∈ (0, 1). Then, for some cτ , δτ > 0, and all q ≤ δτ ,
sup
|t|≤τq
E[T 2etT ] ≤ cτ
q2
. (4.9)
Indeed, for |t| ≤ τq and abbreviating w = uet, we have
E[T 2etT ] = q
∞∑
k=1
k2(1 + f(k))wk =
2qw2
(1 − w)3 +
qw





Notice w = (1 + q)−1(1 + O(εq))et = (1 − q + O(q2 + εq))(1 + τq + O(q2)) =
1 − (1 − τ)q + O(q2 + εq). In particular, w → 1. Hence, choosing δ = δτ > 0
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small enough, we find that for all ε, q ≤ δ, we have w ≤ exp(−(1 − τ)q/2) and
1 − w ≥ (1 − τ)q/2. The bound (4.9) now follows from (4.10) and Lemma 4.1.
Noting that




and recalling μ = E[T ] ∼ 1/q by Lemma 4.2, we deduce (note that log(1+u) ≤
u)
ϕ(t) ≤ tμ + cτ
2q2
t2













(x − μ)2, (τcτ/q)2
}
.
If δ is chosen small enough, then indeed min{(x − μ)2, (τcτ/q)2} = (x − μ)2
for |x − μ| ≤ δ/q.

4.3. Large Deviations
The system that we wish to investigate can be expressed exactly in terms of
a lattice gas of defects as in Sect. 4.1 only when interactions across cracks
vanish, i.e., for compactly supported potentials, see Assumption 4 in Sect. 2.2.
In the general case, we estimate the contribution of interactions across cracks
by some small number λ times the number of cracks, see Lemma 5.1. In order
to quantify the effect of this small contribution, we use large deviations theory.
Providing this is the purpose of the present section. We keep all the notation
from Sects. 4.1 and 4.2.
For the reader’s convenience, we briefly repeat what a large deviations
principle (LDP) is, see [17] for more about this theory. We say that a sequence
of random variables XN with values in a Polish space X satisfies an LDP with
speed N and with lower semi-continuous rate function I : X → [0,∞] if for











logP(XN ∈ G) ≥ − inf
G
I.
The intuitive idea behind this is that P(XN ≈ x) ≈ e−NI(x) for x ∈ X . Below,
we will be working with X chosen as N and the set of probability measures on
N and the product of the two.
Let (MN )N∈N be a sequence of N-valued random variables with law
P(MN = k) =
P(T1 + · · · + Tk = N)∑N
n=1 P(T1 + · · · + Tn = N)
(4.11)
for k = 1, . . . , N and P(MN ≥ N + 1) = 0. Thus, MN counts the number of
renewal intervals between 0 and N given that there are renewal points at 0
and N . For the chain of atoms, MN corresponds to the number of clusters (=
1 + number of cracks) in an N -particle chain.
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yI(y−1), y > 0,
− log u, y = 0,
∞, y < 0.










Proof. We already know from renewal theory [18, Chapter XI] that the denom-
inator in Eq. (4.11) converges to 1/E[T ]. For the numerator, pick t < − log u
and let T̂ , T̂1, T̂2, . . . be i.i.d. random variables with tilted law P(T̂ = k) =




ekλP(T1 + · · ·+Tk = N) = e−Nt
N∑
k=1
P(T̂1 + · · ·+ T̂k = N) = (1+o(1))e
−Nt
E[T̂ ]









= −t = −ϕ−1(−λ) =: ψ(λ).
This proves Eq. (4.12). Now, ϕ is a smooth, strictly convex, monotone increas-
ing bijection from (−∞,− log u) onto R. It follows that ψ : R → (log u,∞) is
a monotone increasing bijection and strictly convex as well. The Gärtner–Ellis
theorem shows that (MN/N)N∈N satisfies a large deviations principle with
speed N and rate function J = ψ∗. The explicit expression for the Legendre
transform ψ∗ follows from I = ϕ∗ and [31, Theorem 4]. 
Lemma 4.5. There exist δ > 0 and c, C > 0 such that the following holds for










Put differently, the dominant contributions to E[exp(λMN )] come from Ac,
i.e., from realizations where MN/N ≈ q(1 ± O(
√
λ) + O(q + ε)).









≤ −ϕ−1(−2λ) − inf
y∈A
J(y).
Let us estimate −ϕ−1(−2λ). Let t = τq with τ ∈ [−1/4, 1/4]. Recall ϕ(0) = 0
and ϕ′(0) = μ. Proceeding as in Lemma 4.3, we see that






ϕ(τq) = μqτ + O(τ2) = τ(1 + q + O(ε) + O(τ)) (4.13)
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uniformly in |τ | ≤ 1/4. We may thus choose a constant M ≥ 4 such that in
particular ϕ(q/M) and ϕ(−q/M) are bounded away from zero as ε, q → 0.
Thus, we may find δ1 > 0 such that if ε, q ∈ [0, δ1], then |ϕ(±q/M)| ≥ 2δ1.
For |λ| ≤ δ1, we have −2λ = ϕ(τq) for some |τ | ≤ 1/M . We combine with
Eq. (4.13) and find that ϕ−1(−2λ) = qτ = −2qλ(1+O(q + ε +λ)). Making δ1
smaller if necessary, we may assume ϕ−1(−λ) ≤ 4qλ for |λ| ≤ δ1.
Next, we note that J(y) ≥ 0 with equality if and only if y = μ−1. Fur-
thermore, because of the strict convexity of J ,
inf
y∈A
J(y) ≥ min{J(y−), J(y+)
}
, where y± = μ−1(1 ± C
√
λ).
From Lemma 4.3, the definition of J in Lemma 4.4, and the identity μ =











qC2λ(1 + O(q + ε +
√
λ)).
For small ε, λ, this is larger than, say qC2λ/(4c). Choosing C2/(4c) > 4,









be the empirical distribution of T1, . . . , TMN . Then, νN is a random variable
with values in the space of probability measures on N equipped with the topol-
ogy of weak convergence. Note that on this space weak convergence is equiva-
lent to pointwise convergence.
Lemma 4.6. There exist δ > 0 and c, C > 0 such that the following holds for











≤ −cqλ(1 + O(q + ε)).
Combined with Lemma 4.2, we see that dominant contributions to E[eλMN ]
come from realizations where the total variation distance between the law of




Proof. Using Lemma 4.4 and Sanov’s theorem [17, Chapter 6.2], it is not dif-
ficult to see that the pair sequence (MN/N, νN )N∈N satisfies a joint large
deviations principle with speed N and rate function
J̃(y, ν) = J(y)+ yH
(
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for y > 0 and J̃(y, ν) = ∞ otherwise. Let δ, λ, C,A be as in Lemma 4.5. Thus,








eλMN 1l{MN /N∈Ac, νN ∈B}
]
≤ e−Ncqλ+o(N) + e−N inf(y,ν)∈Ac×B [J̃(y,ν)−λy]+o(N)
(4.16)
with the help of Varadhan’s lemma. On Ac × B, we have




H(ν;L(T )) − λ
)





Here, we have used Pinsker’s inequality
H(ν;L(T )) ≥ 2||ν − L(T )||2TV
and the definition of B. The lemma now follows from (4.16). 
Lemmas 4.5 and 4.6 are formulated in terms of the variable T only. Com-
bined with the information that T is close to the geometric variable G intro-
duced in Sect. 4.2, we obtain the following.
Proposition 4.7. There exist δ > 0 and C, c > 0 such that the following holds







eλMN 1l{|MN /N−q|≥Cq max(q,ε,
√
λ)}







eλMN 1l{||νN −L(G)||TV≥C max(ε,
√
λ)}
] ≤ −cq max(ε2, λ).
Proof. Let C, c, ε, q be as in Lemmas 4.5 and 4.6 . Let C ′ > 0. As μ = E[T ]
satisfies μq = 1 + q + O(ε) by Lemma 4.2, on the event |MN/N − q| ≥
C ′q max(q, ε,
√










∣∣∣− |μq − 1| ≥ 1
2
C ′ max(q, ε,
√
λ)
if C ′ is chosen sufficiently large. Similarly, on the event ||νN − L(G)||TV ≥
C ′ max(ε,
√
λ), by Lemma 4.2, we have for sufficiently small ε and large C ′
||νN − L(T )||TV ≥ C ′ max(ε,
√




If ε ≤ √λ, we conclude with Lemmas 4.5 and 4.6 . For ε ≥ √λ, we repeat the
proofs of Lemmas 4.5 and 4.6 but with modified definitions of the sets A and
B (replace
√
λ by ε). 
5. Constant-Pressure Ensemble
In this section, we formulate and prove the analogs of Theorems 2.2 and 2.3
in the constant-pressure ensemble. Our main results in this section are The-
orems 5.9 and 5.10. Motivated by the heuristics from Sect. 3, we focus on
β-dependent pressures pβ such that
βpβ = e−βesurf/2+o(β) as β → ∞. (5.1)
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Recall that we write Q(β)N for the Gibbs measure in the constant-pressure en-
semble, i.e., the probability measure on RN−1+ with probability density z =
(z1, . . . , zN−1) 	→ QN (β, pβ)−1 exp(−β[UN (z) + pβ
∑N−1
j=1 zj ]), and the parti-
tion function QN (β, pβ) is given by (3.1).
5.1. Effective Model
As in (3.4), define the truncated partition function by





j=1 zj ] dz1 · · · dzN−1
when N ≥ 2, and set Q(R)1 (β, p) := 1. Recall that Assumption 1(i) and 2 imply
that v(r) ≤ 0 for r ≥ R. As interactions across cracks are always zero or neg-
ative, discarding them decreases the Boltzmann weight exp(−βU). Summing
over the number and locations of cracks, we get the inequality












with the conventions i0 = 0 and in+1 = N . (If v = 0 on (R,∞), the inequal-
ity (5.2) is in fact an equality.) With g(R)(β, pβ), g
(R)
surf(β, pβ) as in Proposi-
tion 2.1 we define
Vβ(k) = − 1
β
log Q(R)k (β, pβ) − kg(R)(β, pβ) − g(R)surf(β, pβ) (5.3)
fβ(k) = exp(−βVβ(k)) − 1 (5.4)
qβ =
exp(−β[g(R)surf(β, pβ) + pβR])
βpβ
. (5.5)
For simplicity, we suppress the R-dependence from the notation for Vβ , fβ ,



















Let T, T1, . . . be i.i.d. random variables as in Sect. 4 with f = fβ and q = qβ .
The β,R-dependence is suppressed from the notation. Think of Tk = ik − ik−1








P(T1 + · · ·+Tn+1 = N), (5.7)
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with C as in Eq. (2.4) for v with unbounded support and λβ = 0 if v has
compact support. For n ∈ N0 and 0 = i0 < . . . < in+1 = N , let BN (i1, . . . , in)
be the event that there are exactly n cracks, located after the particles with
labels i1, . . . , in, as in (3.5). As in (2.2), we denote by MN the number of
clusters in a configuration. To avoid confusion, we write M lgN for the lattice
gas variable from Eq. (4.11). Also, recall the generating function ϕ = ϕβ from
Eq. (4.8).
Lemma 5.1. Under Assumptions 1(i)–(v), for all β > 0,
− βg(R)(β, pβ) − log uβ ≤ −βg(β, pβ) ≤ −βg(R)(β, pβ) − log uβ − ϕ−1β (−λβ).
(5.9)





BN (i1, . . . , in)
) ≤ eλβnP(T1 = i1 − i0, . . . , Tn+1 = in+1 − in)∑N





N (MN = n + 1) ≤ eλβnP(M lgN = n + 1). (5.11)






























We divide by QN (β, pβ), combine with the lower bound (5.7), and obtain the
inequality (5.10). The inequality (5.11) follows by summing (5.10) over all
increasing sequences 1 ≤ i1 < · · · < in ≤ N .
On the other hand, summing (5.12) over all increasing subsequences 1 ≤
i1 < · · · < in ≤ N and over n ∈ N we find
QN (β, pβ)



































P(∃n : T1 + · · · + Tn = N).
Now, (5.9) follows from this, Eq. (5.6), Lemma 4.4, and the standard renewal
result limN→∞ P(∃n : T1 + · · · + Tn = N) = μ−1 ∈ (0,∞). 
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For later purpose, we formulate a similar bound for the empirical distribu-
tion ν̂N of the crack lengths defined in (2.3). Let Yi, i ∈ N, be i.i.d. exponential
random variables with parameter βpβ , defined without loss of generality on
the same underlying probability space as the lattice gas variable M lgN . The Yi’s
are assumed to be independent of M lgN . Define
ν̂lgN :=
1




Lemma 5.2. Under Assumptions 1(i)–(v), for all β > 0, for all n ∈ N0, and











Cβ(M lgN − 1)
∫ ∞
0
(R + y)−(s−2) dν̂lgN (y)
)
1l{ν̂lgN ∈D}1l{M lgN =n+1}
]
Proof. We use the notation of Lemma 5.1 and its proof. Refining the first






























with the help of (2.4). The expression in the second line is rewritten with the
















































T1 = i1 − i0, . . . , Tn+1 = in+1 − in
)
,
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compare the third line in (5.12). We divide by QN (β, pβ), combine with the



















P(T1 = i1 − i0, . . . , Tn+1 = in+1 − in)∑N
=1 P(T1 + · · · + T = N)
. (5.15)
We sum over i1, . . . , in, remember the definition (4.11) of the distribution of



































i=1 δYi ∈D}1l{M lgN =n+1}
]
.















(R + y)−(s−2) dν̂lgN (y).

5.2. Bounds on Effective Quantities
In order to apply the results from Sect. 4, we need to check that qβ , λβ , and
qβ
∑∞
k=1 |fβ(k)| are small. We start with qβ .
Lemma 5.3. Under Assumptions 1(i)–(v), we have
lim
β→∞
g(R)(β, pβ) = e0, lim
β→∞
g(R)surf(β, pβ) = esurf > 0, qβ = e
−βesurf/2+o(β).
Proof. In our previous work [32, Theorem 2.5], we investigated the asymptotic
behavior of g(β, p) and gsurf(β, p) at fixed p > 0 and for the full partition
function QN (β, p). The strict positivity of the pressure was needed to ensure
exponential tightness of measures on RN+ or R
Z
+ as β → ∞. For restricted par-
tition functions with spacings in [0, R], exponential tightness comes for free
and the results extend to vanishing pressure pβ → 0. The asymptotic rela-
tions for g(R)(β, pβ) and g
(R)
surf(β, pβ) follow. Together with the definition (5.5)
of qβ and our choice of pressure (5.1), this implies the asymptotic behavior
of qβ . 
Next, we estimate λβ defined in Eq. (5.8). The following lemma crucially
needs Assumption 2 on the size of the truncation parameter R.
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Lemma 5.4. Under Assumptions 1–2, there exists c > 0 such that λβ = O(e−cβ).
Proof. Clearly λβ ≥ 0. For an upper bound, we first observe that exp(βCr−(s−2))























+ 1 + O(δ).
To conclude, we choose δβ = exp(−c1β) such that c2 := min(c1, esurf/2 −
CR−(s−2) − (s − 2)−1c1) is positive (which exists because of Assumption 2),
take the logarithm, use the assumption (5.1) on the pressure, and obtain an
upper bound λβ ≤ exp(−βc2 + o(β)). 
Next, we make sure that εβ = qβ
∑∞
k=1 |fβ(k)| vanishes for β → ∞. Let
us first check a necessary condition. Notice that for every fixed k
fβ(k) = e−β[Ek−ke0−esurf+o(1)] − 1, as β → ∞.
In view of Lemma 5.3, in order that at least limβ→∞ qβ supk |fβ(k)| = 0, it
is necessary that 12esurf − (Ek − ke0) < 0 for all k ∈ N. The following lemma
implies this. It is related to bounds derived in [42], see also [2, Remark 2.3].
Lemma 5.5. Suppose that Assumptions 1(i)–(v) and 3 hold true. Then,
En − ne0 ≥ |e0| > esurf/2, n ∈ N. (5.16)
Proof. For n = 1, we have E1 = 0, and the first inequality of (5.16) is triv-
ial. By [32, Lemma 3.2], the sequence (En+1)n∈N is subadditive and e0 =
infn∈N(En+1/n). Hence, we have, for every n ∈ N \ {1},
En − ne0 = En−1+1 − (n − 1)e0 − e0 ≥ −e0 = |e0|.
From [32, Theorem 2.2], we know that the surface energy is smaller than the
clamped surface energy, i.e., esurf ≤ −
∑m
k=1 kv(ka). Therefore,










Since m = 2, the right-hand side equals v(a), which is negative. 
Remark 3. The proof shows that Lemma 5.5, and thus also the following
Lemma 5.6, is valid for m ∈ N ∪ {∞} provided v satisfies the estimate v(a) <∑m
k=3(k − 2)v(ka). This is, e.g., true for the Lennard–Jones potential v(r) =
r−2s − r−s provided s ≥ 3.
For the following lemma, we also need Assumptions 1(vi) and 2.
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Proof. Let k, n ∈ N0. If Uk+n+1(z1, . . . , zk+n) < ∞, then every spacing zj
must be larger than rhc and all interactions involving more than one bond zj ,
e.g., v(zj + zj+1), are zero or negative because of Assumption 1(vi). It follows
that
Q(R)k+n+1(β, pβ) ≥ Q(R)k+1(β, pβ)Q(R)n+1(β, pβ), k, n ∈ N.






log Q(R)n (β, pβ) + ng
(R)(β, pβ)
)
≤ g(R)(β, pβ) = e0 + o(1).











≤ e0 + esurf . (5.17)
Since |e0| > esurf/2 by Lemma 5.5 and qβ = exp(−β[esurf/2 + o(1)]) by
Lemma 5.3, we obtain right away the following corollary.




|fβ(k)| = O(e−β(|e0|−esurf/2)) → 0.
In particular, qβ and fβ satisfy the condition (4.1), and the results from
Sect. 4 are applicable. As a preparation for the following proofs, we note that







f(zik+1, . . . , zik+) dQ
(R,β,p)




f(z1, . . . , z) dμ
(R)
β ((zj)j∈Z)
for all f ∈ C([0, R]) and sequences ik with ik → ∞ and k − ik → ∞. (The





v(zj + · · · + zk)
between a left and a right part of an infinite chain (in particular, Wn((zj)j∈Z) =
v(zn+zn+1) if m = 2) in [32, Proposition 4.9] and its proof one finds the explicit





















for f ∈ C([0, R]) whenever n ≥ m − 1 for the unrestricted quantities





Proof of Theorem 5.7. Because of our restriction to spacings in [0, R], the re-
sults from [32] extend to vanishing pressure pβ → 0. This holds true in partic-
ular for [32, Theorem 2.11], which together with Proposition 4.9 and its proof
in [32] shows the existence of some constants c, γ > 0 such that
|fβ(k)| ≤ ecβe−γk, k ∈ N.
To see this, we note that [32, Theorem 2.11] gives
|μ(R)β (eβ[W0+Wn]) − μ(R)β (eβW0)μ(R)β (eβWk)| ≤ e−γk||eβW0 ||2∞ ≤ ecβe−γk.
The claim then follows with a possibly larger c from
|fβ(k + 1)| =
∣∣∣
Q(R)k+1(β, pβ)
















exp(−β[kg(R)(β, pβ) + gsurf(β, pβ)]) − 1
∣∣∣ ≤ 1 + eβ[e0+esurf+o(1)].
It follows that, for all n ∈ N, by splitting the sum after the n-th summand,
∞∑
k=1
|fβ(k)| ≤ n(1 + eβ[e0+esurf+o(1)]) + e
cβ−γn
1 − exp(−γ) .
Choosing n = Cβ for some sufficiently large constant C > 0 (5.17)
follows. 
5.3. Number of Cracks and Empirical Distributions
We again use the letter MN for the random variable that counts the num-
ber of clusters (number of intervals between cracks) in a finite chain, i.e.,
MN : RN−1+ → N0, defined by MN (z1, . . . , zN−1) = #{j : zj ≥ R} + 1 as in
Eq. (2.2). The corresponding empirical measures νN and ν̂N are defined in
Eq. (2.3). Let Gβ be a geometric variable with law P(Gβ = k) = qβ(1+ qβ)−k,
k ∈ N.
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Theorem 5.9. Suppose Assumptions 1–3 hold true. Let pβ be as in Eq. (5.1)
and qβ , λβ , εβ as in (5.5), (5.8) and Corollary 5.8. Set δβ := max(
√
λβ , εβ).












∣∣∣ ≥ Cqβ max{qβ , δβ}
)









||νN − Geom( qβ1+qβ )||TV ≥ Cδβ
)









||ν̂N − Exp(βpβ)||TV ≥ Cδβ
)
≤ −cqβδ2β . (5.21)
It follows in particular that as N → ∞, the probability of the event
MN/N = qβ(1 + O(δβ)) converges to 1.
Remark 4. The estimate on ν̂N actually holds true for every δβ ≥
√
λβ . More-
over, for compactly supported potentials v, we have λβ = 0 and for each j,
the distribution of zj − R conditional on zj ≥ R is exactly an exponential law
with parameter βpβ .
Proof. To avoid confusion, we write M lgN and ν
lg
N for the auxiliary lattice gas
variables defined in Eqs. (4.11) and (4.14). The statements for MN/N and
νN are consequences of Lemma 5.1 and Proposition 4.7. More precisely, with
A = {n ∈ N : |n − qβN | ≥ CqβN max{qβ , δβ}}, one has
Q
(β,pβ)
N (MN ∈ A) ≤
∑
n∈A−1





N 1l{M lgN ∈A}
]
by Lemma 5.1 so that (5.19) follows from Proposition 4.7. Likewise, if A de-
























by Lemma 5.1 and (5.20) follows again from Proposition 4.7.
For the empirical distribution of crack lengths, let Y1, Y2, . . . be i.i.d.
random variables with exponential law Yi ∼ Exp(βpβ). The variables are taken
independent of T1, T2, . . . and M
lg
N . By Lemma 5.2 with ν̂
lg

















C(R + r)−(s−2) dν̂lgN (r)
)












M lgN ∈ B, ν̂lgN ∈ D
))1/2
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for every subset B of N and every measurable set D of probability measures




N ) satisfies a large deviations
principle with speed N and rate function
J (y, ν̂) = J(y) + yH(ν̂; Exp(βpβ)
)
with J(y) defined in Lemma 4.4. The proof is completed as in Proposition 4.7
(and Lemmas 4.5 and 4.6). 














log Q(R)k (β, p).
Then, L(R)k (β, p) =
∫
[0,R]k−1(z1 + . . . + zk−1) dQ
(R,β,p)
k is the expected length
of a k-cluster at inverse temperature β and pressure p, while (β, p) and
(R)(β, p) represent the average spacings between consecutive particles in a
chain or cluster with infinitely many particles. (In Lemma 5.11, we will see
that 1kL
(R)
k (β, p) → (R)(β, p) uniformly in p as k → ∞.) Recall that qβ and pβ
are both of order exp(−βesurf/2 + o(β)).
Theorem 5.10. Suppose Assumptions 1–3 hold true. Then,





= e(R)0 (β) + apβ −
qβ
β
+ o(pβ) + o(qβ/β)
and
(β, pβ) = (R)(β, pβ) + o(1) +
qβ
βpβ





The proof requires several lemmas.
Lemma 5.11. Suppose Assumptions 1(i)–(v) and 3 hold true. Assume that
pβ → 0 as β → ∞. Then,
(a) limβ→∞ supp∈[0,pβ ] |(R)(β, pβ) − a| = 0.





|L(R)k (β, p) − k(R)(β, p)| ≤ cβ. (5.22)
Proof. We first prove (b). Choose p̃β ∈ [0, pβ ] and let μ(R)β be the restricted
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with Wn((zj)j∈Z) = v(zn + zn+1). Proceeding as in Theorem 5.7, we get that



























Since μ(R)β is supported on [0, R]
Z and shift-invariant, for any  we can estimate




















≤ 4R + e(c+2||W0||∞)β(2 + R) e
−γ
1 − e−γ .
With  = (c + 2||W0||∞)β/γ, we obtain |L(R)k+1(β, p) − kμ(R)β (z0)| ≤ Cβ. The
estimates are uniform in p = p̃β ∈ [0, pβ ] because the constant γ is and because
||W0||∞ < ∞. In particular, we have 1kL(R)k (β, p) → μ(R)β (z0) uniformly in p and,
in combination with (2.6), μ(R)β (z0) = 
(R)(β, p). Thus, also (5.22) follows.
Part (a) is now a consequence of [32, Corollary 2.6] since (R)(β, p) =
μ(R)β (z0). Because of the restriction to spacings zj ∈ [0, R], the corollary applies
to p = pβ → 0 as well.

Lemma 5.12. Under Assumption 1 and 3, we have as β → ∞,
g(R)surf(β, pβ) = e
(R)




Proof. From the definition of L(R)k (β, p) and 























for some k-independent c and all sufficiently large β. Letting k → ∞, we
find |g(R)surf(β, pβ) − esurf(β)| ≤ cβpβ . This proves the first part of the lemma.
The expression for qβ follows from the definition (5.5) of qβ and the fact that
βpβ = o(β−1) by our choice of pβ . 
In order to analyze the system length, we condition on the number MN of
clusters and express the system length as a sum of (conditionally) independent
random variables. Let T1, T2, . . . be i.i.d. random variables with law as in (4.4),
representing the cluster cardinalities. Further let Xi, Yi be random variables
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with the following properties: The Yi’s are i.i.d. with law Yi ∼ Exp(βpβ). They
are also independent of the Ti’s and the Xi’s. The Xi’s are i.i.d. and satisfy








1lB(z1 + · · · + zk−1)e−β[Uk(z)+pβ
∑k−1
j=1 zj ] dz
for all k ∈ N and measurable B ⊂ R+, and P(Xi = 0 | Ti = 1) = 1. Notice
E[Xi | Ti = k] = L(R)k (β, pβ). Let
Λn = X1 + (R + Y1) + X2 + · · · + (R + Yn−1) + Xn. (5.24)
Then, Λn represents the system length conditional on the event {MN = n}
that there are n clusters, neglecting the effect of interactions across cracks.
Lemma 5.13. Under the assumptions of Theorem 5.10, there exists c > 0 such














≤ 2e−nλβ , n ∈ N.
Proof. We use Markov’s inequality: For 0 ≤ t < βpβ/2 and some β-independent






























In the last line, we have estimated − log(1−s) ≤ s+ c2s2 for |s| ≤ 1/2. Choosing
t = βpβε/c (we may assume without loss of generality that ε/c ≤ 1/2), we









To conclude, we choose ε =
√
4λc. 
Lemma 5.14. Under the assumptions of Theorem 5.10, E[Xi] = (1 + o(1)) aqβ
as β → ∞.
Proof. We have
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where T̃ is the size-biased variable. Lemma 4.2 tells us that E[T ] ∼ 1/qβ . Since









∣∣∣ ≤ R||L(T̃ ) − L(G̃)||TV = O(εβ) → 0.








∣∣∣ ≤ cβ P(G̃ ≤ k1β) + c
k1
.
Since qβ → 0 exponentially fast, we have





= O(β2qβ) → 0 (β → ∞).
We let first β → ∞, then k1 → ∞, and find altogether E[Xi] ∼ 1qβ (R)(β, pβ),
and we conclude with Lemma 5.11(a). 
Lemma 5.15. Under the assumptions of Theorem 5.10, there exists c > 0 such













≤ 2e−nλβ , n ∈ N.
Proof. We use Markov’s exponential inequality as in the proof of Lemma 5.13.
We have, for |t|  q,









Using (4.9) with c = 2
√
cτ , we find that
logE[etXi ] ≤ tE[Xi] + c
2t2
8q2β
uniformly for small qβ and |t| ≤ τqβ where τ ∈ (0, 1) is fixed. It follows that
E[eλβn1l{X1+···+Xn≥nE[X1]+n εqβ }] ≤ e
λβne













With ε = c
√
λβ and t = 4qβ
√
λβ/c, the remaining part of the proof is analo-
gous to Lemma 5.13 and is left to the reader. 
Proof of Theorem 5.10. By Lemma 5.1, Eq. (4.12) and Lemma 4.5, we have
g(β, pβ) = g(R)(β, pβ)+ 1β log uβ +O(qβλβ/β). By Lemma 4.2, we have log uβ =
− log(1+ qβ +O(qβεβ)). The first identity in the asymptotic approximation of
g(β, pβ) follows. For the second identity, we note that
g(R)(β, pβ) − e(R)0 (β) =
∫ pβ
0
(R)(β, p) dp = (1 + o(1))apβ
where we have used Lemma 5.11(a) and e(R)0 (β) = g
(R)(β, 0).
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For the average spacing, we first note that a reasoning analogous to









} ∣∣∣MN = n + 1
)
≤ eλβnP(Λn+1 ∈ B)
with Λn the random variable (5.24) and on the left-hand side Mn stands for































(R + Yj) ∈ B
)
.




































∣∣∣MN = n + 1
)
≤ 2e−λβn.

























∣∣∣MN = n + 1
)
≥ 1 − 4e−λβn.
By Theorem 5.9, there exist C > 0, δ̃β = max{δβ , qβ} > 0 with δ̃β → 0 as






(|MN − Nqβ | ≤ CNδ̃βqβ
)
= 1,
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i.e., MN/N ∼ qβ(1+O(δ̃β)) with a probability converging to 1. Therefore, with
a probability converging to 1 (under Q
(β,pβ)





































where we have set 0(β, pβ) = qβ(E[X1]+R+ 1βpβ ). On the other hand, because
of the uniqueness and ergodicity with respect to shifts of the infinite volume
Gibbs measure [24,32], standard results ensure that LN/N → (β, pβ) almost
surely. It follows that
∣∣∣(β, pβ) − 0(β, pβ)















To conclude, we use Lemma 5.14 for E[X1] and Lemma 5.12 for qβ and we
obtain the second inequality in Theorem 5.10. 
6. Canonical Ensemble
Here, we prove Theorems 2.2 and 2.3. They are deduced from their analogues
in the constant-pressure ensemble, Theorems 5.9 and 5.10.
6.1. Proof of Theorem 2.2





(β, pβ), f(β, ) = g(β, pβ) − pβ , (6.1)
which follow from Eqs. (2.1), (3.2), (3.3) and standard results on Legendre
transforms.
Before we prove Theorem 2.2, we formulate a simple lemma on convex
functions and their Legendre transforms whose proof is omitted.
Lemma 6.1. Suppose ϕ,ϕ1, ϕ2, . . . : R → R ∪ {∞} are convex functions whose
restrictions to an interval (a, b) ⊂ R are strictly convex and continuously dif-
ferentiable. If ϕn → ϕ pointwise on (a, b), then also ϕ′n → ϕ′ pointwise on






Proof of (a): Recall W (r) =
∑m
k=1 v(kr) and let p
∗ := |v(zmax)|/zmax.
We apply Lemma 6.1 to ϕβ(p) := −g(β, p) and ϕ(p) := − infr>0(W (r)+pr) =
W ∗(−p) on the interval (0, p∗), where g(β, ·) and W have been set to +∞
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for non-positive arguments. The function ϕβ is strictly convex and contin-
uously differentiable because p 	→ g(β, p) is strictly concave and continu-
ously differentiable, as noted in Sect. 3.1. It follows from Assumption 1(i)–
(iv) that W is strictly convex and smooth in (zmin, zmax), W (zmax) + pzmax ≤
v(zmax) + pzmax < 0 for p < p∗ and W (r) + pr > 0 for r ≤ zmin and p ≥ 0.
Thus, for p ∈ [0, p∗], there is a unique a(p) with ϕ(p) = W (a(p)) + pa(p), and
a(p) ∈ (zmin, zmax) satisfies W ′(a(p)) + p = 0. Set ∗ := a(p∗). Then, a(0) = a
and a(p) ∈ (∗, a) for all p ∈ (0, p∗). In particular, ϕ is smooth and strictly
convex on (0, p∗) with ϕ′(p) = −a(p). By [32, Theorem 2.5], we have
lim
β→∞
g(β, p) = inf
r>0
(
W (r) + pr
)
for all p ∈ (0, p∗); hence, ϕβ → ϕ on (0, p∗). Also, notice
ϕ∗β(−) = sup
p>0
(−p + g(β, p))) = f(β, )
by (3.2). Lemma 6.1 thus implies f(β, ) = ϕ∗(−) = W ∗∗() = W () for all
 ∈ (∗, a). Another application of Lemma 6.1 in combination with (3.3) then
also yields
p(β, ) = −∂f
∂
(β, ) → −W ′()
for  ∈ (∗, a).
Proof of (b): Pick  > a. Equation (6.1), Theorem 5.10, and the defini-
tion (5.5) of qβ yield
βpβ =
exp(−βe(R)surf(β)/2)√
 − a (1 + o(1)) and qβ = ( − a)βpβ(1 + o(1))
and
f(β, ) = g(β, pβ) − pβ = e(R)0 (β) − pβ( − a) −
qβ
β
(1 + o(1)) + o(pβ)
= e(R)0 (β) − 2pβ( − a)(1 + o(1)).
We plug in the asymptotics of pβ and obtain Theorem 2.2(b).
6.2. Proof of Theorem 2.3
Let p > 0 and n ∈ N. Recall zN−1 = L −
∑N−2

























−βUN (z) dz1 · · · dzN−2
)
dL
≥ ZN (β, N)
QN (β, p)
e−βp(N+1) P(β)N,N (MN = n).
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= −f(β, ) + g(β, p) − p = 0.





















∣∣∣ ≥ Cqβ max{qβ , δβ}
)
≤ −cqβδ2β .
As g(R)surf(β, pβ) = e
(R)
surf(β)+o(β
−1) by Lemma 5.12, we have qβ = (1+o(1))qβ,.
The first estimate in Theorem 2.3 follows.
The statements on the empirical distributions are deduced in a similar
fashion from the corresponding empirical distributions in Theorem 5.9. For the
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