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After establishing stochastic thermodynamics for underdamped Langevin systems in contact with
multiple reservoirs, we derive its overdamped limit using timescale separation techniques. The over-
damped theory is different from the naive theory that one obtains when starting from overdamped
Langevin or Fokker-Planck dynamics and only coincide with it in presence of a single reservoir. The
reason is that the coarse-grained fast momenta dynamics reaches a nonequilibrium state which con-
ducts heat in presence of multiple reservoirs. The underdamped and overdamped theory are both
shown to satisfy fundamental fluctuation theorems. Their predictions for the heat statistics are
derived analytically for a Brownian particle on a ring in contact with two reservoirs and subjected
to a non-conservative force and are shown to coincide in the long-time limit.
I. INTRODUCTION
Langevin equations provide a simple description of
physical, chemical and economical phenomena (see, e.g.,
Ref. [1]). Originally, motivated by thermodynamic con-
siderations, Langevin proposed an equation containing a
stochastic noise to describe the dynamics of a diffusing
Brownian particle and reproduce the Einstein relation
in a simpler way [2, 3]. More recently, Sekimoto defined
heat along each stochastic solution of the Langevin equa-
tion and by doing so endowed the Langevin dynamics
with a thermodynamic interpretation [4, 5]. This devel-
opment, together with the discovery of fluctuation theo-
rems [6–8] and the technological advances in the manip-
ulation of small systems [9–15], gave rise to a new ther-
modynamics theory for small systems, nowadays called
stochastic thermodynamics. The overdamped Langevin
equation and the Fokker-Planck equation, which is dy-
namically equivalent to the overdamped Langevin equa-
tion, have played crucial roles to delve into stochastic
thermodynamics of isothermal systems [7].
The problem of diffusion in presence of non-
homogeneous temperature has a long history which starts
with the theoretical studies of Landauer [16, 17], Bu¨ttiker
[18] and van Kampen [19, 20]. Recently diffusion experi-
ments with non-uniform temperature have been realized
[21, 22] and created a renewed interest for theoretical
studies in this field [23–28]. It has been demonstrated
that a standard overdamped Langevin description fails
to correctly evaluate thermodynamic quantities such as
the entropy production, and that consequently one has
to start from an underdamped description and construct
a non-trivial overdamped approximation [23, 25, 27].
In this paper, we consider a different class of non-
isothermal systems where the system is simultaneously
coupled to multiple heat reservoirs with different tem-
peratures. These systems are crucial to build models of
Brownian heat engines and they can be experimentally
realized. They have been used for instance to experimen-
tally verify fluctuation theorems for heat transfers [29–
31]. They could also be used to study efficiency fluctua-
tions of heat engines which are nowadays actively studied
[32–34].
Since directly calculating heat statistics analytically
for underdamped dynamics is in many cases despairingly
difficult (see Refs. [35–37] for exceptions), we would like
to establish a much simpler overdamped description of
the system. The overdamped description is known to
provide a correct dynamical (i.e. probability density in
configuration space) and thermodynamical (i.e. statistics
of heat flows) description in presence of a single reservoir.
However, its naive extension to situations with multi-
ple reservoirs, although properly describing the dynam-
ics, dramatically fails to properly evaluate the thermo-
dynamics. If we use the overdamped Langevin equation,
the heat flows between reservoirs coupled by one degree
of freedom diverge (e.g. models of Feynman’s ratchet
in Refs. [38]). This is because momenta transfer heat
in the timescale of momentum relaxation and therefore
thermal conductivity between the reservoirs is inversely
proportional to this timescale [38], which is assumed to
be infinitesimal in the overdamped limit. If alternatively
we start from the Fokker-Planck approach where the fast
momenta have been eliminated as in Refs. [39], we com-
pletely fail to evaluate the heat flows due to momentum
transfer between the reservoirs. Indeed, contrary to the
single reservoir case, the fast momenta are not in an equi-
librium but in a nonequilibrium steady state and their
contribution to the heat conduction must be accounted
for. Therefore, a more sophisticated method is needed to
establish an overdamped description in presence of mul-
tiple reservoirs.
An important comment should be made at this point.
Many systems made of two or more interacting Brown-
ian particles have been considered where each reservoir
acts on a different particle (see, e.g., Refs. [5, 37, 40, 41]).
Various models of Feynman ratchets [42] fall for instance
into this category [4, 38, 43, 44]. In this case, the thermo-
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2dynamic problems associated to the overdamped descrip-
tion do not occur because each momentum equilibrates
with its own reservoir.
Our paper is organized as follows. In Sec. II, we
formulate stochastic thermodynamics for a system cou-
pled to multiple reservoirs and described by an under-
damped Langevin dynamics. We first establish the first
and second law of thermodynamics. We then build a
time-evolution equation for the heat generating function
which we then use to derive the integral and the de-
tailed fluctuation theorems. In Sec. III, we show that
the naive overdamped descriptions fail to assess the heat
flows. Then, we derive the overdamped time-evolution
equation for the heat generating function from the un-
derdamped one. We do so by exploiting the timescale
separation between momenta and positions which occurs
in the limit of high friction. We show that our over-
damped theory is thermodynamically consistent and sat-
isfies the fluctuation theorems. We also emphasize that it
is not equivalent to the wrong prediction that one would
obtain by naively starting from an overdamped Langevin
or Fokker-Planck description. In Sec. IV, we analytically
solve the overdamped and underdamped heat statistics
for a Brownian particle on a ring in contact with two
reservoirs and subjected to a non-conservative force. We
show that the long time cumulants for the heat trans-
fer statistics of our overdamped theory are the same as
those of the underdamped theory. Conclusions are drawn
in Sec. V. Various technical aspects of the paper are rel-
egated to Appendices to improve its readability.
II. UNDERDAMPED STOCHASTIC
THERMODYNAMICS WITH MULTIPLE HEAT
RESERVOIRS
In this Section, we introduce the underdamped
stochastic thermodynamics in presence of multiple reser-
voirs, and investigate its properties.
A. Underdamped Langevin dynamics and heat
We start from the N -dimensional underdamped
Langevin equation simultaneously coupled to multiple
heat reservoirs:
dxt = vtdt, (1)
mdvt = ft(xt)dt+
∑
ν
(
−γνvtdt+
√
2γνkBT νdw
ν
t
)
,(2)
where ft is the systematic force, which can be separated
into the conservative force and the non-conservative force
as ft(x) = −∂xVt(x) + fnct (x). We define γν and T ν as
the friction coefficient and the temperature of the ν-th
reservoir, respectively. The Wiener processes dwνt satisfy
〈dwνt 〉 = 0 and dwνt (dwν
′
t )
T = δνν
′
1dt, where 1 is the N×
N unit matrix. Equations (1) and (2) are dynamically
equivalent to the effective equations
dxt = vtdt, (3)
mdvt = ft(xt)dt− γefvtdt+
√
2γefkBT efdw
ef
t , (4)
where dweft is another Wiener process, and we define
the effective friction coefficient as γef :=
∑
ν γ
ν , and
the effective temperature as T ef :=
∑
ν γ
νT ν/
∑
ν γ
ν =∑
ν γ
νT ν/γef . However, Eqs. (1) and (2) are not thermo-
dynamically equivalent to Eqs. (3) and (4), because in
Eq. (4) thermal noises from each reservoir are mixed and
cannot be used anymore to discriminate the heat flow
from each reservoir.
In accordance with the work by Sekimoto [4, 5], we
define heat flows from the system to the reservoirs by
dQνt := −vt ◦ (−γνvtdt+
√
2γνkBT νdw
ν
t ), (5)
where the symbol ◦means the Stratonovich product. The
Stratonovich product vt ◦ dwνt can be transformed into
the Itoˆ product as vt ·dwνt +N
√
2γνkBT νdt/2m (see, for
example, Sec. 4.4 of Ref. [1]). Therefore, in terms of the
Itoˆ product, the heat flows are
dQνt =
NkBγ
ν
m
(
mv2t
NkB
− T ν
)
dt−
√
2γνkBT νvt · dwνt .
(6)
When we take the average, we obtain
〈dQνt 〉 =
NkBγ
ν
m
(
m
〈
v2t
〉
NkB
− T ν
)
dt. (7)
The terms in the parenthesis can be regarded as the dif-
ference between the effective temperature of the momen-
tum degrees of freedom and the temperature of the ν-th
heat reservoir.
B. First and second law
The internal energy of the system can be defined as
Ut(x, v) = Vt(x) + mv
2/2. Then, its increment can be
written as
dUt(xt, vt) = (∂tVt(xt))dt+ (∂xVt(xt))dxt +mvt ◦ dvt.
(8)
Using Eqs. (1-2) and (5), we obtain
dUt(xt, vt) = dW
c
t + dW
nc
t −
∑
ν
dQνt . (9)
The first term on the right-hand side dW ct := (∂tVt(xt))dt
represents the conservative work, while the second term
dW nct := f
nc
t (xt)vtdt is the non-conservative work. When
we consider the evolution from time t = 0 to τ , we obtain
∆U = W c +W nc −
∑
ν
Qν = W −
∑
ν
Qν (10)
3where ∆U = Uτ (xτ , vτ ) − U0(x0, v0), I =
∫ τ
t=0
dIt for
I = W c,W nc, Qν , and W = W nc + W c. In this way, we
can obtain the first law of thermodynamics (10) at the
trajectory level. Consequently, we also obtain the first
law at the ensemble level as
〈∆U〉 = 〈W 〉 −
∑
ν
〈Qν〉 . (11)
We define the stochastic Shannon entropy of the sys-
tem by st := −kB lnPt(xt, vt), where Pt is the probabil-
ity distribution function at time t. On the other hand,
the entropy production of the ν-th reservoir is dQνt /T
ν .
Therefore, the total entropy production should be iden-
tified as
∆stot := ∆s+
∑
ν
Qν
T ν
, (12)
where ∆s := sτ − s0. At the trajectory level, ∆stot can
be either positive or negative. However, at the ensemble
level, the second law of thermodynamics holds:〈
∆stot
〉 ≥ 0, (13)
which can be derived from the integral fluctuation theo-
rem presented in Section II D.
C. Generating function and its time evolution
We define the heat generating function as
Gt(x, v, {Λν})
:=
〈
δ(xt − x)δ(vt − v) exp
[∑
ν
ΛνQνt
kBT ef
]〉
. (14)
When all Λν vanish, Gt reduces to the probability distri-
bution function Gt(x, v, {0}) = 〈δ(xt − x)δ(vt − v)〉 =:
Pt(x, v). At the initial time t = 0, all heats Q
ν
0 vanish,
and we therefore obtain
G0(x, v, {Λν}) = 〈δ(x0 − x)δ(v0 − v)〉
= P0(x, v), (15)
which is the initial condition for the generating function.
Moreover, we define the integrated generating function
by
Gt({Λν}) =
〈
exp
[∑
ν
ΛνQνt
kBT ef
]〉
(16)
=
∫
dxdv Gt(x, v, {Λν}) (17)
For convenience, we also define the cumulant generating
function:
Ct({Λν}) := lnGt({Λν}). (18)
From the cumulant generating function, we can ob-
tain, for example, the average of the heats 〈Qνt 〉 =
(kBT
ef) ∂Ct/∂Λν |{Λν=0} , and the covariance 〈QνtQν
′
t 〉 −
〈Qνt 〉〈Qν
′
t 〉 = (kBT ef)2∂2Ct/∂Λν∂Λν
′ |{Λν=0}. In this way,
we can obtain all the cumulants (moments) of heat by dif-
ferentiating Ct (Gt). Thus, Ct or Gt have the equivalent
amount of information to the joint probability distribu-
tion of heat P ({Qνt }).
Using Eqs. (1), (2) and (6), we obtain the time evolu-
tion of the generating function as
∂tGt = Lt({Λν})Gt, (19)
where
Lt({Λν}) = L0t +
1

L1({Λν}), (20)
and  := m/γef is the overdamped parameter, which
characterizes the timescale of momentum relaxation and
we assume to be small. Here, we define
L0t = −v˜∂x˜ − f˜t(x˜)∂v˜, (21)
L1({Λν}) = ∂2v˜ + (1 + 2B)v˜∂v˜ + (Av˜2 +NB +N).
(22)
The variables with tildes are rescaled as detailed in Ap-
pendix A. The derivation of the time-evolution equation
is given in Appendix B. The coefficients A and B in L1
are functions of counting fields {Λν} defined by
A({Λν}) =
∑
ν
Λν γ˜ν(1 + Λν T˜ ν), (23)
B({Λν}) =
∑
ν
Λν γ˜ν T˜ ν , (24)
where γ˜ν = γν/γef and T˜ ν = T ν/T ef are the relative
friction coefficient and the relative temperature, respec-
tively. Therefore, we note that when we set all the count-
ing fields to zero ({Λν = 0}), Eq. (19) reduces to the
Kramers equation
∂tPt = −v˜∂x˜Pt − f˜t∂v˜Pt + 1

[∂2v˜Pt + ∂v˜(v˜Pt)]. (25)
D. Fluctuation theorems
Here, we enumerate fluctuation theorems in under-
damped stochastic thermodynamics. The derivations are
relegated to Appendix C.
For a finite time interval and any initial condition that
vanished nowhere in the phase space, the integral fluctu-
ation theorem for the total entropy production (12) holds
〈e−∆stot/kB〉 = 1. (26)
Consequently, thanks to the Jensen inequality, we obtain
the second law of thermodynamcis
〈∆stot〉 ≥ 0. (27)
For an initial condition that vanishes in a certain region,
we can modify the integral fluctuation theorem (26) and
confirm that the second law is still valid [45].
4Next, we consider the situation where the system starts
from a thermal equilibrium state P eq0 corresponding to
the reference reservoir ν = 0, where the instantaneously
equilibrium state at time t with the temperature T 0 is
defined as
P eqt (x, v) = exp
[
−Ut(x, v)− Ft
kBT 0
]
. (28)
The equilibrium free energy Ft is given by
Ft = −kBT 0 ln
∫
dxdv exp
[
−Ut(x, v)
kBT 0
]
. (29)
Then, in accordance with Ref. [46], the irreversible en-
tropy production should be identified as
∆is = −kB lnP eqτ (xτ , vτ ) + kB lnP eq0 (x0, v0) +
∑
ν
Qν
T ν
=
W −∆F −∑ν ηνQν
T 0
, (30)
where ην = 1 − T 0/T ν is the Carnot efficiency between
the reference reservoir and the ν-th reservoir. For ∆is,
we can derive the detailed fluctuation theorem
P¯ (−∆is)
P (∆is)
= exp[−∆is/kB], (31)
where P¯ represents the probability in the reversed pro-
cess where the initial state is the equilibrium state P eqτ
and the explicit time dependence of the forces is time-
reversed. Hence, we obtain the second law
〈∆is〉 ≥ 0. (32)
Finally, we mention that the generator Lt can be shown
to have the fluctuation-theorem symmetry
L†t,v→−v({−Λν − βν}) = Lt({Λν}). (33)
Unfortunately, this does not imply a steady-state fluc-
tuation theorem for the joint probability distribution of
heats because of the non-analyticity of the generating
function. The details are provided in Appendix C.
We stress that it is the first time that the above-
mentioned fluctuation theorems are explicitly derived for
underdamped Langevin dynamics in presence of multiple
reservoirs.
III. OVERDAMPED APPROXIMATION
In this Section, we show how two naive overdamped de-
scriptions fail to properly evaluate the heat flows in pres-
ence of multiple reservoirs. Then, starting from the un-
derdamped theory described in the previous section, we
derive the correct overdamped approximation of Eq. (19)
by utilizing timescale separation techniques and singular
expansion.
A. Naive overdamped descriptions fail
First, we try to start from the overdamped Langevin
equation coupled to two reservoirs with temperatures T h
and T c (T h > T c). For simplicity, we assume vanishing
systematic force:
0 = −γhx˙t − γcx˙t + ζht + ζct . (34)
The white Gaussian noises ζν (ν = h, c) satisfy 〈ζνt 〉 =
0, 〈ζνt ζν
′
s 〉 = 2δνν
′
γνkBT
νδ(t− s). Naively applying Seki-
moto’s heat definition [4, 5], the heats flowing from the
system to the reservoirs from time t = 0 to τ should be
defined as
Qν = −
∫ τ
0
dt x˙t(−γν x˙t + ζνt ). (35)
Using Eq. (34), we can formally obtain the averaged heats
as
〈Qh〉 = − 2kBγ
hγc
(γh + γc)2
(T h − T c)
∫ τ
0
dt δ(0) = −〈Qc〉.(36)
Therefore, 〈Qh〉 (〈Qc〉) is negatively (positively) diver-
gent and therefore ill-defined.
As a second attempt, we try to construct stochas-
tic thermodynamics from the overdamped Fokker-Planck
equation with additive currents. According to Ref. [39],
the Fokker-Planck equation for the overdamped probabil-
ity distribution function P od(x) in presence of the mul-
tiple reservoirs reads
P˙ odt (x) = −∂xJodt (x), (37)
where Jodt (x) is the sum of the current due to each reser-
voir as Jodt (x) =
∑
ν J
od,ν
t (x) and
Jod,νt (x) =
1
γν
(ft(x)− kBT ν∂x)P odt (x). (38)
We note that the Fokker-Planck equation (37) can be
obtained as the continuous limit of the master equation
in presence of multiple reservoirs [47]. In this scheme, as
elaborated in Ref. [39], the averaged heat flowing from
the system to the ν-th reservoir should be identified as
〈Q˙νt 〉 =
∫
dx Jod,νt (x)ft(x). (39)
As a result, we observe that there are no heat flows on
average in the absence of systematic force, namely when
ft(x) = 0. Once again, this result is unphysical because
momenta are not in an equilibrium state but in a nonequi-
librium steady state and should therefore transfer heat
between the reservoirs with different temperatures.
In the following Sections, we utilize the singular expan-
sion of the time-evolution equation of the underdamped
heat generating function and derive an alternative over-
damped description, which correctly evaluates the heat
flows in presence of multiple reservoirs.
5B. Timescale separation leads to overdamped
description
Here, we eliminate the fast degrees of freedom, i.e.,
momenta, and obtain a time-evolution equation of posi-
tions. To this aim, we introduce fast and slow timescales
and conduct singular expansion of Eq. (19) with respect
to . A similar method is used in Ref. [27]. The details
of derivation are given in Appendix D.
We define fast timescale θ = −1t, intermediate
timescale t and slow timescale tˆ = t and deal them as in-
dependent variables. We assume that the time variation
of the force is in the intermediate and the slow timescale
as f = ft,tˆ. In other words, time-dependent driving is
assumed to be slower than the momentum relaxation
timescale θ. Then, the time-evolution equation (19) reads
1

∂θGθ,t,tˆ + ∂tGθ,t,tˆ + ∂tˆGθ,t,tˆ
= L0
t,tˆ
Gθ,t,tˆ +
1

L1({Λν})Gθ,t,tˆ. (40)
We assume that we can expand G with respect to  as
Gθ,t,tˆ = G
(0)
θ,t,tˆ
+ G
(1)
θ,t,tˆ
+ 2G
(2)
θ,t,tˆ
+ · · · (41)
Then, from each order of , we obtain
(∂θ − L1)G(0)θ,t,tˆ = 0, (42)
(∂θ − L1)G(1)θ,t,tˆ = −(∂t − L0t,tˆ)G
(0)
θ,t,tˆ
, (43)
(∂θ − L1)G(2)θ,t,tˆ = −(∂t − L0t,tˆ)G
(1)
θ,t,tˆ
− ∂tˆG(2)θ,t,tˆ, (44)
and higher order equalities. Then, we solve these equa-
tions order by order. As explained in Appendix D, ∂θ
can be replaced by the largest eigenvalue α0({Λν}) of
L1({Λν}) after relaxation in the fast timescale. Conse-
quently, from Eq. (42), we conclude that
G
(0)
θ,t,tˆ
(x, v, {Λν}) = Gˆ(0)
t,tˆ
(x, {Λν})eα0({Λν})θφ0(v, {Λν}),
(45)
where φ0(v, {Λν}) is the right eigenfunction of L1({Λν})
corresponding to α0({Λν}) and Gˆ(0)t,tˆ (x, {Λν}) is an arbi-
trary function independent from θ and v. We can observe
that the left-hand side of Eq. (43) is orthogonal to the left
eigenfunction φ¯0(v, {Λν}) of α0({Λν}). As a result, we
obtain the following equation for Gˆ(0) as the solvability
condition for Eq. (43): ∂tGˆ
(0)
t,tˆ
(x, {Λν}) = 0. Under this
condition, Eq. (43) can be explicitly solved and G(1) can
be written in terms of another arbitrary function Gˆ(1),
which is in turn confirmed to satisfy the solvability con-
dition for Eq. (44). The original generating function can
be therefore approximated as
Gt({Λν}) = Gvt ({Λν})
∫
dx [Godt (x, {Λν}) +O(2)], (46)
where the contribution of the momentum degrees of free-
dom is represented by
Gvt ({Λν}) = exp
[
α0({Λν})t

]
(47)
and the overdamped generating function is given by
Godt (x, {Λν}) ∝ Gˆ(0)tˆ (x, {Λν}) + Gˆ
(1)
t (x, {Λν}). (48)
Hence, we can regard God as the overdamped part of the
generating function since God is independent from v.
C. Overdamped approximation
As elaborated in Appendix D, using the solvability con-
dition for Eq. (44), one can show that the time evolution
of God is given by
∂tG
od
t = Lodt ({Λν})Godt +O(2), (49)
where the overdamped time-evolution operator is
Lodt ({Λν}) =
1
γefR2
[
kBT
ef∂2x − κ∂x(ft(x)·) + ρft(x)∂x +
A
kBT ef
(ft(x))
2
]
, (50)
whereR =
√
(1 + 2B)2 − 4A, κ = (1+2B+R)/2 and ρ =
(−1−2B+R)/2 are functions of the counting fields {Λν}.
The initial condition is given by God0 (x, {Λν}) = P od0 (x),
where P od is the marginal probability distribution of the
positions: P odt (x) =
∫
dvPt(x, v).We define Godt ({Λν}) =∫
dx Godt (x, {Λν}). Then, the underdamped generating
function can be written as
Gt({Λν}) = Gvt ({Λν})[Godt ({Λν}) +O(2)], (51)
where Gvt ({Λν}) = exp[N(1 − R)t/(2)] because α0 =
N(1−R)/2. Using the time evolution (50), we can com-
pletely calculate the overdamped generating functionGodt
and the approximate moments of heat can be obtained
by differentiating Eq. (51). This is our main result. We
note that when we set {Λν = 0} the time-evolution oper-
ator of generating function reduces to the Fokker-Planck
6operator:
Lodt ({Λν = 0}) = −
1
γef
∂x(ft(x)·) + kBT
ef
γef
∂2x. (52)
As a consistency check, when we set T˜ ν = 1, Λν = Λ
for all ν, we find that α0 = 0 and Lodt reduces to time-
evolution operator of the heat generating function de-
rived from the Langevin equation with a single reservoir
(see Appendix E).
Let us furthermore emphasize that going through our
systematic procedure is indispensable. Equation (51) is
not simply the product of the generating function for
the fast momentum degrees of freedom (47) and the heat
generating function that one would naively derive by ex-
tending the overdamped heat generating function from
one to multiple reservoirs. The dynamics of the latter,
contrary to Eq. (50), would be made of additive contri-
butions from each reservoir. This shows that the heat
transfers due to momenta nontrivially affect those due to
positions.
We now consider the error of our approximation. By
differentiating Eq. (51) n times, we can obtain the n-th
moment of the heats. The largest error comes from the
term
O(2) ∂
n
∂Λν1 · · · ∂Λνn exp
[
α0({Λν})

t
]
, (53)
which is O(2−n). Thus, the n-th moment obtained from
our approximation contains an error of O(2−n). The
cumulant generating function Ct can be approximated as
Ct ' α0

t+ lnGodt , (54)
where the symbol ' represents the approximate equality.
The first term represents heat conduction from the fast
degrees of freedom on the fast timescale of θ, while the
second term represents the heat generated on the slow
timescale tˆ, because the evolution of Eq. (50) is on this
timescale.
Next, we mention how to implement boundary condi-
tions in our overdamped approximation. In the under-
damped theory, the reflecting boundary condition at the
position x0 is written as
Gt(x0, v, {Λν}) = Gt(x0,Rv, {Λν}), (55)
where Rv = v − 2(v · nˆ)nˆ is the velocity reflected by
the boundary, whose outward-facing normal vector is nˆ.
The zeroth-order term (D11) obviously satisfies the sym-
metry (55). The first-order term (D14) has the symme-
try (55), when nˆ(∂x − κft)G˜0tˆ (x, {Λν}) = 0. Therefore,
the reflecting boundary condition is approximated as
nˆ(∂x − κft)Godt (x, {Λν}) = 0. (56)
On the other hand, the absorbing boundary condition
Gt(x0, v, {Λν}) = 0 in the underdamped theory is trans-
lated as Godt (x0, {Λν}) = 0 in the overdamped theory.
We now comment on why our method circumvents
the heat divergence problem encountered in the naive
Langevin approach in Sec. III A. We have to take the
limit  → +0 to obtain Eq. (34), which means that the
relaxation time of momenta is infinitesimal. In presence
of reservoirs with multiple temperatures, momenta are
in a nonequilibrium steady state and conduct heat be-
tween different reservoirs. Since the relaxation time is
infinitesimal, these heat flows are instantaneously trans-
ported. This is the reason why they diverge when we
naively extend Sekimoto’s overdamped heat definition as
in Eq. (35) to multiple reservoirs. In contrast, the heat
flows evaluated using our method remain finite because
we keep  small but nonzero.
D. First and second law
We here consider the first and second law in our ap-
proximation. Since God is the generating function, we
can introduce its corresponding stochastic heats Qod,ν
satisfying
Godt (x, {Λν}) =
〈
δ(xt − x) exp
[∑
ν
ΛνQod,νt
kBT ef
]〉
.(57)
We also define the stochastic heats Qv,ν transferred by
the momenta by
Gvt ({Λν}) =
〈
exp
[∑
ν
ΛνQv,ν
kBT ef
]〉
. (58)
If we set all Λν to be equal, since α0({Λν = Λ}) = 0,
we obtain
Gvt ({Λν = Λ}) =
〈
exp
[
Λ
kBT ef
∑
ν
Qv,νt
]〉
= 1, (59)
which indicates that the sum of heats transferred by the
momenta is always vanishing:∑
ν
Qv,νt = 0. (60)
Therefore, the heats transferred in the fast timescale
completely balance each other without any interference
from work or heat flows in slower timescales. In partic-
ular, we note that the non-conservative work dW nct =
fnct (xt)vtdt is generated in the slow timescale because
vt ' ft(xt)/γef = O() after the fast momentum relax-
ation. On the other hand, from Eq. (51), we obtain
Gt({Λν = Λ}) ' Godt ({Λν = Λ}), (61)
which implies that∑
ν
Qνt '
∑
ν
Qod,νt . (62)
7This means that the total heat current is generated only
by the overdamped heats. Therefore, the first law (10)
reduces to
∆U 'W −
∑
ν
Qod,νt . (63)
We now turn to the second law. We can define the
overdamped total entropy production as
∆sod,tot = ∆sod +
∑ Qod,ν
T ν
, (64)
where ∆sod is the difference of the overdamped Shannon
entropy sodt = −kB lnP odt (xt). By using the fluctuation
theorem presented in the next Section, one can show that
this quantity satisfies the inequality
〈∆sod,tot〉 ≥ 0. (65)
E. Fluctuation theorems
To demonstrate the consistency of our approach, we
show that the fluctuation theorems in the original under-
damped theory are still valid in our overdamped theory.
The detailed derivations are provided in Appendix F.
For any initial condition that vanishes nowhere, one
can derive the integral fluctuation theorem
〈e−∆sod,tot/kB〉 = 1, (66)
which is the overdamped analog of the integral fluctua-
tion theorem (26).
Next, we consider a situation where the system starts
from equilibrium with respect to the reference reservoir
P od,eq0 (x), where
P od,eqt (x) = exp
[
−Vt(x)− F
od
t
kBT 0
]
(67)
and F odt = −kBT 0 ln
∫
dx exp
[−Vt(x)/kBT 0] . The over-
damped version of the irreversible entropy production
can defined by
∆is
od =
W −∆F od −∑ν ηνQod,ν
T 0
. (68)
However, an explicit expression for the non-conservative
work dW nc = fnct (xt)vtdt is out of reach since velocities
vt have been eliminated in the overdamped approxima-
tion. Therefore, to calculate the statistics of (68), we
need to extend the overdamped approximation which we
used for the heats statistics to also account for the non-
conservative work statistics, as detailed in Appendix F.
By doing so, it can be shown that ∆is
od satisfies the
detailed fluctuation theorem
P¯ (−∆isod)
P (∆isod)
= exp[−∆isod/kB], (69)
which corresponds to Eq. (31).
Finally, we can also derive the fluctuation-theorem
symmetry
Lod({−Λν − βν}) = Lod({Λν}) (70)
which is the twin of Eq. (33).
T h
T c
f
FIG. 1. A Brownian particle is confined in a one-dimensional
ring coupled to two heat reservoirs with temperatures T h and
T c. A constant external force f is applied to the particle.
F. Sufficient condition for equivalence
We now show that the absence of a non-conservative
force, fnc = 0, is a sufficient condition under which
the overdamped approximation asymptotically coincides
with the underdamped results.
No non-conservative force means that the sole ap-
plied force is time-independent and conservative and can
thus be written as f(x) = −∂xV (x). In this case, the
largest eigenvalue of the underdamped operator (20) is
N(1−R)/(2) = α0/, and its corresponding eigenfunc-
tion is
exp
[
−κ
(
1
2
v2 + V (x)
)]
. (71)
On the other hand, the largest eigenvalue of the over-
damped operator (50) is 0, and the corresponding eigen-
function is exp [−κV (x)] . Therefore, from Eq. (D24), we
can conclude that the dominant eigenvalue of Gt calcu-
lated by the overdamped approximation is α0/. This
thus proves that our overdamped approximation and the
exact underdamped theory reproduce the same results
asymptotically. In this case, all the heat flows are asymp-
totically due to the momentum degrees of freedom.
In the next Section, we demonstrate the same asymp-
totic equivalence for a specific model in presence of con-
stant non-conservative force.
IV. ANALYTICALLY SOLVABLE MODEL
We consider a Brownian particle in contact with two
heat reservoirs at temperatures T h and T c and confined
on a one-dimensional ring of unit length. The particle
is driven by a constant force f , as illustrated in Fig. 1.
The system is assumed to be at steady state from the
beginning. This model is an analytically solvable model
of a stochastic heat engine.
8A. Overdamped approximation
From the rotational symmetry of the system and of its
initial condition (here the steady state solution), we can
ignore the position dependence of the generating function
and our overdamped time evolution (49) reduces to
∂tG
od
t ({Λν}) '
Af2
γefkBT efR2
Godt , (72)
with the initial condition God0 ({Λν}) = 1. Therefore, the
overdamped generating function is
Godt ' exp
[
Af2
γefkBT efR2
t
]
. (73)
From Eq. (54), the cumulant generating function is cal-
culated as
Ct ' 1−R
2
t+
Af2
kBγefT efR2
t. (74)
In this way, we can easily obtain the generating func-
tions in our overdamped approximation. By differentiat-
ing this cumulant generating function, we obtain
〈Qνt 〉 '
kBγ
ν
m
(T ef − T ν)t+ γ
νf2
(γef)2
t (75)
The first term is the heat conduction due to the mo-
mentum degrees of freedom, which is proportional to the
difference between the temperature of the ν-th reservoir
and the effective temperature. The second term is the
additional heat originating from the applied force. The
variance in turn is given by〈
(Qνt )
2
〉− (〈Qνt 〉)2
(kBT ef)2
' 2

γ˜ν(γ˜ν + T˜ ν − 2γ˜ν T˜ ν)t
+2γ˜ν f˜2(4γ˜ν + T˜ ν − 4γ˜ν T˜ ν)t.
(76)
B. Direct calculation in the underdamped theory
In the underdamped regime, we directly calculate
the heat generating function. The underdamped time-
evolution equation (19), reduces to
∂tGt(v, {Λν}) = Lv({Λν})Gt(v, {Λν}), (77)
where we define
Lv = − f
m
∂v
+
1

[
kBT
ef
m
∂2v + (1 + 2B)∂v(v·) +
m
kBT ef
Av2 −B
]
.
(78)
The steady-state distribution
P ss(v) =
√
m
2pikBT ef
exp
[
− m
2kBT ef
(
v − f
γef
)2]
(79)
is taken as the initial condition
G0(v, {Λν}) = P ss(v). (80)
As described in Appendix G, Lv is essentially Hermite’s
differential operator. Therefore, we can explicitly calcu-
late the eigenvalues and the eigenfunctions of Lv. Be-
cause we can expand G0 = P
ss in terms of Hermite’s
polynomials, we can obtain explicit time evolution of the
generating function Gt, which can be tidied up by some
formulae of Hermite’s polynomials.
As a result, by differentiating the explicit expression of
Gt({Λν}) =
∫
dv Gt(v, {Λν}), we can obtain the average
of the heat flows
〈Qνt 〉 =
kBγ
ν
m
(T ef − T ν)t+ γ
νf2
(γef)2
t, (81)
which exactly coincides with the overdamped result (75).
In turn the variance is given by〈
(Qνt )
2
〉− 〈Qνt 〉2
(kBT ef)2
=
2

γ˜ν(γ˜ν + T˜ ν − 2γ˜ν T˜ ν)t
+(γ˜ν)2(e−2t/ − 1)(1− 2T˜ ν)
+2γ˜ν f˜2(4γ˜ν + T˜ ν − 4γ˜ν T˜ ν)t
+82(γ˜ν)2f˜2(e−2t/ − 1)(1− T˜ ν).
(82)
We observe that the overdamped approximation (76) has
an error of O(0) as expected from the discussion in Sec-
tion III C.
Finally, we consider the asymptotic limit. From the
expression of Ct not explicitely shown here, we can obtain
the asymptotic cumulant generating function Φ0 as
Φ0 = lim
t→∞
1
t
Ct = 1−R
2
+
Af2
γefkBT efR2
, (83)
which coincides with the overdamped result (74). As a
result, we obtain
lim
t→∞
〈Qνt 〉
t
=
kBγ
ν
m
(T ef − T ν) + γ
νf2
(γef)2
(84)
lim
t→∞
1
t
〈
(Qνt )
2
〉− 〈Qνt 〉2
(kBT ef)2
=
2

γ˜ν(γ˜ν + T˜ ν − 2γ˜ν T˜ ν)
+2γ˜ν f˜2(4γ˜ν + T˜ ν − 4γ˜ν T˜ ν),
(85)
which coincide with the overdamped results (75) and
(76).
V. SUMMARY AND CONCLUSIONS
We begin by summarizing our findings. We first estab-
lished the stochastic thermodynamics of underdamped
Brownian particles in contact with multiple reservoirs.
We derived the equation of motion for the generating
9function ruling the statistics of the heat transfers and
used it to derive an integral and a finite-time fluctuation
theorem.
We then showed that the overdamped Langevin equa-
tion or the Fokker-Planck equation cannot be used as
a starting point to establish an overdamped theory of
stochastic thermodynamics in presence of multiple reser-
voirs. The reason is that the fast momentum variables
which have been eliminated from the description play a
crucial role in the heat transfers. Hence, we proposed a
correct overdamped stochastic thermodynamics that we
systematically derived by applying timescale separation
techniques to the equation of motion for the generating
function of the heat transfers. We showed that it pre-
serves the fluctuation theorems and that its prediction
for the long-time heat statistics always coincides with the
underdamped one in absence of non-conservative forces.
We illustrated our results using a exactly solvable
Brownian heat engine consisting of a Brownian particle
confined on a one-dimensional ring and subjected to a
constant force while in contact with two reservoirs. By
doing so, we showed that the calculations using our over-
damped approximation are far simpler than the under-
damped ones and we also showed that the overdamped
long-time heat statistics coincides with the underdamped
one, this time in presence of a non-conservative force.
We now conclude. The study of thermal heat engines
at the microscale is attracting considerable interest. En-
gines made of Brownian particles are paradigmatic ex-
amples of such engines. Although the underdamped the-
ory can be used to correctly assess the thermodynamic
properties of these engines, it can be hard to implement
in practice because the equations can be very hard to
solve. Since it is often the case in microscale machines
that momenta evolve much faster than positions, mak-
ing use of the overdamped approximation is justified and
considerably simplifies calculations. We thus hope that
the overdamped stochastic thermodynamics for multiple
reservoirs presented in this paper will provide a solid ba-
sis for future studies on the performance of Brownian
heat engines.
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Appendix A: Rescaling of variables
For simplicity, we rescale the quantities as
x = x˜
√
kBT ef
m
, (A1)
v = v˜
√
kBT ef
m
, (A2)
f = f˜
√
mkBT ef , (A3)
Q = Q˜kBT
ef , (A4)
where the tildes indicate that the quantities are rescaled.
Then, the time-evolution equations (1) and (2) reduce to
dx˜t = v˜tdt, (A5)
dv˜t = f˜t(x˜t)dt+
∑
ν
− γ˜ν

v˜tdt+
√
2γ˜ν T˜ ν

dwνt
 ,(A6)
dQ˜νt =
1

γ˜ν(v˜2t −NT˜ ν)−
√
2γ˜ν T˜ ν

v˜t · dwνt , (A7)
where  = m/γef is the overdamped parameter and we
define the relative friction coefficient γ˜ν = γν/γef and the
relative temperature T˜ ν = T ν/T ef . We note that these
quantities satisfy ∑
ν
γ˜ν = 1, (A8)∑
ν
γ˜ν T˜ ν = 1. (A9)
Throughout Appendices, we use these rescaled variables
for simplicity.
Appendix B: Derivation of Eq. (19)
Here, we derive the time-evolution equation of the gen-
erating function. This derivation is a generalization of
the derivation of the Fokker-Planck equation from the
Langevin equation given in Ref. [5]. We consider a
stochastic function
Ft(x˜, v˜, {Λν}) = δ(x˜t − x˜)δ(v˜t − v˜) exp
[∑
ν
ΛνQ˜νt
]
.(B1)
The increment of Ft(x˜, v˜, {Λν}) can be calculated as
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dFt(x˜, v˜, {Λν})
= (∂x˜tFt)dx˜t + (∂v˜tFt)dv˜t +
1
2
(∂2v˜tFt)(dv˜t)2 +
∑
ν
ΛνFtdQ˜νt +
1
2
∑
ν,ν′
ΛνΛν
′FtdQ˜νt dQ˜ν
′
t +
∑
ν
Λν(∂v˜tFt)dv˜tdQνt
= −∂x˜(Ftdx˜t)− ∂v˜(Ftdv˜t) + 1
2
∂2v˜(Ft(dv˜t)2) +
∑
ν
ΛνFtdQ˜νt +
1
2
∑
ν,ν′
ΛνΛν
′FtdQ˜νt dQ˜ν
′
t −
∑
ν
Λν∂v˜(Ftdv˜tdQ˜νt ). (B2)
Here, we have to keep the quadratic terms of dv˜t and dQ˜
ν
t , since they contain terms proportional to (dw
ν
t )
2, which is
the order of dt. To obtain the last line, we use the fact that F is an even function with respect to x˜t − x˜ and v˜t − v˜.
We average Eq. (B2). For example, the average of the second term on the right-hand side of Eq. (B2) is
〈∂v˜(Ftdv˜t)〉 = ∂v˜ 〈Ftdv˜t〉
= ∂v˜
〈
δ(x˜t − x˜)δ(v˜t − v˜) exp
[∑
ν
ΛνQ˜νt
]f˜t(x˜t)dt+∑
ν
− γ˜ν

v˜tdt+
√
2γ˜ν T˜ ν

dwνt
〉
= ∂v˜
[(
f˜t(x˜)dt− 1

v˜dt
)〈
δ(x˜t − x˜)δ(v˜t − v˜) exp
[∑
ν
ΛνQ˜νt
]〉]
= f˜t(x˜)(∂v˜Gt)dt− 1

∂v˜(v˜Gt)dt. (B3)
The average of the third term on the right-hand side of Eq. (B2) is〈
1
2
∂2v˜(Ft(dv˜t)2)
〉
=
1
2
∂2v˜
〈Ft(dv˜t)2〉
=
1
2
∂2v˜
〈
δ(x˜t − x˜)δ(v˜t − v˜) exp
[∑
ν
ΛνQ˜νt
]∑
ν
√
2γ˜ν T˜ ν

dwνt
∑
ν′
√
2gν′ T˜ ν′

dwν
′
t + o(dt)
〉
=
1

(∂2v˜Gt)dt+ o(dt). (B4)
Other terms in Eq. (B2) can be evaluated in a similar way. As a result, we obtain
∂tGt =−v˜∂x˜Gt − f˜t(x˜)∂v˜Gt
+
1

[
∂v˜(v˜Gt) + ∂
2
v˜Gt +
∑
ν
Λν γ˜ν(v˜2 −NT˜ ν)Gt +
∑
ν
(Λν)2γ˜ν T˜ ν v˜2Gt + 2
∑
ν
Λν γ˜ν T˜ ν∂v˜(v˜Gt)
]
, (B5)
which is equivalent to Eq. (19).
Appendix C: Derivation of underdamped fluctuation
theorems
In this Appendix, we derive the three fluctuation the-
orems (26), (31) and (33) in underdamped dynamics.
1. Finite-time integral fluctuation theorem
To show the integral fluctuation theorem (26), we de-
fine the initial-point conditioned generating function
Gt(x˜, v˜, {Λν}|x˜′, v˜′)
=
〈
δ(x˜t − x˜)δ(v˜t − v˜)e
∑
ν Λ
νQ˜νt
∣∣∣x˜0 = x˜′, v˜0 = v˜′〉 .
(C1)
The time-evolution equation of this function is identi-
cal to Eq. (19). Here, we consider the case of Λν =
−1/T˜ ν . Then, the generating function Grt(x˜, v˜|x˜′, v˜′) :=
Gt(x˜, v˜, {−1/T˜ ν}|x˜′, v˜′) satisfies
∂tG
r
t = −v˜∂x˜Grt − f˜t∂v˜Grt +
1

[
∂2v˜G
r
t − v˜∂v˜Grt
]
.(C2)
For convenience, we define
Gtt(x˜, v˜|x˜′, v˜′) :=
Pt(x˜, v˜)
P0(x˜′, v˜′)
Grt(x˜, v˜|x˜′, v˜′)
=
〈
δ(x˜t − x˜)δ(v˜t − v˜)e−∆st/kB−
∑
ν Q˜
ν
t /T˜
ν
∣∣∣x˜0 = x˜′, v˜0 = v˜′〉 .
(C3)
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We note that
Gt0(x˜, v˜|x˜′, v˜′) =
P0(x˜, v˜)
P0(x˜′, v˜′)
δ(x˜− x˜′)δ(v˜ − v˜′)
= δ(x˜− x˜′)δ(v˜ − v˜′). (C4)
From Eqs. (25) and (C2), the time-evolution equation of
Gtt is derived as
∂tG
t
t =
1
P0
∂t(G
r
tPt)
=
1
P0
((∂tG
r
t)Pt +G
r
t∂tPt)
= −v˜∂x˜Gtt − f˜t∂v˜Gtt +
1

[∂2v˜G
t
t + ∂v˜(v˜G
t
t)]
−2

(v˜Pt + ∂v˜Pt)∂v˜
(
Gtt
Pt
)
. (C5)
Now, we define
Gtt(x˜, v˜) :=
∫
dx˜′dv˜′ Gtt(x˜, v˜|x˜′, v˜′)P0(x˜′, v˜′). (C6)
Then, we obtain
Gt0(x˜, v˜) = P0(x˜, v˜), (C7)
and Gtt(x˜, v˜) obeys the time-evolution equation (C5). We
can observe that if Gtt(x˜, v˜) = Pt(x˜, v˜) the last term on
the right-hand side of Eq. (C5) vanishes, and the re-
maining terms are the ones in the Kramers equation (see
Eq. (25)). Therefore, together with the initial condition
(C7), we can conclude that the solution of Eq. (C5) is
Gtt(x˜, v˜) = Pt(x˜, v˜). (C8)
Therefore, by definition, we have
〈e−∆s˜tot〉 =
∫
dxdv Gtτ (x˜, v˜)
=
∫
dxdv Pτ (x˜, v˜)
= 1, (C9)
which is nothing but the integral fluctuation theo-
rem (26).
2. Finite-time detailed fluctuation theorem
Here, we consider the situation in which the system
starts from a thermal equilibrium state with the refer-
ence reservoir ν = 0. In accordance with the detailed
fluctuation theorem (31), we consider a new generating
function
Gt(x˜, v˜,Λ) :=
〈
δ(x˜− x˜t)δ(v˜ − v˜t) exp[−ΛT˜ 0∆is˜t]
〉
,
(C10)
where the rescaled irreversible entropy production is de-
fined by
− T˜ 0∆is˜t :=
∑
ν
ηνQ˜νt − W˜t + ∆F˜t, (C11)
where the work and the free energy are rescaled as
Ft = F˜tkBT
ef ,Wt = W˜tkBT
ef . We can derive the time-
evolution equation of Gt as
∂tGt = Lt(Λ)Gt − Λ(∂tV˜t)Gt − Λf˜nct (x˜)v˜Gt + Λ(∂tF˜t)Gt
=
[
Lt(Λ) + T˜
0Λ(∂t lnP
eq
t )− Λf˜nct (x˜)v˜
]
Gt, (C12)
where P eqt (x˜, v˜) = exp[−(v˜2/2 + V˜t(x˜)− F˜ )/T˜ 0] and
Lt(Λ) = Lt({Λν = ηνΛ}). This time-evolution opera-
tor is decomposed as
Lt(Λ) = L
0
t +
1

L1(Λ), (C13)
L0t = −v˜∂x˜ − f˜t∂v˜, (C14)
L1(Λ) = ∂2v˜ + (1 + 2B)v˜∂v˜ + (Av˜
2 +NB+N),(C15)
where
A(Λ) = A({Λν = ηνΛ})
= Λ
(
Λ− β0)(1− 2T˜ 0 + (T˜ 0)2∑
ν
βν γ˜ν
)
+Λ
(
β0 − 1) , (C16)
B(Λ) = B({Λν = ηνΛ})
= Λ(1− T˜ 0), (C17)
with βν = 1/T˜ ν . Noting
B(Λ) +B
(
β0 − Λ) = β0 − 1, (C18)
A(Λ)− A (β0 − Λ) = β0 [B(Λ)−B (β0 − Λ)] , (C19)
we can confirm the symmetry of
(P eqt (x˜, v˜))
−1Lt(Λ)P
eq
t (x˜, v˜) = L
†
t,v˜→−v˜
(
β0 − Λ)+ β0f˜nct (x˜)v˜, (C20)
where the subscript v˜ → −v˜ means the velocity inversion. From Eq. (C12), we obtain
∂t((P
eq
t )
−1Gt) = (P
eq
t )
−1
[
Lt(Λ) + (T˜
0Λ− 1)(∂t lnP eqt )− Λf˜nct (x˜)v˜
]
Gt. (C21)
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Due to the symmetry (C20), this equation can be rewritten as
∂t((P
eq
t )
−1Gt) =
[
L†t,v˜→−v˜
(
β0 − Λ)+ (T˜ 0Λ− 1)(∂t lnP eqt ) + (β0 − Λ)f˜nct (x˜)v˜] (P eqt )−1Gt. (C22)
As a result, we obtain
(P eqτ )
−1Gτ = T exp
[∫ τ
0
dt L†t,v˜→−v˜
(
β0 − Λ)+ (T˜ 0Λ− 1)(∂t lnP eqt ) + (β0 − Λ)f˜nct (x˜)v˜] . (C23)
When we define the inverted time t¯ = τ − t, this equation can be rewritten as
Gτ (x˜, v˜,Λ) = P
eq
0¯
(x˜, v˜)T¯ exp
[∫ τ
0
dt¯ L†τ−t¯,v˜→−v˜
(
β0 − Λ)− (T˜ 0Λ− 1)(∂t¯ lnP eqτ−t¯) + (β0 − Λ)f˜ncτ−t¯(x˜)v˜] , (C24)
where T¯ represents the anti-time-ordering operator. Integrating over x˜ and v˜, we obtain∫
dx˜dv˜ Gτ (x˜, v˜,Λ) =
∫
dx˜dv˜ T exp
[∫ τ
0
dt¯ Lτ−t¯,v˜→−v˜
(
β0 − Λ)+ T˜ 0(β0 − Λ)(∂t¯ lnP eqτ−t¯) + (β0 − Λ)f˜ncτ−t¯(x˜)v˜]P eq0˜ (x˜, v˜)
=
∫
dx˜dv˜ G¯τ¯
(
x˜,−v˜, β0 − Λ) , (C25)
where G¯ is the generating function in the reversed process that starts from the equilibrium distribution P eq
0¯
= P eqτ
and applies the force in the reversed manner. In terms of the probability distribution function of the irreversible
entropy production P (∆is˜), Eq. (C25) is equivalent to∫
d∆is˜ P (∆is˜) exp[−ΛT˜ 0∆is˜] =
∫
d∆is˜ P¯ (∆is˜) exp[−(β0 − Λ)T˜ 0∆is˜]
=
∫
d∆is˜ P¯ (−∆is˜)e∆is˜ exp[−ΛT˜ 0∆is˜], (C26)
where P¯ represents the probability in the reversed pro-
cess. Equation (C26) indicates the finite-time detailed
fluctuation theorem of the irreversible entropy produc-
tion, namely,
P¯ (−∆is˜)
P (∆is˜)
= exp [−∆is˜] , (C27)
which is Eq. (31) in the original scale.
3. Asymptotic steady-state fluctuation theorem
Here, we consider the fluctuation symmetry of the gen-
erator Lt({Λν}). We note that
A ({−Λν − βν}) = A({Λν}), (C28)
B ({−Λν − βν}) = −B({Λν})− 1. (C29)
As a result, we obtain
L1† ({−Λν − βν}) = L1({Λν}), (C30)
where the superscript † represents the adjoint operator.
On the other hand, we have
L0†t = v∂x + ft∂v = L0t,v→−v, (C31)
where the subscript v → −v means the velocity inversion.
Hence, we have
L†t ({−Λν − βν}) = Lt,v→−v({Λν}), (C32)
which is nothing but Eq. (33).
Since the adjoint operation and the velocity inversion
do not change eigenvalues of a differential operator, we
conclude that the eigenvalues of Lt({Λν}) are the same
as those of Lt({−Λν − βν}). Consequently, when the
force ft(x) is time-independent, the generating function
asymptotically has the symmetry
lim
t→∞
1
t
ln
Gt({Λν})
Gt({−Λν − βν}) = 0, (C33)
because the long-time behavior is dominated by the
largest eigenvalue of L({Λν}). One might therefore ex-
pect that the asymptotic steady-state fluctuation theo-
rem for the joint probability distribution of heats holds
under time-independent force. However, this is not the
case due to non-analyticity.
For ordinary situations, the large deviation function of
the probability distribution function h({qν}) defined by
P ({Qνt }) ' exp [th({Qνt /t})] (C34)
is related to the largest eigenvalue α({Λν}) of L({Λν})
by the Legendre transform as
h({qν}) = min
{Λν}
[
α({Λν})−
∑
ν
qνΛν
]
. (C35)
As a result, the symmetry of the generating func-
13
tion (C33) leads to the fluctuation theorem
lim
t→∞
1
t
ln
P ({Q˜νt = q˜νt})
P ({Q˜νt = −q˜νt})
=
∑
ν
q˜ν
T˜ ν
. (C36)
Equation (C35) is guaranteed by the saddle-point ap-
proximation in the long-time limit. However, when the
asymptotic behavior of the generating function
Gt({Λν}) ' g({Λν}) exp[tα({Λν})] (C37)
has a singularity in that g({Λν}) has a pole in the region
of the saddle-point approximation, Eq. (C35) does not
hold. Consequently, the fluctuation theorem (C36) ceases
to be valid [35, 36, 48–50], although the symmetry of the
time-evolution operator (33) holds. Some observations
imply that this is true for our case and therefore the
steady-state fluctuation theorem (C36) would not hold.
Clarifying this point is left as a topic for future research.
Appendix D: Derivation of overdamped
approximation
In this Appendix, we derive overdamped time-
evolution equation from Eqs. (42-44).
First of all, we search for the eigenvalues of L1({Λν}).
The equation for the right eigenfunctions can be written
as L1({Λν})φ(v˜, {Λν}) = α({Λν})φ(v˜, {Λν}), or equiva-
lently
∂2v˜φ+ (1 + 2B)v˜∂v˜φ+ (Av˜
2 +NB +N − α)φ = 0.(D1)
To simplify this equation, we transform φ as
φ(v˜, {Λν}) = ϕ(v˜, {Λν}) exp
[
−1
2
κ({Λν})v˜2
]
, (D2)
where κ is a yet undetermined constant. Then, we obtain
∂2v˜ϕ+ (1 + 2B − 2κ)v˜∂v˜ϕ+
[
(κ2 − (1 + 2B)κ+A)v˜2 +N(1 +B − κ)− α]ϕ = 0. (D3)
To eliminate the coefficient of v˜2ϕ, we set κ =
(1 + 2B +R)/2, where R =
√
(1 + 2B)2 − 4A. Then, we
acquire
∂2v˜ϕ−Rv˜∂v˜ϕ+
(
N(1−R)
2
− α
)
ϕ = 0. (D4)
If we define a new variable as u =
√
R/2v˜, the equation
reduces to
∂2uϕ− 2u∂uϕ+
N(1−R)− 2α
R
ϕ = 0, (D5)
which is of the form of the Hermite equation. Therefore,
the eigenfunctions, which vanish at the infinity, are
ϕ{ni} =
N∏
i=1
Hni(ui), (D6)
where ui is the i-th component of u andHn is the Hermite
polynomial of the n-th degree, and n is an integer larger
than or equal to zero. The eigenvalues satisfy
2
N∑
i=1
ni =
N(1−R)− 2α{ni}
R
,
(D7)
In summary, L1 has the eigenvalues
α{ni} =
N(1−R)
2
−R
N∑
i=1
ni, (D8)
and right eigenfunctions
φ{ni} =
N∏
i=1
Hni
(√
R
2
v˜i
)
exp
[
−1
2
κv˜2
]
. (D9)
In a similar way, we can confirm that the left eigenfunc-
tions are
φ¯{ni} =
N∏
i=1
Hni
(√
R
2
v˜i
)
exp
[
−1
2
ρv˜2
]
, (D10)
where ρ = (−1− 2B +R)/2.
From Eq. (42), we observe that the eigenfunction φ0
corresponding to the largest eigenvalue α0 survives after
relaxation in the fast timescale, and the other eigenfunc-
tions vanish. Hence, the leading order of the generating
function can be written as
G
(0)
θ,t,tˆ
(x˜, v˜, {Λν}) = Gˆ(0)
t,tˆ
(x˜, {Λν})φ0(v˜)eα0θ, (D11)
where Gˆ
(0)
t,tˆ
(x˜, {Λν}) is an arbitrary function independent
from θ and v˜. Then, Eq. (43) reduces to
(∂θ − L1)G(1)θ,t,tˆ
= −(∂t − L0t,tˆ)G
(0)
θ,t,tˆ
= −
(
∂tGˆ
(0)
t,tˆ
+ v˜∂x˜Gˆ
(0)
t,tˆ
− κf˜t,tˆv˜Gˆ(0)t,tˆ
)
φ0e
α0θ.(D12)
The θ-dependence of the right-hand side is eα0θ, and
therefore the left-hand side should have the same depen-
dence. Hence, we can replace ∂θ in the left-hand side by
α0, and obtain(
α0 − L1
)
G
(1)
θ,t,tˆ
= −
(
∂tG˜
(0)
t,tˆ
+ v˜∂x˜G˜
(0)
t,tˆ
− κf˜t,tˆv˜G˜(0)t,tˆ
)
φ0e
α0θ.(D13)
We note that the assumption that the force is indepen-
dent of θ is crucial in this step. Multiplying φ¯0 from
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left and integrating over v, we obtain 0 = ∂tG˜
(0)
t,tˆ
. Then,
noting L1(v˜φ0) = (α0 −NR)v˜φ0, we can explicitly solve
Eq. (D13) as
G
(1)
θ,t,tˆ
(x˜, v˜, {Λν})
=
[
Gˆ
(1)
t,tˆ
(x˜, {Λν})− 1
NR
v˜(∂x˜ − κf˜t,tˆ)Gˆ(0)tˆ (x˜, {Λν})
]
φ0e
α0θ,
(D14)
where Gˆ
(1)
t,tˆ
(x, {Λν}) is an arbitrary function.
The next order equation (44) reads
(∂θ − L1)G(2)θ,t,tˆ = −(∂t − L0t,tˆ)G
(1)
θ,t,tˆ
− ∂tˆG(0)θ,t,tˆ.(D15)
The only θ dependence is eα0θ, and therefore we obtain
(α0 − L1)G(2)θ,t,tˆ = −(∂t − L0t,tˆ)G
(1)
θ,t,tˆ
− ∂tˆG(0)θ,t,tˆ.(D16)
Multiplying φ˜0 from left and integrating over v˜, we obtain
0 = −∂tGˆ(1)t,tˆ +
1
R2
∂x˜(∂x˜ − κf˜t,tˆ)Gˆ(0)tˆ
+
R− κ
R2
f˜t,tˆ(∂x˜ − κf˜t,tˆ)Gˆ(0)tˆ − ∂tˆGˆ
(0)
tˆ
, (D17)
and equivalently
∂tˆGˆ
(0)
tˆ
+ ∂tGˆ
(1)
t,tˆ
=
1
R2
[∂2x˜ − κ∂x˜(f˜t,tˆ·) + ρf˜t,tˆ∂x˜ +Af˜2t,tˆ]Gˆ
(0)
tˆ
. (D18)
Therefore, when we define
Godt (x˜, {Λν})
=
(
2pi
κ
)N/2 [
Gˆ
(0)
tˆ=t
(x˜, {Λν}) + Gˆ(1)t (x˜, {Λν})
]
,(D19)
the time-evolution equation reduces to
∂tG
od
t = L˜odt ({Λν})Godt +O(2), (D20)
where
L˜odt ({Λν}) =

R2
[∂2x˜ − κ∂x˜(f˜t·) + ρf˜t∂x˜ +Af˜2t ].
(D21)
In terms of Godt , the underdamped generating function
Gt is written as
Gt =
( κ
2pi
)N
2
[
1− 
NR
v˜(∂x˜ − κf˜) +O(2)
]
Godt φ0e
α0θ.
(D22)
Integrating over v˜, we obtain∫
dv˜ Gt =
[
Godt +O(2)
]
exp
[
α0t

]
. (D23)
Setting t = 0, we obtain the initial condition God0 (x˜) =
P od0 (x˜), where P
od
t (x˜) =
∫
dv˜ Pt(x˜, v˜). Integrating
Eq. (D23) over x˜, we obtain
Gt = [Godt +O(2)] exp
[
α0t

]
, (D24)
where we define the overdamped generating function as
Godt ({Λν}) =
∫
dx˜ Godt (x˜, {Λν}). (D25)
Appendix E: Time evolution of the generating
function derived from the overdamped Langevin
equation
In this section, we consider the time evolution of the
generating function in the overdamped system coupled to
a single heat reservoir. After the rescaling, the Langevin
equation reads
dx˜t =
1

f˜tdt+
√
2

dwt. (E1)
The heat generation is written as
dQ˜t = f˜t ◦ ˙˜xtdt
=
1

f2t dt+
√
2

ft ◦ dwt. (E2)
We define the generating
God,singt (x˜,Λ) :=
〈
δ(x˜− x˜t)eΛQ˜t
〉
, (E3)
then the time-evolution can be derived as
∂tG
od,sing
t = L˜od,singt (Λ)God,singt , (E4)
where
L˜od,singt (Λ)
=
1

[∂2x˜ − (1 + Λ)∂x˜(f˜t·)− Λf˜t∂x˜ + Λ(1 + Λ)f˜2t ].(E5)
When T˜ ν = 1, Λν = Λ for all ν, Eq. (50) reduces to
Eq. (E5). We note that we cannot derive a similar result
from the overdamped Langevin equation in presence of
two or more heat reservoirs, because the heats themselves
are ill-defined as discussed in the main text.
Appendix F: Derivation of overdamped fluctuation
theorems
In this Appendix, we derive three overdamped fluc-
tuation theorems, which correspond to the three under-
damped fluctuation theorems derived in Appendix C.
1. Finite-time integral fluctuation theorem
We define a reduced generating function by
God,rt (x˜|x˜′) := Godt (x˜, {Λν = −1/T˜ ν}|x˜′), (F1)
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which counts the entropy production in the heat reser-
voirs. The time-evolution equation is given by
1

∂tG
od,r
t = L˜odt ({Λν = −1/T˜ ν})God,rt
= ∂2x˜G
od,r
t + f˜t∂x˜G
od,r
t (F2)
On the other hand, the marginal probability distribution
P odt (x˜) satisfies the Fokker-Planck equation
1

∂tP
od
t = ∂
2
x˜P
od
t − ∂x˜(f˜tP odt ). (F3)
Let us define
God,tt (x˜|x˜′) :=
P odt (x˜)
P od0 (x˜
′)
God,rt (x˜|x˜′), (F4)
then, from Eqs. (F2) and (F3), the time evolution is given
by
1

∂tG
od,t
t = ∂
2
x˜G
od,t
t − ∂x˜(f˜tGod,tt )
+2(f˜tP
od
t − ∂x˜P odt )∂x˜
(
God,tt
P odt
)
. (F5)
The unconditioned generating function
God,tt (x˜) =
∫
dx˜′ God,tt (x˜|x˜′)P od0 (x˜′) (F6)
satisfies the same time-evolution equation, and the initial
condition is God,t0 (x˜) = P
od
0 (x˜). Since the last term on
the right-hand side of Eq. (F5) vanishes in the case of
God,tt (x˜) = P
od
t (x˜), we can conclude that
God,tt (x˜) = P
od
t (x˜). (F7)
From the normalization of the probability distribution
function, we obtain∫
dx˜ God,tt (x˜) = 1, (F8)
which is the integral fluctuation theorem (66).
2. Finite-time detailed fluctuation theorem
Next, we consider the finite-time detailed fluctuation
theorem. To this aim, the non-conservative work should
be defined in the overdamped approximation and there-
fore we have to generalize the approximation. We start
from the underdamped generating function
Gˇt(x˜, v˜, {Λν}, λ)
=
〈
δ(x˜t − x˜)δ(v˜t − v˜) exp
[∑
ν
ΛνQ˜νt + λW˜
nc
t
]〉
, (F9)
which counts the non-conservative work as well as the
heat flows. By going through almost the same procedure,
we obtain the overdamped time-evolution operator
Lˇodt ({Λν}, λ) =

R2
[∂2x˜ − ∂x˜[(κf˜t + λf˜nct )·] + (ρf˜t − λf˜nct )∂x˜
−(ρf˜t − λf˜nct )(κf˜t + λf˜nct )] (F10)
for the overdamped generating function
Gˇodt (x˜, {Λν}, λ)
=
〈
δ(x˜− x˜t) exp
[∑
ν
ΛνQν,odt + λW
nc,od
]〉
.(F11)
For convenience, we split the time-evolution operator as
Lˇodt ({Λν}, λ) = Lct({Λν}) + Lnct ({Λν}, λ), (F12)
where the first term is the time-evolution operator (50)
for vanishing non-conservative force
Lct({Λν}) := Lodt ({Λν})|f˜nc=0 (F13)
and the remaining terms are packed into the second term
Lnct ({Λν}, λ)
:=

R2
[−(λ+ κ)∂x˜(f˜nct ·)− (λ− ρ)f˜nct ∂x˜
−(ρλ− κλ+ 2κρ)(∂x˜Vt)f˜nct + (ρ− λ)(κ+ λ)(f˜nc)2].
(F14)
With this generalization, we derive the detailed fluc-
tuation theorem. We consider a situation in which the
system starts from an equilibrium state with respect to
the reference reservoir ν = 0. We define
Godt (x˜,Λ) := 〈δ(x˜− x˜t) exp[−ΛT˜ 0∆is˜od]〉, (F15)
where
− T˜ 0∆is˜od = ∆F˜ od − W˜ +
∑
ν
ηνQ˜od,ν . (F16)
The time evolution of Godt is given by
∂tG
od
t = Lˇ
od
t (Λ)G
od
t + Λ(∂tF˜
od
t )G
od
t − Λ(∂tV˜t)Godt
= [Lˇodt (Λ) + T˜
0Λ(∂t lnP
od,eq
t )]G
od
t , (F17)
where we define the time-evolution operator by
Lˇodt (Λ) := Lˇodt ({Λν = ηνΛ}, λ = −Λ). (F18)
In accordance with Eq. (F12), Lˇodt (Λ) is split as
Lˇodt (Λ) = L
c
t(Λ) + L
nc
t (Λ), (F19)
where the conservative and non-conservative parts are
defined by
Lct(Λ) = Lct({Λν = ηνΛ}), (F20)
Lnct (Λ) = Lnct ({Λν = ηνΛ}, λ = −Λ). (F21)
The explicit form of the conservative part reads
Lct(Λ) =

R2
[∂2x + K∂x((∂xV˜t)·)
−P(∂xV˜t)∂x + A(∂xV˜t)2], (F22)
where R(Λ) = R({Λν = ηνΛ}), K(Λ) = κ({Λν = ηνΛ})
and P(Λ) = ρ({Λν = ηνΛ}). By simple calculation, we
obtain
R
(
β0 − Λ) = R(Λ), (F23)
K
(
β0 − Λ) = P(Λ) + β0, (F24)
P
(
β0 − Λ) = K(Λ)− β0. (F25)
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Consequently, we can obtain the symmetry of
(P od,eqt (x˜))
−1Lct(Λ)P
od,eq
t (x˜) = L
c†
t (β
0 − Λ). (F26)
In a similar manner, the same symmetry can be shown
for the non-conservative part
(P od,eqt (x˜))
−1Lnct (Λ)P
od,eq
t (x˜) = L
nc†
t (β
0 − Λ).(F27)
Therefore, the sum of them has the same symmetry
(P od,eqt (x˜))
−1Lˇodt (Λ)P
od,eq
t (x˜) = Lˇ
od†
t (β
0 − Λ).(F28)
As a result, a similar procedure to the one in Ap-
pendix C 2 leads to the symmetry of the overdamped
generating function as∫
dx˜ Godτ (x˜,Λ) =
∫
dx˜ G¯odτ¯ (x˜, β
0 − Λ), (F29)
which means the detailed fluctuation theorem (69).
3. Asymptotic steady-state fluctuation theorem
Noting Eqs. (C28) and (C29), we obtain
R ({−Λν − βν}) = R({Λν}), (F30)
κ ({−Λν − βν}) = ρ({Λν}), (F31)
ρ ({−Λν − βν}) = κ({Λν}). (F32)
Therefore, Lod has the symmetry
Lod ({−Λν − βν}) = Lod†({Λν}). (F33)
Appendix G: Details of underdamped calculation
In terms of the rescaled variables in Appendix A,
Eq. (78) reads
Lv = −f˜∂v˜ + 1

[∂2v˜ + (1 + 2B)∂v˜(v˜·) +Av˜2 −B].(G1)
The initial condition is rewritten as
G0(v˜, {Λν}) = 1√
2pi
exp
[
−1
2
(v˜ − f˜)2
]
. (G2)
By a method similar to that in Appendix B, we can ob-
tain the eigenvalues of the operator (G1)
αn :=
1−R
2
+
2Af˜2
R2
−Rn (G3)
and the corresponding right eigenfunctions
ψn(v˜) =Hn(u˜) exp
−1
2
κ
(
v˜ − f˜
R
)2 , (G4)
where
u˜ =
√
R
2
(
v˜ − κ− ρ
R2
f˜
)
. (G5)
Therefore, the generating function can be expanded as
G(v˜, {Λν}) =
∞∑
n=0
cnψn(v˜) exp
[
1

(α0 −Rn)t
]
. (G6)
The initial condition is
1√
2pi
exp
[
−1
2
(v˜ − f˜)2
]
=
∞∑
n=0
cnψn(v˜), (G7)
or equivalently
∞∑
n=0
cnHn (u˜) exp
[−u˜2] = exp
−1
2
(v˜ − f˜)2 + 1
2
κ
(
v˜ − f˜
R
)2
− u˜2
 . (G8)
Hence, from the orthogonality of the Hermite polynomials, we obtain
cn =
1√
2pi2nn!
∫
du˜ Hn(u˜) exp
−1
2
(v˜ − f˜)2 + 1
2
κ
(
v˜ − f˜
R
)2
− u˜2
 . (G9)
Then, the generating function is explicitly written as
Gt(v˜, {Λν}) =
∞∑
n=0
1√
2pi2nn!
Hn(u˜) exp
−κ
2
(
v˜ − f˜
R
)2
+
1

(α0 −Rn)t

×
∫
du˜′ Hn(u˜′) exp
−1
2
(v˜′ − f˜)2 + κ
2
(
v˜′ − f˜
R
)2
− u˜′2
 . (G10)
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By using a formula
∞∑
n=0
xn
2nn!
Hn(u˜)Hn(u˜
′) =
1√
1− x2 exp
[
2xu˜u˜′ − (u˜2 + u˜′2)x2
1− x2
]
, (G11)
we obtain
Gt(v˜, {Λν}) =
∫
du˜′
1√
2pi
√
1− e−2Rt/
× exp
2e−Rt/u˜u˜′ − e−2Rt/(u˜2 + u˜′2)
1− e−2Rt −
κ
2
(
v˜ − f˜
R
)2
+
α0t

− 1
2
(v˜′ − f˜)2 + κ
2
(
v˜′ − f˜
R
)2
− u˜′2
 .
(G12)
We can analytically conduct the integration of u˜′ because
the integrand is a Gaussian with respect to u˜′, but the
result is too long to show here. As a result, we can ob-
serve that Gt(v˜, {Λν}) is also a Gaussian with respect to
v˜. Therefore, we can obtain Gt({Λν}) =
∫
dv˜ Gt(v˜, {Λν})
and Ct({Λν}) = lnGt({Λν}) analytically, which are also
too long to show here.
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