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Abstract. We obtain a presentation of principal subspaces of the basic modules for the twisted
affine Kac-Moody Lie algebras of type A
(2)
2n−1, D
(2)
n and E
(2)
6 . Using this presentation, we construct
exact sequences among these principal subspaces, and use these exact sequences to obtain recursions
satisfied by graded dimensions of the principal subspaces. Solving these recursions, we obtain the
graded dimensions of the principal subspaces.
1. Introduction
Principal subspaces of standard modules for untwisted affine Lie algebras were introduced and
studied by Feigin and Stoyanovsky in [FS1]–[FS2]. Motivateded by work of Lepowsky and Primc
[LP], Feigin and Stoyanovsky noticed difference-two type partition conditions in these structures. In
particular, Feigin and Stoynovsky showed that the multigraded dimensions of the principal subspace of
the basic modules for A
(1)
1 are the sum-sides of the Rogers-Ramanujan identities, and more generally,
the multigraded dimensions of the principal subspaces of the higher level standard modules for A
(1)
1
are the sum-sides of the Andrews-Gordon identities.
In [CLM1]–[CLM2], Capparelli, Lepowsky, and Milas, studied the principal subspaces of the stan-
dard modules for A
(1)
1 using the theory of vertex operator algebras and intertwining operators. Un-
der certain assumptions (namely, presentations of principal subspaces using generators and relations
used in [FS1]–[FS2]), they constructed exact sequences among these principal subspaces. They used
these exact sequences to show that the multigraded dimensions of the principal spaces satisfy the
Rogers-Ramanujan and Rogers-Selberg recursions. From these recursions, they recovered the graded
dimensions found in [FS1]–[FS2]. In [CalLM1]–[CalLM2], Calinescu, Lepowsky, and Milas, again us-
ing the theory of vertex operator algebras and intertwining operators, proved the presentations used
in [FS1]–[FS2] and [CLM1]–[CLM2]. In [CalLM3], they extended their work to study the principal
subspaces of basic modules for untwisted affine Lie algebras of type A,D,E. They also constructed
exact sequences among the principal subspaces, found the recursions that the multigraded dimensions
satisfy, and solved those recursions to find the multigraded dimensions of the principal subspaces.
Principal subspaces have been studied from a vertex-algebraic point of view in many other works.
We give a brief overview of recent work in this area. In [C1] and [S1], principal subspaces of higher
level standard A
(1)
2 -modules have been studied in a spirit similar to [CLM1]–[CLM2] and [CalLM1]–
[CalLM2]. These principal subspaces were also student in [AKS], [FFJMM], and in other works
by these authors. Georgiev used the theory of vertex operator algebras and intertwining operators
to construct combinatorial bases for principal subspaces of certain higher level standard modules
for untwisted affine Lie algebras of type A,D,E in [G], and this work has since been extended to
untwisted affine Lie algebras of type B,C by Butorac in [Bu1]–[Bu2] and to the quantum group case
by Kozˇic´ in [Ko]. Principal subspaces of standard modules for more general lattice vertex operator
algebras have been studied in [MPe], [P], and [Ka1]–[Ka2]. Certain commutative variants of principal
1
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subspaces, called Feigin-Stoyanovsky type subspaces, have been studied in [Ba], [J1]–[J2], [JP], and
[T1]–[T3]. The multigraded dimensions of principal subspaces are Nahm sums (cf. [Za]) or closely
resemble Nahm sums, and modularity properties of these sums have been studied in [BCFK] for the
untwisted affine Lie algebras of type A and in [CalMPe] for the twisted affine Lie algebra A
(2)
4 .
The present work is an extension of the work on principal subspaces of basic modules for twisted
affine Lie algebras intiated in [CalLM4] and continued in [CalMPe] and [PS]. We study the principal
subspaces of the basic modules for twisted affine Lie algebras of type A
(2)
2n11 for n ≥ 2, D(2)n for n ≥ 4,
and E
(2)
6 . We prove a presentation of these principal subspaces and use this presentation to find their
multigraded dimensions. It is important to note that the ideas involved in this work and in [CalLM4],
[CalMPe], and [PS] all require slightly different constructions and technical lemmas, and thus have
been studied on a case-by-case basis in these works. To date, there is no known way to handle all
the cases simultaneously. We also note here that in this paper, as well as in [PS], the multigraded
dimensions of the principal subspaces closely resemble Nahm sums, but are not Nahm sums themselves
due to the form that the denominator of the summands (namely, the appearance of terms of the form
(q2; q2)n in the denominators).
We now give a brief outline of this paper. In Section 2 of, we follow [L1] and [CalLM4] and give the
vertex-algebraic construction of the basic modules V TL for the twisted affine Lie algebras A
(2)
2n−1, D
(2)
n ,
and E
(2)
6 , viewed as twisted modules for the lattice vertex operator algebras VL of type A
(1)
2n−1, D
(1)
n ,
and E
(1)
6 . This construction uses the Dynkin diagram automorphisms for the finite dimensional Lie
algebras of type A,D,E, which we denote ν. In Section 3, we recall the notion of principal subspace
(cf. [FS1]–[FS2], [CLM1]–[CLM2], [CalLM1]–[CalLM4], and many others) and define the principal
subspaces WTL of the basic modules constructed in Section 2. We also define certain natural operators
which annihilate the highest weight vectors of the basic modules, as well as left ideals generated by
these operators. In Section 4, we define certain natural “shifting” maps among these ideals, and prove
various containment properties of these maps. In Section 5, we use these maps to show that the left
ideals defined in Section 3 give presentations of our principal subspaces. We use these presentations to
construct exact sequences among our principal subspaces, find recursions satisfied by their multigraded
dimensions:
(1.1)
χ′(x; q) = χ′(x1, . . . , xi−1, q2xi, xi+1, . . . , xk; q) + xiq2χ′(q2〈(αi1 )(0)(αi)(0)〉x1, . . . , q2〈(αik )(0)(αi)(0)〉xk; q)
if ναi = αi and
(1.2)
χ′(x; q) = χ′(x1, . . . , xi−1, qxi, xi+1, . . . , xk; q) + xiqχ′(q2〈(αi1 )(0)(αi)(0)〉x1, . . . , q2〈(αik )(0)(αi)(0)〉xk; q)
if ναi 6= αi. Here, in each case, we denote the simple roots by αi, and denote by (αi)(0) the projection
of the root αi onto the 0 eigenspace of ν extended to the Cartan subalgebra of the underlying finite
dimensional Lie algebra. Consequently, solving these recursions, we obtain the multigraded dimensions
of the principal subspaces:
(1.3) χ
′
(x; q) =
∑
m∈(Zk
≥0
)
q
m
tAm
2
(qa1 ; qa1)m1 · · · (qak ; qak)mk
xm11 · · ·xmkk
where aj = 2 if ναij = αij , aj = 1 if ναij 6= αij and A = 2
(〈
(αij )(0), (αik)(0)
〉)
. The ideas in
Sections 3, 4, and 5 are natural analogues of ideas used in [CalLM1]–[CalLM4] and [PS] to prove
similar presentations, adapted to the setting of this paper.
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2. The Setting
Let
(2.1) L = Zα1 ⊕ · · ·Zαl
be an integral lattice with associated symmetric non-degenerate bilinear form 〈·, ·〉 : L× L→ Z such
that 〈α, α〉 ∈ 2Z for all α ∈ L. In this setting we often say L is an even lattice. We also assume that
L admits an isometry ν : L→ L such that
(2.2) νk = 1
and
(2.3)
〈
ν
k
2α, α
〉
∈ 2Z for all α ∈ L
if k is even. In the language of [L1],[CalLM4] and others, we take k = 2, and in addition assume that
for all α ∈ L we have 〈νk/2α, α〉 ∈ 2Z.
Remark 2.1. The root lattices of the Lie algebras A2n−1, Dn, E6 are special cases of this general
set-up. We will exploit this to analyze the principal subspaces of the level one standard modules of
A
(2)
2n−1, D
(2)
n and E
(2)
6 . The A
(2)
2n case was examined in [CalMPe], and required k = 4 as the period of
ν (which had order 2), doubling the order of the Dynkin diagram automorphism for the Lie algebra
A2n.
Following Section 2 of [CalLM4] (also [L1]) while specializing to our setting, we fix η = −1, the
primitive second root of unity, and set η0 = (−1)2η = −1. Define the functions C0 : L×L→ C× and
C : L× L→ C× by
(2.4) C0(α, β) = (−1)〈α,β〉
and
(2.5) C(α, β) =
1∏
j=0
(−(−1)j)〈νjα,β〉 = (−1)〈α,β〉.
Here we have C = C0.
We define the central extension Lˆ of L by 〈−1〉 using the commutator map C0 (= C). In other
words, we have an exact sequence
(2.6) 1 −→ 〈−1〉 −→ Lˆ −→ L −→ 1
so that aba−1b−1 = C0(a, b) for a, b ∈ Lˆ.
Remark 2.2. In previous related work ([CalLM4], [CalMPe], and [PS]), C0 and C were inequivalent
maps and thus determined two inequivalent central extensions Lˆ and Lˆν , respectively.
After [L1] and [CalLM4], we let
e : L→ Lˆ
α 7→ eα
be a normalized section of Lˆ so that
(2.7) e0 = 1
and
(2.8) eα = α for all α ∈ L.
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We define ǫC0 : L× L→ 〈−1〉 by the condition
(2.9) eαeβ = ǫC0(α, β)eα+β for all α, β ∈ L.
With this set-up ǫC0(= ǫC) is a normalized 2-cocycle associated to the commutator map C0(= C).
In other words,
ǫC0(α, β)ǫC0(α+ β, γ) = ǫC0(β, γ)ǫC0(α, β + γ)
ǫC0(0, 0) = 1
and
(2.10)
ǫC0(α, β)
ǫC0(β, α)
= C0(α, β).
We choose our 2-cocycle to be the Z-bilinear map determined by
(2.11) ǫC0(αi, αj) =
{
1 for i ≤ j
(−1)〈αi,αj〉 for i ≥ j.
As in [L1] and [CalLM4], we lift the isometry ν of L to an automorphism νˆ of Lˆ such that
(2.12) νˆa = νa for a ∈ Lˆ.
and choose νˆ so that
(2.13) νˆa = a if νa = a,
and thus νˆ2 = 1. Set
(2.14) νˆeα = ψ(α)eνα
where ψ : L→ 〈−1〉 is defined by
(2.15) ψ(α) =


ǫC0(α, α) if L is type A2n−1
1 if L is type Dn
(−1)r3r6ǫC0(α, α) if L is type E6 and α =
∑6
i=1 riαi.
Checking that νˆ(eαeβ) = νˆeανˆeβ is clear given that
(2.16) ǫC0(να, νβ) =


ǫC0(β, α) if L is type A2n−1
ǫC0(α, β) if L is type Dn
(−1)r6s3+r3s6ǫC0(β, α) if L is type E6, α =
∑6
i=1 riαi, and β =
∑6
i=1 siαi.
Observe that this choice of lifting satisfies (2.12), (2.13), and
(2.17) νˆeαi = eναi ,
where αi is a simple root.
Now we recall the construction of the vertex operator algebra VL while lifting νˆ to an automorphism
of VL which we also denote by νˆ, and use the space Lˆν to construct νˆ-twisted modules of VL. This
closely follows [L1] and [FLM2]. We begin by setting
(2.18) h = C⊗Z L
and extend the bilinear form on L to a C-bilinear form on h. We view h as an abelian Lie algebra and
consider its affinization
(2.19) hˆ = h⊗ C[t, t−1]⊕ Ck
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where
(2.20) [α⊗ tr, β ⊗ ts] = 〈α, β〉 rδr+s,0k
for α, β ∈ h and r, s ∈ Z, where k is central. We also endow hˆ with a natural Z-grading given by
wt(α⊗ tm) = −m and wt(k) = 0 for α ∈ h and m ∈ Z. Now form the module
(2.21) M(1) = U(hˆ)⊗U(h⊗C[t]⊕Ck) C ∼= S(hˆ−) linearly
where hˆ− = h⊗ t−1C[t−1]. Observe that M(1) inherits the Z-grading from hˆ.
Next we form the Lˆ-module
(2.22) C{L} = C[Lˆ]⊗C[〈−1〉] C ∼= C[L] (linearly).
Using the inclusion ι : Lˆ→ C{L} we write ι(a) = a⊗ 1. This module is C-graded so that
(2.23) wt(ι(1)) = 0
and
(2.24) wt(eα) =
1
2
〈α, α〉 ,
for α ∈ L. We set
(2.25)
VL = M(1)⊗ C{L}
= S
(
hˆ−
)
⊗ C[L] (linearly)
which is naturally acted upon by Lˆ, hˆZ, h, and x
h (h ∈ h) as described in previous work ([CalLM4],[L1],[FLM2]).
For v = h1(−m1) · · ·hr(−mr)⊗ ι(a) ∈ VL with hi ∈ h, mi ∈ N, and a ∈ Lˆ we set
(2.26) Y (v, x) = ◦◦
1
(m1 − 1)!
(
d
dx
)m1−1
h1(x) · · · 1
(mr − 1)!
(
d
dx
)mr−1
hr(x)Y (ι(a), x)
◦
◦
with hi(x) =
∑
m∈Z hi(m)x
−m−1 where we have associated hi ⊗ tm = hi(m). We also have
(2.27) Y (ι(a), x) = E−(−a, x)E+(−a, x)axa
where
(2.28) E±(α, x) = exp

 ∑
m∈±Z+
α(m)
m
x−m

 ∈ (End VL)[[x, x−1]]
for α ∈ h. By Theorem 6.5.3 of [LL], (VL, Y, 1, ω) is a simple vertex algebra of central charge d =
rank L = dimh with 1 = 1⊗ 1 and
(2.29) ω =
1
2
d∑
i=1
hi(−1)hi(−1)1
where {h1, · · · , hd} forms an orthonormal basis of h. We also extend the automorphism νˆ of Lˆ to an
automorphism (which we also denote by νˆ) of VL. Using the tensor product construction of VL (2.25)
we take this extension to be ν ⊗ νˆ. We refer the reader to Section 2 of [CalLM4] ([L1]) for the details
showing that this indeed defines an automorphism of VL.
Our next objective is to construct a νˆ-twisted VL-module in the spirit of [CalLM4] and [L1]. We
skip many details an focus on how this construction specializes to our case.
Set
(2.30) h(m) = {h ∈ h|νˆh = (−1)mh}
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for m ∈ Z, identify h(m) = h(m mod 2), and write
(2.31) h = h(0) ⊕ h(1).
Observe that
(2.32) h(0) = {α+ να|α ∈ h}
and
(2.33) h(1) = {α− να|α ∈ h}.
Let P0 and P1 be the projections of h onto h(0) and h(1) respectively. For h ∈ h and m ∈ Z/2Z we set
h(m) = Pmh. Thus, we may write
(2.34) h(m) =
1
2
(h+ (−1)mνh).
We form the ν-twisted affine Lie algebra associated to h:
(2.35) hˆ[ν] = h(0) ⊗ C[t, t−1]⊕ h(1) ⊗ t
1
2 C[t, t−1]⊕ Ck
where k is central and
(2.36) [α⊗ tr, β ⊗ ts] = 〈α, β〉 rδr+s,0k
for r, s ∈ 12Z, α ∈ h(2r), and β ∈ h(2s). We have that hˆ[ν] is 12Z-graded by weights such that
(2.37) wt(α⊗ tm) = −m and wt(k) = 0.
We set
(2.38) N = (1− P0)h ∩ L
and observe that in our setting we have
(2.39) N =
l∐
i=1
Z(αi − ναi).
Using Proposition 6.2 of [L1], let Cτ denote the one dimensional Nˆ -module C with character τ and
write
(2.40) T = Cτ .
Now consider the induced Lˆν-module
(2.41) UT = C[Lˆν ]⊗C[Nˆ] T ∼= C[L/N ],
which is graded by weights and on which Lˆν , h(0), and x
h for h ∈ h(0) all naturally act. Set
(2.42) V TL = S[ν]⊗ UT ∼= S
(
hˆ[ν]−
)
⊗ C[L/N ],
which is naturally acted upon by Lˆν, hˆ 1
2 Z
, h(0), and x
h for h ∈ h.
For each α ∈ h and m ∈ 12Z define the operators on V TL
(2.43) α(2m) ⊗ tm 7→ ανˆ(m)
and set
(2.44) ανˆ(x) =
∑
m∈ 12Z
ανˆ(m)x−m−1.
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Of most importance will be the νˆ-twisted vertex operators acting on V TL for each eα ∈ Lˆ
(2.45) Y νˆ(ι(eα), x)2
− 〈α,α〉2 E−(−α, x)E+(−α, x)eαxα(0)+
〈α(0),α(0)〉
2 − 〈α,α〉2 .
as defined in [L1], where
(2.46) E±(−α, x) = exp

 ∑
n∈± 12Z+
−α(2n)(n)
n
x−n

 ,
for α ∈ h. For m ∈ 12 and α ∈ L define the component operators xνˆα (m) by
(2.47) Y νˆ(ι(eα), x) =
∑
m∈ 13Z
xνˆα (m)x
−m− 〈α,α〉2 .
Our construction to this point has been fairly general, apart from the restrictions given by (2.2) and
(2.3). From now on we will assume that L is a root lattice of type A2n−1, Dn, or E6. In the case that
we have a root lattice of type A or D we make the standard choice of simple roots, which we now
recall. In the case of A2n−1, we let
(2.48) L = Zα1 ⊕ · · · ⊕ Zα2n−1 with αi = εi − εi−1
where {εi} is the standard basis of R2n. This corresponds to the following standard labeling of the
Dynkin diagram.
α1 α2
. . .
αn−1 αn αn+1
. . .
α2n−2α2n−1
In this case, our isometry ν corresponds to the Dynkin diagram folding and is defined on the simple
roots by
(2.49) ναi = α2n−i for 1 ≤ i ≤ 2n− 1,
and extended Z-linearly. Observe that αn is fixed under ν. Moreover, the corresponding set of roots
is given by
(2.50) ∆ = {εi − εj |1 ≤ i 6= j ≤ 2n},
where we choose the following subset of positive roots
(2.51) ∆+ = {εi − εj |1 ≤ i < j ≤ 2n}
so that we have
(2.52) ∆ = ∆+ ∪ (−∆+).
For 1 ≤ i < j ≤ 2n we may write ±(εi − εj) = ±(αi + αi+1 + · · ·+ αj−1) from which we have
(2.53) ν(±(εi − εj)) = ±(ε2n−j+1 − ε2n−i+1).
In the case of Dn, we have
(2.54)
L = Zα1 ⊕ · · · ⊕ Zαn with αi = εi − εi+1 for 1 ≤ i < n
and αn = εn−1 + εn,
where {εi} is the standard basis of Rn. This corresponds to the following standard labeling of the
Dynkin diagram
α1 α2
. . .
αn−2 αn−1
αn
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In this case, ν is defined by
(2.55)
ναi = αi for 1 ≤ i ≤ n− 2
ναn−1 = αn
ναn = αn−1,
and extended Z-linearly. Moreover, the corresponding set of roots is given by
(2.56) ∆ = {εi ± εj |1 ≤ i 6= j ≤ n},
where we choose the following subset of positive roots
(2.57) ∆+ = {εi ± εj |1 ≤ i < j ≤ n}
so that we have
(2.58) ∆ = ∆+ ∪ (−∆+).
We follow a procedure similar to that above to determine that the action of ν on any root is
(2.59) ν(±(εi ± εj)) = ±(εi ± (−1)δj,nεj),
for 1 ≤ i < j ≤ n.
In the case of E6, we first consider the standard basis for the root system with simple roots given
by
(2.60)
α1 = ε1 − ε2
α2 = ε2 − ε3
α3 = ε3 − ε4
α4 = ε4 + ε5
α5 = −1
2
(ε1 + ε2 + ε3 + ε4 + ε5) +
√
3
2
ε6
α6 = ε4 − ε5,
where {ε1, . . . , ε6} is the standard basis of R6. We now consider the invertible change of basis matrix
(2.61) P =


1
3
1
3
1
3 0 0
1√
3
− 16 − 16 − 16 12 − 12 − 12√3
− 16 − 16 − 16 − 12 12 − 12√3
− 16 − 16 − 16 12 12 12√3
− 16 − 16 − 16 − 12 − 12 12√3
1
3
1
3
1
3 0 0 − 1√3
1
3
1
3 − 23 0 0 0
1
3 − 23 13 0 0 0
− 23 13 13 0 0 0


and observe that for all v,w ∈ ∆E6 , where ∆E6 is the set of roots of E6, we have
(2.62) 〈Pv, Pw〉 = 〈v,w〉 ,
where on the left we take the standard inner product on R9 and on the right the standard inner
product on R6. The result is that a copy of the E6 root system may be embedded into R
9. Now we
make the identification R9 = R3 × R3 × R3 and observe that result is a root system made up of nine
dimensional vectors of the form (v1,v2,v3) ∈ R3×R3×R3. The positive roots are of two main types,
either one of vk = εi − εj with 1 ≤ i < j ≤ 3 while the other two are the zero vector, or one of the
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27 combinations where each vi is taken from {− 23ε1 + 13ε2 + 13ε3, 13ε1 − 23ε2 + 13ε3, 13ε1 + 13ε2 − 23ε3}.
With this identification we relabel the simple roots to be
(2.63)
α1 = (0,0, ε2 − ε3)
α2 = (0,0, ε1 − ε2)
α3 = (
1
3
ε1 − 2
3
ε2 +
1
3
ε3,−2
3
ε1 +
1
3
ε2 +
1
3
ε3,−2
3
ε1 +
1
3
ε2 +
1
3
ε3)
α4 = (0, ε1 − ε2,0)
α5 = (0, ε2 − ε3,0)
α6 = (ε2 − ε3,0,0).
This corresponds to the following labeling of the Dynkin diagram.
α1 α2 α3 α4 α5
α6
Here we have
(2.64)
να1 = α5
να2 = α4
να3 = α3
να6 = α6.
Using this choice for the root vectors the action of ν is given by
(2.65) ν(v1,v2,v3) = (v1,v3,v2).
In each of these cases, we take 〈·, ·〉 : L× L→ Z to be the bilinear form given by
(2.66) 〈α, β〉 = 2(β, α)
(β, β)
,
where (·, ·) is the standard Euclidean inner product given by (εi, εj) = δi,j . Recall from (2.17), in each
of these cases the isometry ν lifts to an automorphism νˆ of VL where
(2.67) νˆeαi = eναi .
Now we focus on the construction of the Lie algebras of type A2n−1, Dn, and E6, as well as their
affine twisted counterparts from the appropriate root lattice and isometry ν. Each of these cases
will be handled simultaneously and we step back to point out significant differences when needed.
Consider the vector space defined by
(2.68) g = h⊕
∐
α∈∆
xα,
where h is defined as in (2.18) and {xα} is a set of symbols, where ∆ is the set of roots corresponding
to L.
We endow g with the structure of a Lie algebra via the bracket defined
(2.69) [h, xα] = 〈h, α〉xα, [h, h] = 0
where h ∈ h and α ∈ ∆ and
(2.70) [xα, xβ ] =


ǫC0(α,−α)α if α+ β = 0
ǫC0(α, β)xα+β if α+ β ∈ ∆
0 otherwise
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Observe that g is a Lie algebra isomorphic to one of type A2n−1, Dn, or E6 depending on the choice
of L. We extend the bilinear form 〈·, ·〉 to g by
(2.71) 〈h, xα〉 = 〈xα, h〉 = 0
and
(2.72) 〈xα, xβ〉 =
{
ǫC0(α,−α) if α+ β = 0
0 if α+ β 6= 0
Following [L1] and [CalLM4], we use our extension of ν : L → L to νˆ : Lˆ → Lˆ to lift the
automorphism ν : h→ h to an automorphism νˆ : g→ g by setting
(2.73) νˆxα = ψ(α)xνα
for all α ∈ ∆, where ψ is defined in (2.15). Here, we are using our particular choices of νˆ (extended
to C{L}) and our section e.
For m ∈ Z set
(2.74) g(m) = {x ∈ g|νˆ(x) = (−1)mx}.
Now we decompose g into eigenspaces of νˆ as follows
(2.75) g(0) =
l∐
i=1
C(αi + ναi)⊕
∐
α∈∆
C(xα + xνα)
and
(2.76) g(1) =
l∐
i=1
C(αi − ναi)⊕
∐
α∈∆
C(xα − xνα)
Form the νˆ-twisted affine Lie algebra associated to g and νˆ:
(2.77) gˆ[νˆ] =
∐
n∈Z
g(n) ⊗ tn/2 ⊕ Ck =
∐
n∈ 12Z
g(2n) ⊗ tn ⊕ Ck
with
(2.78) [x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n + 〈x, y〉mδm+n,0k
and
(2.79) [k, gˆ[νˆ]] = 0,
for m,n ∈ 12Z, x ∈ g(2m), and y ∈ g(2n) Set
(2.80) g˜[νˆ] = gˆ[νˆ]⊕ Cd,
with
(2.81) [d, x⊗ tn] = nx⊗ tn,
for x ∈ g(2n), n ∈ 12Z and [d, k] = 0. The Lie algebra g˜[νˆ] is isomorphic to A
(2)
2n−1, D
(2)
n , or E
(2)
6
depending on the choice of L, and is 12Z-graded.
We now recall the following result that gives V TL the structure of a gˆ[νˆ]-module:
Theorem 2.1. (Theorem 3.1 [CalLM4], Theorem 9.1 [L1], Theorem 3 [FLM2]) The representation
of hˆ[ν] on V TL extends uniquely to a Lie algebra representation of gˆ[νˆ] on V
T
L such that
(xα)(2n) ⊗ tn 7→ xνˆα (n)
for all m ∈ 12Z and α ∈ L. Moreover V TL is irreducible as a gˆ[νˆ]-module.
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As in Section 2 of [CalLM4] (also Section 6 of [L1]) we have a tensor product grading on V TL given
by the action of Lνˆ(0) with
(2.82)
Lνˆ(0)1 =
1
16
1∑
j=1
j(2− j)dim h(j)1
=
1
16
(
dim h(1)
)
,
Where
(2.83) Y νˆ(ω, x) =
∑
m∈Z
Lν(m)x−n−2.
We will write wt(1) =
dim h(1)
16 . For a homogeneous element v ∈ V TL we have
(2.84) Lˆνˆ(0)v =
(
wt(v) +
dim h(1)
16
)
v.
For each of our special cases we have
(2.85)
wt(1) =
n− 1
16
, for A2n−1
wt(1) =
1
16
, for Dn
wt(1) =
1
8
, for E6,
which carries over to the weight of any homogeneous element in (2.84).
By Proposition 6.3 of [DL1] we have that
(2.86) [Y νˆ(ω, x1), Y
νˆ(ι(eα), x2)]
= x−12
d
dx2
Y νˆ(ι(eα), x2)δ(x1/x2)− 1
2
〈α, α〉x−12 Y νˆ(ι(eα), x2)
d
dx1
δ(x1/x2),
where δ(x) =
∑
n∈Z x
n. Taking Resx2Resx1 of x1x
m
2 times of both sides of (2.86) immediately gives
(2.87) [Lνˆ(0), xνˆα (m)] =
(
−m− 1 + 1
2
〈α, α〉
)
xνˆα (m)
and thus
(2.88) wt(xνˆα (m)) = −m− 1 +
1
2
〈α, α〉 .
Let
(2.89) B⋆ = {λi ∈ Q⊗Z L|1 ≤ i ≤ l and 〈λi, αj〉 = δi,j}
be the basis of the lattice dual to L with respect to the basis B = {αi|1 ≤ i ≤ l}. The λi are in the
rational span of B and so using (2.32) we have
(2.90) (λi)(0) =
1
2
(λi + νλi).
We now use the eigenvalues of the operators (λi)(0)(0) to construct a new charge grading as follows.
Let
(2.91) oi = {λ ∈ B⋆|λ = νmλi for some m ∈ N},
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that is, oi is the orbit of λi under the action of ν. Observe that the distinct oi form a partition of B⋆.
Now define
(2.92) λ(i) =
∑
λ∈oi
(λ)(0).
Finally, we define our charge grading to be a tuple built from the eigenvalues of λ(i)(0) as i runs over
all distinct orbits oi. That is
(2.93) ch(xνˆα (m)) =
(〈
α, λ(i1)
〉
,
〈
α, λ(i2)
〉
, . . . ,
〈
α, λ(ik)
〉)
,
where the sets oij are all distinct (and disjoint), with i1 < i2 < · · · < ik. It is easy to see that
(2.94) ch(xνˆα (m)) =
(
di1
〈
α, (λi1 )(0)
〉
, di2
〈
α, (λi2 )(0)
〉
, dik
〈
α, (λik )(0)
〉)
,
where dij = |oij |. Further if ch(v) = (m1, . . . ,mk) then we say the total charge of v is m1 +m2 +
· · ·+mk.
In this case of A2n−1 the amounts to the n-tuple given by
(2.95) ch(xνˆα (m)) =
〈
2
〈
α, (λ1)(0)
〉
, . . . , 2
〈
α, (λn−1)(0)
〉
,
〈
α, (λn)(0)
〉)
.
In the case of Dn we have
(2.96) ch(xνˆα (m)) =
〈〈
α, (λ1)(0)
〉
, . . . ,
〈
α, (λn−2)(0)
〉
, 2
〈
α, (λn−1)(0)
〉)
.
Finally in the E6 case we have
(2.97) ch(xνˆα (m)) =
(
2
〈
α, (λ1)(0)
〉
, 2
〈
α, (λ2)(0)
〉
,
〈
α, (λ3)(0)
〉
,
〈
α, (λ6)(0)
〉)
.
Consider the following ν-stable Lie subalgebra of g:
(2.98) n =
∐
α∈∆+
Cxα.
and its νˆ-twisted affinization
(2.99) nˆ[νˆ] =
∐
m∈Z
n(m) ⊗ tm/2 ⊕ Ck =
∐
m∈ 12Z
n(2m) ⊗ tm ⊕ Ck,
where n(m) is the (−1)m-eigenspace of νˆ in n. As in [CalLM4], [CalMPe], and [PS], we take
(2.100)
n[νˆ] =
∐
m∈ 12Z
n(2m) ⊗ tm
n[νˆ]+ =
∐
m∈ 12Z≥0
n(2m) ⊗ tm
n[νˆ]− =
∐
m∈ 12Z<0
n(2m) ⊗ tm
Now we will investigate the properties of operators from nˆ[νˆ] acting on V TL by investigating the
vertex operators (2.47) and their modes. Using equation (2.93) of [CalLM4], we have that
(2.101) Y νˆ(νˆv, x) = lim
x
1
2→(−1)x 12
Y νˆ(v, x).
In our setting (ADE), we have two cases to consider: when α is fixed under ν or when α is not fixed
under ν, with ν2α = α. In the case that α is fixed we have
(2.102) Y νˆ(ι(eα), x) = lim
x
1
2→(−1)x 12
Y νˆ(ι(eα), x),
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and thus
(2.103) Y νˆ(ι(eα), x) ∈ (End V TL )[[x, x−1]].
In terms of component operators this implies that
(2.104) xνˆα (m) = 0 for all m ∈
1
2
+ Z.
In the other case we have that
(2.105) Y νˆ(ι(eνα), x) = lim
x
1
2→(−1)x 12
Y νˆ(ι(eα), x),
and thus
(2.106)
xνˆνα(m) = x
νˆ
α (m) for m ∈ Z
xνˆνα(m) = −xνˆα (m) for m ∈
1
2
+ Z.
In our setting, the commutator formula among twisted vertex operators becomes
(2.107) [Y νˆ(u, x1), Y
νˆ(v, x2)] =
1
2
x−12 Resx0
( ∑
j∈Z/2Z
δ
(
(−1)j (x1 − x0)
1/2
x
1/2
2
)
Y νˆ(Y (νˆju, x0)v, x2)
)
.
As a consequence, using the fact that 〈α, β〉 ≥ −1 for all α, β ∈ ∆+ we have the following commutator
formula for twisted vertex operators
(2.108)
[
Y νˆ(ι(eα), x1), Y
νˆ(ι(eβ), x2)
]
= x−12
1
2
∑
j∈Z/2Z
δ
(
(−1)j x
1
2
1
x
1
2
2
)
Y νˆ (xνjα(0)ι(eβ), x2) ,
leading to the following lemma:
Lemma 2.1. For 〈α, β〉 ∈ ∆+ we have
(2.109)
[
Y νˆ(ι(eα), x1), Y
νˆ(ι(eβ), x2)
]
= 0 when
〈
νjα, β
〉 ≥ 0 for 0 ≤ j ≤ 1
(2.110)
[
Y νˆ(ι(eα), x1), Y
νˆ(ι(eβ), x2)
]
= x−12
1
2
ǫC0(α, β)δ
(
x
1
2
1
x
1
2
2
)
Y νˆ(ι(eα+β), x2)
when 〈α, β〉 = −1 and 〈να, β〉 ≥ 0
(2.111)
[
Y νˆ(ι(eα), x1), Y
νˆ(ι(eβ), x2)
]
= x−12
1
2
1∑
j=0
ǫC0(ν
jα, β)δ
(
(−1)j x
1
2
1
x
1
2
2
)
Y νˆ
(
ι(eνjα+β), x2
)
when 〈α, β〉 = 〈να, β〉 = −1.
Proof. This follows from the standard vertex algebra fact that xα (−〈α, β〉 − 1) eβ = ǫC0(α, β)eα+β .

We can use Lemma 2.1 to make the following statement regarding component operators.
Corollary 2.1. For α, β ∈ ∆+ and r, s ∈ 12Z chosen from a suitable subset so that the operators are
nonzero (see (2.104)), we have
(2.112) [xνˆα (r) , x
νˆ
β (s)] = 0 when 〈α, β〉 ≥ 0 and 〈να, β〉 ≥ 0,
(2.113) [xνˆα (r) , x
νˆ
β (s)] =
1
2
ǫC0(α, β)x
νˆ
α+β(r + s) when 〈α, β〉 = −1 and 〈να, β〉 ≥ 0,
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and
(2.114)
[xνˆα (r) , x
νˆ
β (s)] =
1
2
ǫC0(α, β)x
νˆ
α+β(r+s)+(−1)2r
1
2
ǫC0(να, β)x
νˆ
να+β(r+s) when 〈α, β〉 = −1 and 〈να, β〉 = −1.
We now present two technical Lemmas that will be of use in the simplification of (2.114).
Lemma 2.2. Suppose that α, β ∈ ∆+ such that 〈α, β〉 = 〈να, β〉 = −1. Then either να = α or
νβ = β.
Proof. We separate our argument into cases depending on type. First considering the A2n−1 case.
Suppose α, β ∈ ∆+ are such that 〈α, β〉 = 〈να, β〉 = −1. Since we are dealing with positive roots
of A2n−1 we may write
(2.115) α = εi − εj with 1 ≤ i < j ≤ 2n
and
(2.116) β = εk − εl with 1 ≤ k < l ≤ 2n.
The isometry ν acts as follows on the roots written in this form
(2.117) να = ε2n+1−j − ε2n+1−i.
Observe that we have
(2.118) − 1 = 〈α, β〉 = δi,k + δj,l − δj,k − δi,l.
We claim that only one of δj,k, δi,l is nonzero. Indeed, otherwise we have
(2.119) β = εk − εl = εj − εi = α /∈ ∆+.
Thus we have i 6= k, j 6= l, and either j = k or i = l (but not both). Without loss of generality we
take j = k, and thus i 6= l. Now considering an expansion of 〈να, β〉 similar to (2.118) we have
(2.120) 2n+ 1− i = j
or
(2.121) 2n+ 1− j = l.
If (2.120) holds we have α = εi − ε2n+1−i which is fixed under ν, while if (2.121) holds we have
β = εj − ε2n+1−j with is also fixed under ν.
Now we consider the Dn case, here we may write positive roots in the form
(2.122) α = εi + (−1)aεj with 1 ≤ i < j ≤ n
and
(2.123) β = εk + (−1)bεl with 1 ≤ k < l ≤ n,
where a, b ∈ {0, 1}. In this setting we have
(2.124) να = εi + (−1)a+δj,nεj .
We may also write
(2.125) − 1 = 〈α, β〉 = δi,k + (−1)aδj,k + (−1)bδi,l + (−1)a+bδj,l
and
(2.126) − 1 = 〈να, β〉 = δi,k + (−1)a+δj,nδj,k + (−1)bδi,l + (−1)a+b+δj,nδj,l.
Using this to expand 〈α, β〉 − 〈να, β〉 = 0 we have
(2.127)
(
(−1)a − (−1)a+δj,n) δj,k − ((−1)a+b − (−1)a+b+δj,n) δj,l = 0.
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We now claim that we cannot have both j = k and j = l, otherwise we would have β = 2ǫj /∈ ∆+.
This leaves us with the following
Case 1: j 6= k and j 6= l and thus at least one of j or l is not n and the corresponding root is fixed
under ν.
Case 2: j = k and j 6= l and thus (−1)a = (−1)a+δj,n which implies j 6= n and α is fixed.
Case 3: j 6= k and j = l and thus (−1)a+b = (−1)a+b+δj,n which implies j 6= n and α is fixed.
Now we consider the E6 case. Here we use a symmetric version of the root system as described
above. We take the root system to be made up of nine dimensional vectors which we consider of the
form (v1,v2,v3) ∈ R3 × R3 × R3. The positive roots are of two main types, either one of vi = εi − εj
with 1 ≤ i < j ≤ 3 while the other two are the zero vector, or one of the 27 combinations where each
vi is taken from {− 23ε1 + 13ε2 + 13ε3, 13ε1 − 23ε2 + 13ε3, 13ε1 + 13ε2 − 23ε3}. In this setting we take the
roots to be
(2.128)
α1 = (0,0, ε2 − ε3)
α2 = (0,0, ε1 − ε2)
α3 = (−1
3
ε1 +
2
3
ε2 − 1
3
ε3,−2
3
ε1 +
1
3
ε2 +
1
3
ε3,−2
3
ε1 +
1
3
ε2 +
1
3
ε3)
α4 = (0, ε1 − ε2,0)
α5 = (0, ε2 − ε3,0)
α6 = (ε2 − ε3,0,0).
We have that
(2.129) ν(v1,v2,v3) = (v1,v3,v2).
Finally, we let α = (v1,v2,v3) and β = (w1,w2,w3) and expand the inner product
(2.130) 〈α, β〉 = 〈v1,w1〉+ 〈v2,w2〉+ 〈v3,w3〉
and notice that the equation 〈α, β〉 − 〈να, β〉 = 0 implies that
(2.131) 〈v2 − v3,w2 −w3〉 = 0.
Now we make the observation that
(2.132) v2 − v3,w2 −w3 ∈ {εi − εj |1 ≤ i, j ≤ 3}.
It is clear that all choices of vi and wj that make α, β ∈ ∆+, none of them allow for (2.131) to
hold unless v2 − v3 = 0 (and thus α is fixed) or w2 −w3 = 0 (and thus β is fixed). 
In view of Lemma 2.2, if 〈α, β〉 = −1 and 〈να, β〉 = −1, then we can write (2.114) as
(2.133) [xνˆα (r) , x
νˆ
β (s)] =
(
1
2
ǫC0(α, β) + (−1)2r
1
2
ǫC0(α, β)
)
xνˆα+β(r + s) = ǫC0(α, β)x
νˆ
α+β(r + s)
if να = α (which also implies r ∈ Z). Finally, if να 6= α (in which case νβ = β and s ∈ Z) we have
[xνˆα (r) , x
νˆ
β (s)] = −[xνˆβ (s) , xνˆα (r)]
= −ǫC0(β, α)xνˆα+β(r + s).
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3. Principal subspaces
Following [CalLM4] and [CalMPe] (cf. [CalLM1]-[CalLM3], [FS1] - [FS2], and other works involving
principal subspaces) we define the principal subspace of a highest weight g˜[νˆ]-module:
Definition 3.1. For any standard g˜[νˆ]-module V with highest weight vector v, define its principal
subspace W to be
W = U (n[νˆ]) · v.
Denote by WTL the principal subspace of the standard g˜[νˆ]-module V
T
L ,
(3.1) WTL = U (n[νˆ]) · vΛ,
where Λ ∈ (h(0) ⊕ Ck ⊕ Cd)∗ is the fundamental weight of g˜[νˆ] defined by 〈Λ, k〉 = 1, 〈Λ, h(0)〉 = 0,
and 〈Λ, d〉 = 0, and vΛ is a highest weight vector of V TL . We have
(3.2) WTL = U (n[νˆ]−) · vΛ.
We take vΛ = 1 = 1⊗ 1 ∈ V TL (∼= S[ν]⊗ UT ).
Consider the surjection
(3.3)
FΛ : U (gˆ[νˆ])→ V TL
a 7→ a · vΛ
and its restriction
(3.4)
fΛ : U (n[νˆ])→WTL
a 7→ a · vΛ
As in previous work ([CalLM1]-[CalLM4], [CalMPe],and others), our main goal is to describe the
kernel of fΛ, giving us a presentation of W
T
L .
Following [CalLM4](cf. [CalLM1]-[CalLM3]) we set
(3.5) NTL = U (gˆ[νˆ])⊗U(gˆ[νˆ])≥0 CvNΛ ,
i.e. the generalized Verma module where,
(3.6) gˆ[νˆ]≥0 =
∐
n≥0
g(n) ⊗ tn/2 ⊕ Ck.
We also use the principal subspaces of the generalized Verma module
(3.7) WT,NL = U (n[νˆ]) · vNΛ ⊂ NTL .
Now we define the following related surjections
(3.8)
FNΛ : U (gˆ[νˆ])→ NTL
a 7→ a · vNΛ
fNΛ : U (n[νˆ])→WT,NL
a 7→ a · vNΛ
as well as
(3.9)
Π : NTL → V TL
a · vNΛ 7→ a · vΛ
π : WT,NL →WTL
a · vNΛ 7→ a · vΛ.
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We now look at some results involving the vertex operators Y νˆ(eα, x). These will be the source of
our description of Ker(fΛ). Using the fact
(3.10) E+(α, x1)E
−(β, x2) =
∏
p∈Z/2Z
(
1− (−1)px
1
2
2
x
1
2
1
)〈νpα,β〉
E−(β, x2)E+(α, x1),
(cf. [L1], [CalLM4]) we have the following results:
Proposition 3.1. For α, β ∈ ∆+ we have
Y νˆ(ι(eα), x)Y
νˆ(ι(eβ), x) = 0, when
〈
νjα, β
〉 ≥ 0 for 0 ≤ j ≤ 2(3.11)
lim
x
1
2
2 →x
1
2
1
(
x
1
2
1 − x
1
2
2
)
Y νˆ(ι(eα), x1)Y
νˆ(ι(eβ), x2) = 0, when 〈α, β〉 = −1 and 〈να, β〉 ≥ 0(3.12)
lim
x
1
2
2 →x
1
2
1
(
x
1
2
1 + x
1
2
2
)
Y νˆ(ι(eα), x1)Y
νˆ(ι(eβ), x2) = 0, when 〈α, β〉 ≥ 0 and 〈να, β〉 = −1(3.13)
lim
x
1
2
2 →x
1
2
1
(x1 − x2)Y νˆ(ι(eα), x1)Y νˆ(ι(eβ), x2) = 0, when
〈
νjα, β
〉
= −1 for 0 ≤ j ≤ 1.(3.14)
By taking appropriate coefficients of the formal variables in the expressions from Proposition 3.1
we have the following sums which, when applied to any vector v ∈ V TL , yield zero.
Corollary 3.1. We have
(3.15) R(α, β|t) =
∑
m1,m2∈ 12Z
m1+m2=−t
xνˆα (m1)x
νˆ
β (m2) when
〈
νjα, β
〉 ≥ 0 for j = 0, 1,
(3.16)
R(α, β|t) =
∑
m1,m2∈ 12Z
m1+m2+
1
2=−t
(
xνˆα
(
m1 +
1
2
)
xνˆβ (m2)− xνˆα (m1)xνˆβ
(
m2 +
1
2
))
when 〈α, β〉 = −1 and 〈να, β〉 ≥ 0,
(3.17)
R(α, β|t) =
∑
m1,m2∈ 12Z
m1+m2+
1
2=−t
(
xνˆα
(
m1 +
1
2
)
xνˆβ (m2) + x
νˆ
α (m1)x
νˆ
β
(
m2 +
1
2
))
when 〈α, β〉 ≥ 0 and 〈να, β〉 = −1,
and
(3.18)
R(α, β|t) =
∑
m1,m2∈ 12 Z
m1+m2+1=−t
(
xνˆα (m1 + 1)x
νˆ
β (m2)− xνˆα (m1)xνˆβ (m2 + 1)
)
when
〈
νjα, β
〉
= −1 for j = 0, 1,
when applied to any v ∈ V TL yield zero.
We define the following truncated finite sums
(3.19) R0(α, β|t) =
∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆα (m1)x
νˆ
β (m2) when
〈
νjα, β
〉 ≥ 0 for j = 0, 1,
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(3.20)
R0(α, β|t) =
∑
m1,m2∈ 12Z<0
m1+m2+
1
2=−t
(
xνˆα
(
m1 +
1
2
)
xνˆβ (m2)− xνˆα (m1)xνˆβ
(
m2 +
1
2
))
when 〈α, β〉 = −1 and 〈να, β〉 ≥ 0,
(3.21)
R0(α, β|t) =
∑
m1,m2∈ 12Z<0
m1+m2+
1
2=−t
(
xνˆα
(
m1 +
1
2
)
xνˆβ (m2) + x
νˆ
α (m1)x
νˆ
β
(
m2 +
1
2
))
when 〈να, β〉 ≥ 0 and 〈να, β〉 = −1,
and
(3.22)
R0(α, β|t) =
∑
m1,m2∈ 12Z<0
m1+m2+1=−t
(
xνˆα (m1 + 1)x
νˆ
β (m2)− xνˆα (m1)xνˆβ (m2 + 1)
)
when
〈
νjα, β
〉
= −1 for j = 0, 1,
For the following proposition, we require a certain completion of U (n[νˆ]) n[νˆ]+, which we call
˜U (n[νˆ]) n[νˆ]+. We refer the reader to [LW] and [S2] for details of the construction of this completion.
Proposition 3.2. For α, β ∈ ∆+ and R(α, β|t) described above we may write
(3.23) R(α, β|t) = R0(α, β|t) + a
where R0(α, β|t) is as above and a ∈ ˜U (n[νˆ]) n[νˆ]+.
Proof. It is clear we can rewrite the infinite sums (3.15) in this form because in this case the operators
xνˆα (m) and x
νˆ
β (n) commute, so we any term that contains a positive mode can easily be written as
an element of ˜U (n[νˆ]) n[νˆ]+.
We now focus on expressions of the form (3.16); the arguments involving (3.17) and (3.18) will be
similar. We first decompose
R(α, β|t) =
∑
m1≥0,m2<0
(
xνˆα
(
m1 +
1
2
)
xνˆβ (m2)− xνˆα (m1)xνˆβ
(
m2 +
1
2
))
+R0(α, β|t) +
∑
m1<0,m2≥0
(
xνˆα
(
m1 +
1
2
)
xνˆβ (m2)− xνˆα (m1)xνˆβ
(
m2 +
1
2
))
.
The third summand is clearly a member of ˜U (n[νˆ]) n[νˆ]+ so we will focus on the first. Using Corollary
2.1 we write
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∑
m1≥0,m2<0
(
xνˆα
(
m1 +
1
2
)
xνˆβ (m2)− xνˆα (m1) xνˆβ
(
m2 +
1
2
))
=
∑
m1≥0,m2<0
(
xνˆβ (m2) x
νˆ
α
(
m1 +
1
2
)
− 1
2
ǫC0(α, β)x
νˆ
α+β
(
m1 +m2 +
1
2
)
−xνˆβ
(
m2 +
1
2
)
xνˆα (m1) +
1
2
ǫC0(α, β)x
νˆ
α+β
(
m1 +m2 +
1
2
))
=
∑
m1≥0,m2<0
(
xνˆβ (m2) x
νˆ
α
(
m1 +
1
2
)
− xνˆβ
(
m2 +
1
2
)
xνˆα (m1)
)
∈ ˜U (n[νˆ]) n[νˆ]+

Define the following left ideals of U (n[νˆ]):
(3.24) J =
∑
t∈Z>0
,ναi=αi
U (n[νˆ])R0(αi, αi|t) +
∑
t∈ 12Z>0
ναi 6=αi
U (n[νˆ])R0(αi, αi|t)
as well as
(3.25) IΛ = J + U (n[νˆ]) n[νˆ]+.
For A2n−1, we let i = 1, . . . , n. For Dn, we let i = 1, . . . , n− 1, and for E6 we let i = 1, 2, 3, 6.
Remark 3.1. The ideal IΛ is defined analogously to the ideals found in [CalLM1]-[CalLM4], [CalMPe],
and [PS]. In the following sections, we investigate the properties of IΛ, and, as in [CalLM1]-[CalLM4],
[CalMPe], and [PS], show that it gives the desired presentation of the principal subspace.
4. Important Mappings
Following [CalLM4], [CalMPe], and [PS], we make use of certain shift automorphisms of U (n[νˆ]).
For γ ∈ h(0) and a character of the root lattice θ : L→ C consider the linear map
(4.1)
τγ,θ : n[νˆ]→ n[νˆ]
xνˆα (m) 7→ θ(α)xνˆα
(
m+
〈
α(0), γ
〉)
.
For suitably chosen γ and θ, this is a Lie algebra automorphism that extends to an automorphism of
U (n[νˆ]) which we also denote by τγ,θ defined by
(4.2)
τγ,θ
(
xνˆβir (mr) · · ·x
νˆ
βi1
(m1)
)
= θ(βi1 + · · ·+ βir )xνˆβir
(
mr +
〈
(βir )(0), γ
〉) · · ·xνˆβi1 (m1 + 〈(βi1)(0), γ〉) ,
where βij ∈ ∆+. As in [CalLM4], [CalMPe], and [PS], we use automorphisms associated to the
elements of h(0) associated to the duals of the simple roots
(4.3) γi = (λi)(0) =
1
2
(λi + νλi)
where, for A2n−1, we let i = 1, . . . , n, for Dn, we let i = 1, . . . , n− 1, and for E6 we let i = 1, 2, 3, 6.
as well as the characters θi defined by
(4.4) θi(αj) = (−1)〈λ
(i),αj〉.
In particular, if L is of type A2n−1, we have:
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(4.5) θi(αi) = −1
(4.6) θi(αj) = 1 if i 6= j and j ∈ {1, . . . , 2n− 1}
for i ∈ {1, . . . , n− 1} and we have
(4.7) θn(αj) = 1 if j ∈ {1, . . . , 2n− 1}
If L is of type Dn, we have:
(4.8) θn−1(αn−1) = −1
(4.9) θn−1(αj) = 1 if j ∈ {1, 2, . . . , n− 2, n}
and define
(4.10) θi(αj) = 1 if j ∈ {1, . . . , n}
for i ∈ {1, . . . , n− 1}.
If L is of type E6, we have:
(4.11) θi(αi) = −1
(4.12) θi(αj) = 1 if i 6= j and j ∈ {1, . . . , 6}
for i ∈ {1, 2} and we have
(4.13) θi(αj) = 1 if j ∈ {1, . . . , 2n− 1} and i ∈ {3, 6}.
The maps τγi,θi have inverses given by τ−γi,θ−1i . The following Lemma follows immediately from the
action of the maps τγi,θi:
Lemma 4.1. We have that
(4.14) τγi,θi
(
U (n[νˆ]) n[νˆ]+ + U (n[νˆ]) x
νˆ
αi (−1)
) ⊂ U (n[νˆ]) n[νˆ]+
if ναi = αi and
(4.15) τγi,θi
(
U (n[νˆ]) n[νˆ]+ + U (n[νˆ])x
νˆ
αi
(
−1
2
))
⊂ U (n[νˆ]) n[νˆ]+
if ναi 6= αi.
Proof. This immediately follows from the fact that 〈γi, β(0)〉 ≥ 0 for each β ∈ ∆+, and the fact that
(4.16) τγi,θi
(
xνˆαi (−1)
)
= θi(αi)x
νˆ
αi (0) ∈ U (n[νˆ]) n[νˆ]+
if ναi = αi and
(4.17) τγi,θi
(
xνˆαi
(
−1
2
))
= θi(αi)x
νˆ
αi (0) ∈ U (n[νˆ]) n[νˆ]+
if ναi 6= αi. 
We now present three Lemmas that are essential in determining KerfΛ. The lemmas and their
proofs largely mirror similar lemmas in [CalMPe] and [PS].
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Lemma 4.2. We have
(4.18) τγi,θi
(
IΛ + U (n[νˆ]) x
νˆ
αi (−1)
)
= IΛ
if ναi = αi and
(4.19) τγi,θi
(
IΛ + U (n[νˆ])x
νˆ
αi
(
−1
2
))
= IΛ
if ναi 6= αi.
Proof. We first show that
(4.20) τγi,θi
(
IΛ + U (n[νˆ])x
νˆ
αi (−1)
) ⊂ IΛ,
if ναi = αi and
(4.21) τγi,θi
(
IΛ + U (n[νˆ])x
νˆ
αi
(
−1
2
))
⊂ IΛ.
if ναi 6= αi In view of Lemma 4.1, it is sufficient to show that τγi,θi(R0(αj , αj |t)) ∈ IΛ. If i 6= j, we
have that
(4.22) τγi,θi(R
0(αj , αj |t)) = R0(αj , αj |t) ∈ IΛ.
If ναi = αi, we have that
τγi,θi(R
0(αi, αi|t)) = τγi,θi

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαi (m1)x
νˆ
αi (m2)


= θi(2αi)

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαi (m1 + 1)x
νˆ
αi (m2 + 1)


= θi(2αi)
(
R0(αi, αi|t− 2) + 2xνˆα1 (−t+ 2)xνˆαi (0)
)
∈ J + U (n[νˆ]) n[νˆ]+ = IΛ.
If ναi 6= αi, we have
(4.23)
τγi,θi
(
R0(αi, αi|t)
)
= τγi,θi

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαi (m1)x
νˆ
αi (m2)


= θi(2αi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαi
(
m1 +
1
2
)
xνˆα2
(
m2 +
1
2
)
= θi(2αi)
(
R0 (αi, αi|t− 1) + 2xνˆαi (−t+ 1)xνˆαi (0)
)
.
∈ IΛ
Since J is the left ideal generated by the R0(αi, αi|t), we have that τγi,θi(J) ⊂ IΛ, establishing
(4.20) and (4.21).
For the other containment, we will prove equivalent statements
(4.24) τ−γi,θ−1i (IΛ) ⊂ IΛ + U (n[νˆ]) x
νˆ
αi (−1) .
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if ναi = αi and
(4.25) τ−γi,θ−1i (IΛ) ⊂ IΛ + U (n[νˆ])x
νˆ
αi
(
−1
2
)
.
if ναi 6= αi
Using
(4.26) τ−γi,θ−1i (x
νˆ
αj (m)) = θ
−1
1 (αi)x
νˆ
αj (m− δi,j)
if ναi = αi and
(4.27) τ−γi,θ−1i (x
νˆ
αj (m)) = θ
−1
1 (αi)x
νˆ
αj
(
m− 1
2
δi,j
)
if ναi 6= αi, it is clear that
(4.28) τ−γi,θ−1i (U (n[νˆ]) n[νˆ]+) ⊂ U (n[νˆ]) n[νˆ]+ + U (n[νˆ])x
νˆ
αi (−1)
if ναi = αi and
(4.29) τ−γi,θ−1i (U (n[νˆ]) n[νˆ]+) ⊂ U (n[νˆ]) n[νˆ]+ + U (n[νˆ]) x
νˆ
αi
(
−1
2
)
if ναi 6= αi. Furthermore, if i 6= j we have that
(4.30) τ−γi,θ−1i (R(αj , αj |t)) = R(αj , αj |t) ∈ IΛ.
Now we investigate the action of τ−γi,θ−1i on R
0(αi, αi|t). If ναi = αi, we have
(4.31)
τ−γi,θ−1i (R
0(αi, αi|t)) = τ−γi,θ−1i

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαi (m1)x
νˆ
αi (m2)


= θ−1(2αi)

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαi (m1 − 1)xνˆαi (m2 − 1)


= θ−1(2αi)
(
R0(αi, αi|t+ 2)− 2xνˆαi (−t− 1)xνˆαi (−1)
)
∈ IΛ + U (n[νˆ]) xνˆαi (−1) .
If ναi 6= αi, we have
(4.32)
τ−γi,θ−1i (R
0(αi, αi|t)) = τ−γi,θ−1i

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαi (m1)x
νˆ
αi (m2)


= θ−1(2αi)

 ∑
m1,m2∈ 12 Z<0
m1+m2=−t
xνˆαi
(
m1 − 1
2
)
xνˆαi
(
m2 − 1
2
)
= θ−1(2αi)
(
R0(αi, αi|t+ 1)− 2xνˆαi
(
−t− 1
2
)
xνˆαi
(
−1
2
))
∈ IΛ + U (n[νˆ])xνˆαi
(
−1
2
)
.
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Since J is the left ideal generated by the R(αi, αi|t), we have that
(4.33) τ−γi,θ−1i (J) ⊂ IΛ + U (n[νˆ]) x
νˆ
αi (−1) .
if ναi = αi and
(4.34) τ−γi,θ−1i (J) ⊂ IΛ + U (n[νˆ])x
νˆ
αi
(
−1
2
)
.
if ναi 6= αi, thus completing the proof of the reverse containment. 
As in [CalLM4], [CalMPe], and [PS] define linear maps ψγi,θi for 1 ≤ i ≤ l on U (n[νˆ]) by:
(4.35)
ψγi,θi : U (n[νˆ])→ U (n[νˆ])
a 7→ τ−αi,θ−1i (a)x
νˆ
αi (−1) ,
if ναi = αi and
(4.36)
ψγi,θi : U (n[νˆ])→ U (n[νˆ])
a 7→ τ−αi,θ−1i (a)x
νˆ
αi
(
−1
2
)
,
if ναi 6= αi.
In the spirit of Lemma 2.2, we present another technical lemma that will be of use for the next
result.
Lemma 4.3. Suppose αi is a simple root and α ∈ ∆+ such that 〈αi, α〉 = 2. Then α = αi.
Proof. We begin with the A2n−1 setting, where αi = εi − εi+1 and α = εk − εl for 1 ≤ i ≤ 2n and
1 ≤ k < l ≤ 2n+ 1. We now observe that
(4.37) 〈αi, α〉 = 〈εi − εi+1, εk − εl〉 = δi,k + δi+1,l − δi+1,k − δi,l = 2.
This implies that i = k and i+ 1 = l and thus α = αi.
Moving on to the Dn setting we will explicitly check the cases that are not covered by (4.37). We
begin with αi = εi − εi+1 for 1 ≤ i ≤ n− 1 and α = εk + εl for 1 ≤ k < l ≤ n. We see that
(4.38) 〈αi, α〉 = 〈εi − εi+1, εk + εl〉 = δi,k + δi,l − δi+1,k − δi+1,l
which implies that k = i = l and thus α = 2εk /∈ ∆+. The remaining Dn cases are similar.
Finally we explore the E6 setting, again using the symmetric basis as described in (2.63). This
setting separates into a four cases.
Case 1: αi 6= α3 and α = (v1,v2,v3) where one of the vi is εk− εl for 1 ≤ k < l ≤ 3. The calculations
for this case are is similar to that of type A2n−1 as described above andf will be omitted.
Case 2: αi 6= α3 and α = (v1,v2,v3) is so that the vi ∈ {− 23ε1 + 13ε2 + 13ε3, 13ε1 − 23ε2 + 13ε3, 13ε1 +
1
3ε2 − 23ε3}. It is clear that no combination of αi and v1,v2,v3 will produce 〈αi, α〉 = 2 in
this case.
Case 3: We have the simple root α3 and α = (v1,v2,v3) where one of the vi is εk−εl for 1 ≤ k < l ≤ 3.
This case is essentially the same as case 2.
Case 4: We have the simple root α3 and α = (v1,v2,v3) is so that the vi ∈ {− 23ε1+ 13ε2+ 13ε3, 13ε1−
2
3ε2 +
1
3ε3,
1
3ε1 +
1
3ε2 − 23ε3}. We first observe that for all vectors u,v ∈ {− 23ε1 + 13ε2 +
1
3ε3,
1
3ε1 − 23ε2 + 13ε3, 13ε1 + 13ε2 − 23ε3} we have 〈u,v〉 = 23 if and only if u = v, otherwise
〈u,v〉 = − 13 . The result follows immediately from this fact.

The following lemmas will be useful in the next section when determining KerfΛ:
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Lemma 4.4. We have that
(4.39) ψγi,θiτγi,θi
(
U (n[νˆ]) n[νˆ]+ + U (n[νˆ])x
νˆ
αi (−1)
) ⊂ IΛ
if ναi = αi and
(4.40) ψγi,θiτγi,θi
(
U (n[νˆ]) n[νˆ]+ + U (n[νˆ])x
νˆ
αi
(
−1
2
))
⊂ IΛ
if ναi 6= αi.
Proof. We begin with the case that αi is fixed under the action of ν. We begin by by examining
ψγi,θiτγi,θi on the elements of n[νˆ]+. Assume that m ≥ 0 and we now consider
(4.41) ψγi,θiτγi,θi(x
νˆ
α (m)) = x
νˆ
α
(
m+
〈
α(0), γi
〉− 〈α(0), αi〉)xνˆαi (−1) ,
where α ∈ ∆+. In this case we have γi = λi and make use of the isometry to write
(4.42)
〈
α(0), γi
〉− 〈α(0), αi〉 = 〈α, λi〉 − 〈α, αi〉 .
Observe that 〈α, αi〉 ∈ {−1, 0, 1, 2}. We use this fact to decompose this argument into a few cases.
We begin with the case that 〈α, αi〉 = 2 which by Lemma 4.3 we have that α = αi and thus
〈α, λi〉 = 1. Observe that
(4.43) ψγi,θiτγi,θi(x
νˆ
αi (0)) = x
νˆ
αi (−1)xνˆαi (−1) = R0(αi, αi|2) ∈ IΛ.
Now if m ≥ 1 we have
(4.44)
ψγi,θiτγi,θi(x
νˆ
αi (m)) = x
νˆ
αi (m− 1)xνˆαi (−1)
= xνˆαi (−1)xνˆαi (m− 1) ∈ U (n[νˆ]) n[νˆ]+ ⊂ IΛ.
We now move on to the case when 〈α, αi〉 = 1 and thus 〈α, λi〉 ≥ 1. In this case, we have that
〈α, λi〉 = 1 or 〈α, λi〉 = 2, and so
(4.45)
ψγi,θiτγi,θi(x
νˆ
α (m)) = x
νˆ
α (m− 1 + 〈α, λi〉)xνˆαi (−1) = xνˆαi (−1)xνˆα (m− 1 + 〈α, λi〉) ∈ U (n[νˆ]) n[νˆ]+ ⊂ IΛ.
When 〈α, αi〉 = 0, we have that 〈α, λi〉 ≥ 0. In this case, we have
(4.46)
ψγi,θiτγi,θi(x
νˆ
α (m)) = x
νˆ
α (m+ 〈α, λi〉)xνˆαi (−1) = xνˆαi (−1)xνˆα (m+ 〈α, λi〉) ∈ U (n[νˆ]) n[νˆ]+ ⊂ IΛ.
Finally, we examine the case when 〈α, αi〉 = −1. In this case, we have that 〈α, λi〉 = 0 or 〈α, λi〉 = 1.
In this case, we have
(4.47)
ψγi,θiτγi,θi(x
νˆ
α (m)) = x
νˆ
α (m+ 1 + 〈α, λi〉) xνˆαi (−1)
= xνˆαi (−1)xνˆα (m+ 1 + 〈α, λi〉) + cxνˆα+αi (m+ 〈α, λi〉) ∈ U (n[νˆ]) n[νˆ]+ ⊂ IΛ,
where c is a nonzero constant given by Corollary 2.1. Finally, we have that
ψγi,θiτγi,θi(x
νˆ
αi (−1)) = xνˆαi (−2)xνˆαi (−1)
= 2R0(αi, αi|3),
so that ψγi,θiτγi,θi(U (n[νˆ])x
νˆ
αi (−1)) ⊂ IΛ.
Now, we examine the case where αi is not fixed by ν. Throughout our calculations for this case we
make use of the fact that by use of the isometry ν we may write
(4.48)
〈
α(0), γi
〉− 〈α(0), αi〉 = 1
2
(〈α, λi〉 − 〈α, αi〉) + 1
2
(〈να, λi〉 − 〈να, αi〉)
Following our previous argument we use the fact 〈α, αi〉 , 〈να, αi〉 ∈ {−1, 0, 1, 2} to decompose into a
few subcases. Those subcases without explicit calculations follow by use of the isometry ν.
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First, if 〈α, αi〉 = 2 by Lemma 4.3 we have α = αi and thus 〈α, λi〉 = 1, 〈να, αi〉 = 0, and
〈να, λi〉 = 0. So we have
(4.49) ψγi,θiτγi,θi(x
νˆ
αi (0)) = x
νˆ
αi
(
1
2
)
xνˆαi
(
1
2
)
= R0(αi, αi|1) ∈ J ⊂ IΛ.
Further if m ≥ 12 we see that
(4.50)
ψγi,θiτγi,θi(x
νˆ
αi (m)) = x
νˆ
αi
(
m+
1
2
)
xνˆαi
(
1
2
)
= xνˆαi
(
1
2
)
xνˆαi
(
m+
1
2
)
∈ U (n[νˆ]) n[νˆ]+ ⊂ IΛ
Now we consider the case when 〈α, αi〉 , 〈να, αi〉 ∈ {0, 1} thus 〈α, λi〉 ≥ 〈α, αi〉 and 〈να, λi〉 ≥
〈να, αi〉. So using (4.48) we have
(4.51)
〈
α(0), γi
〉− 〈α(0), αi〉 ≥ 0
and thus for all m ≥ 0
(4.52)
ψγi,θiτγi,θi(x
νˆ
α (m)) = x
νˆ
α
(
m+
〈
α(0), γi
〉− 〈α(0), αi〉)xνˆαi
(
1
2
)
= xνˆαi
(
1
2
)
xνˆα
(
m+
〈
α(0), γi
〉− 〈α(0), αi〉) ∈ U (n[νˆ]) n[νˆ]+ ⊂ IΛ
Now we move on to the subcase where 〈α, αi〉 ∈ {0, 1} (thus 〈α, λi〉 ≥ 〈α, αi〉) and 〈να, αi〉 = −1
(thus 〈να, λi〉 ∈ {0, 1}). Observe that in this setting we may write
(4.53)
〈
α(0), γi
〉− 〈α(0), αi〉 = 1
2
+ a
with a ∈ 12Z≥0. Using Corollary 2.1 we may write, for m ≥ 0,
(4.54)
ψγi,θiτγi,θi(x
νˆ
α (m)) = x
νˆ
α
(
m+
1
2
+ a
)
xνˆαi
(
−1
2
)
= xνˆαi
(
−1
2
)
xνˆα
(
m+
1
2
+ a
)
+ cxνˆαi+να (m+ a) ∈ U (n[νˆ]) n[νˆ]+ ⊂ IΛ,
where c is a nonzero constant.
After combining cases by use of the isometry ν we are left with the final case of 〈α, αi〉 = 〈να, αi〉 =
−1, which by Lemma 2.2 we have να = α and thus 〈α, λi〉 = 〈να, λi〉 ≥ 0. This implies
(4.55)
〈
α(0), γi
〉− 〈α(0), αi〉 = 1 + a
where a ∈ Z≥0. Finally using Corollary 2.1, for m ≥ 0 we have
(4.56)
ψγi,θiτγi,θi(x
νˆ
α (m)) = x
νˆ
α (m+ 1 + a)x
νˆ
αi
(
−1
2
)
= xνˆαi
(
−1
2
)
xνˆα (m+ 1 + a) + cx
νˆ
αi+να
(
m+
1
2
+ a
)
∈ U (n[νˆ]) n[νˆ]+ ⊂ IΛ,
where c is a nonzero constant. Finally, we have that
ψγi,θiτγi,θi(x
νˆ
αi
(
−1
2
)
) = xνˆαi (−1)xνˆαi
(
−1
2
)
= 2R0(αi, αi|3
2
),
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so that ψγi,θiτγi,θi(U (n[νˆ])x
νˆ
αi
(− 12)) ⊂ IΛ. 
Lemma 4.5. We have
(4.57) ψγi,θiτγi,θi(IΛ + U (n[νˆ]) x
νˆ
αi (−1)) ⊂ IΛ,
if ναi = αi and
(4.58) ψγi,θiτγi,θi(IΛ + U (n[νˆ])x
νˆ
αi
(
−1
2
)
) ⊂ IΛ,
if ναi 6= αi.
Proof. In view of Lemma 4.4, it suffices to show that
(4.59) ψγi,θiτγi,θi(J) ⊂ IΛ.
As with Lemma 4.1, we begin with the case that ναi = αi. First, applying ψγi,θiτγi,θi to R(αi, αi|t),
we have that:
ψγi,θiτγi,θi(R
0(αi, αi|t)) = ψγi,θiτγi,θi

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαi (m1)x
νˆ
αi (m2)


=
∑
m1,m2∈Z<0
m1+m2=−t
xνˆαi (m1 − 1)xνˆαi (m2 − 1)xνˆαi (−1)
= xνˆαi (−1)R0(αi, αi|t+ 2) + aR0(αi, αi|2) ∈ IΛ
for some a ∈ U (n[νˆ]). Now, we apply ψγi,θiτγi,θi to R(αj , αj |t), where i 6= j. If 〈αi, αj〉 = 0, we have
that
(4.60) ψγi,θiτγi,θi(R
0(αj , αj |t)) = xνˆαi (−1)R0(αj , αj |t) ∈ IΛ.
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If 〈αi, αj〉 = −1, we have two cases to consider: the case where ναj = αj and the case where ναj 6= αj .
If ναj = αj , we have
ψγi,θiτγi,θi(R
0(αj , αj |t)) = ψγi,θiτγi,θi

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαj (m1)x
νˆ
αj (m2)


=

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αj (m2 + 1)

 xνˆαi (−1)
= xνˆαi (−1)

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αj (m2 + 1)


+

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αi+αj (m2)

 ǫC0(αj , αi)
+

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαi+αj (m1)x
νˆ
αj (m2 + 1)

 ǫC0(αj , αi)
= xνˆαi (−1)R0(αj , αj |t) + [R0(αj , αj |t− 1), xνˆαi (0)] + b ∈ IΛ
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for some b ∈ U (n[νˆ]) n[νˆ]+. If ναj 6= αj , we have
ψγi,θiτγi,θi(R
0(αj , αj |t)) = ψγi,θiτγi,θi

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1)x
νˆ
αj (m2)

(4.61)
=

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αj (m2 + 1)

xνˆαi (−1)(4.62)
= xνˆαi (−1)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αj (m2 + 1)

(4.63)
−ǫC0(αj , αi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αi+αj (m2)

(4.64)
−ǫC0(αj , αi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαi+αj (m1)x
νˆ
αj (m2 + 1)

(4.65)
= xνˆαi (−1)R0(αj , αj |t− 2)(4.66)
−ǫC0(αj , αi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αi+αj (m2)

(4.67)
−ǫC0(αj , αi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαi+αj (m1)x
νˆ
αj (m2 + 1)

(4.68)
where c ∈ C. We now analyze the last two sums (4.67) and (4.68). First, for (4.67), we have
 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1)x
νˆ
αi+αj (m2)

 =

 ∑
m1,m2∈ 12Z<0
m1+m2=−t+1
xνˆαj (m1)x
νˆ
αi+αj (m2)


+xνˆαj
(
1
2
)
xνˆαi+αj
(
−t+ 1
2
)
+ xνˆαj (0)x
νˆ
αi+αj (−t+ 1)
Notice that if 〈ναj , αi + αj〉 ≥ 0, we have
xνˆαj
(
1
2
)
xνˆαi+αj
(
−t+ 1
2
)
+ xνˆαj (0)x
νˆ
αi+αj (−t+ 1) = xνˆαi+αj
(
−t+ 1
2
)
xνˆαj
(
1
2
)
+ xνˆαi+αj (−t+ 1)xνˆαj (0)
∈ U (n[νˆ]) n[νˆ]+
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if 〈ναj , αi + αj〉 = −1, we have
xνˆαj
(
1
2
)
xνˆαi+αj
(
−t+ 1
2
)
+ xνˆαj (0)x
νˆ
αi+αj (−t+ 1)
= −xνˆναj
(
1
2
)
xνˆαi+αj
(
−t+ 1
2
)
+ xνˆναj (0)x
νˆ
αi+αj (−t+ 1)
= −ǫC0(ναj , αi + αj)xνˆναj+αi+αj (−t+ 1) + xνˆαi+αj
(
−t+ 1
2
)
xνˆναj
(
1
2
)
+ǫC0(ναj , αi + αj)x
νˆ
ναj+αi+αj (−t+ 1) + xνˆαi+αj (−t+ 1)xνˆναj (0)
∈ U (n[νˆ]) n[νˆ]+
so that (4.67) can be expressed as
(4.69) ǫC0(αj , αi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t+1
xνˆαj (m1 + 1)x
νˆ
αi+αj (m2)

+ b
for some b ∈ U (n[νˆ]) n[νˆ]+. For the second sum (4.68), we have∑
m1,m2∈ 12 Z<0
m1+m2=−t
xνˆαi+αj (m1)x
νˆ
αj (m2 + 1)
=
∑
m1,m2∈ 12Z<0
m1+m2=−t+1
xνˆαi+αj (m1)x
νˆ
αj (m2) + x
νˆ
αi+αj (−t+ 1)xνˆαj (0) + xνˆαi+αj
(
−t+ 1
2
)
xνˆαj
(
1
2
)
=
∑
m1,m2∈ 12Z<0
m1+m2=−t+1
xνˆαi+αj (m1)x
νˆ
αj (m2) + b
for some b ∈ U (n[νˆ]) n[νˆ]+. Putting these results together, we see that the sums (4.67) and (4.68) can
be combined and written as
(4.70) [R(αj , αj |t− 1), xνˆαi (0)] + b
for some b ∈ U (n[νˆ]) n[νˆ]+, and so we have
(4.71) ψγi,θiτγi,θi(R
0(αj , αj |t)) ∈ IΛ
as desired.
We now examine the case when ναi 6= αi. Applying ψγi,θiτγi,θi to R(αi, αi|t), we have that:
ψγi,θiτγi,θi(R
0(αi, αi|t)) = ψγi,θiτγi,θi

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαi (m1)x
νˆ
αi (m2)


=
∑
m1,m2∈ 12 Z<0
m1+m2=−t
xνˆαi
(
m1 − 1
2
)
xνˆαi
(
m2 − 1
2
)
xνˆαi
(
−1
2
)
= xνˆαi
(
−1
2
)
R0(αi, αi|t+ 1) + aR0(αi, αi|1) ∈ IΛ
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for some a ∈ U (n[νˆ]). Now, we apply ψγi,θiτγi,θi to R(αj , αj |t), where i 6= j. If 〈αi, αj〉 = 0, we have
that
ψγi,θiτγi,θi(R
0(αj , αj |t)) = xνˆαi
(
−1
2
)
R0(αj , αj |t) ∈ IΛ
if 〈αi, ναj〉 ≥ 0 and
ψγi,θiτγi,θi(R
0(αj , αj |t)) = ψγi,θiτγi,θi

 ∑
m1,m2∈ 12 Z<0
m1+m2=−t
xνˆαj (m1)x
νˆ
αj (m2)


=

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj
(
m1 +
1
2
)
xνˆαj
(
m2 +
1
2
) xνˆαi
(
−1
2
)
= −

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj
(
m1 +
1
2
)
xνˆαj
(
m2 +
1
2
)xνˆναi
(
−1
2
)
= −xνˆναi
(
−1
2
) ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj
(
m1 +
1
2
)
xνˆαj
(
m2 +
1
2
)
+
1
2
ǫC0(αj , ναi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj
(
m1 +
1
2
)
xνˆαj+ναi(m2)


+
1
2
ǫC0(αj , ναi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆναi(m1 +
1
2
)xνˆαj (m2)


= −xνˆναi
(
1
2
)
R0(αj , αj |t− 1) + [R0(αj , αj |t− 1
2
), xνˆναi(0)] + b ∈ IΛ
for some b ∈ U (n[νˆ]) n[νˆ]+ if 〈αi, ναj〉 = −1 (or equivalently 〈ναi, αj〉 = −1).
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As before, if 〈αi, αj〉 = −1, we have two cases to consider: the case where ναj = αj and the case
where ναj 6= αj . If ναj = αj , we have
ψγi,θiτγi,θi(R
0(αj , αj |t)) = ψγi,θiτγi,θi

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαj (m1)x
νˆ
αj (m2)


=

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αj (m2 + 1)

xνˆαi
(
−1
2
)
= xνˆαi
(
−1
2
) ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αj (m2 + 1)


+ǫC0(αj , αi)

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αi+αj
(
m2 +
1
2
)
+ǫC0(αj , αi)

 ∑
m1,m2∈Z<0
m1+m2=−t
xνˆαi+αj
(
m1 +
1
2
)
xνˆαj (m2 + 1)


= xνˆαi (−1)R0(αj , αj |t) + [R0(αj , αj |t− 1), xνˆαi
(
1
2
)
] + b ∈ IΛ
for some b ∈ U (n[νˆ]) n[νˆ]+.
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If ναj 6= αj , we have examine two cases: when 〈ναi, αj〉 = 0 and when 〈ναi, αj〉 = −1. If
〈ναi, αj〉 = 0, we have
ψγi,θiτγi,θi(R
0(αj , αj |t)) = ψγi,θiτγi,θi

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1)x
νˆ
αj (m2)


=

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj
(
m1 +
1
2
)
xνˆαj
(
m2 +
1
2
)xνˆαi
(
−1
2
)
= xνˆαi
(
−1
2
) ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj
(
m1 +
1
2
)
xνˆαj
(
m2 +
1
2
)
+
1
2
ǫC0(αj , αi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj
(
m1 +
1
2
)
xνˆαi+αj (m2)


+
1
2
ǫC0(αj , αi)

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαi+αj (m1)x
νˆ
αj
(
m2 +
1
2
)
= xνˆαi
(
−1
2
)
R0(αj , αj |t) + [R0(αj , αj |t− 1
2
), xνˆαi (0)] + b ∈ IΛ
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for some b ∈ U (n[νˆ]) n[νˆ]+. If 〈ναi, αj〉 = −1, we have
ψγi,θiτγi,θi(R
0(αj , αj |t)) = ψγi,θiτγi,θi

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1)x
νˆ
αj (m2)


=

 ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αj (m2 + 1)

xνˆαi
(
−1
2
)
= xνˆαi
(
−1
2
) ∑
m1,m2∈ 12Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αj (m2 + 1)


+ǫC0(αj , αi)

 ∑
m1,m2∈ 12 Z<0
m1+m2=−t
xνˆαj (m1 + 1)x
νˆ
αi+αj
(
m2 +
1
2
)
+ǫC0(αj , αi)

 ∑
m1,m2∈ 12 Z<0
m1+m2=−t
xνˆαi+αj
(
m1 +
1
2
)
xνˆαj (m2 + 1)


= xνˆαi
(
−1
2
)
R0(αj , αj |t) + [R0(αj , αj |t− 3
2
), xνˆαi (0)] + b ∈ IΛ
for some b ∈ U (n[νˆ]) n[νˆ]+, completing our proof.

Consider the maps
(4.72) eαi : V
T
L → V TL
and their restriction to the principal subspace WTL ⊂ V TL where
(4.73)
eαi · 1 =
2
σ(αi)
xνˆαi (−1) · 1 if ναi = αi
eαi · 1 =
2
σ(αi)
xνˆαi
(
−1
2
)
· 1 if ναi 6= αi,
and
(4.74) eαix
νˆ
β (n) = C(αi, β)x
νˆ
β
(
n− 〈β(0), αi〉) eαi .
Recall that we have a basis dual to the Z-basis with respect to 〈·, ·〉, of L given by {λi|1 ≤ i ≤ l}
as described in (2.89). For λ ∈ {λi|1 ≤ i ≤ l}, we now introduce the map
(4.75) ∆T (λ,−x) = (−1)νλxλ(0)E+(−λ, x).
This is a twisted version of the ∆-map in [Li2]. Recently such twisted maps have been exploited
in [CalLM4], [CalMPe], and [PS]. We will make use the constant term of ∆T (λ,−x) denoted by
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∆Tc (λ,−x). Let us explore the action of ∆Tc (λ,−x) on the operators xνˆβ (m) where β ∈ ∆+. This
calculation will be made in two parts, the first being when ναi = αi and thus νλi = λi:
(4.76)
∆Tc (λi,−x)(xνˆβ (m) · 1) = Coeffx0x−m−11
(
∆T (λi,−x)Y νˆ(eβ, x1)
)
= θi(β)Coeff
x
〈λi,β〉−m−1
1
Y νˆ(eβ , x1)
= θi(β)x
νˆ
β (m+ 〈λi, β〉) · 1
= τγi,θi(x
νˆ
β (m)) · 1,
where we have used the fact that
(4.77) E+(−λi, x)E−(−β, x1) =
(
1− x1
x
)〈λi,β〉
E−(−β, x1)E+(−λi, x).
Now for the case when νλi 6= λi:
(4.78)
∆Tc (λi,−x)(xνˆβ (m) · 1) = Coeffx0x−m−11
(
∆T (λi,−x)Y νˆ(eβ , x1)
)
= θi(β)Coeff
x
1
2 (〈λi,β〉+〈νλi,β〉)−m−1
1
Y νˆ(eβ , x1)
= θi(β)x
νˆ
β
(
m+
1
2
(〈λi, β〉+ 〈νλi, β〉))
)
· 1
= τγi,θi(x
νˆ
β (m)) · 1,
where we have used
(4.79) E+(−λi, x)E−(−β, x1) =
(
1− x
1
2
1
x
1
2
)〈λi,β〉(
1 +
x
1
2
1
x
1
2
)〈νλi,β〉
E−(−β, x1)E+(−λi, x).
It follows that we have linear maps
(4.80)
∆Tc (λi,−x) : WTL →WTL
a · 1 7→ τγi,θi(a) · 1,
where a ∈ U (n[νˆ]).
5. The Main Results
Theorem 5.1. We have
(5.1) Ker fΛ = IΛ,
or equivalently
(5.2) Ker πΛ = IΛ · vNΛ .
Proof. The inclusion
(5.3) IΛ · vNΛ ⊂ Ker πΛ
is trivial. The remainder of the proof will be for the reverse inclusion. Suppose that a ∈ kerπΛ\IΛ ·vNΛ .
We may assume that a is homogeneous with respect to all gradings and is a nonzero such element
with smallest possible total charge. (Consequently, a has a nonzero charge for some (λ(i))(0).) Among
all elements of smallest possible total charge, we may assume that a is also of smallest Lνˆ(0)-weight.
We first show that either
(5.4) a ∈ IΛ + U (n[νˆ])xνˆαi (−1)
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where ναi = αi, or
(5.5) a ∈ IΛ + U (n[νˆ])xνˆαi
(
−1
2
)
,
where ναi 6= αi. Suppose not. Then by Lemma 4.2 we have that
(5.6) τγi,θi(a) · vNΛ /∈ IΛ · vNΛ .
We also have that
(5.7) a · 1 = πΛ(a · vNΛ ) = 0,
and so using (4.80), we have
(5.8) πΛ(τγi,θi(a) · vNΛ ) = τγi,θi(a) · 1 = 0.
But, since
(5.9) wt(τγi,θi(a)) < wt(a)
we have τγi,θi(a) ∈ IΛ, contradicting the minimality of a, and so
(5.10) a ∈ IΛ + U (n[νˆ])xνˆαi (−1)
in the case that ναi = αi or
(5.11) a ∈ IΛ + U (n[νˆ])xνˆαi
(
−1
2
)
,
if ναi 6= αi. First, we suppose that αi is fixed under ν and a ∈ IΛ + U (n[νˆ])xνˆαi (−1), so that
a = b+ cxνˆαi (−1)
for some b ∈ IΛ and c ∈ U (n[νˆ]). Notice that b and cxνˆαi (−1) are of the same total Lνˆ(0) weight and
total charge as a. We have that
cxνˆαi (−1) · 1 = (a− b) · 1 = 0,
so that cxνˆαi (−1) · vnΛ ∈ kerπΛ \ IΛ · vNΛ . We also have that
(5.12) cxνˆαi (−1) · 1 = eαi(ταi,θi(c) · 1) = 0
so that, by the injectivity of eαi , we have that
(5.13) ταi,θi(c) · 1 = 0.
Since ταi,θi(c) has lower total charge than a, we have that
(5.14) ταi,θi(c) ∈ IΛ.
In view of Lemma 4.2, we have that
(5.15) τ−γi,θ−1i (ταi,θi(c)) ∈ IΛ + U (n[νˆ])x
νˆ
αi (−1) .
Finally, applying Lemma 4.5 immediately gives
(5.16) ψγi,τiτγi,θiτ−γi,θ−1i (ταi,θi(c)) = cx
νˆ
αi (−1) ∈ IΛ.
Thus, we have that
(5.17) a = b+ cxνˆαi (−1) ∈ IΛ,
which is a contradiction. A similar proof shows that if αi is not fixed under ν
(5.18) a = b+ cxνˆαi
(
−1
2
)
for some b ∈ IΛ and c ∈ U (n[νˆ]), then a ∈ IΛ, thus giving a contradiction. 
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Theorem 5.2. For i chosen from a subset of {1, 2, 3, · · · , l} so that (αi)(0) creates a complete and
non-repeating list, we have the following short exact sequences
(5.19) 0→WTL
eαi−−→ WTL
∆Tc (λi,−x)−−−−−−−→WTL → 0
Proof. It is clear that for all chosen i eαi , is injective and ∆
T
c (λi,−x) is surjective. Now we take
w = a · 1 ∈ ker ∆Tc (λi,−x) for a ∈ U (n[νˆ]). So we have
(5.20) 0 = ∆Tc (λi,−x)w = τγ1,θ1(a) · 1,
and thus τγi,θi(a) ∈ IΛ by Theorem 5.1. This implies that
(5.21) a ∈ IΛ + U (n[νˆ]) xνˆαi (−1) ,
if ναi = αi and
(5.22) a ∈ IΛ + U (n[νˆ])xνˆαi
(
−1
2
)
,
if ναi 6= αi, by Lemma 4.2. So we have the condition that w = a · 1 ∈ ker ∆Tc (λi,−x) is equivalent to
the condition that a ∈ IΛ + U (n[νˆ]) xνˆαi (−1) ( or IΛ + U (n[νˆ])xνˆαi
(− 12) as appropriate).
Now suppose w = a · 1 ∈ Im eαi for a ∈ U (n[νˆ]). So we can write w = bxνˆαi (−1) · 1 for b ∈ U (n[νˆ])
if ναi = αi or w = b
′
xνˆαi
(− 12) · 1 for b′ ∈ U (n[νˆ]) if ναi 6= αi and thus a · 1 = bxνˆαi (−1) · 1 ∈
IΛ+U (n[νˆ])x
νˆ
αi (−1) a · 1 = b
′
xνˆαi
(− 12) · 1 ∈ IΛ+U (n[νˆ])xνˆα1 (− 12) as appropriate. This implies that
the condition that w = a · 1 ∈ Imeαi is equivalent to the condition that a ∈ IΛ +U (n[νˆ])xνˆαi (−1) (or
IΛ + U (n[νˆ])x
νˆ
αi
(− 12) as appropriate). So we have
(5.23) w = a · 1 ∈ ker ∆Tc (λi,−x) if and only if w = a · 1 ∈ Im eαi ,
and thus
(5.24) ker ∆Tc (λi,−x) = Im eαi .

We use the multi-grading described earlier, and define the multigraded dimension of WTL by:
(5.25) χ(x; q) = tr|WT
L
x
(λ(i1))(0)
1 · · ·x
(λ(ik))(0)
k q
2Lˆνˆ(0) ∈ q
dim(h(1))
16 C[[x, q]],
where the λ(ij) are described in (2.91-2.92). We use the modification
(5.26) χ′(x; q) = q−
dimh(1)
16 χ(x; q) ∈ C[[x, q]].
Corollary 5.1. Let {αi1 , . . . , αik} be a complete set of representatives from the equivalence classes of
the simple roots {α1, . . . , αl} formed by orbits under ν, m = (m1,m2, . . . ,mk). We have the following
short exact sequences
(5.27)
0→ (WTL )(m−εi,n−∑kj=1 2〈(αij )(0),(αi)(0)〉mj+2) eαi−−→ (WTL )(m,n) ∆
T
c (λi,−x)−−−−−−−→ (WTL )(m,n−2mi) → 0,
if ναi = αi and
(5.28)
0→ (WTL )(m−εi,n−∑kj=1 2〈(αij )(0),(αi)(0)〉mj+1) eαi−−→ (WTL )(m,n) ∆
T
c (λi,−x)−−−−−−−→ (WTL )(m,n−mi) → 0,
if ναi 6= αi. Moreover, we have
(5.29)
χ′(x; q) = χ′(x1, . . . , xi−1, q2xi, xi+1, . . . , xk; q) + xiq2χ′(q2〈(αi1 )(0)(αi)(0)〉x1, . . . , q2〈(αik )(0)(αi)(0)〉xk; q)
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if ναi = αi and
(5.30)
χ′(x; q) = χ′(x1, . . . , xi−1, qxi, xi+1, . . . , xk; q) + xiqχ′(q2〈(αi1 )(0)(αi)(0)〉x1, . . . , q2〈(αik )(0)(αi)(0)〉xk; q)
if ναi 6= αi.
Solving this recursion (cf. [A]) and using the notation (a; q)n = (1−a)(1−aq)(1−aq2) . . . (1−aqn−1),
we have:
Corollary 5.2. We have
(5.31) χ
′
(x; q) =
∑
m∈(Zk
≥0
)
q
m
tAm
2
(qa1 ; qa1)m1 · · · (qak ; qak)mk
xm11 · · ·xmkk
where aj = 2 if ναij = αij , aj = 1 if ναij 6= αij and A = 2
(〈
(αij )(0), (αik)(0)
〉)
.
Explicitly,we have:
For g = A2n−1, we have the n× n matrix
A =


2 −1 0 0 0 . . . . . . 0
−1 2 −1 0 0 . . . . . . 0
0 −1 2 −1 0 . . . . . . 0
...
...
...
. . .
... . . . . . .
...
...
...
...
...
. . . . . . . . .
...
...
...
...
...
... 2 −1 0
...
...
...
...
... −1 2 −2
...
...
...
...
... 0 −2 4


Note: This is a symmetrized Cartan matrix for the Lie algebra Cn with the last row multiplied by 2.
For g = Dn, we have the (n− 1)× (n− 1) matrix
A =


4 −2 0 0 0 . . . . . . 0
−2 4 −2 0 0 . . . . . . 0
0 −2 4 −2 0 . . . . . . 0
...
...
...
. . .
... . . . . . .
...
...
...
...
...
. . . . . . . . .
...
...
...
...
...
... 4 −2 0
...
...
...
...
... −2 4 −2
...
...
...
...
... 0 −2 2


Note: This is a symmetrized Cartan matrix for the Lie algebraBn−1 with the first n−2 rows multiplied
by 2.
For g = E6, we have
A =


2 −1 0 0
−1 2 −2 0
0 −2 4 −2
0 0 −2 4


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Note: This is a symmetrized Cartan matrix for the Lie algebra F4 with the last 2 rows multiplied by 2.
Although there is a unique level one standard module for the algebras A
(2)
2n−1, D
(2)
n , and E
(2)
6 as well
as associated twisted VL modules, we will also consider certain shifted principal subspaces and their
characters, in parallel with [CalLM3], [CalMPe], and [PS]. We will only include the general outline
of the construction of the shifted subspaces along with their characters. For a detailed treatment see
[PS].
For γ ∈ Q⊗Z L, we form an isomorphic shifted copy of gˆ[νˆ] denoted by
(5.32) gˆ[νˆγ ].
Further, we have a representation of gˆ[νˆγ ] on a shifted version of V
T
L denoted by V
T,γ
L , with vertex
operators given by
(5.33) Y νˆ,γ(ι(eα), x) = Y
νˆ(ι(eα), x)x
〈α(0),γ〉,
whose highest weight vector is we denote by vγΛ. Finally, we define the γ-shifted principal subspace
(5.34) WT,γL = U(n[νˆγ ]) · vγΛ
where n[νˆγ ] is a shifted version of n[νˆ].
Now we move to our particular set up. Recall γi = (λi)(0) and let γi1 , . . . , γik be a complete list
of such elements. For each j ∈ {i1, . . . , ik} we consider the subspace W γiL with its character χ
′
j(x; q)
defined in parallel with (5.25) and (5.26). These shifted characters are related to χ
′
(x; q) by
(5.35) χ
′
j(x; q) = χ
′
(x1, . . . , q
axj , . . . , xk; q)
where a = 2 if ναij = αij and a = 1 otherwise. This implies that
(5.36) χ
′
j(x; q) =
∑
m∈(Zk
≥0
)
q
m
tAm
2 +amj
(qa1 ; qa1)m1 · · · (qak ; qak)mk
xm11 · · ·xmkk
where ar = 2 if ναir = αir , ar = 1 if ναij 6= αij , a = 2 if ναij = αij , a = 1 if ναij 6= αij , and
A = 2
(〈
(αij )(0), (αik )(0)
〉)
.
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Appl. Algebra 219 (2015) 2300-2345.
[S2] C. Sadowski, Principal subspaces of higher-level standard ŝl(n)-modules, International Journal of Mathemat-
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