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Abstract 
The purpose of this study is to investigate the effectiveness of a multiple item pool design 
verse the commonly used single pool design in terms of measurement precision, item exposure 
control and item pool usage balance for Computerized Adaptive Testing (CAT). Also, the extent 
to that multiple item pools can reduce the bias of CAT in the presence of possibly compromised 
items will be explored. Item selection algorithms were designed using three conditions: item pool 
configuration (single item pool, two item pools, and three item pools), item selection method (the 
random item selection method, the maximum information item selection method, and theα -
Stratified item selection method), and four different item exposure control parameters from the 
Sympson-Hettter method. To investigate the effect of possibly compromised items and multiple 
item pools on measurement precision, compromised items were defined as overexposed items, 
thus becoming artificially compromised items for this study. They were then treated as known to 
all examinees, to represent the worst case scenario. These possibly compromised items were 
assigned to two different locations: (a) both unique and common item pools, and (b) unique item 
pools only. The simulation studies were conducted with two different item bank sizes (N=420 
from the NAEP math assessment item parameters, and N=720 from generated form distribution), 
and various numbers of simulated examines from N (0,1). The results of this study indicated that 
when there were no artificially compromised items in the item bank, the multiple item pool 
design maintained measurement precision, and multiple item pools outperformed a single pool in 
terms of item exposure control and item pool usage. Once artificially compromised items were 
introduced to the item pools, the allocation of the artificially compromised items to unique item 
pools only (as compared to allocation to both common and unique item pools) helped improve 
measurement precision.  
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Chapter 1 
 
Introduction 
The purpose of this study is to investigate the effectiveness of using multiple item pools 
as an alternative to the commonly used single pool design to improve test security for 
computerized adaptive testing. Moreover, this study investigates the extent to that possibly 
compromised items effect measurement precision and item exposure, and whether the multiple 
item pool design can contribute to reducing the inflation of examinee ability estimation when 
item pools have possibly compromised items. 
At the advent of computerized adaptive testing, most researchers set out to maximize test 
efficiency by increasing measurement precision in terms of an individual examinee’s ability and 
minimizing test length, since shorter test length is one of the major advantages of CAT over 
conventional group tests. Thus, the earlier studies of CAT focused only on how the next item 
would be selected based on the examinee’s answer to the current item. This body of research 
showed that individual adaptive testing could maintain measurement precision with fewer items. 
In the early days of CAT research, Lord’s (1980) maximum information item selection 
method (MI) became the most popular item selection method for CAT. The maximum 
information item selection method is composed of two aspects: (a) estimating an examinee’s 
ability level, and (b) selecting the next item at that ability level. Lord used maximum likelihood 
estimation (MLE) to estimate examinee ability and Fisher item information to select the next 
item. Once an examinee’s ability is estimated with MLE, the MI looks for an item that has the 
maximum Fisher information at the examinee’s estimated ability. Thus a CAT test using the MI 
assures maximum test information for each individual examinee. However, some problems with 
the MI surfaced. These problems stem from the nature of MLE (Veerkamp & Berger, 1997), as 
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well as a tendency to consume the high discriminator items from the Fisher item information 
(Chang, 2002; Chang & Ying, 1996; Hau & Chang, 2001). This consumption of high 
discriminator items causes an imbalance in item usage and shrinks the size of the item bank 
substantially. This causes a problem with external test security because of the way CAT tests are 
administered. Although CAT is comprised of individual tests, each individual test shares one 
item bank. Thus, the frequent administration of a CAT test from one item bank enables 
examinees to share items, and their item sharing strategies are getting more and more ingenious. 
Therefore, we need to develop counter-strategies to impede this item sharing. In pursuit of this 
goal, many researchers have tried to develop models or strategies to control item exposure in 
CAT, such as randomization strategies (McBride & Martin, 1983; Kingsbury & Zara, 1989), 
probability models (Sympson and Hetter 1985; Hetter & Sympson, 1997; van der Linden, 2003), 
conditional probability models (Davey and Parshall,1995; Stocking & Lewis, 1995, 1998), and 
stratified models (Chang & Ying, 1999). However, these item exposure control methods have 
revealed their own problems, the management of that produces ever more complicated methods 
that in the end have become very time consuming. Chang and Ansley’s study (2003) measured 
the extensive amount of time these methods took to estimate item exposure control parameters.  
As an alternative to these time consuming and complicated item exposure control 
methods, the use of multiple item pools or rotating item pools has been suggested (Ariel, 
Veldkeam, & van der Linden, 2004; Davey & Nering, 2002; Stocking & Swanson, 1998; Zhang 
& Chang, 2005; Way, 1998). When a single item pool is divided into multiple item pools, the 
multiple item pools can be randomly selected and rotated during test administration. The use of 
multiple item pools or rotating item pools is expected to improve test security in terms of item 
exposure control and item usage balance. Way (1998) and Davey and Nering (2002) 
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concentrated on a rotating concept that uses parts of multiple pools over time and/or 
geographically. For example, a part of a pool is used one day, and then another part of a pool is 
used the next day; or, geographically speaking, part of a pool is used in Chicago one day, and the 
next day another part of a pool is used in New York. Stocking and Swanson’s (1998) a weighted 
deviation model (WDM) and Ariel et al.’s (2004) interim method focused more on the 
construction of multiple item banks, whereas Zhang and Chang (2005) concentrated more on 
enhancing test security via multiple item pools, using randomized item selection algorithms. In 
their model, item rotation takes place during an operational test, unlike the item rotation in the 
partial item pool methods of Way (1998), and Davey and Nering (2002).  
 
Single Item Pool vs. Multiple Item Pools 
Usually, the item bank for computerized adaptive testing is comprised of a single item 
pool. Using multiple item pools has been suggested as an alternative and/or complementary 
method for controlling the underexposure and overexposure of items in CAT/CBT (Stoking & 
Swanson, 1998; Veldkamp & van der Linden, 2004; Way, 1998; Zhang & Chang, 2005). The 
studies of both Stocking and Swanson (1998) and Ariel, Veldkamp, and van der Linden (2004) 
considered how to construct multiple item pools (both independent item pools and overlapping 
item pools) from a large item bank with a consideration toward keeping a balance among item 
pools according to both statistical and non-statistical constraints. Their studies showed that 
multiple item pools perform better than a single item pool. Zhang and Chang’s (2005) multiple 
pool approach focuses primarily on investigating whether multiple item pools actually benefit 
test security, using a randomized item selection algorithm and with mathematical proof. The 
criterion that they use to indicate whether a single pool or multiple pools perform better is the 
   4
proportion of compromised items. With a randomized item selection algorithm, their results did 
not show that multiple item pools improved test security compared to a single item pool under a 
certain condition.  
The expectation that the performance of multiple item pools will be better than a single 
pool, in terms of test security, arises from the following three properties: (a) the probability of an 
item being selected from multiple pools will be lower than its probability of being selected from 
a single pool; (b) the overall size of the item bank (including all of the pools) will be larger than 
that of a single pool; and (c) the probability of item selection can differ between the overlapping 
and non-overlapping pools. Thus, we can use these properties to control the usage of special 
items, such as the more popular items, high priority items, or possibly compromised items. 
The first property behind using multiple pools is to reduce the probability of 
administrating an item. Let )(iPJ be the probability of selecting the item i, from the item pool J.  
)|( JXP i  is the probability of the i
th  item being selected. )|( JXP i  is multiplied by the 
probability )(JP , where )(JP  is the probability of the item pool J  being selected. Thus, suppose 
)|( JXP i is 0.2 and )(JP is 0.3; the probability of the i
th item from the Jth item pool being 
selected is 0.06.  
)()|()( JPJXPiP iJ ×=                                                 (1) 
The second advantage of multiple item pools, especially overlapping item pools, is that 
the number of items in the item bank is larger than the number of items in a single item pool. 
Stocking and Lewis (1998) showed that the size of a bank of multiple overlapping item pools is 
around 6 times larger than the size of the single pool from that the multiple item pools originated. 
However, Zhang and Chang (2005) developed a special type of multiple item pooling in that 
items cannot appear in more than two pools. Figure 1 shows 11 item pools arranged according to 
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Zhang and Chang’s method.  When the number of item pools exceeds two, their structure 
becomes a chain.  
 
Figure1. Zhang and Chang’s multiple item pools. Uj is unique items for item pool j, and Cjk is 
the items shared by pools j and k 
 
In this case, also, the size of the item bank is larger than that of a single item pool. 
Suppose an item is limited to being replicated in only two item pools. In this case, the size of the 
multiple item pools is defined by equation (2),  
  
=
−
= +=
+=
J
j
J
j
J
jk
jkj mNN
1
1
1 1
                                                   (2) 
where jN  is the number of items in item pool j; N is the total number of items; and jkm is the 
number of common items in pools j and k , where 1 ≤ j<k≤ J. For example, when J=2, 
NNNm −+= 2112 . Finally, the sum of jN  is larger than N. 
For the third advantage, consider the case when overlapping item pools are used. In this 
case, the probability of item selection from common item pools and unique item pools is 
different. For example, Stocking and Swanson (1998) suggested a way to control the exposure of 
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popular items using multiple item pools. According to their model, the most popular items are 
assigned to smaller pools to reduce their item exposure rate, and the less popular items are 
assigned to larger pools. While Stocking and Swanson controlled popular items through pool size, 
Zhang and Chang (2005) worked from the understanding that the items in the common item 
pools (the overlapping pools) would be selected more often than the items in the unique item 
pools.  
Suppose there are two item pools, J1 and J2, and there are three items: 1x , 2x , and 3x , in 
the two pools; item 2x appears in both item pools and selection is purely random. In this case, 
2/1)1|( 1 ==JxP  and 2/1)1|( 2 ==JxP . Then 2x and 3x  have the same probability in the 
second item pool: 2/1)2|( 2 ==JxP  and 2/1)2|( 3 ==JxP . To calculate the probability of the 
selected 2x , we have to consider three cases: 2x is not selected, 4/1)( 2 =xP ; 2x is selected only 
once, 4/2)1( 2 ==xP ; and 2x is selected two times, 4/1)2( 2 ==xP . Thus, the probability that 
2x  is selected at least once is 4/32/14/1)1,0( 2 =+==xP . Therefore the probability that the 
overlapping items will be selected is higher than that of the others being selected.  
 
Figure 2. Two item pools with one overlapping item: 2x . 
Zhang and Chang’s (2005) special type of multiple item pooling distinguishes 
overlapping items (common items) and non-overlapping items (unique items). Common items 
 x1 x2 x3 x2 
J=1 J=2 
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are defined as items that appear in more than one item pool (overlapping items), while unique 
items are those that appear in only one item pool. Thus, we can use these two different types of 
items to control the use of items that are overexposed (popular and high priority items) or reused. 
To do so, we can assign the overexposed or reused items to unique item pools, while the 
remaining items are assigned to common item pools. If selection is purely random, the 
probability that the items in the unique item pools will be selected is lower, as demonstrated 
above. However, we are not sure whether the probability of item selection would be different 
between common items and unique items, when we do not use the random item selection method.  
In addition, we are not sure whether multiple item pools are better than single pools, in 
terms of item security. So far, the simulation studies of Stocking and Swanson (1998) and Ariel 
et al. (2002) have shown that multiple item pools are better than a single pool for controlling 
item exposure. However, when we use multiple rotating item pools, as with the partial item pool 
methods of Way (1998), and Davey and Nering (2002), the effect on item exposure might be lost, 
since the size of each partial pool is smaller than the large pool. When multiple rotating item 
pools were used during test administration in Zhang and Chang’s (2005) study, their results did 
not agree with those of their previous two studies. For Zhang and Chang’s studies, the criterion 
they used to compare the effectiveness of single pools and multiple pools was the proportion of 
compromised items. Let )(tn and )(tn j  be the number of compromised items at a time t in a 
single pool and pool j respectively. )(tp jk is the proportion of compromised common items in 
pools j and k. Then )(tpm jkjk  is the number of compromised common items in pools j and k and 
 −
= +=
1
1 1
)(
J
j
J
jk
jkjk tpm  is the total number of compromised common items between any two item pools. 
Thus, the overall probability that an examinee’s ith item is a compromised item at time t is:  
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Suppose the probability of compromised items at time t for a single item pool is 
)()()|(1 trN
tntiP == . To compare the proportion of compromised items of multiple item pools 
and that of a single item pool, we can simply look at )|()|(1 tiPtiP J− , 
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Thus, if )(tp jk is larger than )(tr , )|( tiPJ is larger than )|(1 tiP ; that is, the compromised item 
exposure rate for the common items, )(tp jk  is larger than the overall compromised item 
exposure rate ( )(tr ), that means that the multiple item pools do not help increase test security. In 
the real world, we cannot calculate the proportion of compromised items over time. However, we 
can put suspected compromised items in unique item pools and put new items in common item 
pools, whereby the proportion of compromised items to overall items will be larger than that of 
common items. 
For this study, two common item selection algorithms, the maximum information item 
selection method and the α -Stratified multistage item selection method, will be used to 
investigate the effectiveness of multiple item pools in simulation studies, as compared with 
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randomized item selection. The SH method will be used with the two item selection methods to 
keep the overall item exposure rate and the common item exposure rate under an upper bound. 
Rather than focusing on compromised items over time, I will concentrate on controlling item 
exposure. I will also explore whether the exposure rates of unique items are lower than those of 
common items to investigate the possibility of different item usage based on item priority, 
popularity, or reuse.   
 
Multiple Item Pools for Possibly Compromised Items 
The cause and result of compromised items seem easy to define: the cause is examinees’ 
pre-knowledge of test items, and the result is inflated test scores. However it is very difficult to 
verify compromised items, unless examinees confirm their own dishonest behavior, that is 
obviously quite rare. Thus, researchers are reluctant to use the term “compromised,” preferring 
instead terms like “prior knowledge of items,” “pre-knowledge,” “memorization effect,” and 
“disclosed items.”  
While the terminology surrounding compromised items is a touchy subject, Segall (2002) 
distinguished two mutually exclusive types of item compromise status: possibly compromised 
items (Type I) and secure items (Type II).  Possibly compromised items are defined as items that 
have been exposed to examinees and thus could be known to examinees, thereby distorting their 
true ability. But possibly compromised items may or may not be administered to any given 
examinee, and they may or may not be answered correctly. Thus, Segall’s definition of possibly 
compromised items is the most conservative but comprehensive definition of compromised items. 
He used this definition of compromised items to develop a new item response model to 
characterize test compromise. Other researchers have tried to develop models to detect test 
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compromise for conventional tests (Drasgow & Levine, 1986; Segall, 2002) and for the CAT 
(Levine & Rubin, 1979; McLeod & Lewis, 1999; McLeod, Lewis, & Thissen, 2003; Segall, 
2004). However, these methods estimate test level rather than the effect of compromised items. 
These studies indicate useful warning signs of breeches in test security, but we also need 
strategies for keeping the items more secure. CAT items are more vulnerable to exposure 
because of its on-demand test administration, and the effect of one compromised CAT item 
might be greater than that of an item on a paper and pencil test, because it affects the item bank 
itself. Therefore, we cannot wait for warning signs of item compromise in CAT. 
Most studies related to test compromise have measured the degree of test compromise. 
There is little research about how compromised items affect measurement precision in CAT, 
because of the difficulty of identifying compromised items. There is also no guarantee that 
examinees will have the right answers to exposed items, even if they do have prior knowledge of 
them, since they may have been conveyed inaccurately. However, there are two studies 
evaluating the effect of compromised items: Stoking et al. (1998) and Yi et al. (2008). Both 
studies are simulation studies of the worst case scenario, assuming that all examinees have 
correct answers for all compromised items. But they used different definitions of compromised 
items for their simulation studies. Stocking et al.’s study designated 10% and 20% of the items, 
respectively, to be treated as compromised items, and they were randomly selected. They used 
the term “disclosed items,” rather than “compromised items” and they used the term “disclosure 
effect” to indicate the effect of compromised items. Yi et al. (2008) estimated the proportion of 
compromised items based on two different item theft behaviors (self-organized and organized 
theft); the compromised items constituted 40% of their item bank, and their study also randomly 
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selected compromised items. Both studies showed that compromised items inflated test scores or 
overestimated examinee ability. Also, compromised items made for worse item pool usage.  
  Like the studies of Stocking et al. (1998) and Yi et al. (2008), this study is designed to 
explore the worst case scenario: possibly compromised items that are answered correctly. 
Possibly compromised items will be artificially defined as overexposed items, rather than being 
randomly selected. The most common cause of examinees’ prior knowledge of CAT items is the 
frequent administration of tests over a certain time period from one item bank that enables 
examinees to share information about those items. As a result, items that have a high item 
exposure rate have a higher possibility of being leaked to prospective examinees who will share 
the same item pool with previous examinees. Therefore, most studies of CAT security have 
focused on developing methods to control item exposure, and item exposure control methods 
have worked well to accomplish this goal. These item exposure control methods work on the 
basic assumption that highly used items (popular items) have a high possibility of being exposed 
to examinees, so that these items will become compromised, thus affecting measurement 
precision. Segall (2004) also pointed out that highly exposed items degrade measurement 
precision, and the purpose of item exposure control methods is to control the usage of items.  
Research about possibly compromised items also pertains to reused items, from old 
discarded item pools. Recycling items can compromise test security, because even with a limited 
time period between administrations, recycled items have a high possibility of having already 
been exposed and shared among examinees. CAT is especially vulnerable to such sharing of 
items, because CAT items are administered frequently, from the same bank, over a certain period 
of time. The items shared among examinees become compromised items, the use of that leads to 
incorrect estimation of examinee ability. Even new items can become compromised, but recycled 
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items are at an even greater risk. Although this risk is problematic, we cannot ignore the benefits 
of using recycled items. There are at least two advantages to recycling items. First, recycling old 
items saves the cost of developing new items. Second, recycled items are already proven to be of 
good quality. Therefore, when we investigate the effect of artificial possibly compromised items, 
we can learn something about the possibility of recycling items.  
Zhang and Chang (2005) suggested a recycled item scheme based on their multiple item 
pools. Suppose M is the number of new items; then N-M is the number of used items (possibly 
compromised items). When we treat all used items as compromised items at the initial time point 
(t = 0), )0( =tn becomes N-M, and the probability of items being compromised items for the two 
item pools is )/()()0|( 1212122 mNpmMNtiP ++−== , where 12m is the number of common 
items and 12p  is the proportion of compromised common items in the item pools. However, 
when 12p  is 0, )0|(2 =tiP is minimized. Also, when new items are common items, 12m  becomes 
M. Finally, )/()()0|(2 MNMNtiP +−== . With a single item pool, NMNtiP /)()0|(1 −== . 
Thus, if we put new items only in the common item pools and reused items (possibly 
compromised item) in the unique item pools, the proportion of compromised items might be 
minimized, and multiple item pools will yield a lower exposure rate.  
I have two goals in my evaluation of possibly compromised items: first, to measure to 
what extent the worst case scenario of compromised items affects CAT tests; and second, to 
determine whether multiple item pools can reduce disclosure effects when we assign possibly 
compromised items to unique item pools.   
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Chapter 2 
 Literature Review for Three Aspects of CAT:  
Test Efficiency, Test Security, and Test Specification 
 Although this study focuses specifically on the balance of test security and measurement 
precision in CAT, in the following literature review, I present a more detailed view of CAT to 
illustrate the development of the specific issues related to this study.  
  
Introduction 
The earliest tests were designed to measure students’ mental abilities, and they were 
administered individually by the examiner. Representative individual tests are Cattel’s mental 
test and Binet’s mental test, but these tests are not adaptive. The 1960 revision of the Binet test, 
known as the Stanford-Binet test, is recognized as the first individual adaptive test, since the 
beginning of the test varies and the selection of each subsequent item depends on the examinee’s 
ability, based on the administrator’s judgment. Since individual tests or individual adaptive tests 
are administrated by trained examiners to individual examinees, individual tests were initially 
expensive and inefficient to administer to a large group of examinees within a certain time period, 
and inconsistence among examiners gave rise to reliability problems. However, individual tests 
had distinct advantages, such as the reduction of test anxiety among examinees, and, especially, 
flexibility to accommodate the different ability levels of examinees (Weiss & Betz, 1973).  
During World Wars I and II, group tests were developed to be administered to a large 
number of examinees at one time for recruiting purposes. This type of test is called a 
conventional test. Conventional tests are very effective for measuring large numbers of 
examinees at one time, but they have their own inefficiencies related to measurement precision. 
The primary inefficiency of conventional tests is that a heterogeneous group of examinees is 
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administered the same items on a test; and such a conventional test cannot precisely measure an 
examinee’s ability, regardless of item characteristics like item difficulty or item information 
(Wood, 1969; Wainer, 2000a). Also, to accommodate a broad range of examinee ability, 
conventional tests must include a broad range of item difficulties and tests become very long.  
Modern day adaptive testing is designed to retain the advantages of both individual and 
group tests. Specifically, the goal of development in the field of adaptive testing is to measure 
each individual examinee’s ability with greater precision, using fewer test items and testing a 
larger number of examinees simultaneously. The advent of the computer has made the last part 
of this goal--administration of the test to a large group of examinees at one time--possible. Thus, 
the field of Computerized Adaptive Testing (CAT) was born.  
Adaptive testing prototypes focused on developing testing algorithms  to maximize 
measurement precision for an examinee’s ability and minimize the number of items, and they 
were called various names: sequential item test (Bayroff, Thomas, & Anderson 1960; Krathwohl 
& Huyser, 1956; Patterson, 1962 [recited from Weiss & Betz, 1973]; Cleary, Linn & Rock, 
1968),  branched test (Bayroff & Seeley, 1967), programmed test (Cleary, Linn, & Rock, 1968),  
tailored test (Lord, 1971b, 1980), and adaptive test (Weiss, 1973, 1976). In the early years of 
CAT, the main interest of researchers was sequential item selection designed to adapt item 
difficulty to each examinee’s ability level (Weiss, 1973). The basic idea was that if an examinee 
responds correctly to the current item, the next item would be more difficult; if the examinee 
responds incorrectly, the next item will be less difficult. At the same time, researchers were 
developing paper and pencil adaptive tests, such as the Flexible Test (Lord, 1971a, 1971c, 1980).  
An important component of CAT is item selection. A significant contribution to the 
development of item selection was Lord’s (1980) introduction of the Maximum Likelihood 
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Estimation (MLE) of ability and the Fisher Information Item Selection Method, where items are 
selected based on the maximum available information about the examinee’s current ability that is 
estimated using MLE. Until this point, many item selection algorithms and studies had been 
developed and conducted, but the maximum information item selection method quickly became 
the most popular method during the 1970s and 1980s. In the 1990s, new item selection methods 
started to pop up, because the maximum information item selection method had problems related 
to measurement precision and unbalanced item usage. For example, one problem related to 
measurement precision stems from MLE. MLE cannot estimate the ability of an examinee who 
completes either all of the items on the test correctly, or all of the items on the test incorrectly 
(Veerkamp & Berger, 1997). Moreover, if the estimated ability (θˆ ) early in the test is not close 
to the examinee’s true ability (θ ), an item that has maximum information at θˆ  might not be 
necessary early in the test (Chen, Ankenmann, & Chang, 2000). Other problems were associated 
with the maximum information item selection method as well (see section 2.2.2 for a more 
detailed description of maximum information item selection). In response to the estimation 
inaccuracies of the maximum information item selection method, Chang and Ying (1996) 
introduced the Kullback-Leibler information method; Veerkamp and Berger (1997) created the 
general weighted information item selection criterion; and van der Linden (1998) developed 
Owen’s (1975) approximate empirical Bayesian procedures. 
Besides the problems with measurement precision mentioned above, other concerns with 
CAT also became apparent, such as test and item security issues caused by unbalanced item 
utilization, and ignorance of test specifications. Obviously, the same security concerns we have 
for conventional tests apply to CAT, but CAT is more vulnerable to security breaches than 
conventional tests are, because CAT allows the same items to be exposed repeatedly to different 
   16
examinees at different times (whereas in a conventional testing context, all examinees see the 
same items at the same time, with no time to exchange information about those items). Also, the 
maximum information item selection method does not utilize all items in an item pool, and it 
usually consumes high a-parameter items very fast (Chang, 2004; Hau & Chang, 2001). Thus 
many researchers have been trying to develop models or strategies to control item exposure rates 
in CAT, such as randomization strategies (McBride & Martin, 1983; Kingsbury & Zara, 1989), 
probability models (Sympson and Hetter, 1985; Hetter & Sympson, 1997; van der Linden, 2003), 
conditional probability models (Davey & Parshall ,1995; Stocking & Lewis, 1995, 1998), and 
stratified models (Chang & Ying, 1999).  
Another concern associated with CAT is its comparability with conventional tests. When 
conventional tests are prepared, test forms are assembled with test specifications that include 
statistical/psychometric constraints and non-statistical/non-psychometric constraints. The item 
selection algorithms had ignored test specifications in the early days of CAT development. Even 
though the test length of CAT tests is shorter than that of conventional tests, the percentage of 
content areas, item format, or/and enemy items still need to be similar between the CAT and 
conventional tests to maintain comparability. Green at al. (1984) pointed out that computerized 
adaptive tests should be comparable with conventional tests, so that “everyone does take the 
same test, and does have the same chance,” (Green at al., 1984). For the conventional test, 
examinees take the same test at the same time, so they have the same chance. In a computerized 
adaptive test, it is impossible for examinees to take exactly the same test, since item selection 
and test administration proceed based on each examinee’s current ability. However, we can still 
try to maintain fairness, and one way to do so is to provide all examinees with the same or 
similar test constraints. In this case, we can measure examinees’ abilities on the same or similar 
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test boundaries and give them the same chance. For test specifications for CAT tests, many 
researchers have developed guidelines for balancing content areas during CAT administration 
(Chen & Ankenmann, 1999, 2004; Cheng at al. 2007; Kingsbury & ZaRa, 1989, 1991; Leung et 
al., 2003 a, 2003b; Yi & Chang, 2003) and controlling constraints for CAT (Cheng & Chang, 
2008; Swanson and Stocking, 1993a; van der Linden & Reese, 1998; van der Linden, 2000).  
In sum, three main concerns are central to the field of computerized adaptive testing: (a) 
the development of effective item selection methods to increase test efficiency while maintaining 
measurement precision for all different examinee levels; (b) control of item exposure, to ensure 
test and item security, and (c) the development of test specifications to guarantee comparability 
between conventional tests and CAT tests. Tim and Parshall (1995) suggested these three aspects 
as goals for CAT, and they also pointed out that these three goals conflict with each other. 
Although my research focuses on test security of CAT while maintaining test efficiency, for the 
purposes of this literature review, these three areas will be reviewed. 
 
Test Efficiency--Item Selection Methods 
Item selection algorithms are necessary to CAT, because they allow the selection of the 
next item administered, in order to precisely measure an examinee’s ability with the fewest 
possible items. In the early days of CAT, item selection algorithms were designed to determine 
the appropriate difficulty level of the next item, based on the examinee’s answer to the current 
item. So, if the examinee’s response pattern is right or wrong, the difficulty of the next item will 
be more difficult or less difficult, respectively. Later in the development of item response theory, 
item parameters for each single item were added, and Lord (1970 & 1980) suggested using item 
information to inform item selection in CAT. According to this method, instead of selecting the 
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next item based on an examinee’s single response pattern, the examinee’s current ability is 
updated using Maximum Likelihood Estimation (MLE), and the maximum information item 
selection method finds the item with the most matching item information at the current 
examinee’s estimated ability level. The maximum information item selection method became 
popular, but it was not without problems. Thus, researchers developed alternative item selection 
methods (Chang & Ying, 1996; van der Linden, 1998; Veerkamp & Berger, 1997). 
Matching item difficulty to examinee’s ability 
 In the early stages of adaptive testing, item selection algorithms focused on item 
difficulty and examinee ability. For example, Lord’s flexible test (1971a, 1971c, 1980) and 
tailored test (1971b, 1980), and Weiss’ stratified adaptive computerized ability test match item 
difficulty to examinee ability. Chang and Ying’s (1999) α -stratified multistage method also 
matches item difficulty with examinee ability in each stratified item pool in ascending order of 
item discriminator, but this method was really developed to overcome the problem of unbalanced 
item usage, so it will be discussed in Section 2.3 on Item Exposure Control. 
Lord’s flexible test (1971a, 1971c, 1980) was designed to tailor testing without the use of 
a computer for test administration, and with smaller numbers of items. This self-scored flexible 
test was designed to start from a median difficulty level, and the next item was selected 
depending on whether the examinee answered the initial item correctly or incorrectly. Lord also 
(1971b, 1980) examined the effectiveness of the flexilevel test to accommodate the comparison 
of test information between the flexible test and conventional tests. He found that conventional 
tests were better at θ =0, but when the range of θ  was larger than +/-2 standard deviations, 
flexible tests with a smaller number of items showed the same effects as conventional tests with 
a larger number of items.  
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In addition, Lord (1971b, 1980) introduced another individual adaptive test, he called the 
tailored test, “because the items are chosen specifically in an attempt to measure one particular 
individual as effectively as possible (p. 708, Lord 1971b)”. The Robbins-Monro stochastic 
approximation method and the Up-and-down method were introduced as tailored tests. The 
Robbins-Monro Stochastic approximation procedure is a sequential design scheme created to 
find the difficulty of the next item:  
)(1 α−+=+ vvvv udbb ,                                                   (5) 
1+vb  is the item difficulty of the (v+1)th item, and vb  is the item difficulty of the vth item. Also, 
vd is a decreasing sequence of positive constants determined by the statistician, and each 
vd decides a size between the v+1th item and vth item. The symbol vu is the dichotomous item 
response for the vth item. If vu  is correct, the difficulty of the next item, the (v+1)th
 item, will be 
more difficult than the vth item by equation 1, but if vu is incorrect, the difficulty of the next item, 
the (v+1)th, item will be easier than the vth item. α  is the constant for the probability of the item 
difficulty, that is decided by the statistician. (Lord suggested α as ½.)  However, the Robbins-
Monro item selection method requires a large item bank that should have at least 2n items, where 
n is the total number of items. Thus, he developed the Up-and-down method based on the 
Robbins-Monro method to avoid a large item bank.  
 The item selection rule of the Up-and-down method differs from the Robbins-Monro 
method only in vd  in (5). The size d  in the Up-down-method is predetermined, unlike with the 
Robbins-Monro method. Equation 6 is the Up-and-down method: 
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                       )1( α−+ dbv   if the answer is correct, with probability )( vbP −θ  
1+vb  =                                                                                                                     (6) 
                       )0( α−+ dbv  if the answer is incorrect, with probability )( vbQ −θ , 
PQ −= 1 . The difficulty of the first item is assumed to be zero. The Up-and-down method 
requires at least n(n+1)/2 items in the item bank. Since the size of the item bank for the Up-and-
down method is clearly smaller than that of the Robbins-Monro method, it is a very reasonable 
item selection method.  
Weiss (1973) developed stratified adaptive computerized adaptive testing based on the 
“peaked ability tests” and Binet’s test strategy. The peaked ability tests are composed of items of 
very similar difficulty levels. So, the variance of item difficulty is very small. The Binet’s test 
strategy is to stratify the item pool by item difficulty. Thus, in stradaptive testing, each stratum is 
constructed to be a peaked ability test. The item selection algorithm is Up-and-down between 
strata. If an examinee’s answer is correct, the next item is selected from the next more difficult 
stratum; otherwise, from the next easier stratum.  
Maximum information item selection 
While most early CAT item selection designs focused on matching item difficulty and 
examinee ability, Lord (1980) introduced the idea of using item information to select items in 
CAT. Compared to his other tailored tests (Up-and-down and Robbins-Monro branching), the 
maximum information method can provide more information for measuring an examinee’s 
ability, since maximum likelihood estimation is used to estimate ability, and the likelihood 
function takes into account all previous response patterns: 
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where ijx  is the ith item response for the jth examinee, θj is the jth examinee’s true ability and 
)(1)( jiji PQ θθ −= . The probability of the ith item for an examinee’s ability, )(θiP  is (8), and 
it is represented by a logistic function with item parameters (a, b, and c): 
where b is location parameter (the value of the b parameter is determined by ability level at 
)(θP =0), c is the likelihood that the examinee guessed the correct answer (but didn’t really 
know it) and a is the discriminating power of the item (Lord, 1980).  
According to Birnbaum (1968), the information function of any test score x  is referred to 
as “the information provided by the given test and composite scoring formula in the 
neighborhood of θ . { }xI ,θ  is called the information function of scoring formula x . (p418, 
Birnbaum, 1968)”:  
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where )(| θμ θx is mean (10) and )(
2
| θσ θx  is variance (11) of the conditional distribution of number 
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The test information function with the maximum likelihood estimator θˆ  replaces test 
score x  withθˆ  in (9), { }θθ ˆ,I  is that the equation (10) and (11) plug into (9). (12) is the test 
information function of the maximum likelihood estimatorθˆ , and the (13) is the Fisher 
information of ith item to be used for the maximum information item selection.   
The maximum likelihood estimator θˆ  has asymptotically normal distribution of mean θ  
(true ability) and variance 2|ˆθθσ . And the information function is the reciprocal of the variance of 
θˆ , ( 2
|ˆθθσ ).  Thus, the smaller variance means a more precise estimate of θ . Therefore, the 
maximum information item selection method selects the next item with the largest item 
information but smallest variance of θˆ  givenθ . Then this method will find an item that has θˆ  
close to θ  for the next item. 
Chang and Ying (1996) pointed out that the maximum information item selection method 
is not a proficient method in the early stage of a CAT test or for short tests, because at the 
beginning of a test, the estimation of an examinee’s ability is not always close to the examinee’s 
true ability, and small number of items might not provide enough information to estimate an 
examinee’s true ability. Also, if the early estimation of the examinee’s ability was not accurate, 
the item selection rule cannot provide accurate items (Chang 2004; Hau & Chang, 2001; 
Veerkamp & Berger, 1997). Moreover, Veerkamp and Berger (1997) pointed out two problems 
with the maximum information item selection method. First, it depends on maximum likelihood 
estimation. Maximum likelihood estimation does not have a solution for zero or perfect scores. 
Second, multiple solutions are possible with the likelihood equations.  
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 Based on the weaknesses of the maximum information item selection method, Chang 
and Ying (1996) introduced the Kullback-Leibler Information method (KL), and Veerkamp and 
Berger (1997) created the general weighted Information item selection criterion. 
Kullback-Leibler information 
Chang & Ying (1996) introduced the use of the Kullback-Leibler information into the 
item selection for CAT. They used the average KL information index and Bayesian KL 
information index to select items. They noted that Fisher item information is local information, 
and if θˆ  is not asymptotically normal with θ  and 2|ˆθθσ , the estimation of examinee ability can 
be misled with local information. Then they suggested using the KL information, as global 
information. While the Fisher item information is a point estimator, KL information is function 
of θ ; that is, KL information provides the surface with various values of θˆ  and θ . Thus it is not 
necessary for θˆ  to be close toθ  with the KL information method. 
The KL information is the expected value of the log likelihood ratio test and measures the 
discrepancy between the two probability distributions of θ andθˆ : 
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whereθ  represents an examinee’s true ability, nc=δ ,  determined size of the interval and n 
is the number of items, and ),...,,|( 21 nxxxp θ  is the posterior density of the parameter.  Let Xi 
represent an item response vector and );( ii XL θ  is the likelihood function. Since KL information 
is function of θ , and is not directly applicable to item selection, Chang and Ying (1996) 
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developed the KL information index that is an average of the KL information (15) and the KL 
Bayesian information index (16): 
Chang and Ying (1996) showed that the performance of the KL method was better than 
that of the maximum information method, especially early in the test. They also suggested that 
both global information and local information should be used at different stages of the test.   
Chen, Ankenman and Chang (2000) compared four alternative selection methods, 
including the KL information index. They found that the performance of the maximum 
information selection method was the best for examinees whose ability was near 0, even early in 
the test, in terms of measurement precision. The four alternative selection methods generally 
better performed for examinees whose abilities were extremely negative. Moreover, they found 
that the alternative methods using Expected A Posteriori Estimation (EAP) for ability worked 
better than the Maximum Information item selection method using MLE.  
General weighted information 
 Veerkamp and Berger (1997) developed the general weighted information criterion 
(GWIC) based on optimal design. They multiply the weight function, );( θnn XW  by the item 
information function to come up with the confidence interval for item information (17):  
∞
∞−
∈ = θθθ dIxW innIi n )();(max ,                                            (17) 
In  is the total number of items. nx is the examinee’s item response vector.  
The maximum information item selection method cannot select an appropriate item if the 
examinee’s ability is incorrectly estimated. The GWIC can reduce this disadvantage by using a 
confidence interval of the maximum information, especially early in the test. This item selection 
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method is based on the confidence interval of the maximum information with the weighted 
function. Veerkamp and Berger (1997) suggested two types of weighted information:  
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The interval information criterion (18) integrates the item information between the upper 
bound ( Uθˆ  ) and the lower bound ( Lθˆ ). It becomes an area around the single point information. 
The likelihood information criterion (19) uses the likelihood function of the item response vector 
as the weight function.  
Veerkamp and Berger (1997) conducted simulation studies with five item selection 
methods: the original maximum information item selection method with MLE; the maximum 
information item selection method with EAP; the interval information criterion with MLE; the 
interval information criterion with EAP, and the likelihood information criterion. Even though 
the weighted information item selection method seems to be a more robust item selection method 
early in the test, the results showed that the likelihood information criterion and the point 
information criterion with EAP estimation performed better than other criteria in terms of 
amount of item information and mean square error. Also, as the number of items increases, the 
mean square errors of these five methods are getting closer. Chen at al. (2000) pointed out that, if 
the confidence interval of GWIC narrows and converges to a point estimate of θ, and a larger 
number of items is administered, eventually the weighted information becomes the Fisher 
information. 
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Bayesian item selection procedure 
Veerkamp and Berger (1997) showed that the maximum information item selection 
method using the EAP and the likelihood information interval criterion performed well early in 
the test. Chen at al. (2000) showed similar success of EAP early in the test.  
The Bayesian item selection procedure (Owen, 1975; van der Linden, 1998) used a 
posteriori ability that was estimated using EAP. Owen (1975) used a three parameter normal-
ogive model (20), instead of the 3PL logistic model for the item response function:  
[ ])(1)( iiiii baccP −Φ−+= θθ ,                                              (20) 
where Φ is the normal distribution function. Owen (1975) used the means of the normal 
distribution as the prior distribution, instead of using true posterior distribution. He suggested 
two criteria for item selection: one is to select an item where the absolute difference between the 
item difficulty and the mean of the posterior distribution is less than the predetermined 
appropriate small constant for δ , that is decided by the statistician. So, the jth+1 item is selected 
by the following criteria (21), 
δ<−+ jj Mb 1 ,                                                           (21) 
jM is the mean of the posterior distribution of jth item. The other criterion is to use a quadratic 
loss function to select an item that has the minimum Bayesian posterior risk, that is, the expected 
posterior variance.   
Van der Linden (1998) developed an approximate empirical Bayesian procedure for item 
selection with full posterior distribution instead of using the mean of the posterior distribution. 
The maximum posterior-weighted information method, the maximum expected information 
method, the maximum expected posterior variance method, the maximum expected posterior 
weighted information, and four new Bayesian criteria were compared with the maximum 
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information item selection method. The performance of the four alternative methods was better 
than that of the maximum information item selection with MLE for short tests, in terms of MSE 
and bias. 
 
Test Security--Item Exposure Controls 
 Test security is major concern for both conventional testing and computerized adaptive 
testing because test security is directly related to the test validity (Davey & Nering, 2002). In 
addition to the same concerns that apply to conventional tests regarding security, CAT items are 
also more vulnerable to exposure than conventional test items. In conventional testing contexts, 
item exposure can be controlled by using different tests at each administration, and by restricting 
the test dates. However, CAT enables the same items to be exposed frequently to different 
examinees over a certain time period, since items are drawn from the same item pool. Thus item 
exposure control is a new and serious issue for test security in CAT.  
 Two indexes have been developed to evaluate item exposure in CAT: item exposure rate 
and item overlap rate. Item exposure rate is the ratio of the number of times of an item is 
administered over the total number of examinees, and item overlap rate is the proportion of the 
expected number of overlapping items encountered by all possible pairwise examinees. The 
definition of item overlap rate by Way (1998) and Chen at al. (2003) limited item overlap 
between two examinees sharing items, whereas Chang and Zhang (2002) extended item overlap 
rate to apply to a group of examinees, generalized among examinees with hypergeometric 
distribution. Moreover, they distinguished between two types of item overlap: item sharing and 
item pooling. Item sharing is when items are shared by a group of randomly sampled examinees; 
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item pooling is when items are shared by the item pools that were created by the examinees who 
already took tests (Chang & Zhang, 2002; Chang, 2004).   
 Item overlap rate is a good index of item exposure, but item exposure rate is not only a 
good index but has also been studied in terms of controlling item exposure. In reviewing the 
literature surrounding item exposure, I will focus on the studies about how to control item 
exposure rate.  
Randomization strategies 
 The random item selection method seems like it would be the best method for balancing 
item usage, since all items have an equal chance of being administered. However, the problem 
with random item selection is that it cannot guarantee the precise measurement of an examinee’s 
ability with fewer items--that is, the random item selection method cannot guarantee test 
efficiency, one of the main goals of CAT. Many researchers have used a pure random selection 
method as a baseline model with that to compare their new item exposure models. 
McBride and Martin (1983) and Kingsbury and Zara (1989) developed random selection 
algorithms in that items are basically selected from a set of several items. McBride and Martin’s 
method was developed to avoid overexposure of initial items. The first item is randomly selected 
from a group of the five best items, and the next item is selected from the four best items at the 
examinee’s updated ability level.  Kingsbury and Zara’s (1989) algorithm is called the 
Randomesque item selection method.  This method selects an available item from a set of several 
items. The set of several items is established while an examinee is answering the current 
questions. The Randomesque selection method successfully decreases item overexposure and 
item overlap.  
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However, Chang and Ansley (2003) found that McBride and Martin’s randomization 
strategies with the maximum information item selection method showed no difference from 
having no item exposure control. 
Pre-specified item exposure control model 
Randomized item selection compromises measurement precision, although it may control 
item exposure. To minimize this tradeoff between measurement precision and item exposure, 
psychometric models were developed using probability algorithms: the Sympson and Hetter 
procedure (1985, 1997), Stocking and Lewis’s (1995, 1998) Multinomial models, Davey and 
Parshall’s (1995) Conditional Item Exposure model, and van der Linden’s (2003) Sympson-
Hetter Alternative models. These models are all built on the Sympson-Hetter model.  
While randomization strategies are designed to control item exposure during operational 
testing, a common feature of these models is the development of pre-specified item exposure 
control parameters. These parameters are used during operational CAT. Thus, pre-specified item 
exposure control models require the use of simulations before the actual test to estimate the item 
exposure control parameters.  
The Sympson-Hetter model is the first psychometric model using the probability model. 
The Sympson-Hetter model uses probabilistic algorithms to control the probability of item 
administration to keep item exposure rates under a target value. The Sympson-Hetter method 
was developed to reduce item overexposure to maintain the security of the operational CAT-
ASVAB (Hetter & Sympson, 1997; Sympson & Hetter, 1985).  
The Sympson-Hetter model distinguishes between the probability of an item being 
selected and the probability of an item being administered. A selected item is not inevitably 
administered. Generally, the Sypmson-Hetter item exposure control method (SH method) 
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controls the item exposure rates by adjusting them to meet the maximum control rates. The SH 
method requires simulations with the target population to estimate pre-specified item exposure 
control parameters. Once these exposure control parameters are set, they are used to filter item 
selection and administration during operational CAT. The following is the procedure of the SH 
method to get )|( ii SAP  for simulation: 
1. Set an initial )|( 11 SAP at 1.0. 
2. An item is selected using an item selection method1, and the item exposure control 
parameters are compared to a randomly generated number of U(0,1). If the item 
exposure control rate is larger than the random number, the selected item will be 
administered; otherwise, the next best item will be administered. This step continues, 
until all of the simulated target examinees finish the test. 
 
3. The probability of an item being selected, )( iSP , and the probability of an item being 
administered, )( iAP , are computed. 
)(
)()( EN
SNSP ii =  and )(
)()( EN
ANAP ii = , where i=1,2,..n, )( iSN is the number of 
times the ith item is selected, )( iAN is the number of the i
th item administered, and 
)(EN is the total number of examinees. 
 
4. Adjust the new )|( ii SAP : 
If )( iSP ≤ ir , then )|( ii SAP =1, 
If )( iSP > ir , then )|( ii SAP is set to )( ii SPr  
 
5. Repeat 2-4, until there is no )( iAP  exceeding the item exposure rate, and the iteration 
will converge. 
 
The fundamental purpose of the SH method is to keep item exposure under a pre-
specified exposure rate ir . The adjustment of )|( ii SAP  can keep )( iAP  under the upper bound 
of the maximum exposure rate, ir , because )( iAP can be controlled by )|( ii SAP . )( iAP  (22) is 
inferred from (23), since ii SA ⊂ , iii ASA =∩ , and then )()( iii APSAP =∩ : 
                                                 
1 The original SH method built the information tables 
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)()|()( iiii SPSAPAP ×= ,                                                 (22) 
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= ,                                           (23) 
Thus )()|()( iiii SPSAPAP ×= ≤ ir . If )( iSP ≤ ir , then )|( ii SAP will be set at 1, since 
)( iAP ≤ )( iSP ≤ ir  and then )( iAP ≤ ir ; that is, )( iAP is still under the maximum target value. 
However, if )( iSP > ir , )|( ii SAP is set to )( ii SPr  to adjust )( iAP  to stay under the upper 
bound of ir . Since )( iAP is controlled by )|( ii SAP ,  )|( ii SAP  is called the exposure control 
parameter of item i.  
Once we have a )( iAP  under ir  for all items, we can use )|( ii SAP  for item selection in 
operational CAT. For operational CAT, a random number for U(0,1) is also used to administer a 
selected item. If the item exposure control parameter is larger than the random number of the 
selected item, the selected item will be administered.  
The advantages of the SH method can be incorporated with various item selection 
methods to successfully control item overexposure. Davey, Parshall and Nering (1989), and 
Chang and Ansley (2003) studied the use of the maximum information item selection method 
with the SH procedure, and Leung et al. (2002) studied the use of the α -stratified multistage 
method with the SH procedure. These studies showed that the SH method kept the item exposure 
rate under a certain target maximum value.  
However, there are also concerns about the SH method, such as under utilization of items 
and simulation coverage. The SH method does control the use of highly exposed items, but some 
studies have shown that the SH method does not contribute to the utilization of underexposed or 
unexposed items. Along these lines, Chang and Ying (1999) pointed out that items with a 
small )( jSP  will have a small )( jAP , and items that are not selected cannot be used to calculate 
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item exposure control parameter. They used the SH method with both the α -stratified method 
and the maximum information method and compared the results. Almost 25% of the items in a 
400 item bank were unused with the maximum information method, while all of the items in the 
item bank were used with the α -stratified item selection method. They indicated the reasons for 
the underexposure of items, and Leung, Chang and Hau (2002) introduce the use of the α -
Stratified Multistage method with the SH method.  
Another problem with the SH method is the lack of adjustment convergence during 
simulation for the adjustment of item exposure rates. The )( jSP from the next iteration could be 
larger than the )( jSP  from the previous simulation. In this case, the adjustment would not 
converge for this item, and it would be difficult to keep all items under the maximum item 
exposure rate during simulations (van der Linden, 2003). Thus, van der Linden (2003) amended 
the SH algorithm to be convergent. Instead of setting the )|( ii SAP at 1, for the next iteration, 
when )( iSP ≤ ir , )|( ii SAP remains the same for the next iteration.  
Since convergence is difficult in the SH method, Hetter and Sympson (1997) suggested a 
stopping rule for simulation when the exposure control rates are slightly large but close to the 
maximum exposure rate. Also, van der Linden (2003) mentioned that the item exposure rates 
should be eyeballed in the iterative process, and personal judgment should be used to decide on a 
stopping point.  
Moreover, if the expected ability distribution that is used to estimate item exposure 
parameters during simulation is different from operational examinee ability, the exposure 
parameters might not be appropriate for actual operational testing (Parshall et al., 1998). In 
response to this problem, Stocking and Lewis’s conditional nominal model provides exposure 
parameters independent of examinee distribution.  
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Conditional exposure control models 
Conditional exposure control parameters were developed to overcome some of the 
disadvantage of the SH model. These models are based on the SH method, but the item exposure 
control parameters are conditioned on the previous items and/or the ability distribution of the 
examinnees. Parshall and Davey’s conditional exposure model (PD model) and Stocking and 
Lewis’s Multinomial model (the SLM model) can be distinguished as using conditional exposure 
control parameters conditioning for previous items, since the item exposure control parameters 
of these models consider the probability of previous item selection or administration. 
Furthermore, Stocking and Lewis’s Conditional Multinomial exposure method (SLCM) uses the 
same multinomial distribution and item control parameters conditioned on examinee ability.  
While the SH model controls individual item exposure rate, the PD model is concerned 
with the dependency between the previously administered items and the currently administered 
items during an item selection sequence. Even though independence between the probability of a 
previously administered item and that of the next item in the sequence is assumed, in practice, 
this assumption is often violated, and items appear together during item administration or item 
selection (Davey and Parshall 1995). To remove dependency between an administered item and 
the next selected item, the DP model uses the probability of item administration in a pair of items 
for the conditional item exposure control parameter.  
Like the SH method, the PD method requires simulation to set item exposure control 
parameters. However, the item exposure control parameters of the PD start with setting an  n by 
n table for desired exposure parameters, as the maximum target value is created by 
psychometricians, where n is the number of items. Also, the maximum target values are flexible, 
depending on various testing conditions, such as test length, ability distribution, other security 
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goals, etc. Since the PD method uses an n by n exposure table, diagonal elements and off-
diagonal elements need to be defined. The diagonal elements of this table are the unconditional 
exposure parameters for each item, and the off diagonal (or symmetric) elements are the item 
pair-wise conditional exposure parameters. 
 Once we set up the n by n exposure table, for the first run of simulation, all elements are 
set at one, and simulations are conducted to count the frequency of the diagonal elements 
(individual exposure parameters) and off diagonal elements (the pairwise exposure parameters). 
If the frequency of item administration exceeds the maximum target value, the individual control 
parameters and the pairwise exposure parameters are adjusted. If the frequency of item use for 
individual parameters exceeds the maximum target value, the individual parameter is adjusted by 
multiplying by .95, but if the item is underused, the individual parameter is adjusted by 
multiplying by 1.04. Adjustment of the pairwise exposure parameters is more complicated than 
adjustment of individual parameters: a 2 by 2 contingency table (appeared or didn’t appear) for 
all pairs of items are made, and a chi-square test for independence for each contingency table is 
conducted. When the chi-square statistics for an item pair are rejected at a certain maximum 
value, the pairwise exposure parameters are adjusted by being multiplied by .95. Also, if the 
statistics of the pairwise exposure parameters are below the maximum value, the off diagonal 
elements can be adjusted by being multiplied by 1.04. The simulation continues until all diagonal 
and off-diagonal elements of the item exposure tables are stabilized.   
Once the n by n matrix of the item exposure parameters is completed from the previous 
procedure, PDiAP )( , the conditional probability of administering item i is computed: 
n
e
eAP
n
j
ij
iiPDi

=
×=
1)( ,                                                    (24) 
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where iie is a diagonal element of the exposure table for item i, and ije is the off diagonal 
elements corresponding to item i. This PDiAP )(  is used in operational testing. According to 
Davey and Parshall (1995), the DP method not only limits the frequency of item use in pairs, but 
also directly minimizes the extent that test items overlap across examinees or testing occasions. 
Their study showed a reduction of the percentage of overlap rate among examinees, compared to 
the SH method.  
While Davey and Parshall’s (1995) item exposure parameter is the joint probability of an 
individual item exposure parameter and the average of pairwise conditional exposure parameter, 
Stocking and Lewis’s unconditional multinomial model uses the joint probability of the currently 
administered item i’s exposure rate and all previous selected but not administered items’ 
exposure parameters (25). This joint probability is called the operant probability, ik  (Stocking & 
Lewis, 1995, 1998): 
)|()|(1(
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,                                    (25) 
)|( ii SAP  is the exposure control parameter from the SH method.   
The process of calculating the operant probability ik  is comprised of two phases: the 
adjustment phase and the selection phase. During the adjustment phase, the item control 
exposure parameters of the SH model are estimated. During the selection phase, a list of items is 
formed, based on desirability. Then the operant probabilities are estimated in order for the items 
on this desirability list. Once the ik  of all items is estimated, the cumulative distribution of ik  is 
formed and the sum of all ik ’s should be 1. If the sum of the ik ’s is larger than 1, each ik is 
adjusted by being divided by the unadjusted sum. To select the next item, a random number is 
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generated from U(0,1), and an item is finally selected when that random number corresponds 
with the cumulative distribution of ik .  
The procedure of the SL conditional multinomial model is the exactly same as the SL 
multinomial model. However, all of the procedures are conducted within groups of examinees at 
similar or same ability levels.  The advantage of the SL conditional multinomial model is the 
able to control item exposure at different levels of ability. Moreover, it enables the use of various 
maximum target values depending on examinee ability (Stocking & Lewis, 1995, 1998).  
 Parshall et al. (1998) and Chang and Ansley (2003) conducted comparison studies of 
different item exposure control parameters. Their studies indicated that pre-specified item 
exposure control methods are general successfully, in terms of utilizing items without serious 
loss of measurement precision. However, as item exposure control algorithms become more 
complicated and better control item exposure or better utilize items in a pool, measurement 
precision decreases. Also, the results of these studies varied, depending on differing 
methodologies. While Parshall et al.’s (1998) study showed a similar performance between the 
SH and the PD, Chang and Ansley (2003) showed that the performances of the DP and the 
SLCM were very similar, and that of the SH and the SLM were very similar. 
Parshall et al. (1998) compared the SH, the PD, and the SLCM with two baseline 
conditions: no exposure control (NOEXP) and random item selection (RAND). The SH, the DP, 
and the SLCM were very similar, in terms of measurement precision. That is, their loss of 
measurement precision was very similar. Overall, the DP and SH showed very similar 
performance with pool usage/exposure rate and measurement precision, but the item overlap rate 
of the DP worked better in the tails of the score than that of the SH. This result was similar to 
Davey and Parshall’s previous study (1995). However, the performance of the SLCM was 
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different in terms of item usage and overlap rate. The DP and the SH had very similar results and 
showed a better performance than the SLCM did, since highly exposed items were used more 
often with the SLCM than they were with the DP and SH. However, the overlap rate with the 
SLCM was better regardless of examinee ability distribution.  
 Chang and Ansley’s (2003) studies were more exclusive than those of Parshall et al. 
(1998). They compared the MM method (McBride and Martin’s method), the SH method, the 
PD method, and the two SL methods, all using Kingsbury and Zara’s content control algorithms. 
The behavior of the DP and the SLCM was similar, and that of the SH and the SLM was similar. 
In particular, the item usage and average item exposure rates of the DP method and the SLCM 
method were similar and better than those of the other methods, regardless of maximum 
exposure target values and item pool size. The SH method and the SLM method were sensitive 
to item pool size and maximum exposure target values.  
Overlap rates were very similar at θ =0 for all four methods, but as θ  gets farther away 
from 0, the performance of the DP and SLCM is lower than that of the others. According to the 
results of Chang and Ansley, the MM does not improve item exposure.  
The α-Stratified multistage method 
Even though the pre-specified item exposure control methods work very well, they 
require simulations to set the item exposure control parameters. These methods are also 
becoming more complicated, and they require a great amount of time to complete. Chang and 
Ansley (2003) measured the time spent on simulation and found that all of the methods took at 
least 10 hours to complete (except the SH method, that took about 2 hours). The longest 
method—the SLC method—took 21 hours reach the end of the simulation. While pre-specified 
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item exposure requires simulation, before the tests can be operationalized, α -stratified 
multistage computerized adaptive testing does not need these simulations.  
Chang and Ying (1999) introduced α -stratified multistage computerized adaptive testing 
to overcome the item exposure problems—both overexposure and underexposure—of the 
maximum information item selection method. They diagnosed reasons why the maximum 
information item selection method overly exposes the items with the highest a-parameters. The 
maximum information for fixed a, when 0θ=b  where true θ = 0θ , ),|( baI θ (26) has the 
maximum value of 42a  (Chang, 2001; Chang, 2004; Chang & Ying, 1999; Hau & Chang, 
2001): 
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 To maximize item information, this method tries to find b to be close to θˆ  and the 
largest a-parameter. Thus, b−θ gets smaller and the b-parameters do not affect the 
maximization of item information, but the a-parameter eventually maximizes item information. 
Thus, they stratified items by a- parameter to reduce the tendency of the maximum information 
item selection method to select the high discrimination parameter items. Moreover, Hau and 
Chang (2001) showed the skewed item usage of the maximum information item selection 
method with the Sympson-Hetter method. For the first 10 items in the test, mostly high a-
parameter (2.0) items were selected, while the medium high  a-parameters (1.0 or 1.5) were not 
selected as often, and the low a-parameter (0.5) items were rarely selected. Moreover, as the test 
progressed, medium (from 20th item to 40th items) and low (from 40th item) a-parameters were 
gradually selected.  
The a-stratified method is as follows (Chang & Ying, 1999; Chang, 2004) 
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1. Partition the item pool into K levels according to ascending a-parameter values (low 
a-parameter to high a-parameter, according to the ascending a- stratified method). 
 
2. Partition the test into K stages. 
 
3. In the Kth stage, select nk items from the kth level based on the similarity between the 
b-parameter and theta; then administer the items (note that n1+ n2,…+nk equals the 
test length.) 
 
4. Repeat Step 3 from k=1,2,…,K. (pp. 125) 
 
Chang and Ying (1999) compared the α -Stratified Multistage method; the maximum 
information item selection method with the Sypmson-Hetter method; and the Bayesian item 
selection method with the Sympson-Hetter method. While theα -stratified multistage method 
utilized underused and overused items well, the other two methods did not utilize 42% and 50% 
of the 400 items for the maximum information item selection method and the Bayesian item 
selection methods, respectively.  
Since Chang and Ying’s prototype of theα -stratified method succeeded in to removing 
the influence of the high a-parameter by stratifying the item pool, Hau and Chang (2001) 
compared the ascending α -stratified method and the descending α -stratified method (the strata 
being arranged in order of a-parameter) to look for the existence of a tradeoff between test 
security and efficiency. They confirmed that the ascending α - Stratified method was more 
efficient and more evenly controlled in terms of item usage. Also, they pointed out three 
potential advantages of the α -stratified method: 1) the α - stratified method can offer estimation 
efficiency analogous to the Maximum Information method; 2) the α -stratified method controls 
the exposure rate very well; and 3) the algorithm of the α - stratified method is less complicated 
than that of the Sympson-Hetter method.   
However, Stocking (1998), as Chang (2004) notes, listed three important criticisms of the 
α -stratified item selection method. First, according to Stocking, the α -stratified method does 
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not consider the correlation between the a- and the b-parameters. Second, the α -stratified design 
is not appropriate for managing item content. Finally, the α -stratified method lacks guidelines 
for the number of strata and the number of items on each stratum. Since a- and b-parameters are 
correlated, it is possible for each α stratum to lack b-parameters to match an examinee’s ability. 
Chang, Qian and Ying (2001) developed the α -stratified method with b-parameter blocking 
(BAS) to balance the distribution of b-parameters across all α - strata. The BAS reduced chi-
square and overlap rates, and MSE and bias. While the BAS constructs item pools with similar 
distributions of b-parameters across α  strata, Chang and van der Linden (2003) incorporated 0-1 
linear programming (LP) to optimize item pool stratification considering both a-parameters and 
b-parameters (LP-BAS). LP-BAS reduced the MSE and Bias compared to those of the BAS and 
shows improvement of the exposure rate index (such as Chi-square, overlap rate etc). 
Multiple item pool approaches 
The general structure of the item bank for CAT is the single item pool. Multiple item 
pools have been suggested as an alternative method for controlling item exposure in CAT or 
CBT (Stoking & Swanson, 1998; Veldkamp & van der Linden, 2004; Zhang & Chang, 2005). 
The idea behind using multiple pools is to reduce the probability of administering an item.  
)(iPJ is the probability of the item i from item pool J. )|( JXP i is the probability of item i 
being selected, and this is multiplied by the probability )(JP , where )(JP  is the probability of 
the item pool J being selected. Thus, suppose )( iXP is 0.2 and )(JP is 0.3; the probability of the 
item i from the item pool J being selected is 0.06,  
)()|()( JPJXPiP iJ ×= .                                                   (27) 
The studies of both Stocking and Swanson (1998) and Ariel, Veldkamp, and van der 
Linden (2004) considered how to construct multiple item pools (independent item pools and 
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overlapping item pools) from a large item bank with a consideration toward keeping a balance 
among item pools according to both statistical and non-statistical constraints. Their results show 
that using multiple item pools reduces item exposure.  
Stocking and Swanson’s (1998) approach of multiple item pools separates a large item 
bank into smaller, independent and parallel banks. They used WDM algorithms to generate 
multiple item pools, to enable the pools to have similar content, statistical properties, and item 
properties. They compared the properties of a single large item pool, multiple independent item 
pools, and multiple overlapping item pools. Multiple independent item pools were partitioned 
into three small independent pools; each small pool shared no items with any other small pool. 
The multiple overlapping pools were created based on the three independent item pools, but in 
this case the items were arranged into 11 pools with many shared items among them. The results 
showed that multiple idependent item pools and multiple overlapping item pools decreased the 
percentage of items that remained unused.   
Ariel, Veldkamp and van der Linden (2004) proposed a new method for constructing 
multiple item pools inspired by Gullikesen’s matched random subtest. With the new method, 
multiple item pools are not directly assembled from an original single large pool. First, items are 
arranged in temporary item sets (interim sets) by minimum difference between two items. So, 
items in each interim set are very similar. At this stage, every item is only assigned to one 
interim set. Second, items in each interim set are assigned to multiple item pools, and for this 
final stage, items are allowed to overlap. So, depending on the requirements of the test, the final 
item pools can be overlapping or non-overlapping pools.  
Although the overlapping item pools used in these two studies did not appear to have any 
limitations in terms of overlap, Zhang and Chang (2005) developed a special type of multiple 
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item pooling in that items cannot appear in more than two pools. With this special type of 
multiple item pooling, two different types of items can be introduced: common items and unique 
items. Common items are defined as items that appear in more than one item pool, and unique 
items are those that appear in only one item pool. These two different types of items can be 
employed for the reuse of items. Figure 3 shows common item pools and unique items pools for 
Zhang and Chang’s (2005) two item pools.   
  
Figure 3. Zhang and Chang’s two item pools. 
Zhang and Chang’s (2005) multiple pool approach focuses primarily on investigating 
whether multiple item pools actually benefit test security with a randomized item selection 
algorithm and with mathematical proof. With a randomized item selection algorithm, their results 
did not show that multiple item pools improved test security compared to a single item pool, in 
terms of the expected number of compromised items encountered by the test taker.  
 
Test Specification--Item Constraints 
While item exposure control focuses on test security, item content control is concerned 
with equivalence between conventional testing and adaptive testing. Adaptive testing should be 
comparable to conventional testing. In the early days of adaptive testing, the focus was on test 
A: unique item pool 
B: common item pool 
C: unique item pool A C B 
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efficiency; that is, improving item selection to precisely measure an examinee’s ability. Thus, 
test content was ignored, unlike in the field of conventional testing. In the assembly of 
conventional tests, both psychometric and non-psychometric aspects are considered. In turn, the 
construction of adaptive tests should also take psychometric and non-psychometric aspects into 
account, since the intent of adaptive testing is to provide shorter tests that cover all non-
psychometric aspects.   
When we add such constraints to CAT, we need not only sequential, but also 
simultaneous item selection algorithms. A sequential algorithm is employed for item selection, 
since items are selected based on the examinee’s current estimated ability; the simultaneous 
algorithm is necessary for a test to maintain test specifications, such as content constraints and 
item attributes (van der Linden 2005).  
Content balancing  
The earliest model for non-psychometric constraints was studied by Wainer and Kiely 
(1987). Originally, their study used testlets to overcome some problems of CAT, including 
context effect, local robustness, item difficulty ordering, and unbalanced content. The idea 
behind testlet-based CAT is to use testlets as the basic unit of item selection; that is, one testlet is 
selected as one item. Wainer and Kiely provided a method for building testlets for CAT, but they 
did not conduct any further studies to evaluate testlet-based CAT.  
Kingsbury and Zara (1989, 1991) pointed out that testlet-based CAT might negate the 
advantages of adaptive testing, in terms of test efficiency and measurement precision. Instead, 
they developed content balancing CAT, that is based on a test blueprint as is done for 
conventional tests. Once the percentages of each subgoal area are completed during 
administration, an item is selected from the content area with the largest remaining quota. 
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Kingsbury and Zara compared testlet-based CAT with their constrained CAT (CCAT), and 
showed that testlet-based CAT requires longer tests to reach the same level of error or 
information as corresponding conventional tests. Also, once the test blueprints are constructed, 
CCAT can be adapted to different item selection methods (maximum information selection, 
Baysian item selection, etc),  
Chen and Ankenmann (2004) pointed out one possible problem of CCAT: high 
predictability of content areas. They suggested the cumulative multinomial distribution of 
content area to reduce predictability (the modified multinomial model). A random number 
between 0 and 1 is generated and an item is selected from the content area where the randomly 
generated number corresponds to the cumulative multinomial distribution. Furthermore, Leung et 
al. (2003a, 2003b) modified CCAT (MCCAT) to make the selection of item content areas less 
restricted than Kingsbury and Zara’s CCAT. Only the content area with the largest remaining 
quota may be selected in CCAT, whereas in MCCAT an item can be select from any content area 
whose quota has not yet been filled. Leung at al. (2003a) compared these three content balancing 
methods with the maximum information selection method using SH item exposure control, and 
they also studied content balancing with the α -stratified method (Leung at al.; 2003b). For the 
α -stratified multistage pool research, these three content balancing methods didn’t effect 
measurement precision, but for content balancing, the Modified Multinomial Model (MMM) was 
the best at utilizing items, the MCCAT was the next best, and the CCAT was the worst. 
Furthermore, when using the maximum information item selection method, there were no 
differences among three content balancing methods.  
 Yi and Chang (2003) developed content blocking for the α -stratified CAT design. The 
item pool is stratified by ascending a-parameters and a similar distribution of b-parameters in 
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each α  stratum. Then the item pool is stratified by content area. Thus, the structure of the item 
pool is cube multistage with b-distributions, a-strata and content areas. Yi and Chang used 
MMM to select content areas for item selection, and they found that α -stratified CAT with 
content balancing had fewer underutilized items without a loss of measurement precision. But 
they did not look into how well content balancing worked with the new method compared to 
other methods.  
While CCAT, MMM, and MCCAT use a fixed number of content areas for content 
balancing, Cheng and Chang (2007) amended MMM and MCAT to be able to use a flexible 
number of content areas. They developed four different models: MMM+ (MMM with flexible 
content balancing), MCAT+ (MCAT with flexible contenting balancing), TPM (two-phase item 
selection using MMM in both phases), and TPF (two-phase item selection using flexible content-
balancing). To enable TPM and TPF to be flexible, each content area has a lower bound and an 
upper bound for the number of items (28), and the sum of the numbers of item for all content 
areas is equal to the test length (29):  
kkk unl ≤≤                                                      (28) 
 =K k Ln
1
,                                                      (29) 
where kn  is the number of items for content area k, and kl and ku are the lower and upper bounds 
of the content area k, k=1, 2, …, K (K is the total number of content areas), and L is the test 
length. For these methods, the number of items for each content area will be different across all 
examinees. These four methods did not show any violation of content balancing; at the same 
time, the measurement precision was similar to that of the maximum information item selection 
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method. Moreover, these four content balancing methods not only contributed to content balance 
but also helped control item exposure and item usage.   
Constraints control 
 Previous models had been developed for content balancing; however, for adaptive tests to 
provide examinees with the same chance to have same or similar content coverage, all possible 
test specifications need to be considered, as is done for conventional tests. Thus, constraint 
control algorithms have been developed to enable broader and more various constraints to be 
included in CAT.  
The weighted deviation model (Stocking & Swanson, 1993) and the maximum priority 
model (Cheng & Chang, 2008) are heuristic methods for item constraint control, while the 
Shadow Test employs (van der Linden, 2006) the mathematical linear 0-1 programming model.  
The weighted deviation model (WDM) and shadow test (ST) were brought to CAT from the test 
assembly of conventional tests, and the maximum priority index model (MPI) was developed 
especially for CAT. These three models were developed based on the Fisher information item 
selection method.  
Swanson and Stocking (1993) indicated that constraints were treated more as “desired 
properties” or “goal values.” The WDM can also enable the test specialist’s opinion to be 
included in the item selection procedure as weights. The WDM was developed for assembling 
tests with a consideration of non-psychometric constraints for conventional tests (Swanson and 
Stocking, 1993; Stocking, Swanson & Pearlma, 1993). Stocking and Swanson (1993) brought the 
WDM into item selection for CAT; an item is selected to minimize the following equation, 
θθ dwdwdw
K
k
Ukk
K
k
Lk k 
==
++
11
,                                              (30) 
   47
jLL
N
i
iij Ledxa jj =−+
=1
                                                   (31) 
jLU
N
i
iij Uedxa jj =+−
=1
                                                   (32) 
∞=−+
=
N
i
ii edxI
1
)( θθθ .                                                   (33) 
with constraints for the lower bound (31), upper bound (32), and information constraint (33). 
Swanson and Stocking conducted a simulation study with three types of constraints: content 
constraints, overlap constraints, and item sets. Overlap constraints control “enemy” items that 
should not appear on the same test; an item set is a testlet. They found that the WDM worked 
well to control constraints without seriously violating any of the constraints, and the WDM 
enabled the use of CAT with constraints, yielding a similar conditional standard error of 
measurement to conventional tests.  
 The maximum priority index method (MPI) is a heuristic method to control constraints 
developed by Cheng and Chang (2008). Although the MPI is a heuristic method like the WDM, 
there are differences between them. First, the reception of the constraints is different. The 
constraints of the WDM can be viewed as variables in a linear programming framework, but the 
MPI treats constraints as an index. Second, the WDM considers exceeding the upper and lower 
bounds of the constraints to minimize the weighted sum of the constraints, but the MPI only 
considers the lower bound. Third, the WDM does not take into account different scales of 
constraints depending on the character of constraints, but the MPI normalizes the scales of the 
constraints. Last but not least, the WDM requires adjusting weight for information function, but 
the MPI doesn’t. The MPI is calculated from the following equation,  
∏
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where iI  is the Fisher information of item i, kw  is weight, and kf is quota left of constraint k, and 
this equals; 
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where kX  is total number of items for constraint k, and kx is the number of constraints used. 
Moreover, Cheng and Chang employed a two phase item selection framework (28) and (29) for 
flexible constraint balancing. For the lower bound and the first phase, they used (36) and for the 
upper bound and the second phase, they used (37).  
 Cheng and Chang (2008) conducted a simulation study with these two heuristic methods. 
The MPI only violated 1.42 % of the constraints, whereas the WDM violated 97.06 % of the 
constraints while maintaining measurement precision.  
Another difference between the MPI and the WDM is item exposure control. MPI uses 
the upper limit of item exposure as a constraint, but the WDM uses the modified SH method. 
Although they succeed at controlling the overexposure of items, both the MPI and the WDM 
failed to utilize underexposed items. A possible reason for this failure that the MPI and WDM 
use the maximum information item selection method that does not utilize underexposed items 
well.  
van der Linden and Reese (1998) pointed out that it was possible that the WDM could 
produce unpredictable violations of constraints and of the principle of maximum information, 
because of complicated weighted objective function from the sum of constraints and the 
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maximum information. They brought the linear programming model to CAT to handle 
constraints and item selection using the maximum information item selection Method. They 
named this new item selection method using linear programming as the shadow test (ST). The 
shadow test is a combination of test assembly from conventional testing and item selection from 
adaptive testing. An administered item is selected from a shadow test that is assembled based on 
test specifications from a linear programming model at the updated examinee’s current ability, 
and the administered item satisfies the maximum information. Then the next shadow tests keep 
the item that was already administered in a record of constraints (van der Linden & Reese, 1998; 
van der Linden, 2000). Van der Linden (2005) compared the WDM and the ST, and they showed 
equally good performance for item exposure control, but the WDM measured less precisely and 
violated more constraints, especially the lower weighted constraints.  
When we compare these three methods, there are some similarities and differences. The 
WDM and the MPI, both consider constraints and item selection simultaneously, but the ST is a 
stepwise procedure that starts with test assembly—concentrating on constraints—and then 
proceeding to item selection. Another way of viewing this comparison of the three methods is to 
look at it in terms of how the constraints are treated. The WDM and the MPI both treat the 
constraints as objective functions along with the maximum information, but the ST only uses 
maximum information as its objective function.  
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Chapter 3 
Research Methodology 
Simulation studies were used to investigate the effect of multiple item pools, because 
simulation studies provide us with true examinee ability, that we were able to compare with the 
estimated ability generated by the test to measure the accuracy of that estimated ability. For this 
simulation, two different master item banks were constructed using the 3 PL IRT model: iN =420 
and iN =720. The NAEP item bank was comprised of item parameters of 420 items from the 
2005 Mathematics NAEP (National Assessment of Educational Progress) Assessment. The 3PL 
item parameters of 720 items for the simulated item bank were generated from a lognormal 
distribution (a-parameters), normal distribution (b-parameters), and uniform distribution (c-
parameters). Items were randomly selected and assigned to unique pools and common pools. The 
goal was to achieve an equal number of unique and common items, but the NAEP bank had 4 
more common items than unique items. Further detail can be found in Section 3.3: Item Pools.  
Different numbers of examinees were generated from a normal distribution N(0,1): 3,000 
simulees for the NAEP item bank and 15,000 simulees for the simulated item bank. To calculate 
biases and MSEs conditioned on θ , 3,000 examinees for fourteen equally spacedθ  values from -
3.5 to 3.5 for the NAEP item pools and sixteen equally spaced θ  values from -4.0 to 4.0 for 
simulated pool were generated from a uniform distribution within each θ  space. Finally, 42,000 
simulees for the NAEP item bank and 48,000 simulees for the simulated item bank were used to 
estimate biases and MSEs conditioned on θ . Initial examinee ability was set at 0. The Expected 
a posteriori (EAP) with prior distribution of θ ~N (0,1) was used until the examinee’s response 
pattern changed. This is need, because the maximum likelihood estimation (MLE) of ability 
where the responses are either all right or all wrong cannot be computed. As soon as the response 
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pattern changed, the MLE was employed. The test length was fixed for this simulation: a 40-item 
test from the NAEP item bank and 40-item and 60-item tests from the simulated item bank. For 
the AS method, 10 items were selected in each stratum.  
This chapter is comprised of four parts: (a) a description of the item selection algorithms 
for item pool configuration, item selection methods (RA, MI, and AS) and item exposure control 
parameters for the SH method; (b) the definition of artificially compromised items used in this 
study; (c) a statistical description of the two master item pools; and 4) an explanation of the 
criteria for the results.  
 
Item Selection Algorithms for Single vs. Multiple Item Pools 
Three different conditions were employed to develop the item selection algorithms, item 
pool configurations, item selection methods, and the Sympson-Hetter filters.  
Item pool configuration. 
 Item pool configuration was defined by the number of item pools. The multiple item 
pools in this study were constructed from a single item pool (a master pool), based on Zhang and 
Chang (2005)’s special type of multiple item pooling in that items are not allowed to appear in a 
pool more than two times. The master pool was also used for the single item pool, since multiple 
item pools are formed from a single pool. There were two sets of multiple item pools: a set of 
two and a set of three. Figure 4, below, shows the item pool structures that were evaluated in this 
study. Notations of “C” and “U” represent common item pools (overlapping pools) and unique 
item pool (non-overlapping pools), respectively. Items in the common item pool were called 
common items, and items in the unique item pool were called unique items. 1Pool , 2Pool , and 
3Pool  represent item pools from the master pool when there are multiple item pools. More 
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information about the single pool and the individual pools of the multiple item pool arrangement 
can be found in Section 3.3: Item Pools (p. 60) 
 
Figure 4. Two- and three-item pools. 
Item selection methods.  
Three item selection methods were used in this study: the Random item selection method 
(RA), the maximum information item selection method (MI), and the α -stratified multistage 
method (AS). RA with a single pool was the baseline condition for item exposure rates; the MI 
with a single pool without item exposure control parameters of the SH method was the baseline 
condition for measurement precision, since the MI was developed for test efficiency, but without 
regard for test security.  
Sympson-Hetter method. 
Two criteria were used too calculate the item control exposure parameters for the 
Sympson-Hetter method: (a) whether the same maximum target value was used for common 
items and unique items; and (b) whether the simulation procedure for calculating the item 
exposure control parameters was the same as the operational test. Table 1 shows the three 
different SH procedures based on these two criteria. The lower case letter appended to the SH 
will distinguish the procedures. For simplicity, item exposure control parameters were called 
C12 
C23 C31 
U2 
U3 
U1 
C12  U1 U2 
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“SH filters,” since item exposure control parameters from the SH method worked like a filter 
between item selection and item administration.  
Table 1  
Criteria Procedures for the SH Method 
  SH procedure 
Criteria SHa SHb SHc 
1) same target value for unique and common items yes no no 
2) same procedure as operational administration yes yes no 
 
SHa employed the same target value, regardless of item type, and when item exposure 
control parameters were calculated, the simulation employed the same procedure as the 
operational test. SHb used different target values for common items (0.2) and unique items (0.1). 
Also, for the multiple item pool simulations, the testing algorithms used to calculate item 
exposure control parameters were the same as those used for the operational test. SHc used 
different target values for unique and common items, like SHb, but the item exposure control 
parameters were estimated from each item pool, treating them as single item pools, with half of 
the examinees in each pool of the two item pools, and one third of the examinees in each pool of 
the three item pools. For example, when there were two multiple item pools, we estimated the 
exposure control parameters for each item pool with different target values. So we had item 
exposure rates from two separate item pools, and the common items will had two different item 
exposure control parameters.  
Although AS was developed to control item exposure and performs very well in terms of 
item usage balance, the research of Leung at al (2003) showed that implementing the AS with 
the SH method controlled item exposure better than the AS alone. Also, the SH method allows 
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for the use of different target values. Thus, the AS also employed the SH method to enable the 
use of different target values for the common and unique items. 
 To decide lower and upper bounds of the maximum target value for the SH method, I 
followed van der Linden (2003)’s suggestion: 
N
nr ≥max ,                                                             (38) 
where n is the number of items on the test and N is the number of items in the item pool. Thus, 
when the size of the item pool is 10-12 times the test length2, the lower bound of maxr was 0.10-
0.08. According to van der Linden, maxr is usually 0.2 to 0.3 for high stakes tests. Thus, for this 
research, the lower bound of maxr was 0.1, and the upper bound of maxr was 0.2. When two 
different target values were used for common items and unique items, the maxr for the common 
items was 0.2, and the maxr for the unique items was 0.1.  
Item selection algorithms. 
Table 2 shows the 25 item selection algorithms based on three conditions: item selection 
method, item pool configuration, and SH filter. There were three item selection methods: the 
Randomized item selection method (RA), the maximum information item selection method (MI), 
and theα -stratified item selection method (AS); three item pool configurations: one item pool 
(SIP), two item pools (2MIP) and three item pools (3MIP); and four SH filters: no-SH, SHa, SHb, 
and SHc. These three conditions yielded a 3 × 3 × 4 design, and 25 item selection algorithms 
were created.  
 
 
                                                 
2 Stocking (1994) suggested the size of item pool needs to be about 12 times of CAT test length. 
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Table 2  
25 Item Selection Algorithms Designed by Item Selection Method, Item Pool Configuration, and 
SH Method 
No. of Item 
Pools 
Item selection methods 
Random (RA)  Maximum Information (MI)  α-stratified (AS) 
no-SH  no-SH  SH  no-SH  SH 
One  SIP-RA 
(Baseline for 
item exposure 
rate) 
 
 
 
SIP-MI (Baseline 
for measurement 
precision) 
 SIP-MI-SHa  SIP-AS  SIP-AS-SHa 
(SIP)  SIP-MI-SHb    SIP-AS-SHb 
Two 2MIP-RA  2MIP-MI  2MIP-MI-SHa  2MIP_AST  2MIP-AS-SHa 
(2MIP)     2MIP-MI-SHb    2MIP-AS-SHb 
     2MIP-MI-SHc    2MIP-AS-SHc 
Three 3MIP-RA  3MIP-MI  3MIP-MI-SHa  3MIP_AST  3MIP-AS-SHa 
(3MIP)     3MIP-MI-SHb    3MIP-AS-SHb 
     3MIP-MI-SHc    3MIP-AS-SHc 
 
The item selection algorithms for the RA with multiple item pools are straightforward. 
First, an item pool was randomly selected. Then an item was randomly selected from within that 
randomly selected item pool. However, the item selection algorithms for the MI (MI-SH) and AS 
(AS-SH) are slightly more complicated. In the following section, I will describe the two 
algorithms that were used with the MI and the AS. These algorithms were used for the multiple 
item pool simulations; for the single pool simulation, the following algorithms were unnecessary. 
Item selection algorithms for the MI & MI-SH. 
1. Item pool selection: 
An item pool was selected by generating a random number from U 
(0,1). For the two-pool simulation, when the random number was less 
than 0.5, item pool 1 was selected; otherwise, item pool 2 was selected.  
 
2. Item selection:  
The item with the maximum item information at the examinee’s 
current ability level was selected.  
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3. Item exposure control parameters--the SH filter: 
The item exposure control parameters were compared to a randomly 
generated number of U (0,1). If the item exposure control rate was 
larger than the random number, the selected item was administered; 
otherwise, step 2 was implemented again, and the next best item was 
used. If item selection algorithm did not implement the SH method, 
step 3 was skipped. 
 
4. Estimating and updating examinee ability: 
The Bayes expected a posteriori (EAP) estimation was used until the 
examinee’s response pattern changed. As soon as the response pattern 
changed, the MLE was employed. After step 4, steps 1-4 were 
repeated until the fixed number of items was administered. 
 
 For this study, an examinee’s item response pattern was decided between steps 3 and 4. A 
random number was generated by U (0,1), and if the random number was less than the 
probability of the item response function of the item i at the examinee j’s current ability, the item 
response pattern for the item i and the examinee j was 1; otherwise it was 0.   
Item selection algorithms for the AS and AS-SH. 
1. The item pool was divided into K strata by ascending order of a-parameter: 
 
The first stratum had lowest a-parameter mean, and the last stratum 
had the highest a-parameter mean.  
 
2. Strata 1 – K: 
 
2a. Item pool selection: An item pool was selected by generating a 
random number from U (0,1). For the two -pool simulation, if the 
random number was less than 0.5, item pool 1 was selected; otherwise 
item pool 2 was selected.  
 
2b. Item selection: The item with the minimum difference between the 
b-parameters and the examinee’s current ability level was selected.   
 
2c. Item exposure control parameters--the SH filter: 
The item exposure control parameters were compared to a randomly 
generated number of U (0,1). If the item exposure control rate was 
larger than the random number, the selected item was administered; 
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otherwise, step 2b was implemented again, and the next best item was 
used.  
 
2d. Based on the examinee’s performance on the item selected, the 
examinee’s ability level was updated, and step 2a was implemented 
again. This procedure continued until all of the items in each stratum 
(10 items in this study) were administered. When all of the items in a 
stratum had been administered, step 2a was implemented for the next 
stratum, until all the strata were completed. 
 
 
Overexposed Items as Artificially Compromised Items  
To create artificially compromised items to investigate the effect of prior knowledge and 
whether multiple item pools can reduce bias and MSE when item pools include possibly 
compromised items, overexposed items were treated as artificially compromised items. If we had 
used Segall’s (2002) definition of possibly compromised items to create artificially compromised 
items, once administered items became possibly compromised items--that is, as soon as the CAT 
test was administered, over 60% of the items from the MI or over 90% of the items from the AS 
would have been possibly compromised items. Thus, I did not use his conservative definition of 
possibly compromised items, since I did not want most of the items in the item banks to be 
labeled as compromised. Instead, I designated overexposed items as the artificially compromised 
items, since overexposed items are most likely to be shared. To identify overexposed items, the 
25 item selection algorithms were run with a new set of 3,000 examinees for the NAEP item 
bank, and 15,000 examinees for the simulated item bank from N(0,1). The items with exposure 
rates higher than 0.2 were gathered from the 25 item selection algorithms from different simulees 
sets and treated as artificially compromised items.   
 The item exposure rates of 214 of the items in the NAEP item bank were larger than 0.2 
with at least one item selection algorithm, but there were only 208 unique items in that item bank. 
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To arrive at a smaller number of artificially compromised items than unique items, I excluded the 
37 items that appeared overexposed with only one item selection algorithm. So in the end, for the 
NAEP item bank, 177 items were treated as artificially compromised items. The percentage of 
artificially compromised items was 42.1%, that was similar to the estimated proportional 
compromised items of Yi et al. (2008). For the simulated item bank, 241 items (33.5%) and 286 
items (40%) were over-exposed for at least one item selection algorithm respectively for in =40 
and in =60. Since the number of over-exposed items was less than the number of unique items 
( UN =360), the 241 and 286 items were defined as artificially compromised items for the 
simulated item bank. Once items were labeled as artificially compromised items, their answers 
were treated as correct answers for all examinees, that represented the worst case of possibly 
compromised items. 
 According to Segall (2002)’s definition of possibly compromised item, reused items can 
be considered possibly compromised items, because they have been exposed to examinees over 
weeks, months, or years. Zhang and Chang’s (2005) multiple item pools addressed the possibility 
of reusing items. They showed that if reused items were allocated to a unique item bank, the 
proportion of compromised items would be minimized, using mathematical proofs assuming 
pure random item selection. Therefore, to investigate possibility of reusing items based on Zhang 
and Chang’s mathematical proof for CAT item selection algorithms, two different locations of 
artificially compromised items were set up: 1) artificially compromised items were located in all 
item pools, unique and common; and 2) artificially compromised items were reallocated to 
unique item pools only.  
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Item Pools 
Two item banks were constructed, one comprised of the NAEP item parameters from the 
2005 NAEP (the NAEP item bank) and one comprised of the simulated parameters from the 
simulation. For the NAEP item bank, the item parameters of 420 dichotomous items from 2005 
NAEP math assessment for 4th, 8th, and 12th grades were used  
(http://nces.ed.gov/nationsreportcard/tdw/analysis/scaling_irt_math.asp). The item parameters of 
720 items for the simulated item bank were generated from a lognormal distribution for the a-
parameters, normal distribution for the b-parameters, and uniform distribution for the c-
parameters.  
Common and unique items were allocated randomly, but to achieve some consistency 
between the master pool and the multiple item pools in each stratum for the AS method, the 
common and unique items were randomly selected within each stratum. Table 3 shows the total 
number of items, the number of unique items, and the number of common items for SIP, 2MIP, 
and 3MIP for the NAEP item bank and the simulated item bank.  
For the NAEP item bank, since there were 105 items in each stratum, 52 items were 
randomly assigned as unique items and 53 items were randomly assigned as common items in 
each stratum. Thus, the total number of unique items, UN , was 208, while the total number of 
common items, CN , was 212. For the simulated item bank, 90 unique items and 90 common 
items were randomly selected in each of the four strata. Consequently, 360 unique items and 360 
common items were assigned.  
The two item pool design for the NAEP item bank and the 4-stratum design for the 
simulated item bank were composed of the same number of unique items and common items in 
each stratum and across strata. However, to keep the same number of common items and unique 
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items in each stratum, the number of unique items and common items for the three item pool 
design was not the same as the two item pool design. Likewise, the 6-stratum design for the 
simulated item bank was different from the number of common items and unique items for the 4-
stratum design,.  
  The NAEP item bank 
 Table 4 shows the descriptive statistics for the a-, b-, and c- parameters of the NAEP item 
bank and the 4 strata. The means of the a- and c- parameters of the unique items were slightly 
higher than those of the common items, while the mean of the b- parameter of the common items 
was slightly higher than that of the unique items. However, the difference between the means of 
the common and unique items was not significantly large. Table A1 shows the means and SDs 
for 1Pool  and 2Pool  of the 2MIP and 1Pool , 2Pool , and 3Pool  of 3MIP for the MI selection 
method, and Table A2 shows the means and SDs for those of the AS selection method. 
Regardless of item selection method (MI or AS), the descriptive statistics of 1Pool  and 2Pool  of 
the 2MIP are identical; that is, they have exactly the same means and SDs of item parameters for 
total items, common items and unique items. 
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Table 3 
Number of Total Items, Unique Items, and Common Items in Single Item Pools (SIP), Two-Item Pools (2MIP), and Three-Item Pools 
(3MIP) 
Item Bank Strata 
  Item Pool configurations 
SIP  2MIP 3MIP 
  U1 U2  C12 
Pool1 
(U1+ 
C12) 
Pool2 
(U2+ 
C12) 
Total 
(Pool1 
+ Pool2) U1 U2 U3  C12 C23 C31 
Pool1 
(U1+C12 
+ C31 ) 
Pool2 
(U2+C12+ 
C23 ) 
Pool3 
(U4+C23+ 
C31 ) 
Total 
(Pool1 
+ Pool2+ 
Pool3) 
NAEP 1 105  26 26  53 79 79 158 18 17 17  17 18 18 53 52 53 158 
 2 105  26 26  53 79 79 158 18 17 17  18 17 18 54 52 52 158 
 3 105  26 26  53 79 79 158 17 17 18  19 16 18 54 52 52 158 
 4 105  26 26  53 79 79 158 18 17 17  18 18 17 53 53 52 158 
  Total 420  104 104  212 316 316 632 71 68 69  72 69 71 214 209 209 632 
Simulated 1 180  45 45  90 135 135 270 30 30 30  30 30 30 90 90 90 270 
2 180  45 45  90 135 135 270 30 30 30  30 30 30 90 90 90 270 
 3 180  45 45  90 135 135 270 30 30 30  30 30 30 90 90 90 270 
 4 180  45 45  90 135 135 270 30 30 30  30 30 30 90 90 90 270 
 Total 720  180 180  360 540 540 1080 120 120 120  120 120 120 360 360 360 1080 
 1 120  27 34  59 86 93 179 20 20 21  20 20 19 59 60 60 179 
 2 120  34 27  59 93 86 179 20 20 21  20 20 19 59 60 60 179 
 3 120  29 29  62 91 91 182 20 20 18  20 20 22 62 60 60 182 
 4 120  29 20  71 100 91 191 15 15 19  25 25 21 61 65 65 191 
 5 120  36 32  52 88 84 172 22 22 24  18 18 16 56 58 58 172 
 6 120  25 38  57 82 95 177 20 20 23  20 20 17 57 60 60 177 
  Total 720  180 180  360 540 540 1080 117 117 126  123 123 114 354 363 363 1080 
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Table 4 
Descriptive Statistics of Item Parameters for Master Item Pool, Unique Item Pools and Common 
Item Pools for the NAEP Item Bank 
Strata 
  
Total ( TN =420) 
Item Type 
  Unique ( UN =208) Common ( CN =212) 
  a- b- c- a- b- c- a- b- c- 
Total Mean  0.967 0.172 0.149 0.972 0.150 0.152 0.962 0.193 0.145 
 SD  0.386 1.151 0.098 0.382 1.104 0.097 0.391 1.197 0.100 
 Min  0.140 -3.360 0.000 0.210 -2.590 0.000 0.140 -3.360 0.000 
 Max  2.870 5.220 0.480 2.820 3.950 0.420 2.870 5.220 0.480 
1st Mean  0.555 -0.289 0.117 0.579 -0.468 0.115 0.531 -0.114 0.118 
 ( TN =105, UN =52, 
CN =53) 
SD  0.123 1.486 0.093 0.105 1.257 0.084 0.135 1.675 0.101 
Min  0.140 -3.360 0.000 0.210 -2.590 0.000 0.140 -3.360 0.000 
Max  0.700 5.220 0.480 0.700 3.950 0.310 0.690 5.220 0.480 
2nd 
Mean  0.810 -0.171 0.161 0.800 -0.150 0.154 0.820 -0.192 0.167 
( TN =105, UN =52, 
CN =53) 
SD  0.064 0.977 0.097 0.058 0.941 0.096 0.068 1.019 0.099 
Min  0.700 -2.610 0.000 0.700 -2.500 0.000 0.700 -2.610 0.000 
Max  0.930 1.910 0.440 0.920 1.720 0.420 0.930 1.910 0.440 
3rd 
Mean  1.029 0.219 0.170 1.028 0.310 0.195 1.029 0.130 0.146 
 ( TN =105, UN =52, 
CN =53) 
SD  0.062 0.821 0.101 0.064 0.832 0.090 0.062 0.808 0.106 
Min  0.930 -1.240 0.000 0.930 -1.210 0.000 0.940 -1.240 0.000 
Max  1.150 2.090 0.400 1.150 1.990 0.400 1.150 2.090 0.370 
4th 
Mean  1.474 0.929 0.147 1.481 0.907 0.145 1.468 0.950 0.148 
 ( TN =105, UN =52, 
CN =53)  
SD  0.344 0.763 0.096 0.347 0.833 0.101 0.345 0.696 0.091 
Min  1.150 -0.990 0.000 1.150 -0.990 0.000 1.150 -0.880 0.000 
Max  2.870 2.490 0.420 2.820 2.490 0.420 2.870 1.990 0.330 
Note. TN =the number of total items, UN =the number of unique items, and CN =the number of 
common items. 
The simulated item bank 
For the set of 720 items, the a-parameters were generated from a lognormal distribution, 
b-parameters from a normal distribution, and c-parameters from a uniform distribution U~(0, 0.2) 
However, to make the data set realistic, the a- and b-parameters needed to be correlated, so the a- 
and b-parameters were generated within each stratum by lognormal and normal distribution, as in 
Table 5. To generate the a-parameters from a lognormal distribution, the mean and standard 
deviation of lognormal distribution were calculated with the mean and standard deviation of 
normal distribution according to the following equation (Evans et al., 2000): 
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 )/log( 22 mvmu +=                                                         (39) 
)1/log( 2 += mvσ                                                            (40) 
Table 5  
 Distribution of the a-Parameters and b-Parameters for Each Stratum 
Strata 
a-parameters  b-parameters 
(m, v)    
1st (0.50, 0.01) 
log (-0.72, 0.20) 
 N(-0.50,1.0) 
2nd (0.75, 0.01) 
log (-0.30, 0.13) 
 N(-0.25,1.0) 
3rd (1.00, 0.01) 
log (0.01, -0.005) 
 N(0.25,1.0) 
4th (1.25, 0.01) 
log (0.22, 0.0799) 
 N(0.50,1.0) 
 
For the AS item selection method for the simulated item bank, a 4-stratum design (for the 
40-item test) and a 6-stratum design (for the 60-item test) were constructed. Table 6 shows the 
means and standard deviations for simulated master pool, and those for the unique items and the 
common items, as well as the means and SDs of the item parameters for the 4-stratum and 6-
stratum designs. The means of the common and unique items were very similar for all item 
parameters.  
Table 6 
Descriptive Statistics of Item Parameters for Master Item Pool, Unique Item Pools and Common 
Item Pools for the Simulated Item Bank  
Test 
length Strata 
  Total (N=720) Item Type 
   Unique  (N=360) Common (N=360) 
  a b c a b c a b c 
  Mean  0.880 0.027 0.097 0.887 0.049 0.096 0.874 0.005 0.098 
  SD  0.293 1.067 0.056 0.299 1.083 0.055 0.288 1.052 0.057 
  Min  0.246 -3.292 0.000 0.246 -3.292 0.000 0.345 -2.954 0.001 
  Max  1.517 3.071 0.200 1.517 3.071 0.199 1.453 2.903 0.200 
in =40 
1 Mean  0.495 -0.551 0.105 0.499 -0.467 0.097 0.497 -0.509 0.101 
 SD  0.089 0.960 0.052 0.073 1.027 0.054 0.081 0.992 0.053 
  Min  0.246 -3.292 0.004 0.345 -2.680 0.001 0.246 -3.292 0.001 
  Max  0.647 2.574 0.194 0.639 2.020 0.199 0.647 2.574 0.199 
            (Continued) 
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Table 6 (continued) 
 
Test 
length Strata 
  Total (N=720) Item Type 
   Unique  (N=360) Common (N=360) 
  a b c a b c a b c 
 2 Mean  0.763 -0.152 0.084 0.758 -0.273 0.104 0.760 -0.212 0.094 
  SD  0.071 1.019 0.057 0.069 0.983 0.059 0.070 1.000 0.058 
  Min  0.648 -2.434 0.003 0.648 -2.954 0.002 0.648 -2.954 0.002 
  Max  0.879 2.115 0.191 0.879 1.616 0.194 0.879 2.115 0.194 
 3 Mean  1.017 0.347 0.095 0.993 0.384 0.093 1.005 0.365 0.094 
  SD  0.079 0.939 0.056 0.057 0.945 0.059 0.070 0.940 0.058 
  Min  0.880 -1.588 0.000 0.895 -1.816 0.002 0.880 -1.816 0.000 
  Max  1.138 2.365 0.199 1.138 2.621 0.200 1.138 2.621 0.200 
 4 Mean  1.264 0.534 0.098 1.255 0.391 0.099 1.260 0.462 0.098 
  SD  0.082 1.049 0.053 0.079 1.004 0.057 0.080 1.026 0.055 
  Min  1.143 -1.811 0.006 1.147 -2.238 0.002 1.143 -2.238 0.002 
    Max  1.517 3.071 0.199 1.453 2.903 0.197 1.517 3.071 0.199 
in =60 1 Mean  0.446 -0.601 0.101 0.458 -0.524 0.095 0.452 -0.563 0.098 
 SD  0.060 0.957 0.049 0.053 0.868 0.053 0.057 0.911 0.051 
  Min  0.246 -3.292 0.004 0.345 -2.522 0.001 0.246 -3.292 0.001 
  Max  0.528 2.574 0.194 0.533 1.099 0.199 0.533 2.574 0.199 
 2 Mean  0.644 -0.299 0.103 0.624 -0.350 0.096 0.634 -0.324 0.100 
  SD  0.052 1.143 0.058 0.056 1.132 0.060 0.055 1.133 0.059 
  Min  0.552 -2.947 0.003 0.534 -2.680 0.002 0.534 -2.947 0.002 
  Max  0.720 2.115 0.194 0.716 2.020 0.194 0.720 2.115 0.194 
 3 Mean  0.806 -0.143 0.077 0.794 -0.242 0.109 0.800 -0.194 0.094 
  SD  0.049 0.856 0.055 0.048 1.000 0.056 0.048 0.931 0.058 
  Min  0.721 -2.434 0.003 0.723 -2.954 0.004 0.721 -2.954 0.003 
  Max  0.879 1.685 0.190 0.879 1.602 0.194 0.879 1.685 0.194 
 4 Mean  0.955 0.234 0.098 0.971 0.302 0.098 0.964 0.274 0.098 
  SD  0.049 0.947 0.055 0.040 0.937 0.060 0.044 0.938 0.058 
  Min  0.880 -1.347 0.000 0.895 -1.816 0.002 0.880 -1.816 0.000 
  Max  1.040 2.365 0.199 1.042 2.621 0.200 1.042 2.621 0.200 
 5 Mean  1.126 0.474 0.100 1.138 0.428 0.085 1.131 0.454 0.093 
  SD  0.049 1.035 0.057 0.052 1.053 0.057 0.050 1.039 0.057 
  Min  1.046 -1.811 0.001 1.047 -2.238 0.002 1.046 -2.238 0.001 
  Max  1.207 3.071 0.198 1.205 2.903 0.197 1.207 3.071 0.198 
 6 Mean  1.302 0.564 0.093 1.302 0.458 0.103 1.302 0.514 0.098 
  SD  0.068 0.984 0.052 0.058 0.948 0.057 0.063 0.965 0.055 
  Min  1.210 -1.328 0.006 1.208 -1.562 0.009 1.208 -1.562 0.006 
    Max  1.517 2.791 0.199 1.453 2.375 0.193 1.517 2.791 0.199 
   
 
 
   65
Criteria 
Most computerized adaptive testing studies have shown a reciprocal relationship between 
measurement precision and item exposure (and item pool usage). In other words, when item 
exposure control methods were embedded in the item selection algorithms, measurement 
precision was worse, but item usage balance was better. Thus, we should carefully use both of 
these aspects—measurement precision and item usage balance—as criteria to evaluate the 
effectiveness of multiple item pools compared to a single pool, and this study did so.  
Measurement precision 
 To determine measurement precision, the difference between estimated ability θˆ  and true 
ability θ  was measured by bias and mean square error (MSE): 
J
bias
J
j
jj
=
−
=
1
)ˆ( θθ
                                                              (41) 
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)ˆ(1 
=
−=
J
j
jjJ
MSE θθ ,                                                       (42) 
where J is the number of simulated examinees, and j is an examinee (j=1,..J ). So jθˆ  is the 
estimated ability of the j examinee j and jθ  is the true ability of examinee j.  
 Also, the correlation between estimated ability and true ability among examinees was 
calculated, and this correlation represents the correlation between the observed scores and the 
true scores on the test (Chang & van der Linden, 2006). Moreover, bias and MSE conditioned 
onθ  were graphed. Fourteen equally spacedθ  were graphed between -3.5  and 3.5 for the NAEP 
item pool and sixteen equally spaced θ were graphed between -4.0 and 4.0 for the simulated item 
bank. 
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Item exposure control  
The item exposure rate for each item was defined as the ratio of the number times the 
item was administered over the total number of examinees,  
J
usedisitemithetimesofnumberer
th
i =                                           (43) 
To evaluate the item exposure rate, descriptive statistics (mean and standard deviation) of 
the item exposure rates and the contingency table of item exposure rates were summarized:  
ier  is the exposure rate of item I, and J is the total number of examinees.  
The cross classification of percentages of item exposure rates was composed of 5 
conditions: item pool structure (SIP, 2MIP, 3MIP); item selection algorithm (RA, MI, AS); SH 
method (no-SH, Sha, SHb, SHc); item type (common or unique); and four different ranges of 
item exposure rate. For the last condition (item exposure rate), there were four different levels: 
0=er (items were never used); 1.00 ≤< er ; 2.01.0 ≤< er ; and er<2.0 . Because I expected 
the item exposure rate between common items and unique items to be different and therefore set 
up different exposure rates for common items ( 2.0max =r ) and unique items ( 1.0max =r ) for the 
SH method, an er  value of 0.1 was an important indicator of the effectiveness of differentiating 
between common and unique items.  
Item pool usage 
Scaled chi-square statistics were used as an additional criterion to evaluate item pool 
usage (Chang & Ying, 1999): 
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i
/
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=χ                                                                (44) 
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where N is the size of the pool, and L is the length of the test. The ratio L/N is the mean of the 
item exposure rate. A scaled 2χ statistic measures the skewness of the exposure rate distribution. 
2χ statistic captures the discrepancy between the observed and ideal item exposure rates, and it 
quantifies the efficiency of item bank usage. Thus, the larger the 2χ ,  the more unbalanced the 
item usage is. To compare the exposure rates of two methods (method A and method B), two 
scaled χ 2 statistics can be compared using the ratio of two statistics. If BAF ,  is smaller than 1, 
method A will be regarded as superior to method B, in terms of the overall control of item 
exposure: 
22
, BABAF χχ= .                                                               (45) 
For example, 
2
_
2
_
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MISIP
ASTSIP
MISIPASSIPF χ
χ
= , 
is the ratio between the scaled 2χ  of an item selection algorithm using the MI and that of the 
corresponding item selection algorithm using the AS for a single item pool. When there were 
possibly compromised items in the item pools, I compared two F ratios;  
 2
_
2
_,
dcompromiseno
CinUitemsdcompromise
dcompromsienoCUinitemsdcompromiseF χ
χ +
+ = , (46) 
between the scaled 2χ of no compromised items in item pools and that of compromised items in 
unique item pools and common item pools, and  
 2
_
2
_,
dcompromiseno
inUitemsdcompromise
dcompromsienoUinitemsdcompromiseF χ
χ
= , (47) 
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between the scaled 2χ of no compromised items in item pools and that of compromised items in 
unique item pools only,  
 2
_
2
_,
dcompromiseno
CinUitemsdcompromise
dcompromsienoCUinitemsdcompromiseF χ
χ +
+ = . (48) 
These comparisons indicated whether the different locations of artificially compromised items 
improved item pool usage.  
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Chapter 4 
Results 
In this chapter, I present the results of this research to answer two different research 
questions:  
1. Can the use of multiple item pools increase test security over the use of a single 
pool, in terms of item exposure control and item pool usage? 
 
2. When an item bank contains compromised items, can the use of multiple item 
pools ameliorate the loss of test precision more effectively than the use of a single 
pool?  
 
 
Single Pool vs. Multiple Pools 
 In this section, the results are presented in terms of three criteria: measurement precision, 
item exposure control, and item pool usage. The results for each criterion will be divided into 
two sections by item bank: the NAEP item bank and the simulated item bank.  
Measurement precision  
To evaluate measurement precision, the bias, MSE, and correlation coefficients between 
estimated ability (θˆ ) and true ability (θ ) were compared for the 25 item selection algorithms. 
Also, the biases and MSE conditioned on θ  were compared.  
 The NAEP item bank 
Table 7 shows the biases, MSEs, and correlation coefficients between the estimated 
ability (θˆ ) and true ability (θ ). The biases, MSEs and correlation coefficients of the three item 
selection algorithms using the RA (SIP-RA, 2MIP-RA, and 3MIP-RA) were worse than those 
using the MI and AS. The biases of SIP-RA, 2MIP-RA, and 3MIP-RA were -0.021, -0.010, and -
0.025, respectively; the MSEs were 0.151, 0.168, and 0.169, respectively; and the correlation 
coefficients were 0.933, 0.927, and 0.932. As item pools were added, the MSEs increased 
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slightly, but the biases and correlation coefficients did not show any substantial trend related to 
item pool configuration. In addition, the correlation coefficient of RA was high.  
The range of biases for the item selection algorithms using the MI was -0.009--0.004. 
The range of biases for the AS was -0.005--0.006, that was very small, but the range of the MSEs 
for the item selection algorithms using the MI (0.036--0.086) was smaller than that of the 
algorithms using the AS (0.064--0.108).  
Table 7 
Biases, MSEs, and θθρ ˆ   for the 25 Item Selection Algorithms for the NAEP Item Bank 
Item 
selection 
methods 
No.of item 
pools indicator 
SH methods 
no SHa SHb SHc 
RA One bias -0.021    
  MSE 0.151    
   0.933    
 Two bias -0.010    
  MSE 0.168    
    0.927    
 Three bias -0.025    
  MSE 0.169    
   0.932    
MI One bias -0.002 -0.001 -0.004  
  MSE 0.037 0.051 0.057  
   0.981 0.975 0.972  
 Two bias 0.002 0.004 -0.001 -0.002 
  MSE 0.036 0.049 0.057 0.061 
    0.982 0.975 0.971 0.969 
 Three bias 0.002 -0.006 0.000 -0.009 
  MSE 0.036 0.048 0.056 0.086 
    0.982 0.976 0.972 0.960 
AS One bias 0.001 0.000 -0.002  
  MSE 0.064 0.066 0.077  
   0.969 0.967 0.967  
 Two bias -0.001 0.000 0.006 -0.001 
  MSE 0.064 0.065 0.076 0.075 
    0.967 0.967 0.962 0.963 
 Three bias 0.002 -0.001 0.004 -0.005 
  MSE 0.064 0.064 0.069 0.108 
     0.968 0.969 0.965 0.949 
Note. RA-Random item selection, MI-Maximum information item selection, and AS-a stratified 
item selection method. 
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
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The 11 item selection algorithms using the MI also showed very similar biases, MSEs, 
and correlation coefficients among the different item pool configurations within the same SH 
filter, but as the SH filters became more complicated, the MSEs generally exhibited a slight 
increase within the same item pool configuration. (For the single item pool, no-SH = 0.037, SHa 
= 0.051, and SHb = 0.057; for two item pools, no-SH = 0.036, SHa = 0.049, SHb = 0.057, and 
SHc = 0.061; and for three item pools, no-SH = 0.036; SHa = 0.048; SHb = 0.056, and SHc = 
0.086.)  The correlations decreased within the same item pool configuration. (For the single item 
pool, no-SH = 0.981, SHa = 0.975, and SHb = 0.972; for two item pools, no-SH = 0.982, SHa = 
0.975, SHb = 0.971, and SHc = 0.969; and for three item pools, no-SH = 0.982, SHa = 0.976, 
SHb = 0.972, and SHc = 0.96.)  
The biases and MSEs of the 11 algorithms using the AS were slightly larger than those of 
the MI, and the correlations were slightly smaller than those of the MI. However, the item 
selection algorithms using the AS method showed similar bias and MSE patterns to the MI. 
Different item pool configurations within the same SH filters did not show a difference in MSEs, 
but the more complicated SH filters (SHb and SHc) showed slightly increased MSEs within the 
same item pool configuration. (For the single item pool, no-SH = 0.064, SHa = 0.066, and SHb = 
0.077; for two item pools, no-SH = 0.064, SHa = 0.065, SHb = 0.076, and SHc = 0.075; and for 
three item pools, no-SH = 0.064, SHa = 0.064, SHb = 0.069, and SHc = 0.108.) The correlations 
within the same item pool configuration decreased as the SH filter became more complicated.  
(For the single item pool, no-SH = 0.969, SHa = 0.967, and SHb = 0.967; for two item pools, no-
SH = 0.967, SHa = 0.967, SHb = 0.962, and SHc = 0.963; and for three item pools, no-SH = 
0.968, SHa = 0.969, SHb = 0.965, and SHc = 0.949.) 
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Figure 5 shows the means of the biases and MSEs for all 25 item selection algorithms. 
We can see that the biases and MSEs of the MI were smaller than those of the AS, regardless of 
the number of item pools. Also, the more complicated SH filters showed slightly increased MSEs 
within the same item pool configuration, regardless of item selection method. 
 
Figure 5. Biases and MSEs for the 25 item selection algorithms for the NAEP item bank. RA-
Random item selection, MI-Maximum information item selection, and AS-a stratified item 
selection method. 
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 Figure 6 shows the means of the biases and MSEs conditioned on 14 equally spaced θ  
between -3.5 and 3.5 for the 25 item selection algorithms; the values on the horizontal axis 
represent the midpoints of each θ  space. The overall biases of the item selection algorithms 
using the MI and AS were close to 0 regardless of item pool configuration or SH filter. However, 
all item selection algorithms at the lower (θ<-1.75) and higher (θ  >1.75) ability levels had lager 
biases and MSEs than those at the middle abilities (-1.75<θ<1.75). Also, the MSEs at the lower 
abilty level were larger than those at the higher ability level.   
 In addition, the biases and MSEs of the item selection algorithms using the AS were 
slightly larger than those of the item selection algorithms using the MI within the same item pool 
configuration. Moreover, the MSEs from the lower ability levels (θ  <-1.25) of the item selection 
algorithms using the AS were notably larger than using the MI. Also, as item pool configuration 
became more complicated, the MSE difference between the methods using the AS and the MI 
became greater. The 3MIP-AS-SHb in particular had a much larger MSE than the other item 
selection algorithms using the AS with three multiple item pools at the lower level abilities. Item 
selection algorithms using the MI (3MIP-MI-SHc) also showed notably lager MSEs at lower 
level abilities (θ<-1.75).  
In general, multiple item pools and the more complicated SH filters are assumed to make 
the algorithms more complicated, and the complicated algorithms, in turn, are assumed to have a 
negative effect on measurement precision. However, in this study, the use of multiple item pools 
did not affect measurement precision in terms of mean and standard deviation of bias and MSE, 
although the more complicated item configurations did increase the bias and MSE of the 
examinees at the lower ability levels. Rather, it was the SH methods that slightly affected 
measurement precision. 
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Figure 6. Biases and MSEs conditioned on 14 equally spaced θ  between -3.5 and 3.5 for the 
NAEP item bank. RA-Random item selection, MI-Maximum information item selection, and 
AS-a stratified item selection method. 
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The simulated item bank 
The overall results patterns of the simulated item bank were similar to those of the NAEP 
item bank. Figure 7 shows the biases and MSEs of the two different test lengths within the 
simulated item bank; it looks very similar to Figure 5 (p. 73), representing the NAEP item bank. 
The item selection algorithms using the RA had the largest biases and MSEs, and the item 
selection algorithms using the MI had smaller biases and MSEs than those using the AS. The 
MSEs increased and θθρ ˆ  decreased as the SH filters became more complicated, the patterns of 
the MSE and θθρ ˆ  for the simulated item bank were different from the results of the NAEP item 
bank. 
  
Figure 7. Biases and MSEs for the 25 item selection algorithms for the simulated item bank. RA-
Random item selection. MI-Maximum information item selection, and AS-a stratified item 
selection method. 
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Table 8 shows the biases, MSEs and θθρ ˆ  between estimated (θˆ ) and true (θ ) ability for 
the simulated item bank for the two different test lengths ( in =40, and  in =60).  
Table 8 
Biases, MSEs, and θθρ ˆ   for the 25 Item Selection Algorithms for the Simulated Item Bank 
Item 
selection 
methods 
No. of item 
pools 
Indicator
s 
Test length 
in =40  in =60 
no SHa SHb SHc  no SHa SHb SHc 
RA One bias -0.012      -0.005    
  MSE 0.146      0.092    
   0.939      0.959    
 Two bias -0.007        -0.001       
  MSE 0.140      0.091    
    0.941        0.960       
 Three bias -0.009      -0.010    
  MSE 0.140      0.092    
   0.941      0.960    
MI One bias -0.001 -0.001 0.000    -0.001 0.001 0.001   
  MSE 0.032 0.037 0.041    0.023 0.028 0.032  
   0.984 0.982 0.981    0.989 0.980 0.984   
 Two bias 0.002 -0.001 -0.002 0.004  -0.001 0.001 0.000 0.003 
  MSE 0.032 0.036 0.041 0.043  0.023 0.028 0.032 0.035 
    0.985 0.983 0.981 0.980  0.989 0.987 0.985 0.983 
 Three bias 0.001 0.002 0.001 0.000  0.003 0.001 -0.001 -0.001 
  MSE 0.033 0.037 0.041 0.044  0.035 0.028 0.033 0.044 
    0.984 0.982 0.980 0.979  0.989 0.986 0.984 0.979 
AS One bias 0.006 0.005 0.007    0.001 0.002 0.009   
  MSE 0.057 0.058 0.059    0.037 0.037 0.059  
   0.973 0.972 0.973    0.982 0.982 0.972   
 Two bias 0.005 0.003 0.007 0.009  0.004 0.003 0.006 0.007 
  MSE 0.058 0.058 0.056 0.058  0.038 0.037 0.059 0.058 
    0.972 0.973 0.973 0.973  0.982 0.982 0.972 0.972 
 Three bias 0.005 0.005 0.006 0.010  0.004 0.003 0.006 0.007 
  MSE 0.058 0.058 0.058 0.058  0.038 0.038 0.058 0.058 
     0.972 0.972 0.972 0.972  0.982 0.982 0.972 0.972 
Note. RA-Random item selection, MI-Maximum information item selection, and AS-a stratified 
item selection method. 
 
Regarding test length, the longer test ( in =60) had slightly smaller MSEs than the shorter 
test ( in =40) (e.g. For the RA: the range of the MSEs for in =60 was 0.091--0.092, and the range 
of the MSEs for in =40 was 0.140--0.146 ; for the MI, the range of the MSEs for in =60 was 
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
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0.023--0.044 and that of in =40 was 0.032--0.044; and for the AS, the range of the MSEs for 
in =60 was 0.037--0.059 and that of in =40 was 0.056—0.059). Also in =60 had a slightly 
higher θθρ ˆ  (e.g. The range of θθρ ˆ  for the RA for in =60 was 0.959~0.960, and that for in =40 was 
0.939--0.941).  
The biases and MSEs of the random item selection methods (RA) were larger than those 
of the MI and AS, and the item selection algorithms using the MI showed the smallest bias (the 
range for in =40 was -0.001--0.004, and the range for in =60 was -0.001--0.003) and MSEs (the 
range for in =40 was 0.032--0.044, and the range for in =60 was 0.023--0.044) among the item 
selection methods. The θθρ ˆ of the item selection algorithms using the RA (0.939--0.941 for n=40, 
and 0.959--0.960 for n=60) were smaller than those of the MI (0.979--0.984 for in =40 and 
0.979--0.989 for in =60) and AS (0.927~0.973 for in =40 and 0.972--0.982 for in =60). Although 
the correlation coefficients of the algorithms using the RA were still greater than 0.9, the 
correlation was sensitive to sample size, and the number of examinees for the simulation was 
15,000. The correlation coefficients of the item selection algorithms using the MI were slightly 
larger than those using the AS.      
 For the item selection algorithms using the MI, the MSEs were the same within the same 
SH filters, regardless of item pool configuration, but the MSEs increased slightly as the SH 
filters became more complicated. For example, when in =40, the MSEs of the item selection 
algorithms  were 0.032 (1SIP-MI), 0.037(1SIP-MI-SHa), and 0.041 (1SIP-MI-SHb) for the 
single item pool, 0.032 (2MIP-MI), 0.036 (2MIP-MI-SHa), 0.041 (2MIP-MI-SHb), and 0.043 
(2MIP-MI-SHc) for two item pools, and 0.033 (3MIP-MI), 0.037 (3MIP-MI-SHa), 0.041 (3MIP-
MI-SHb), and 0.044 (3MIP-MI-SHc) for three item pools. When in =60, the MSEs again 
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increased as the SH filters became more complicated. The correlation coefficients among the 
item selection algorithms using the MI with the simulated item bank showed the same patterns as 
those with the NAEP item bank, regardless of test length; as the SH filter became more 
complicated, the correlation coefficients decreased.    
 The MSEs and correlations for the item selection algorithms using the AS for in =40 
were similar regardless of item pool configuration or SH filter. However, when in =60, the MSEs 
of the item selection algorithms with SHb and SHc (1SIP-AS-SHb, 2MIP-AS-SHb, 2MIP-AS-
SHc, 3MIP-AS-SHb, and 3MIP-AS-SHc) suddenly increased, compared with their in =40 
counterparts. 
 Figures 8 and 9 show the biases and MSEs conditioned on 16 equally spaced θ  between -
4.0 and 4.0 for in =40 and in =60, respectively. These figures show a similar pattern to the results 
of the NAEP item bank. (Figure 6, p. 74). Regardless of test length, the MSEs at the lower (θ <-
2.25) and higher (θ >2.25) levels are larger than those at the middle levels. But the MSEs at the 
lower ability levels are larger than those at the higher levels. Also, the MSEs of the item 
selection algorithms using the AS are larger at the lower ability levels (θ <-2.25) than the MSEs 
of the item selection algorithms using the MI.  
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Figure 8. Biases and MSEs conditioned on 16 equally spaced θ  between -4.0 and 4.0 for in =40 
for the simulated item bank. RA-Random item selection, MI-Maximum information item 
selection, and AS-a stratified item selection method. 
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Figure 9. Biases and MSEs conditioned on 16 equally spaced θ  between -4.0 and 4.0 for in =60 
for the simulated item bank. RA-Random item selection, MI-Maximum information item 
selection, and AS-a stratified item selection method. 
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Item exposure control 
 To evaluate item exposure control, the means and SDs of the item exposure rates were 
compared and the percentages of item exposure rates falling into four ranges were compared 
across the item selection algorithms. Because we employed Zhang and Chang’s (2005) special 
type of multiple item pooling using unique and common items, we expected that the item 
exposure rate of the common items would be larger than that of the unique items. 
The NAEP item bank 
Table 9 shows the means and SDs of the item exposure rates of the 25 different item 
selection algorithms. The average of the item exposure rates for the NAEP item bank and 40-
item test was 0.095 (number of items used on test/total number of items in item bank = 40/420). 
The average of the item exposure rates of all 420 items, regardless of item selection algorithm, 
was 0.095, while the SDs of the means of the item exposure rates fluctuated depending on the 
item selection algorithm.  
The averages of the item exposure rates of the unique items and the common items for 
SIP-RA were 0.096 and 0.095, respectively. However, when we switch to multiple item pools, 
the averages of the item exposure rates for the unique items of 2MIP-RA ( Uer = 0.065) 3 and 
3MIP-RA ( Uer = 0.065) were half those of the common items ( Cer = 0.125 and Cer = 0.125). 
These results show that there was a difference in item exposure rate between the common and 
unique items with the random selection method.  
                                                 
3 Uer  represent a mean of item exposure rates of unique items and Cer  represent a mean of item exposure rates of 
common items.  
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Table 9 
Means and SDs of the Item Exposure Rates for the 25 Item Selection Algorithms for the NAEP Item Bank 
Item Selection 
Method 
No. of Item 
pools 
  SH methods 
  No  SHa  SHb  SHc 
  T U C  T U C  T U C  T U C 
RA One M  0.095 0.096 0.095             
  SD  0.005 0.005 0.006             
 Two M  0.095 0.065 0.125             
  SD  0.031 0.031 0.006             
 Three M  0.095 0.065 0.125             
  SD  0.031 0.031 0.006             
MI One M  0.095 0.085 0.105  0.095 0.089 0.101  0.095 0.066 0.124     
  SD  0.154 0.143 0.164  0.093 0.093 0.094  0.078 0.054 0.092     
 Two M  0.095 0.082 0.108  0.095 0.088 0.102  0.095 0.064 0.125  0.095 0.063 0.127 
  SD  0.155 0.141 0.167  0.094 0.093 0.094  0.079 0.054 0.092  0.070 0.049 0.080 
 Three M  0.095 0.081 0.110  0.095 0.088 0.103  0.095 0.065 0.125  0.095 0.062 0.127 
  SD  0.159 0.139 0.167  0.094 0.093 0.094  0.078 0.054 0.092  0.048 0.039 0.046 
AS One M  0.095 0.099 0.092  0.095 0.096 0.095  0.095 0.077 0.113     
  SD  0.076 0.083 0.068  0.062 0.063 0.061  0.056 0.038 0.068     
 Two M  0.095 0.079 0.111  0.095 0.078 0.112  0.095 0.072 0.118  0.095 0.070 0.120 
  SD  0.074 0.074 0.072  0.064 0.061 0.065  0.061 0.051 0.065  0.059 0.051 0.061 
 Three M  0.095 0.075 0.115  0.095 0.077 0.114  0.095 0.066 0.124  0.095 0.061 0.129 
  SD  0.071 0.099 0.070  0.059 0.059 0.056  0.056 0.044 0.060  0.048 0.040 0.044 
Note. T = all 420 items, U = unique items (N=208), and C = common items (N=212).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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Regardless of item selection method, most of the item selection algorithms with no-SH 
and SHa using a single pool showed no substantial difference between the means of the unique 
and common items. But SIP-MI did have different means of item exposure rates between the 
unique items (0.085) and the common items (0.105) compared to SIP-RA ( Uer = 0.096 and Cer = 
0.095) and SIP-AS ( Uer = 0.099 and Cer = 0.092). Also, the means of the common items for 
most of the item selection algorithms with SHa, SHb, and SHc and multiple item pools were 
larger than those of the unique items. But SIP-AS-SHa ( Uer = 0.099 and Cer = 0.092) and 3MIP-
AS ( Uer = 0.096 and Cer = 0.095) show no difference in the averages of the item exposure rates 
of the common and unique items.  
 Table 10 shows the percentage of item exposure rates falling into each of four different 
ranges: 1) 0=er (items were never used); 2) 1.00 ≤< er ; 3) 2.01.0 ≤< er ; and 4) er<2.0 . The 
frequency table is constructed by item pool (SIP, 2MIP, or 3MIP), item selection algorithm (RA, 
MI, or AS), SH filter (no-SH, SHa, SHb, or SHc), and item type (unique or common). The 
number of item exposure rates in each level was counted, and the percentage of each cell in the 
contingency table is divided by the total number of common items (for common items) or the 
total number of unique items (for unique items).  
We expected that the usage of common versus unique items would be different with the 
multiple item pool configurations. Specifically, for the multiple item pools, we expected the 
percentage of 1.00 ≤< er  of unique items to be larger than the percentage of 2.01.0 ≤< er  of 
unique items, and the percentage of 1.00 ≤< er of common items to be smaller than the 
percentage of 2.01.0 ≤< er . 
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Table 10 
Cross Classification of the Percentages of Item Exposure Rates Falling Into the Four Different 
Ranges for the 25 Item Selection Algorithms of the NAEP Item Bank 
Item 
Selection 
Method 
No. of 
Item 
Pools 
Item Exposure 
Rate  
Percentage of Item Exposure Rates 
no SHa SHb  SHc 
T U C T U C T U C  T U C 
RA One 0<er<=0.1  81.7 79.8 83.5           
  0.1<er<=0.2  18.3 20.2 16.5           
 Two 0<er<=0.1  49.5 100.0            
   0.1<er<=0.2  50.5  100.0           
 Three 0<er<=0.1  49.5 100.0            
  0.1<er<=0.2  50.5  100.0           
MI One never used  48.6 49.5 47.6 29.8 30.3 29.2 19.0 17.8 20.3     
  0<er<=0.1  21.2 24.0 18.4 23.8 27.4 20.3 36.4 53.8 19.3     
  0.1<er<=0.2  8.6 5.8 11.3 25.0 22.6 27.4 28.1 28.4 27.8     
  0.2<er  21.7 20.7 22.6 21.4 19.7 23.1 16.4 0.0 32.5     
 Two never used  47.9 51.0 44.8 28.6 29.3 27.8 18.8 17.8 19.8  11.9 10.6 13.2 
  0<er<=0.1  21.9 24.0 19.8 25.0 28.8 21.2 36.4 53.4 19.8  51.0 83.2 19.3 
  0.1<er<=0.2  9.3 6.7 11.8 22.6 19.7 25.5 27.9 28.8 26.9  34.3 6.3 61.8 
  0.2<er  21.0 18.3 23.6 23.8 22.1 25.5 16.9 0.0 33.5  2.9 0.0 5.7 
 Three never used  44.5 48.6 40.6 29.0 30.3 27.8 17.9 17.3 18.4  0.0 0.0 0.0 
  0<er<=0.1  25.5 26.0 25.0 24.8 28.4 21.2 36.7 52.4 21.2  61.7 99.0 25.0 
  0.1<er<=0.2  9.0 7.7 10.4 23.8 22.1 25.5 29.5 30.3 28.8  37.1 1.0 72.6 
  0.2<er  21.0 17.8 24.1 22.4 19.2 25.5 16.0 0.0 31.6  1.2 0.0 2.4 
AS One never used  0.7 1.0 0.5 0.5 0.5 0.5 0.2 0.0 0.5     
  0<er<=0.1  60.5 58.7 62.3 57.6 58.2 57.1 59.5 72.1 47.2     
  0.1<er<=0.2  32.6 33.2 32.1 35.2 33.2 37.3 33.3 27.9 38.7     
  0.2<er  6.2 7.2 5.2 6.7 8.2 5.2 6.9 0.0 13.7     
 Two never used  0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5  0.2 0.5 0.0 
  0<er<=0.1  61.4 75.5 47.6 73.6 73.6 46.2 58.6 74.5 42.9  59.8 80.8 39.2 
  0.1<er<=0.2  30.2 19.2 41.0 18.8 18.8 41.5 33.3 24.0 42.5  35.0 17.8 51.9 
   0.2<er  7.9 4.8 10.8 7.2 7.2 11.8 7.6 1.0 14.2  5.0 1.0 9.0 
 Three never used  0.2 0.5 0 0.2 0.5 0.0 0.2 0.5 0.0  0.2 0.5 0.0 
  0<er<=0.1  61.9 77.9 46.7 58.1 74.0 42.5 59.5 81.7 37.7  60.7 99.5 22.6 
  0.1<er<=0.2  30.5 16.3 44.8 33.3 19.2 47.2 33.8 17.8 49.5  38.8 0.0 76.9 
    0.2<er  7.4 5.3 8.49 8.3 6.3 10.4 6.4 0.0 12.7  0.2 0.0 0.5 
Note. T = all 420 items, U = unique items (N=208), and C = common items (N=212).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item 
selection method. 
 
 The item exposure rates of all 212 common items and all 208 unique items for SIP-RA 
were less than 0.1, and no items were classified as “never used.”  When we switched to multiple 
pools, for 2MIP-RA and 3MIP-RA, the percentage of common items that fell in the 
2.01.0 ≤< er  level was 100%, and the percentage of unique items that fell in the 1.00 ≤< er  
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level was 100%.  Thus, multiple item pools did contribute to differing item usage between the 
common items and the unique items.  
Overall, the MI item selection method was most influenced by item pool configuration 
and SH filter, in terms of the percentage of “never used” items, the difference between the item 
exposure rates for the unique and common items, and overexposed items ( er<2.0 ). Figure 10 
shows the percentages of the four different item exposure rate ranges for the 22 item selection 
algorithms using the MI and the AS. This figure also shows that the item selection algorithms 
using the MI with multiple item pools and the more complicated SH filters fluctuated more the 
algorithms using their counterparts using the AS.   
The item selection algorithms using the MI showed a serious lack of item usage. An 
average of 47% of the items (197 of 420) from the item selection algorithms using the MI 
without SH filters were never used (1SIP-MI = 48.6%; 2MIP-MI = 47.9%; and 3MIP-MI = 
44.5%). But the multiple item configurations seemed to contribute to reducing the percentage of 
“never used” items. Once item exposure control parameters were incorporated with the item 
selection algorithms, the percentages of “never used” items declined. Multiple item pool 
configuration helped to reduce the percentage of “never used” items within the same SH filter, 
but SH filters contributed even more to the reduction of the percentage of “never used” items 
within the same item pool configuration. (Percentages of never used items with single item pool: 
no-SH = 48.6%, SHa = 29.8%, and SHb = 19%; those with two item pools: no-SH = 47.9%, SHa 
= 28.6%, SHb = 18.8%, and SHc = 11.9%; and those with three item pools: no-SH = 44.5%, SHa 
= 29.%, SHb = 17.9%, and SHc = 0%.)   
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Figure 10. Cross classification of the percentages of item exposure rates falling into the four 
different ranges for the item selection algorithms using the MI and the AS for the NAEP item 
bank. MI-Maximum information item selection, and AS-a stratified item selection method. 
 
Overall, for item selection algorithms using the MI, a large percentage of unique items 
fall into the 1.00 ≤< er  range. However, more common items fell into the 1.00 ≤< er  range 
than the 2.01.0 ≤< er  range without SH filters, regardless of multiple item pools. Once the SH 
filters were incorporated with the multiple item pools, the percentage of unique item pools and 
common item pools started to fall into different item exposure rate ranges. That is, a larger 
percentage of unique items fell into the 2.01.0 ≤< er  range, and a larger percentage of common 
items fell into the 2.01.0 ≤< er  range. 
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At the same time, for item selection algorithms using the MI, SHb and SHc helped reduce 
item overexposure ( er<2.0 ). SHb seemed to eliminate the overexposure of unique items, since 
the percentages of overexposed items for SIP-MI-SHa, 2MIP-MI-SHb and 3MIP-MI-SHb was 
0.0%. In addition, SHc helped reduce item overexposure for both unique and common items. The 
percentages of overexposed unique items was already 0% for 2MIP-MI-SHc and 3MIP-MI-SHc, 
and those of the common items was 5.7% and 2.4%.  
In general, the item selection algorithms using the MI showed that the synergistic effect 
between multiple item configurations and SH filters was more powerful than either of these 
conditions alone. This synergistic effect was observable not only for shrinking the amount of 
“never used” items, but also for creating a distinction between unique and common items in 
terms of item exposure rates, and for reducing the amount of overexposed items.  
 While item selection algorithms using the MI were markedly influenced by multiple item 
pools and SH filters, the item selection algorithms using the AS were less affected by item pool 
configuration and SH filters. The percentages of “never used” items were close to zero across all 
item selection algorithms. Also, approximately 60% of all the item exposure rates were less than 
0.1, regardless of item pool configuration. When there were no SH filters or SHa filters, more 
than 50% of the unique items fell into the 1.00 ≤< er , from 58.2% (SIP-AS-SHa) to 99.5% 
(3MIP-AS-SHc). Only three of the item selection algorithms using the AS (2MIP-AS-SHc, 
3MIP-AS-SHb, and 3MIP-AS-SHc) showed more common item exposure rates in the 
2.01.0 ≤< er  range than in the 1.00 ≤< er  range. For the other eight item selection algorithms, 
more of the common item exposure rates fell in the 1.00 ≤< er  range than in the 2.01.0 ≤< er  
range. Thus, the AS method doesn’t seem to benefit from multiple item configuration or SH 
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filter. However, the SH filters did help control the upper bound of the item exposure rates. For 
example, the overall item overexposure percentage of 3MIP-AS-SHc was 0.2%. 
The simulated item bank 
 The results of item exposure rate control for the simulated item bank were very similar to 
those of the NAEP item bank. Table 11 shows the means and SD of the item exposure rates for 
the 25 item selection algorithms from simulated pool for both test lengths ( in =40 and in =60). 
The average item exposure rate for the 40-item test was 0.056 (40/720), and that of the 60-item 
test was 0.083 (60/720). The means of the item exposure rates for all 720 items were 0.056 and 
0.083 for the 40-item test and 60-item test, respectively. Once multiple item pool configurations 
were employed, the means of the item exposure rates between the unique and common items 
became different. However, seven item selection algorithms using the MI with multiple item 
pools (2MIP-MI, 3MIP-MI-noSH, 2MIP-MI-SHa, and 3MIP-MI-SHb for in =40, and 2MIP-MI, 
2MIP-MI-SHa, and 3MIP-MI-SHb from in =60) did not show a distinct difference between the 
means of the item exposure rates of the unique and common items, even when multiple item pool 
configurations were employed.   
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Table 11 
Means and SDs of the Item Exposure Rates for the 25 Item Selection Algorithms for the Simulated Item Bank 
Test 
lengths 
Item 
Selection 
Method 
No. of 
item 
pools 
 
 
SH methods 
 No SHa SHb SHc 
 T U C T U C T U C T U C 
in =40 RA One M 0.056 0.056 0.056          
  SD 0.002 0.002 0.002          
 Two M 0.056 0.038 0.074          
   SD 0.018 0.018 0.002          
 Three M 0.056 0.038 0.073          
  SD 0.018 0.018 0.003          
MI One M 0.056 0.057 0.054 0.056 0.061 0.051 0.056 0.042 0.069    
  SD 0.116 0.123 0.109 0.082 0.085 0.079 0.072 0.049 0.088    
 Two M 0.056 0.055 0.056 0.056 0.059 0.052 0.056 0.041 0.070 0.056 0.039 0.072 
   SD 0.115 0.119 0.112 0.082 0.084 0.080 0.072 0.049 0.088 0.067 0.045 0.082 
 Three M 0.056 0.054 0.057 0.056 0.059 0.052 0.056 0.041 0.070 0.056 0.038 0.073 
    SD 0.115 0.113 0.116 0.082 0.084 0.079 0.072 0.049 0.088 0.059 0.039 0.071 
AS One M 0.056 0.053 0.059 0.056 0.053 0.059 0.059 0.056 0.061    
  SD 0.039 0.034 0.044 0.041 0.036 0.046 0.046 0.042 0.049    
 Two M 0.056 0.040 0.072 0.056 0.040 0.072 0.057 0.041 0.073 0.061 0.045 0.077 
   SD 0.041 0.032 0.046 0.042 0.033 0.047 0.044 0.035 0.048 0.049 0.040 0.054 
 Three M 0.056 0.041 0.070 0.056 0.041 0.070 0.056 0.040 0.071 0.068 0.052 0.085 
    SD 0.039 0.032 0.043 0.039 0.032 0.043 0.039 0.033 0.041 0.055 0.046 0.060 
 (Continued)
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Table 11 (continued) 
 
Test 
lengths 
Item 
Selection 
Method 
No. of 
item 
pools 
 
 
SH methods 
 No SHa SHb SHc 
 T U C T U C T U C T U C 
in =60 RA One M 0.083 0.083 0.083          
  SD 0.002 0.002 0.002          
 Two M 0.083 0.057 0.110          
   SD 0.027 0.027 0.003          
 Three M 0.083 0.057 0.110          
  SD 0.027 0.027 0.004          
MI One M 0.083 0.087 0.079 0.083 0.085 0.081 0.083 0.060 0.107    
  SD 0.140 0.146 0.135 0.091 0.092 0.090 0.077 0.053 0.092    
 Two M 0.083 0.085 0.081 0.083 0.085 0.082 0.083 0.059 0.107 0.083 0.057 0.110 
   SD 0.140 0.143 0.138 0.091 0.092 0.090 0.077 0.053 0.092 0.070 0.048 0.082 
 Three M 0.083 0.057 0.110 0.083 0.084 0.083 0.083 0.059 0.108 0.083 0.055 0.111 
    SD 0.070 0.048 0.082 0.091 0.092 0.090 0.077 0.053 0.092 0.051 0.039 0.053 
AS One M 0.083 0.083 0.084 0.088 0.087 0.090 0.069 0.065 0.072    
  SD 0.053 0.054 0.052 0.066 0.063 0.068 0.060 0.058 0.062    
 Two M 0.083 0.068 0.099 0.088 0.071 0.106 0.063 0.060 0.066 0.058 0.055 0.061 
   SD 0.053 0.048 0.055 0.066 0.058 0.070 0.053 0.052 0.053 0.044 0.043 0.044 
 Three M 0.083 0.066 0.101 0.088 0.068 0.108 0.062 0.061 0.063 0.066 0.066 0.067 
    SD 0.052 0.046 0.055 0.066 0.055 0.072 0.049 0.048 0.050 0.044 0.043 0.045 
Note. T = all 720 items, U = unique items (N=360), and C = common items (N=360).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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Table 12 shows the cross classification of percentages of the four levels of item exposure: 
1) 0=er (items were never used); 2) 1.00 ≤< er ; 3) 2.01.0 ≤< er ; and 4) er<2.0 . The 
frequency table is constructed by item pool (SIP, 2MIP, and 3MIP), item selection algorithm 
(RA, MI, and AS), SH procedure (no-SH, SHa, SHb, and SHc), and item type (total, unique, and 
common). The number of item exposure rates at each level was counted, and the percentage of 
each cell in the contingency table was divided by the total number of common items (for 
common items) or the total number of unique items (for unique items).  
When we compare the percentages of the four different item exposure rate ranges for all 
720 items regardless of the number of common or unique items, test length seemed to affect item 
exposure rates for the item selection algorithms using the MI. The percentages of “never used” 
items were smaller on the 60-item test than on the 40-item test. (0%~50.4% for in =60 and 
29.2%~62.1% for in =40), but the percentage of overexposed items ( er<2.0 ) was larger on the 
60-item test than on the 40-item test  (0%~18.2% for in =60 and 0%~12.5% for in =40).  
However, test length did not seem to affect the percentages of “never used” items for the item 
selection algorithms using the AS (0%~0.1% for in =40 and 0%~0.3% for in =60), but the 60-
item test had slightly higher percentages of overexposed items (0.6%~3.6% for in =40 and 
1.4%~5.6% for in =60). 
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Table 12 
Cross Classification of the Percentages of Item Exposure Rates Falling Into the Four Different Ranges for the 25 Item Selection 
Algorithms of the Simulated Item Bank 
Test 
length 
Item 
Selection 
Method 
No. of Item 
Pools 
Item Exposure 
Rate 
SH method 
no  SHa  SHb  SHc 
T U C  T U C  T U C  T U C 
in =40 RA one 0<er<=0.1 100.0               
 Two 0<er<=0.1                
   0.1<er<=0.2 100.0               
  Three 0<er<=0.1                
   0.1<er<=0.2 100.0               
 MI one never uesd 62.1 60.6 63.6  53.6 51.9 55.3  45.8 44.4 47.2     
   0<er<=0.1 19.3 20.6 18.1  19.7 18.6 20.8  28.6 37.8 19.4     
   0.1<er<=0.2 6.1 8.1 4.2  16.5 18.3 14.7  20.4 17.8 23.1     
   0.2<er 12.5 10.8 14.2  10.1 11.1 9.2  5.1 0.0 10.3     
  Two never uesd 61.3 60.0 62.5  53.1 51.4 54.7  45.4 44.2 46.7  40.7 39.7 41.7 
   0<er<=0.1 19.7 21.7 17.8  20.6 20.0 21.1  28.3 36.7 20.0  40.0 60.0 20.0 
   0.1<er<=0.2 6.7 7.8 5.6  15.0 16.9 13.1  20.8 19.2 22.5  19.3 0.3 38.3 
   0.2<er 12.4 10.6 14.2  11.4 11.7 11.1  5.4 0.0 10.8  0.0 0.0 0.0 
  Three never uesd 58.1 56.7 59.4  49.0 46.7 51.4  43.6 43.1 44.2  29.2 28.6 29.7 
   0<er<=0.1 23.2 24.7 21.7  23.6 23.6 23.6  31.0 39.7 22.2  49.0 71.4 26.7 
   0.1<er<=0.2 6.5 8.3 4.7  20.4 22.8 18.1  20.6 17.2 23.9  21.8 0.0 43.6 
   0.2<er 12.2 10.3 14.2  6.9 6.9 6.9  4.9 0.0 9.7  0.0 0.0 0.0 
 AS one never uesd 0.1 0.3 0.0  0.1 0.3 0.0  0.1 0.3 0.0     
   0<er<=0.1 88.9 90.6 87.2  88.2 89.7 86.7  86.9 88.3 85.6     
   0.1<er<=0.2 10.4 9.2 11.7  11.0 9.7 12.2  11.3 9.4 13.1     
   0.2<er 0.6 0.0 1.1  0.7 0.3 1.1  1.7 1.9 1.4     
  Two never uesd 0.1 0.3 0.0  0.1 0.3 0.0  0.1 0.3 0.0  0.1 0.3 0.0 
   0<er<=0.1 88.9 96.1 81.7  88.9 95.3 82.5  88.2 94.7 81.7  85.6 92.2 78.9 
   0.1<er<=0.2 10.0 3.6 16.4  10.0 4.4 15.6  10.6 5.0 16.1  12.2 6.4 18.1 
   0.2<er 1.0 0.0 1.9  1.0 0 .000 1.9  1.1 0.0 2.2  2.1 1.1 3.1 
                (Continued)
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Table 12 (continued) 
 
Test 
length 
Item 
Selection 
Method 
No. of Item 
Pools 
Item Exposure 
Rate 
SH method 
no  SHa  SHb  SHc 
T U C  T U C  T U C  T U C 
  Three never uesd 0.0 0.0 0.0  0.0 0.0 0.0  0.0 0.0 0.0  0.0 0.0 0.0 
   0<er<=0.1 89.3 95.8 82.8  89.3 95.8 82.8  89.3 96.4 82.2  80.0 89.2 70.8 
   0.1<er<=0.2 9.6 3.9 15.3  9.6 3.9 15.3  10.3 3.3 17.2  16.4 9.4 23.3 
   0.2<er 1.1 0.3 1.9  1.1 0.3 1.9  0.4 0.3 0.6  3.6 1.4 5.8 
in =60 RA one 0<er<=0.1 100.0               
 Two 0<er<=0.1 50.0 100.0              
   0.1<er<=0.2 50.0  100.0             
  Three 0<er<=0.1 50.0 99.7 0.3             
   0.1<er<=0.2 50.0 0.3 99.7             
 MI one never uesd 50.4 46.9 53.9  36.5 35.3 37.8  26.7 25.3 28.1     
   0<er<=0.1 22.1 24.2 20.0  22.8 23.3 22.2  32.4 46.1 18.6     
   0.1<er<=0.2 9.3 9.7 8.9  26.0 25.3 26.7  31.3 28.6 33.9     
   0.2<er 18.2 19.2 17.2  14.7 16.1 13.3  9.7 0.0 19.4     
  Two never uesd 50.1 47.2 53.1  35.6 35.0 36.1  26.3 24.4 28.1  20.0 18.9 21.1 
   0<er<=0.1 22.5 24.2 20.8  23.5 23.6 23.3  33.3 48.1 18.6  50.3 80.8 19.7 
   0.1<er<=0.2 9.4 10.6 8.3  26.8 26.1 27.5  31.3 27.5 35.0  29.6 0.3 58.9 
   0.2<er 17.9 18.1 17.8  14.2 15.3 13.1  9.2 0.0 18.3  0.1 0.0 0.3 
  Three never uesd 46.4 44.7 48.1  34.7 34.2 35.3  25.3 23.9 26.7  0.0 0.0 0.0 
   0<er<=0.1 26.5 27.2 25.8  24.4 25.3 23.6  34.4 48.9 20.0  66.1 100.0 32.2 
   0.1<er<=0.2 9.3 10.0 8.6  24.0 23.9 24.2  31.0 27.2 34.7  33.9 0.0 67.8 
   0.2<er 17.8 18.1 17.5  16.8 16.7 16.9  9.3 0.0 18.6  0.0 0.0 0.0 
 AS one never uesd 0.1 0.3 0.0  0.1 0.3 0.0  0.3 0.6 0.0     
   0<er<=0.1 70.7 70.6 70.8  69.7 69.7 69.7  78.6 79.4 77.8     
   0.1<er<=0.2 25.7 25.8 25.6  24.6 25.6 23.6  16.7 16.7 16.7     
   0.2<er 3.5 3.3 3.6  5.6 4.4 6.7  4.4 3.3 5.6     
                (Continued)
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Table 12 (continued) 
 
Test 
length 
Item 
Selection 
Method 
No. of Item 
Pools 
Item Exposure 
Rate 
SH method 
no  SHa  SHb  SHc 
T U C  T U C  T U C  T U C 
  Two never uesd 0.1 0.3 0.0  0.0 0.0 0.0  0.1 0.3 0.0  0.3 0.6 0.0 
   0<er<=0.1 70.7 81.1 60.3  69.0 79.7 58.3  81.5 82.8 80.3  85.1 86.4 83.9 
   0.1<er<=0.2 25.3 16.7 33.9  25.7 17.5 33.9  15.1 14.2 16.1  13.2 12.2 14.2 
   0.2<er 3.9 1.9 5.8  5.3 2.8 7.8  3.2 2.8 3.6  1.4 0.8 1.9 
  Three never uesd 0.0 0.0 0.0  0.0 0.0 0.0  0.0 0.0 0.0  0.0 0.0 0.0 
   0<er<=0.1 71.1 84.4 57.8  70.3 83.9 56.7  83.6 84.7 82.5  83.2 84.4 81.9 
   0.1<er<=0.2 25.3 14.2 36.4  24.7 14.2 35.3  14.3 13.3 15.3  14.9 14.2 15.6 
   0.2<er 3.6 1.4 5.8  5.0 1.9 8.1  2.1 1.9 2.2  1.9 1.4 2.5 
Note. T = all 720 items, U = unique items (N=360), and C = common items (N=360).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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For the item selection algorithms using the MI, when in =40, 62.1% of the items on 1SIP-
MI were never used. When SH filters were added (SHa and SHb), the percentage of “never used” 
items decreased (SIP-MI-SHa = 53.6%, and 2MIP-MI-SHb = 45.8%). Also, the item selection 
algorithms with multiple pool configurations showed a slightly lower percentage of “never used” 
items. Within the same SH filter, as multiple pool configurations were added, the percentage of 
“never used” items dropped less than 5%, except between 2MIP-MI-SHc and 3MIP-MI-SHc. For 
example, when in =60%, the percentage of “never used” items for 2MIP-MI-SHc was 21.1%, 
and that of 3MIP-MI-SHc was 0%. Within the same item pool configuration, the percentages of 
“never used” items with the more complicated SH filters were an average of 8% smaller than 
those of the less complicated SH filters. The percentages of overexposed items (er > 0.2) 
decreased with SH filter and multiple item pool configuration, but control of item overexposure 
was affected more by complicated SH filters than by multiple pool configurations. However, SH 
filters contributed more to the reduction of the percentages of “never used” items than multiple 
pool configurations did. For the 60-item test, the percentages of “never used” items were lower 
than those for the 40-item test, and the percentages of overexposed items were higher. Also, like 
the results of the NAEP item bank, once item selection algorithms incorporated multiple item 
pools and the more complicated SH filters, the percentages of common and unique items falling 
into the 1.00 ≤< er  and 2.01.0 ≤< er ranges were different.  
 Item selection algorithms using the AS did not show influence by multiple item pool 
configuration or SH filter. Regardless of item pool configuration, item type (unique or common), 
or SH filter, more than 85% of the item exposure rates fell into the 2.01.0 ≤< er  range.  Figure 
11 shows the percentages of item exposure rates that fell into each of the four different ranges, 
giving and overall insight into the changes in item exposure rates. Like the results of the NAEP 
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item bank, the item selection algorithms using the MI show many more fluctuations than those 
using the AS.  
 
 
Figure 11. Cross classification of the percentages of item exposure rates falling into the four 
different ranges for the item selection algorithms using the MI and the AS for the simulated item 
bank. MI-Maximum information item selection, and AS-a stratified item selection method. 
 
Item pool usage 
 
Table 13 shows the 2χ index for the 25 item selection algorithms for the NAEP item 
bank and the simulated item bank. Overall, the item selection algorithms using the RA showed 
the smallest 2χ  index, and the item selection algorithms using the MI without SH filters (1SIP-
MI, 2MIP-MI, and 3MIP-MI) showed the largest 2χ  index within each item bank. 
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Table 13 
2χ Indexes for the 25 Item Selection Algorithms for the NAEP Item Bank and the Simulated Item 
Bank 
Item 
Bank 
Test 
Length 
Item 
Selection 
No. of 
item 
pools 
SH filters 
no  SHa  SHb  SHc 
NAEP 
in =40 RA One 0.130       
 Two 4.164       
  Three 4.158       
MI One 105.158  38.337  26.885   
 Two 105.728  38.738  27.336  21.655 
 Three 104.866  38.588  27.128  10.369 
AS One 25.062  16.962  13.972   
 Two 24.058  18.235  16.216  15.302 
  Three 22.483  15.471  13.940  10.185 
simulated 
item  i
n =40 RA One 0.045       
 Two 4.263       
 
 
 Three 4.247       
MI One 175.066  86.658  66.921   
 Two 172.643  86.168  67.067  58.940 
  Three 172.643  85.669  67.058  44.490 
AS One 19.982  19.493  18.013   
 Two 21.849  20.232  19.873  20.823 
  Three 19.908  19.908  19.405  19.935 
 in =60 RA One 0.046       
 Two 6.182       
 Three 6.178       
MI One 170.490  71.787  51.263   
 Two 169.670  71.780  51.271  42.345 
  Three 168.812  71.270  51.251  22.272 
AS One 24.199  19.344  17.371   
 Two 24.111  19.822  19.928  24.294 
  Three 23.493  19.743  20.605  23.693 
Note. RA-Random item selection, MI-Maximum information item selection, and AS-a stratified 
item selection method. 
 
For the item selection algorithms using the MI, the multiple item pools seemed to 
improve item pool usage, since the 2χ  indexes of the two item pools and the three item pools 
were smaller than those of the single item pool. Also, the use of three item pools seemed to 
improve item pool usage over the use of two item pools. However, the more complicated SH 
filters helped decrease the 2χ  index more than multiple item pools did, since the 2χ  declined 
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more across SH filters than across item pool configuration. Moreover, the use of multiple item 
pools and SH method encouraged item pool usage. The 2χ index of 1SIP-MI was 105.158, and 
that of 3MIP-MI-SHc was 10.369. Then, 2
_1
2
1
_1,1
SHcSIP
SHcMISIP
MISIPSHcMISIPF χ
χ
−−
−−
= =10.369/105.158=0.098, 
so the F ratio was very small. Also, for the item selection algorithm using the MI with SHc 
(3MIP-MI-SHc), the 2χ index was very close to its counterpart using the AS (3MIP-AS-SHc) 
 The item selection algorithms using the AS did not show much decrease in the 2χ index, 
because 1SIP already had a lower 2χ index. However, for the NAEP item bank, even the item 
selection algorithms using the AS showed improvement in item pool usage with multiple item 
pools: the 2χ index of 1SIP-AS was 25.062, and that of 3SIP-AS-SHc was 10.185.  
 
Multiple Item Pools for Artificially Compromised Items 
To investigate of the effect of the worst case of possibly compromised items and whether 
multiple item pools can help to reduce bias and MSE, artificially compromised items were 
defined as items that were overexposed ( er<2.0 ) in other simulations and were treated as 
known to every examinee.  
In addition, there were two different arrangements for artificially compromised items in 
the item pools: (a) artificially compromised items were allocated to both unique item pools and 
common item pools ( aciUC ), and (b) artificially compromised items were allocated to unique 
item pools only ( aciU ). These two different locations for the artificially compromised items 
helped in the investigation of the feasibility of Zhang and Chang’s (2005) reused items. 
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Comparisons between aciUC  and aciU  focused on multiple item pools only, because there is no 
distinction between common and unique items in the single item pool design.  
 In this section, the results are presented in terms of three criteria: measurement precision, 
item exposure control, and item pool usage. The results for each criterion will be divided into 
two sections by item bank: the NAEP item bank and the simulated item bank.  
Measurement precision  
For the results of measurement precision, the bias, MSE, and correlation coefficients of 
the estimated ability (θˆ ) and true ability (θ ) were compared among the 25 item selection 
algorithms for the two different locations of artificially compromised items. 
The NAEP item bank 
Table 14 shows the biases, MSEs and correlation coefficients between θˆ  and θ  of the 25 
item selection algorithms for the two different locations of artificially compromised items. When 
artificially compromised items existed in the item pools, the biases were positive across all item 
selection algorithms; the biases and MSEs were much larger than those with no artificially 
compromised items. The MSEs with compromised items were at most about 70 times larger 
(1.381 for SIP-MI from aciUC ) and at least 10 times larger than (1.028 for 3MIP-AS-SHc from 
aciU ) than the MSEs from no artificially compromised items in the bank (0.037 for SIP-MI and 
0.108 for 3MIP-AS-SHc). The correlation coefficients were lower than when there were no 
artificially compromised items in the item pools (Table 7, p. 70) 
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Table 14 
Biases, MSEs, and θθρ ˆ  for the 25 Item Selection Algorithms for the Two Different Locations of 
Artificially Compromised Items for the NAEP Item Bank 
Item 
selection 
methods 
No.of 
item 
pools indicator 
Location of Artificially compromised items 
Unique and Common (
aciUC )  Unique ( aciU ) 
no SHa SHb SHc  no SHa SHb SHc 
RA One bias 1.087     1.086    
  MSE 1.620     1.622    
   0.764     0.764    
 Two bias 1.171     0.823    
  MSE 1.849     1.023    
   0.737     0.814    
 Three bias 1.167     0.815    
  MSE 1.848     1.012    
   0.756     0.830    
MI One bias 1.381 1.289 1.260   1.381 1.288 1.257  
  MSE 2.646 2.363 2.263   2.646 2.360 2.258  
   0.614 0.641 0.650   0.610 0.641 0.658  
 Two bias 1.385 1.287 1.262 1.249  1.380 1.283 1.251 1.269 
  MSE 2.656 2.361 2.276 2.230  2.640 2.345 2.241 2.302 
   0.623 0.649 0.645 0.662  0.622 0.632 0.651 0.654 
 Three bias 1.387 1.292 1.260 1.228  1.375 1.277 1.241 1.351 
  MSE 2.662 2.373 2.270 2.090  2.621 2.328 2.216 2.527 
   0.617 0.645 0.649 0.713  0.629 0.641 0.662 0.642 
AS One bias 1.247 1.201 1.224   1.245 1.194 1.235  
  MSE 2.153 2.003 2.069   2.147 1.976 2.109  
   0.713 0.737 0.747   0.707 0.756 0.740  
 Two bias 1.282 1.280 1.295 1.230  1.079 1.087 1.138 1.091 
  MSE 2.262 2.259 2.314 2.113  1.629 1.656 1.808 1.673 
   0.701 0.686 0.678 0.709  0.824 0.811 0.787 0.804 
 Three bias 1.270 1.250 1.245 1.171  1.048 1.063 1.078 1.028 
  MSE 2.210 2.147 2.128 1.864  1.533 1.576 1.629 1.488 
   0.719 0.739 0.739 0.769  0.838 0.834 0.813 0.844 
Note. RA-Random item selection, MI-Maximum information item selection, and AS-α  stratified 
item selection method. 
 
Artificially compromised items in unique and common item pools  
 The item selection algorithms using the MI have the largest biases and MSEs, although 
they had the smallest MSEs with no artificially compromised items in the bank. The ranges of 
the biases and MSEs of the item selection algorithms using the MI were 1.228--1.387 and 2.09--
2662, respectively; the ranges of the biases and MSEs of the item selection algorithms using the 
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
θθρ ˆ
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AS were 1.171--1.295, and 1.864--2.314 respectively; and the ranges of the biases and MSEs of 
the item selection algorithms using the RA were 1.087--1.717 and 1.628--1.849. When 
artificially compromised items were allocated to both unique and common item pools, multiple 
item pools did not seem to help reduce the biases or MSEs for the item selection algorithms 
using the MI. But among the item selection algorithms using the same item configuration, the SH 
filters improved the biases and MSEs. (The biases of 2MIP-MI, 2MIP-MI-SHa, 2MIP-MI-SHb, 
and 2MIP-MI-SHc were 1.385, 1.287, 1.262, and 1.249 respectively and the MSEs of them were 
2.65, 2.361, 2.276, and 2.230 from  aciUC ), but when SHc was used as the SH filter, the three 
item pool design seemed to slightly reduce the bias and MSE (1.249 and 2.230 for 2MIP-MI-
SHc, 1.228 and 2.090 for 3MIP-MI-SHc), compared to two item pools.  
 The biases and MSEs of the item selection algorithms using the AS were generally lower 
than those using the MI, and these results were different from when there were no artificially 
compromised items (Table 7, p. 70). Also, the item selection algorithms using the AS showed 
that 2MIP and 3MIP had slightly larger biases and MSEs than SIP had, and 2MIP had the largest 
biases and MSEs among the item selection algorithms using the same SH filter. The more 
complicated SH filters seemed to reduce the biases and MSEs, unlike when there are no 
artificially compromised items.  
Artificially compromised items in unique item pools only  
 When artificially compromised items were located only in unique item pools, the item 
selection algorithms using the MI had the largest biases and MSEs, and the item selection 
algorithms using the RA had the smallest biases MSEs, that was the same as when the artificially 
compromised items were located in both common and unique pools. The ranges of the biases and 
MSEs of the item selection algorithms using the MI were 1.241--1.381 and 2.216--2.646; the 
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ranges of the biases and MSEs of the item selection algorithms using the AS were 1.028--1.245 
and 1.488--2.314; and the biases and MSEs of the item selection algorithms using the RA were 
0.815--1.086 and 1.012--1.622.  
 The item selection algorithms using the MI had slightly lower biases and MSEs as the 
item pool configuration became more complicated within the same SH filter, except SHc. The 
bias and MSE of 3MIP-MI-SHc (1.351 and 2.527) were larger than those of 2MIP-MI-SHc 
(1.269 and 2.302). Also, the more complicated SH filters seemed to reduce bias and MSE within 
the same item pool configuration, except SHc. For SIP, the biases were 1.381, 1.288, and 1.257 
with no-SH, SHa, and SHb, respectively; those for 2MIP were 1.38, 1.283, and 1.251; and those 
for 3MIP were 1.375, 1.277, 1.241. However, the multiple item pools with SHc had larger MSEs 
than the multiple item pools with SHb, unlike when there were no artificially compromised items 
in the item pools. Compare the biases and MSEs for 2MIP-MI-SHc (1.269 and 2.320) and 2MIP-
MI-SHb (1.251 and 2.241); and for 3MIP-MI-SHc (1.351 and 2.527) and 3MIP-MI-SHb (1.241 
and 2.216).  
 The item selection algorithms using the AS showed a slight decline in biases and MSEs 
with multiple item pools with the same SH filter. For example, the biases of SIP-AS, 2MIP-AS, 
and 3MIP-AS were 1.245, 1.079, and 1.048, respectively, and the biases of SIP-AS-SHa, 2MIP-
AS-SHa, and 3MIP-AS-SHa were 1.194, 1.087, and 1.063, respectively. So, when the artificially 
compromised items were located only in unique item pools, multiple items pools seemed to 
reduce bias and MSE.  
 Comparisons between two different locations of artificially compromised items 
 When we compare the biases and MSEs of the two different locations of artificially 
compromised items, the biases and MSEs from aciU  are smaller than those from aciUC . Figure  
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12 shows the biases and MSEs of the 25 item selection algorithms from the two different 
locations of artificially compromised items.  
.  
Figure 12. Biases and MSEs for the 25 item selection algorithms for the two different locations 
of artificially compromised items. RA-Random item selection, MI-Maximum information item 
selection, and AS-a stratified item selection method. U+C: where artificial compromised items 
are in both unique item pool and common item pools ( aciUC ) and U: where artificial 
compromised items are in unique item pools ( aciU ) 
 
aciU  have lower biases and MSEs and higher correlations than aciUC . In particular, the 
item selection algorithms using the RA were most influenced by the location of the artificially 
compromised items: 1.171 ( aciUC ) to 0.823 ( aciU ) for 2MIP-RA’s biases, 1.167 ( aciUC ) to 0.815 
( aciU ) for 3MIP-RA’s biases, 1.849 ( aciUC ) to 1.023 ( aciU ) for 2MIP-MI’s MSEs, and 1.848 
( aciUC ) to 1.012 ( aciU ) for 3MIP-MI’s MSEs. Also, the biases and MSEs of the item selection 
algorithms using the AS with 2MIP and 3MIP showed a more notable decline from aciUC  to 
aciU than the item selection algorithms using the MI. 
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 Biases and MSEs conditioned on θ  
Figure 13 shows the biases and MSEs conditioned on 14 equally spaced θ  between -3.5 
and 3.5 for the 25 item selection algorithms when artificially compromised item were in the 
NAEP item bank. When there were no artificially compromised items in the bank, the bias lines 
curved slightly up on the right, and the MSE lines were U-shaped (Figure 9, p. 81). However, 
when there were artificially compromised items in the item bank, both the bias and MSE lines 
showed an exponential distribution. The MSEs and biases were markedly positive at the middle 
and low ability levels (θ <1.25). 
 Overall, the MSEs of the item selection algorithms using the MI were larger than those 
using the AS at the low and middle ability levels (θ <1.25), unlike when there were no 
compromised items in the bank. Also, the item selection algorithms using the AS seemed to be 
more noticeably affected by location than using the MI, since the MSEs of aciU  were smaller 
than those of aciUC  for the two- and three-pool designs using the AS, while the item selection 
algorithms using the MI did not show any change in bias or MSE based on the location of the 
artificially compromised items.  
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Figure13. Biases and MSEs conditioned on 14 equally spaced θ  between -3.5 and 3.5 for the 25 
item selection algorithms when there were artificially compromised items for the NAEP item 
bank. The upper figure shows the biases, and the lower figure shows the MSEs. U+C: where 
artificially compromised items are in both unique item pool and common item pools ( aciUC ) and 
U: where artificially compromised items are in unique item pools ( aciU ) 
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The simulated item bank 
 Figure 14 shows the biases and MSEs of the two different locations of the artificially 
compromised items for the two different test lengths ( in =40 and in =60). Table C1 and Table C2 
show the biases, MSEs, and correlation coefficients between θˆ  and θ  for the 40-item and 60-
items tests for the simulated item bank when there were artificially compromised items in the 
item pools. The biases and MSEs of in =60 were larger than those of in =40 when there were 
artificially compromised items in the item pools. 
Artificially compromised items in unique and common item pools  
 When in =40, the biases and MSEs of the item selection algorithms using the MI were 
smallest, unlike the results of the NAEP item bank, and correlation coefficients were close to 0.9 
across the 11 item selection algorithms using the MI. Also, there was no pattern of decline of 
MSE or incline of correlation as the SH filters became more complicated for the multiple item 
pools (e.g. MSEs of 2MIPs are 0.548 with no-SH, 0.646 with SHa, 0.579 with SHb, and 0.611 
with SHc). Rather, multiple item pools seem to help reduce MSE, compared to the MSEs of the 
single item pools. For example, the MSEs of SIP-MI, 2MIP-MI, and 3MIP-MI were 0.73, 0.548, 
and 0.584, respectively.  
However, when in =60, the bias, MSE, and correlation patterns were very similar to those 
of the NAEP item bank, That is, the item selection algorithms using the MI had the largest biases 
and MSEs and lowest correlation coefficients. For example, the bias, MSE, and correlation of 
SIP-MI from in =40 are 0.75, 0.730, and 0.917, respectively, but the corresponding values from 
in =60 were 1.60, 3.36, and 0.652. In contrast, the item selection algorithms using the AS with 
two item pools showed the opposite pattern of the item selection algorithms using the MI. When 
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in =60, the biases and MSEs were smaller and the correlations were larger than those of in =40 
(The biases of 2MIP-MI, 2MIP-MI-SHa, 2MIP-AS-SHb and 2MIP-AS-SHc were 1.09, 1.063, 
1.036, and 1.066, respectively, from in =60, and those of in =40 were 1.170, 1.111, 1.162, and 
1.093) 
While multiple item pools helped reduce the biases and MSEs of the item selection 
algorithms using the MI, the item selection algorithms using the AS did not seem to be affected 
by multiple item pools. Rather, the more complicated SH filters showed a slight decrease of 
biases and MSEs within the same item pool configuration for both in =40 and in =60. 
Artificially compromised items in unique item pools only  
When artificially compromised items were located in the unique item pools only, the 
biases and MSEs for in =60 were larger than those for in =40, just as they were when the 
artificially compromised items were located in both common and unique pools. Also, when 
in =40, the item selection algorithms using the MI had lower biases and MSEs and higher 
correlations than the item selection algorithms using the AS; when in =60, the biases and MSEs 
of the item selection algorithms using the MI were larger than those of the item selection 
algorithms using the AS. The biases and MSEs for 2MIP and 3MIP using the AS were the 
smallest among all item selection algorithms.  
When artificially compromised items were assigned only to unique item pools, multiple 
item pools and SH filters seemed to contribute to the reduction of bias and MSE and the increase 
of correlation, regardless of item selection method, but the item selection algorithms using the 
AS seemed to benefit more than the item selection algorithms using the MI. 
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Figure 14. Biases and MSEs for the 25 item selection algorithms for the two different locations of artificially compromised items for 
the simulated item bank for the two different test lengths. For item selection, 1- Randomized item selection, 2- Maximum information 
item selection, and 3-α  stratified item selection method. U+C: where artificial compromised items are in both unique item pool and 
common item pools ( aciUC ) and U: where artificial compromised items are in unique item pools ( aciU ) 
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Comparisons between the two different locations of artificially compromised items 
 Regardless of test length, the biases and MSEs of the item selection algorithms from 
aciU were slightly smaller and the correlation coefficients were slightly larger than those from 
aciUC , as they were with the NAEP item bank. Also, the item selection algorithms using the RA 
were most affected by location of artificially compromised items, because the biases and MSEs 
of aciU  were substantially smaller than those of aciUC , and the difference between the aciU  and 
aciUC  biases and MSEs of the item selection algorithms using the AS were larger than those of 
the other item selection methods.   
 The biases and MSEs of the item selection algorithms using the MI and the AS from aciU  
were slightly smaller and the correlation coefficients were slightly larger than those from aciUC  , 
except 2MIP-MI-SHc for in =40 and in =60, and 3MIP-AS-SHc for in =60.  Especially for in =40, 
the item selection algorithms using the AS with 2MIP and 3MIP from aciU   had smaller biases 
and MSEs than their counterparts from aciUC . For example, the bias and MSE of 2MIP-AS from 
aciUC  were 1.17 and 1.811, but the bias and MSE of 2MIP-AS from aciU  were 0.790 and 0.928. 
However, for in =60, the difference between the aciU  and aciUC  biases and MSEs of the item 
selection algorithms using the AS were smaller than those for in =40. 
 Bias and MSE conditioned on θ  
 Figure C1 and Figure C2 show the biases and MSEs conditioned on θ . Like the results 
from the 420item bank, the biases and MSEs conditioned on θ  look completely different from 
those with no artificially compromised items (Figure 8, p74 and Figure 9, p80). Comparing these 
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figures with those from the NAEP item bank (Figure 13, p.102), the biases lines of in =60 are 
similar to the lines on Figure 13 from the NAEP item bank.  
 The bias lines of the item selection algorithms using the MI with in =40 can give us some 
insight into why the means of the biases of the item selection algorithm using the MI were 
smaller than those of the item selection algorithms using the AS. When in =40, the biases 
suddenly increased at θ <-1.25, but when in =60, the biases increased at θ <1.75. Thus, when 
in =40, the artificially compromised items biased the results more at the lower ability levels, but 
when in =60, the artificially compromised items affected the middle ability levels as well.  
 For the item selection algorithms using the MI, when in =40, the SH filters slightly 
differentiated the biases and MSEs. The biases and MSEs of the two item pool designs with SHc 
(2MIP-MI-SHc) from aciUC  were larger than those of the other SH filters at the low ability level.     
 For item selection algorithms using the AS, the biases MSEs from aciU  were smaller than 
those from aciUC , especially whereθ  was lower than -0.75, regardless of test length. Also, the 
bias and MSE lines from aciUC  vary by SH filter, while those from aciU look identical, regardless 
of SH filter. When in =60, the biases conditioned on θ  of the item selection algorithms using the 
AS were smaller than those of the other item selection algorithms. However, multiple item pools 
made the biases of the item selection algorithm using the AS worse.  
Item exposure control 
The artificially compromised items caused overestimation of examinee ability, with 
larger and positive biases, larger MSEs, and lower correlations between θˆ  and θ . The multiple 
item pools and SH filters slightly reduced the biases and MSEs and increased correlations. In this 
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section, I present whether the artificially compromised items affected item exposure rate control, 
and if they did, how they affected the item exposure rates. 
 The NAEP item bank 
 Table 15 shows the means and SDs of the item exposure rates for the 25 item selection 
algorithms for the two different locations of artificially compromised items in the NAEP item 
bank. When these statistics are compared with those with no artificially compromised items 
(Table 9, p. 81), the means of all of the items of all 25 item selection algorithms from both aciUC  
and aciU were the same as those with no artificially compromised items. Also, the means of the 
25 item selection algorithms from aciUC  were very similar to those with no artificially 
compromised items, regardless of item selection method. In addition, the patterns of the means 
within item pool configurations and SH filters were very similar. For example, SIP-MI of aciUC  
shows different means between unique items ( Uer =0.082) and common items ( Cer =0.108), like 
SIP-MI from the pools with no artificially compromised items ( Uer =0.085 and Cer =0.105). 
However, the standard deviations of the item exposure rates for aciUC and aciU  were almost 
twice as large as those from their counterparts with no artificially compromised items, except 
with the item selection algorithms using the RA.  
 Comparing the means and SDs of aciU and aciUC , the differences between the means of 
the item exposure rates of the unique items and common items in aciU  are smaller than those of 
aciUC , for the item selection algorithms using the MI and the AS.  
  112
Table 15 
Means and SDs of the Item Exposure Rates for the 25 Item Selection Algorithms for the Two Different Locations of Artificially 
Compromised Items in the NAEP Item Bank 
Location of 
Suspect Items 
Item Selection 
Method 
No. of 
Item pools 
 SH methods 
 No SHa  SHb SHc 
 T U C T U C  T U C T U C 
U & C RA Single M 0.095 0.095 0.095           
   SD 0.005 0.005 0.005           
  Two M 0.095 0.065 0.125           
   SD 0.031 0.031 0.007           
  Three M 0.095 0.065 0.125           
   SD 0.031 0.031 0.006           
 MI Single M 0.095 0.082 0.108 0.095 0.077 0.113  0.095 0.063 0.127    
   SD 0.280 0.261 0.297 0.240 0.209 0.267  0.213 0.139 0.265    
  Two M 0.095 0.082 0.108 0.095 0.076 0.114  0.095 0.062 0.128 0.095 0.063 0.127 
   SD 0.278 0.257 0.297 0.240 0.210 0.265  0.214 0.139 0.265 0.198 0.126 0.248 
  Three M 0.095 0.079 0.111 0.095 0.076 0.114  0.095 0.062 0.128 0.095 0.061 0.129 
   SD 0.274 0.252 0.294 0.240 0.210 0.265  0.214 0.142 0.264 0.110 0.072 0.134 
 AS Single M 0.095 0.099 0.092 0.095 0.098 0.092  0.095 0.081 0.110    
   SD 0.157 0.162 0.151 0.122 0.127 0.117  0.105 0.087 0.119    
  Two M 0.095 0.081 0.110 0.095 0.081 0.109  0.095 0.081 0.110 0.095 0.075 0.116 
   SD 0.160 0.149 0.169 0.161 0.150 0.170  0.159 0.148 0.168 0.149 0.134 0.161 
  Three M 0.095 0.075 0.115 0.095 0.076 0.114  0.095 0.069 0.121 0.095 0.060 0.129 
   SD 0.139 0.122 0.152 0.119 0.109 0.128  0.105 0.085 0.118 0.061 0.045 0.064 
              (Continued)
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Table 15 (continued) 
 
Location of 
Suspect Items 
Item Selection 
Method 
No. of 
Item pools 
 SH methods 
 No SHa  SHb SHc 
 T U C T U C  T U C T U C 
Unique RA Single M 0.095 0.095 0.095           
   SD 0.005 0.005 0.005           
  Two M 0.095 0.065 0.125           
   SD 0.031 0.031 0.007           
  Three M 0.095 0.066 0.124           
   SD 0.031 0.031 0.000           
 MI Single M 0.095 0.088 0.102 0.095 0.077 0.113  0.095 0.078 0.112    
   SD 0.280 0.269 0.291 0.240 0.176 0.289  0.214 0.155 0.258    
  Two M 0.095 0.088 0.102 0.095 0.076 0.114  0.095 0.076 0.114 0.095 0.080 0.110 
   SD 0.275 0.259 0.291 0.239 0.173 0.289  0.212 0.151 0.258 0.226 0.189 0.257 
  Three M 0.095 0.088 0.103 0.095 0.088 0.103  0.095 0.080 0.110 0.095 0.089 0.101 
   SD 0.237 0.204 0.265 0.237 0.204 0.265  0.212 0.168 0.247 0.239 0.213 0.262 
 AS Single M 0.095 0.088 0.102 0.095 0.091 0.100  0.095 0.092 0.099    
   SD 0.155 0.155 0.156 0.120 0.118 0.123  0.105 0.108 0.101    
  Two M 0.095 0.078 0.112 0.095 0.077 0.113  0.095 0.079 0.111 0.095 0.077 0.113 
   SD 0.102 0.088 0.113 0.101 0.087 0.112  0.102 0.088 0.113 0.103 0.093 0.112 
  Three M 0.095 0.081 0.109 0.095 0.082 0.109  0.095 0.083 0.107 0.095 0.078 0.112 
   SD 0.104 0.096 0.110 0.097 0.088 0.104  0.089 0.080 0.096 0.097 0.091 0.102 
Note. T = all 420 items, U = unique items (N=208), and C = common items (N=212).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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Figure 15. Cross classification of the percentages of item exposure rates falling into the four 
different ranges for the 22 item selection algorithms using the MI and the AS. MI-Maximum 
information item selection, and AS-a stratified item selection method. U=unique items and 
C=common items. U+C: where artificial compromised items are in both unique item pool and 
common item pools ( aciUC ) and U: where artificial compromised items are in unique item pools 
( aciU ) 
 Figure 15 shows the cross classification of percentages of the item exposure rates that fell 
into the four different ranges for the 22 item selection algorithms using the MI and the AS. 
Comparing these results with the previous results with no artificially compromised items (Figure 
11, p. 93), the lines of the item selection algorithms using the AS were very similar, regardless of 
the location of the artificially compromised items. Moreover, the patterns of the item selection 
algorithms using three item pools from aciUC were more similar to those with no artificially 
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compromised items in item bank than to those from aciU . Also, the lines for the item selection 
algorithms using the MI from aciUC  and aciU  were dramatically different from those with no 
artificially compromised items. Regardless of item pool configuration and SH filter, most of the 
lines from aciUC  and aciU looked like the lines from SIP-MI with no artificially compromised 
items, except aciUC  with three item pools.  
Tables B1 and B2 show the percentages of the item exposure rates that fell into the four 
different ranges for the 25 item selection algorithms with artificially compromised items in both 
the unique and common item pools, and with artificially compromised items in the unique item 
pools only, respectively, for the NAEP item bank. Tables B1 and B2 provide more detailed 
information about Figure 14. The percentages of never used items dramatically increased for all 
item selection algorithms using the MI. For example, the range of the percentage of never used 
items was 12.6% (3MIP-MI-SHc)--79.8% (1MIP-MI for aciUC ), regardless of the location of 
artificially compromised items. However, multiple item pools and SH filters helped reduce the 
percentage of never used items, as they did with no artificially compromised items. However, 
when there were artificially compromised items in the item bank, neither multiple item pools nor 
SH filters contributed to the control of overexposed items, since the percentages of overexposed 
items ( er<2.0 ) were larger than 10% across all 11 item selection algorithms using the AS, and 
there was no decline in the percentage of overexposed items with multiple item pools and the 
more complicated SH filters. Also, there was no difference between the percentages for common 
and unique items   
 The item exposure rate percentages for the item selection algorithms using the MI 
from aciUC  and aciU were very similar, and the percentages of never used items from aciU  were 
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slightly lower than those of aciUC . However, 2MIP-MI-SHc (66.4%) and 3MIP-MI-SHc (65.2%) 
were larger than those of aciUC (53.3% for 2MIP-MI-SHc and 12.6% for 3MIP-MI-SHc).  
For the item selection algorithms using the AS from aciUC , the percentages of never used 
items were smaller than those of the MI, but still slightly larger than those with no artificially 
compromised items, and unlike those with no artificially compromised items, multiple item pools 
seemed to contribute to reducing the percentages of never used items (e.g. 3.8% for SIP-AS, 
1.9% for 2MIP-AS, 0.7% for 3MIP-AS). In addition, the percentages of the item exposure rates 
that fell into the 1.00 ≤< er  and er<2.0  ranges were slightly larger than those with no 
artificially compromised items. Also, the use of two item pools did not create a difference in 
percentages between unique and common items. The item selection algorithms using the AS 
from aciU had slightly smaller percentages of never used items than those from aciUC , and they 
showed more similar patterns of percentages of item exposure rates with no artificially 
compromised items.  
 The simulated item bank 
Tables B3 and B4 show the means and SDs of the item exposure rates for the 25 item 
selection algorithms for the simulated item bank with the two different locations of artificially 
compromised items for 40-item test and the 60-item test, respectively. Like the results of the 
NAEP item bank, the means of all of the items of the 25 item selection algorithms were the same. 
Also, the means of the unique items and common items from aciUC  and aciU  were similar to 
those with no artificially compromised items, but the SDs of the item exposure rates  from aciUC  
and aciU  were still larger than those with no artificially compromised items, but when in =40, the 
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SDs of the item selection algorithms using the MI with SHb from aciUC  and aciU  and SHc from 
aciUC were not very large, that is similar to the results of the NAEP item bank. 
Figure 16 shows the percentage of the four different item exposure rate ranges for the 22 
item selection algorithms using the MI and the AS with the two different locations of artificially 
compromised items in the simulated item bank for the two different test lengths.  
Comparing the overall look of the lines of the item selection algorithms between the 
NAEP item bank and the simulated item bank, the lines from the 60-item test are more similar to 
those of the NAEP item bank than those from 40-item test. When in =40, the percentages for the 
item selection algorithms using the MI varied by SH filter. However, the percentages for the item 
selection algorithms using the AS look identical regardless of SH filter, but they are not identical 
(refer Table B5)--this is just caused by units on the vertical scale being graphically smaller on 
Figure 16. As we can notice from Figure 16, as with the result of the NAEP item bank, once 
there were artificially compromised items in the item pools, the percentages of never used items 
for the item selection algorithms using the MI increased markedly. Tables B5 and B6 show the 
percentages of item exposure rates for the 40-item test for the simulated item bank, and Tables 
B7 and B8 show those for the 60-item test.  
The percentage of item exposure rates that fell into the four different ranges with 
artificially compromised items in the simulated item bank showed a similar patter to those of the 
artificially compromised items in the NAEP item bank: multiple item pools and SH filters helped 
reduce the percentage of never used items, but compared with the results of no artificially 
compromised items in the simulated item bank, the percentage of never used and overexposed 
items were still large. When in =60, the percentage of never used items for the item selection 
algorithms using the MI without an SH filter was larger than 80%, meaning that 576 items were 
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never used, while the corresponding percentage for in =40 was 74% (SIP-MI, 532 items). Also, 
for the item selection algorithms using the MI, the percentages of never used items and 
overexposed items from aciUC  were slightly lager than those of aciU , except 2MIP-MI-SHc and 
3MIP-MI-SHc for both test lengths.  
For the item selection algorithms using the AS, when in =40, most of the percentages of 
item exposure rates falling into the 1.00 ≤< er  range were larger than 80%, but when in =60, 
these percentages decreased to around 60--70%, and those falling into the 2.01.0 ≤< er range 
increased slightly. 
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Figure 16. Cross classification of the percentages of item exposure rates falling into the four different ranges for the 22 item selection 
algorithms using the MI and the AS for the two different locations of artificially compromised items for the simulated item bank for 
the two different test lengths. U+C: where artificially compromised items are in both unique item pool and common item pools 
( aciUC ) and U: where artificially compromised items are in unique item pools ( aciU ) 
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Item Pool Usage 
 Table 16 shows the 2χ index and the two F ratios of the 25 item selection algorithms for 
the three different artificially compromised item statuses (no artificially compromised items; 
artificially compromised items in both unique and common item pools, aciUC ; and artificially 
compromised items in unique item pools only, aciU ) for the NAEP item bank.  
Table 16 
2χ  Indexes and F Ratios for the 25 Item Selection Algorithms for the Three Different Artificially 
Compromised Item Statuses for the NAEP Item Bank 
Item 
selection 
method 
No.of 
item 
pools SH 
2χ   F  
no aciUC  aciU   compnoUCACIF _,   compnoU ACIF _,  
RA One no 0.13 0.12 0.12  0.94  0.95 
 Two  4.16 4.14 4.13  0.99  0.99 
  Three   4.16 4.15 4.22  1.00  1.01 
MI One no 105.16 345.98 345.71  3.29  3.29 
 Two  105.73 341.05 334.37  3.23  3.16 
 Three  104.87 330.85 324.79  3.15  3.10 
 One SHa  38.34 254.36 254.37  6.63  6.63 
 Two  38.74 253.72 251.95  6.55  6.50 
 Three   38.59 253.00 247.41  6.56  6.41 
 One SHb 26.89 312.87 201.12  11.64  7.48 
 Two  27.34 201.51 198.52  7.37  7.26 
 Three   27.13 201.10 197.59  7.41  7.28 
 Two SHc 21.66 173.52 225.02  8.01  10.39 
  Three   10.37 53.70 250.97  5.18  24.20 
AS One no 25.06 108.18 106.61  4.32  4.25 
 Two  24.06 112.82 45.90  4.69  1.91 
 Three   22.48 84.78 47.33  3.77  2.11 
 One SHa  16.96 65.43 63.77  3.86  3.76 
 Two  18.24 110.06 45.01  6.04  2.47 
 Three  15.47 62.85 41.08  4.06  2.66 
 One SHb 13.97 48.35 48.16  3.46  3.45 
 Two  16.22 111.38 45.73  6.87  2.82 
 Three   13.94 48.47 34.65  3.48  2.49 
 Two SHc 15.30 97.77 47.24  6.39  3.09 
  Three   10.19 16.16 41.57  1.59  4.08 
Note. RA-Random item selection, MI-Maximum information item selection, and AS-a stratified 
item selection method. 
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 Once there were artificially compromised items in the item pools, the 2χ indexes 
increased substantially compared to the 2χ indexes of the same item selection algorithms without 
compromised items, regardless of the location of the artificially compromised items. For 
example, the 2χ indexes of 2MIP-MI from aciUC  and aciU  were 341.05 and 330.85, respectively, 
but the 2χ index with no artificially compromised items was 105.73.  
 When we compare compnoUCACIF _,  and compnoU ACIF _, , for the item selection algorithms using 
the MI, the compnoU ACIF _, s overall were slightly smaller than the compnoUCACIF _, ,  except 2MIP-MI-
SHc ( compnoU ACIF _, =10.39 and compnoUCACIF _, =8.01) and 3MIP-MI-SHc ( compnoU ACIF _, =24.20 and 
compnoUCACI
F _, =5.18). For the item selection algorithms using the AS, the decrease from 
compnoUCACI
F _,  to compnoU ACIF _,  was more substantial than that of the item selection algorithms using 
the MI, except 3MIP-AS-SHc ( compnoU ACIF _, =4.08 and compnoUCACIF _, =1.59).  
 Table 17 shows the 2χ index and the two F ratios of the 25 item selection algorithms for 
the three different artificially compromised item statuses from the simulated item bank. Like the 
NAEP item bank, for the item selection algorithms using the MI for the 60-item test, compnoU ACIF _,  
was slightly smaller than compnoUCACIF _, , except 2MIP-MI-SHc ( compnoU ACIF _, =9.94 and 
compnoUCACI
F _, =7.21). and 3MIP-MI-SHc( compnoU ACIF _, =17.86 and compnoUCACIF _, =5.86). And for the 
item selection algorithms using the AS, compnoU ACIF _,  was smaller than compnoUCACIF _, , except 
2MIP-AS-SHc ( compnoU ACIF _, =3.36 and compnoUCACIF _, =1.87). and 3MIP-AS-SHc( compnoU ACIF _, =8.21 
and compnoUCACIF _, =2.09). On the 40-item test, the two F ratios of the item selection algorithms 
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using the MI were very similar to those of the NAEP item bank. However, all compnoU ACIF _, of the 
item selection algorithms using the AS were smaller than compnoUCACIF _,  
 Thus, when artificially compromised items were allocated only to unique item pools, item 
pool usage imbalances were slightly are ameliorated. However, when multiple item pools were 
incorporated with SHb and SHc, allocation of artificially compromised items to unique item 
pools only compromised item pool usage.  
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Table 17 
2χ  Indexes and F Ratios for the 25 Item Selection Algorithms for the Three Different Artificially Compromised Item Statuses for the 
Two Different Test Lengths ( in =40 and in =60) for the Simulated Item Bank 
Item 
selection 
method 
No.of item 
pools SH 
Test length 
in =40  in =60 
2χ  F  2χ  F 
no aciUC  aciU  compnoUCACIF _, compnoU ACIF _,   no aciUC  aciU  compnoUCACIF _, compnoU ACIF _,
RA One no 0.045 0.047 0.044 1.04 0.98  0.046 0.044 0.042 0.96 0.91 
 Two  4.263 4.307 4.267 1.01 1.00  6.182 6.215 6.202 1.01 1.00 
 Three  4.247 4.234 4.227 1.00 1.00  6.178 6.245 6.196 1.01 1.00 
MI One no 175.066 231.4 231.65 1.32 1.32  170.490 583.49 583.67 3.42 3.42 
 Two  172.643 210.38 209.21 1.22 1.21  169.670 577.79 567.71 3.41 3.35 
 Three  172.643 190.14 200.47 1.10 1.16  168.812 559.43 546.41 3.31 3.24 
 One SHa 86.658 117.6 116.95 1.36 1.35  71.787 502.06 502.18 6.99 7.00 
 Two  86.168 114.3 112.81 1.33 1.31  71.780 502.93 500.95 7.01 6.98 
 Three  85.669 109.32 113.05 1.28 1.32  71.270 497.62 487.48 6.98 6.84 
 One SHb 66.921 89.668 89.717 1.34 1.34  51.263 371.92 371.6 7.26 7.25 
 Two  67.067 89.712 87.664 1.34 1.31  51.271 373.59 372.82 7.29 7.27 
 Three  67.058 87.905 87.619 1.31 1.31  51.251 375.72 371.51 7.33 7.25 
 Two SHc 58.940 81.509 175.42 1.38 2.98  42.345 305.42 420.8 7.21 9.94 
 Three  44.490 66.648 147.09 1.50 3.31  22.272 130.52 397.72 5.86 17.86 
            (continued)
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Table 17 (continued) 
 
Item 
selection 
method 
No.of item 
pools SH 
Test length 
in =40  in =60 
2χ  F  2χ  F 
no aciUC  aciU  compnoUCACIF _, compnoU ACIF _,   no aciUC  aciU  compnoUCACIF _, compnoU ACIF _,
AS One no 19.982 195.93 195.85 9.81 9.80  24.199 75.696 75.911 3.13 3.14 
 Two   21.849 196.82 113.67 9.01 5.20  24.111 75.954 65.971 3.15 2.74 
 Three   19.908 209.92 102.47 10.54 5.15  23.493 369.46 301.74 15.73 12.84 
 One SHa  19.493 163.98 164.99 8.41 8.46  19.344 49.994 49.673 2.58 2.57 
 Two   20.232 163.61 94.345 8.09 4.66  19.822 51.274 42.827 2.59 2.16 
 Three   19.908 194.55 96.074 9.77 4.83  19.743 313.5 241.74 15.88 12.24 
 One SHb 18.013 154.86 152.92 8.60 8.49  17.371 34.645 34.901 1.99 2.01 
 Two   19.873 159.85 96.22 8.04 4.84  19.928 42.19 34.315 2.12 1.72 
 Three   19.405 189.04 91.807 9.74 4.73  20.605 286.23 201.98 13.89 9.80 
 Two SHc 20.823 150.21 84.662 7.21 4.07  24.294 45.476 81.699 1.87 3.36 
  Three   19.935 135.1 84.68 6.78 4.25  23.693 49.583 194.55 2.09 8.21 
Note. RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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 Chapter 5 
 Conclusion and Discussion 
 The main question of this study was whether the performance of multiple item pools is 
better than that of a single pool, in terms of maximizing test security without losing measurement 
precision. From the perspective of measurement precision, using complicated item selection 
algorithms leads to a loss of measurement precision. Many studies incorporating a method of 
item rate control (e.g. the SH method) have shown an increase of bias and MSE (Davey & 
Parshall, 1995; Sympson & Hetter, 1985; Stocking & Lewis, 1995, 1998, etc). From the 
perspective of test security, the item exposure rates of tests with multiple item pools have been 
lower than those with single pools, although they have varied depending on item type. That is, 
multiple item pools with item overlap allow for a distinction between common items and unique 
items, that enables control of item exposure by pre-specified item popularity and/or priority. 
Thus we hoped that the loss of measurement precision from the use of multiple item pools would 
not be substantial in this study, even with the use of complicated item pool configurations and/or 
item exposure control methods.  
 This study was also designed to investigate the effect of possibly compromised items on 
the precision and security of tests with multiple item pools, to evaluate the possibility of 
employing Zhang and Chang’s (2005) reused item scheme with multiple item pools. Allocating 
the reused items to unique item pools only would reduce the amount of compromised items. 
Thus, I expected that measurement precision in this situation would be better than when the 
compromised items were assigned to both common and unique item pools.  
To address the main question, as described above, 25 item selection algorithms were 
designed around three conditions: item pool configuration (SIP, 2MIP, and 3MIP); item selection 
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method (RA, MI, and AS), and exposure control parameters for the SH method (no-SH, SHa, 
SHb, and SHc). For this study, overexposed items served as artificially compromised items to 
investigate the effect of compromised items on multiple item pool tests as compared to single 
item pool tests.   
 
Single Pools vs. Multiple Item Pools 
The use of multiple item pools made no substantial difference in bias and MSE. Rather, 
as the item exposure control parameters (the SH filters) became more complicated, the bias and 
MSE increased slightly, and the correlation between true ability and estimated ability decreased 
slightly. Most pre-specified item exposure control parameter studies have already shown that the 
SH method slightly affects measurement precision (e.g. Davey & Parshall ,1995; Stocking & 
Lewis, 1995 & 1998). Thus, across all item selection algorithms, the use of multiple item pools 
does not seem to threaten measurement precision.  
However, for the bias and MSE conditioned on θ , the three item pools at the lower 
ability level (θ <-1.25) showed larger biases and MSEs than the other item pool configurations 
showed at the same ability level. In particular, the item selection algorithm using the AS with 
SHb and three pools shows substantially larger biases and MSEs than the other item selection 
algorithms. Since the master bank for the AS method was already stratified by a-parameter, there 
were not enough items left in each stratum for the examinees at the lower ability level, especially 
when the strata have high a-parameters. Thus, the algorithms using the AS at the lower ability 
levels may not have had enough items to measure examines at the lower ability levels, that might 
explain the larger biases and MSEs at the lower ability level for the three item pool design.    
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From the perspective of test security, multiple item pools using item control exposure 
parameters from the SH method helped reduce the percentage of never used items and 
overexposed items for the item selection algorithms using the MI. For the NAEP item bank, the 
percentages of never used items and overexposed items for the single item pool with no-SH were 
48.6 % and 21.7%, respectively, and those for the three item pools with SHc were 0% and 1.2%. 
When we consider the percentage of never used items for the single item pool with the most 
complicated SH filter (SHb) is 19.0%, multiple item pools definitely help control item exposure 
rates. Thus, even though the SH methods seem to be more effective at controlling item exposure 
rate than multiple item pools, there is a synergistic effect between the multiple item pools and the 
SH method to control item exposure rates and item pool usage.  
Also, item pool configuration needs to be incorporated with the SH filters from the more 
complicated SH methods (SHb and SHc) to control the usage difference between unique items 
and common items. If we need to differentiate item exposure between unique and common items 
for security reasons, such as keeping the item exposure rates of priority, popular, reused or 
possibly compromised items lower than those of the other items, we need to use multiple item 
pools with the more complicated SH methods.  
For the item selection algorithms using the AS, the percentage of never used items was 
less than 1%, regardless of item bank (NAEP or simulated item bank). Also, the percentage of 
overexposed items was less than 10%. Thus, the AS item selection method is already good at 
balancing item pool usage, but the AS without multiple item pools and SH filters shows no 
difference in the usage of unique items vs. common items. Most of the item exposure rates for 
the item selection algorithms using the AS are less than 0.1, regardless of item type (unique or 
common). Thus, if we want to distinguish the usage between unique items and common items, 
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multiple item pools and the SH method would be very useful. In addition, even though the AS 
itself controls overexposed items well, multiple item pools and SH filters improve that control. 
For example, the percentage of overexposed items of the item selection algorithms using the AS 
with the single item pool was 6.2 % and the percentage for three item pools with SHc was 0.2%, 
for the NAEP item bank. Also, multiple item pools used with SH filters help balance item pool 
usage, especially for the item selection algorithms using the MI, because the item pool usage was 
already balanced for the item selection algorithms using the AS without multiple item pools and 
SH filters. 
In general, multiple item pools and the more complicated SH filters have been assumed 
to make the algorithms more complicated, and the complicated algorithms, in turn, have been 
assumed to have a negative effect on measurement precision. However, in this study, the use of 
multiple item pools does not affect the measurement precision, based on bias and MSE. Rather, it 
was the SH methods that slightly affected measurement precision. Moreover, multiple item pools 
used with SH filters ameliorated item usage imbalances and reduced never used items and 
overexpose items, especially with the item selection algorithms using the MI. Multiple item 
pools used with SH filters were also able to create a distinction in usage between the common 
and unique items. 
 
Multiple Item Pools for Artificially Compromised Items 
As the item selection algorithms became more complicated, we expected the 
measurement precision to become more inaccurate. So, the bias and MSE of the multiple item 
pools should be larger and the correlation between the estimated examinee ability and true ability 
should be smaller than those of the single pool. However, when the worst case of possibly 
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compromised items occurred, the multiple item pools and the complicated SH methods slightly 
helped reduce the bias and MSE. For this study, artificially compromised items were used to 
represent the worst case of possibly compromised items, and artificially compromised items 
were defined as overexposed items.   
When artificially compromised items occur during administration, the bias and MSE 
increase dramatically, and correlations between estimated ability and true ability decreases. 
However, I expected that the multiple item pool configurations would be more effective at 
preserving measurement precision than a single item pool, especially when artificially 
compromised items were allocated to unique item pools only, because the exposure rates of the 
unique items were lower than those of the common items, and would therefore be administered 
to examinees less often.  
As we expected, the bias and MSE increased dramatically with the introduction of 
artificially compromised items. When artificially compromised items were allocated to both 
common and unique item pools, multiple item pools did not help ameliorate the loss of 
measurement precision. Rather, as the SH filters became more complicated, indicators of 
measurement precision slightly improved, especially for the item selection algorithms using the 
MI. However, these improvements were not very substantial.  
When artificially compromised item were allocated to unique item pools only, 
measurement precision was better than it was when the artificially compromised items were 
allocated to both the common and unique item pools. The item selection algorithms using the AS 
saw more improvement from restricting the artificially compromised items to unique item pools 
than the item selection algorithms using the MI. Moreover, in this case, multiple item pools 
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helped improve bias, MSE and correlation, as did the SH filters. Thus, Zhang and Chang’s (2005) 
reused item scheme can work with the MI and the AS, as well as the RA.   
An unexpected but remarkable discovery was made related to the ratio of the number of 
items on the test to the total number of items in the item bank. If this ratio was large, the 
measurement precision of the item selection methods using the MI suddenly improved. The ratio 
of the 40-item test from the simulated item bank was 18 (720/40), and in this case, the biases and 
MSEs of the item selection algorithm using the MI were the smallest. However, these same item 
selection algorithms used with the NAEP item bank showed worse measurement precision (the 
ration of the 40-item test from the NAEP item bank being 10.5), as did the same item selection 
algorithms for the 60-item test from the simulated item bank (with a ratio of 12). Thus, if we 
suspect compromised items, Stocking’s (1994) suggestion that the size of an item bank be 10--12 
times larger than the length of the test length is not enough.  
In addition, there could be another reason for the improvement of measurement precision 
with the item selection algorithms using the MI on the 40-item test from the simulated item bank. 
The proportions of artificially compromised items in the master pool are different among the 
item banks: 42.1% for the 40-item test from the NAEP item bank, 40% for the 60-item test from 
the simulated item bank, and 33.5% for the 40-item test from the simulated item bank.   
However, when we consider all of the findings related to the effect of multiple item pools 
on measurement precision, including their use with artificially compromised items, we can say 
that multiple item pools do contribute to ameliorating the loss of measurement precision, but we 
still need more strategies to preserve measurement precision, such as SH method, restriction of 
the location of compromised items, larger ratios between test length and item pool size, and 
smaller proportions of compromised items in the item bank. So, from the perspective of 
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proportional compromised items, we need to monitor the quality of the item bank during CAT 
administration. 
Once there are artificially compromised items in the item bank, the percentage of never 
used and overexposed items increased for the item selection algorithms using the MI. Thus, 
multiple item pools, SH methods, and the restriction of the location of artificially compromised 
items contributed to reducing the percentage of never used and overexposed items. Also, they 
help to distinguish the item exposure between common and unique items. However, the item 
selection algorithms using the AS did not seem to be affected by the existence of artificially 
compromised items in terms of item exposure rate. Moreover, item pool usage was better when 
artificially compromised items were assigned only to unique item pools, rather than being 
assigned to both common and unique item pools. However, when the artificially compromised 
items were allocated to unique item pools only, for the item selection algorithms using the MI, 
multiple item pools used with the more complicated SH filters (SHb and SHc) had a negative 
impact on item pool usage.   
   
Limitations and Future Direction 
Possibly compromised items (Segall, 2002) are defined as items that have been exposed 
to examinees. Thus, possibly compromised items may or may not be reviewed and/or 
administered to any given examinee, and they may or may not be answered correctly. However, 
for this study, artificially compromised items were treated as known to all examinees, and the 
examines were assumed to have the correct answers for them, representing the worst case 
scenario of possibly compromised items, in that measurement precision was seriously affected, 
and multiple item pools and SH filters could not substantially improve measurement precision. 
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Thus, for future study, random constraints could be added to decide whether an examinee had 
reviewed the items, and whether the reviewed items were answered correctly, to investigate a 
more moderate scenario of artificially compromised items.  
  This study also does not include content constraints for the simulations. For further 
research, content constraints need to be considered for a more realistic CAT simulation. 
Moreover, some studies have used item exposure rates as constraints, but as these constraints 
increased, the CAT administration became more complicated. Thus, I would like to investigate 
whether multiple item pools can be used as an alternative to item exposure constraints, or as a 
complement to those constraints.  
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Appendix A 
Descriptive Statistics of Item Parameters for Multiple Item Pools 
Table A1 
Descriptive Statistics of Item Parameters for the Multiple Item Pools for the Item Selection Algorithms Using the MI for the NAEP 
Item Bank  
No. of Item 
pool Strata 
  
Total 
Item Type 
  Unique items  Common items 
  a b c a b c  a b c 
Two First Mean  0.966 0.158 0.150 0.975 0.086 0.161  0.962 0.193 0.145 
(2MIP) ( TN =316, UN =104, 
CN =212) 
SD  0.389 1.172 0.099 0.386 1.120 0.097  0.391 1.197 0.100 
 Min  0.140 -3.360 0.000 0.210 -2.590 0.000  0.140 -3.360 0.000 
 Max  2.870 5.220 0.480 2.820 2.320 0.420  2.870 5.220 0.480 
 Second Mean  0.964 0.200 0.144 0.969 0.213 0.144  0.962 0.193 0.145 
 ( TN =316, UN =104, 
CN =212) 
SD  0.387 1.161 0.099 0.380 1.088 0.096  0.391 1.197 0.100 
 Min  0.140 -3.360 0.000 0.340 -2.500 0.000  0.140 -3.360 0.000 
  Max  2.870 5.220 0.480 2.460 3.950 0.420  2.870 5.220 0.480 
Three First Mean  0.966 0.119 0.150 0.967 0.153 0.158  0.965 0.102 0.145 
(3MIP) ( TN =214, UN =71 
CN =143) 
SD  0.376 1.133 0.101 0.362 1.108 0.096  0.384 1.149 0.103 
 Min  0.140 -3.360 0.000 0.450 -2.590 0.000  0.140 -3.360 0.000 
 Max  2.870 4.920 0.480 2.460 3.950 0.420  2.870 4.920 0.480 
 Second Mean  0.981 0.254 0.141 0.999 0.136 0.148  0.972 0.311 0.138 
 ( TN =209, UN =68 
CN =141) 
SD  0.418 1.219 0.098 0.416 1.200 0.100  0.419 1.228 0.097 
 Min  0.140 -2.540 0.000 0.430 -2.230 0.000  0.140 -2.540 0.000 
 Max  2.870 5.220 0.440 2.820 2.490 0.400  2.870 5.220 0.440 
 Third Mean  0.949 0.166 0.151 0.950 0.160 0.151  0.949 0.169 0.151 
 ( TN =209, UN =69 
CN =140) 
SD  0.370 1.145 0.099 0.372 1.012 0.096  0.370 1.208 0.100 
 Min  0.180 -3.360 0.000 0.210 -2.440 0.000  0.180 -3.360 0.000 
  Max  2.420 5.220 0.480 2.310 2.140 0.390  2.420 5.220 0.480 
Note. TN =the number of total items, UN =the number of unique items, and CN =the number of common items. 
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Table A2 
Descriptive Statistics of Item Parameters for the Multiple Item Pools for the Item Selection Algorithms Using the AS for the NAEP 
Item Bank 
No. of Item 
pool Strata 
  
Total 
Item Type 
  Unique items  Common items 
  a b c  a b c  a b c 
Two First Mean 0.966 0.158 0.150  0.975 0.086 0.161  0.962 0.193 0.145 
(2MIP) ( TN =316, UN =104, 
CN =212) 
SD 0.389 1.172 0.099  0.386 1.120 0.097  0.391 1.197 0.100 
 Min 0.140 -3.360 0.000  0.210 -2.590 0.000  0.140 -3.360 0.000 
 Max 2.870 5.220 0.480  2.820 2.320 0.420  2.870 5.220 0.480 
 Second Mean 0.964 0.200 0.144  0.969 0.213 0.144  0.962 0.193 0.145 
 ( TN =316, UN =104, 
CN =212) 
SD 0.387 1.161 0.099  0.380 1.088 0.096  0.391 1.197 0.100 
 Min 0.140 -3.360 0.000  0.340 -2.500 0.000  0.140 -3.360 0.000 
  Max 2.870 5.220 0.480  2.460 3.950 0.420  2.870 5.220 0.480 
Three First Mean 0.972 0.125 0.150  0.986 0.170 0.158  0.965 0.102 0.145 
(3MIP) ( TN 215, UN = 72, 
CN =143) 
SD 0.386 1.134 0.100  0.393 1.110 0.095  0.384 1.149 0.103 
 Min 0.140 -3.360 0.000  0.450 -2.590 0.000  0.140 -3.360 0.000 
 Max 2.870 4.920 0.480  2.460 3.950 0.420  2.870 4.920 0.480 
 Second Mean 0.981 0.254 0.141  0.999 0.136 0.148  0.972 0.311 0.138 
 ( TN =209, UN =68,  
CN =141) 
SD 0.418 1.219 0.098  0.416 1.200 0.100  0.419 1.228 0.097 
 Min 0.140 -2.540 0.000  0.430 -2.230 0.000  0.140 -2.540 0.000 
 Max 2.870 5.220 0.440  2.820 2.490 0.400  2.870 5.220 0.440 
 Thirs Mean 0.949 0.166 0.151  0.950 0.160 0.151  0.949 0.169 0.151 
 ( TN =209, UN =69, 
CN =141) 
SD 0.370 1.145 0.099  0.372 1.012 0.096  0.370 1.208 0.100 
 Min 0.180 -3.360 0.000  0.210 -2.440 0.000  0.180 -3.360 0.000 
  Max 2.420 5.220 0.480  2.310 2.140 0.390  2.420 5.220 0.480 
Note. TN =the number of total items, UN =the number of unique items, and CN =the number of common items. 
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Appendix B 
Item Exposure Rate for Artificially Compromised Items 
Table B1 
Cross Classification of the Percentages of Item Exposure Rates Falling Into the Four Different Ranges for the 25 Item Selection 
Algorithms for the NAEP Item Bank When There Were Artificially Compromised Items in Both Unique and Common Item Pools 
Item 
Selection 
Method Item Pools 
Item Exposure 
Rate 
Percentage of item exposure rates 
no SHa SHb SHc 
T U C T U C T U C  T U C 
RA One never used 0.0 0.0 0.0           
  0<er<=0.1 82.1 81.7 82.5           
  0.1<er<=0.2 17.9 18.3 17.5           
   0.2<er 0.0 0.0 0.0           
 Two never used 0.0 0.0 0.0           
  0<er<=0.1 49.8 100.0 0.5           
  0.1<er<=0.2 50.2  99.5           
  0.2<er 0.0 0 .000 0.0           
 Three never used 0.0 0.0 0.0           
  0<er<=0.1 49.5 100.0            
  0.1<er<=0.2 50.5  100.0           
    0.2<er 0.0 0.0 0.0           
MI One never used 79.8 79.8 79.7 66.0 66.8 65.1 57.4 59.1 55.7     
  0<er<=0.1 9.5 11.1 8.0 17.9 19.2 16.5 21.4 21.6 21.2     
  0.1<er<=0.2 0.2 0.0 0.5 2.1 1.9 2.4 4.5 5.3 3.8     
  0.2<er 10.5 9.1 11.8 14.0 12.0 16.0 16.7 13.9 19.3     
 Two never used 79.3 79.3 79.2 66.9 68.8 65.1 57.9 59.6 56.1  53.3 55.3 51.4 
  0<er<=0.1 9.8 11.1 8.5 16.7 17.3 16.0 21.4 22.6 20.3  22.4 22.6 22.2 
  0.1<er<=0.2 0.5 0.5 0.5 2.4 1.9 2.8 4.3 4.8 3.8  6.7 9.1 4.2 
   0.2<er 10.5 9.1 11.8 14.0 12.0 16.0 16.4 13.0 19.8  17.6 13.0 22.2 
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Table B1 (continued) 
Item 
Selection 
Method Item Pools 
Item Exposure 
Rate 
Percentage of item exposure rates 
no SHa SHb SHc 
T U C T U C T U C  T U C 
MI Three never used 78.3 78.8 77.8 66.2 68.3 64.2 58.3 59.6 57.1  12.6 14.4 10.8 
  0<er<=0.1 10.0 11.1 9.0 17.9 18.3 17.5 21.2 22.6 19.8  49.3 60.1 38.7 
  0.1<er<=0.2 1.0 1.4 0.5 2.1 1.4 2.8 4.3 4.3 4.2  21.9 21.2 22.6 
`  0.2<er 10.7 8.7 12.7 13.8 12.0 15.6 16.2 13.5 18.9  16.2 4.3 27.8 
AS One never used 3.8 2.2 2.2 2.6 3.4 1.9 1.9 2.9 0.9     
  0<er<=0.1 72.1 41.1 43.1 66.7 65.9 67.5 66.0 70.7 61.3     
  0.1<er<=0.2 10.0 6.1 5.6 16.4 15.4 17.5 17.6 15.4 19.8     
  0.2<er 14.0 8.3 8.1 14.3 15.4 13.2 14.5 11.1 17.9     
 Two never used 1.9 1.9 0.3 1.9 3.4 0.5 2.4 4.3 0.5  1.7 2.9 0.5 
  0<er<=0.1 75.0 45.8 41.7 75.0 79.3 70.8 75.0 77.9 72.2  74.5 79.3 69.8 
  0.1<er<=0.2 9.3 2.8 8.1 9.5 4.8 14.2 8.8 5.3 12.3  10.2 7.7 12.7 
   0.2<er 13.8 7.2 8.9 13.6 12.5 14.6 13.8 12.5 15.1  13.6 10.1 17.0 
 Three never used 0.7 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0  0.2 0.0 0.5 
  0<er<=0.1 73.6 46.7 39.2 71.2 78.8 63.7 67.4 76.0 59.0  64.3 97.1 32.1 
  0.1<er<=0.2 11.4 3.3 10.0 13.8 9.6 17.9 17.4 14.9 19.8  32.4 2.9 61.3 
    0.2<er 14.3 6.9 9.7 15.0 11.5 18.4 15.2 9.1 21.2  3.1 0.0 6.1 
Note. T = all 420 items, U = unique items (N=208), and C = common items (N=212).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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Table B2 
Cross Classification of the Percentages of Item Exposure Rates Falling Into the Four Different Ranges for the 25 Item Selection 
Algorithms for the NAEP Item Bank When the Artificially Compromised Items Were in Unique Item Pools Only 
Item Selection 
Method Item Pools 
Item Exposure 
Rate 
Percentage of item exposure rates 
no SHa SHb SHc 
T U C T U C T U C  T U C 
RA One never used 0.0 0.0 0.0          
  0<er<=0.1 83.8 82.7 84.9          
  0.1<er<=0.2 16.2 17.3 15.1          
   0.2<er 0.0 0.0 0.0          
 Two never used 0.0 0.0 0.0          
  0<er<=0.1 49.8 100.0 0.5          
  0.1<er<=0.2 50.2 0.0 99.5          
  0.2<er 0.0 0 .000 0.0          
 Three never used 0.0 0.0 0.0          
  0<er<=0.1 49.5 98.1 1.9          
  0.1<er<=0.2 50.5 1.9 98.1          
    0.2<er 0.0 0.0 0.0          
MI One never used 79.8 84.6 75.0 66.0 62.0 69.8 59.0 55.3 62.7    
  0<er<=0.1 9.5 5.3 13.7 17.9 19.7 16.0 19.5 22.1 17.0    
  0.1<er<=0.2 0.2 0.0 0.5 2.1 3.4 0.9 5.5 7.2 3.8    
  0.2<er 10.5 10.1 10.8 14.0 14.9 13.2 16.0 15.4 16.5    
 Two never used 78.3 81.7 75.0 66.0 61.5 70.3 56.7 52.9 60.4 66.4 64.4 68.4 
  0<er<=0.1 10.2 6.7 13.7 17.9 20.2 15.6 22.1 25.0 19.3 14.5 14.9 14.2 
  0.1<er<=0.2 0.5 0.5 0.5 2.1 3.4 0.9 4.5 6.3 2.8 3.6 5.3 1.9 
   0.2<er 11.0 11.1 10.8 14.0 14.9 13.2 16.7 15.9 17.5 15.5 15.4 15.6 
 Three never used 76.2 80.3 72.2 61.0 55.3 66.5 56.4 51.9 60.8 65.2 70.2 60.4 
  0<er<=0.1 11.7 6.3 17.0 22.4 26.0 18.9 21.9 25.0 18.9 17.9 12.5 23.1 
  0.1<er<=0.2 1.2 1.4 0.9 2.9 4.3 1.4 6.0 9.1 2.8 2.6 3.8 1.4 
  0.2<er 11.0 12.0 9.9 13.8 14.4 13.2 15.7 13.9 17.5 14.3 13.5 15.1 
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Table B2 (continued) 
 
Item 
Selection 
Method Item Pools 
Item 
Exposure 
Rate 
Percentage of item exposure rates 
no SHa SHb SHc 
T U C T U C T U C  T U C 
AS One never used 3.3 3.4 3.3 2.4 2.4 2.4 1.2 1.0 1.4       
  0<er<=0.1 72.9 74.0 71.7 67.4 67.3 67.5 66.7 66.8 66.5    
  0.1<er<=0.2 10.7 11.5 9.9 16.4 16.8 16.0 17.9 18.8 17.0    
  0.2<er 13.1 11.1 15.1 13.8 13.5 14.2 14.3 13.5 15.1    
 Two never used 0.7 1.4 0.0 0.5 1.0 0.0 0.2 0.5 0.0 0.2 0.5 0.0 
  0<er<=0.1 67.6 74.0 61.3 67.6 73.6 61.8 68.1 72.6 63.7 68.1 76.4 59.9 
  0.1<er<=0.2 18.3 13.5 23.1 19.5 16.3 22.6 19.3 17.3 21.2 17.9 12.5 23.1 
   0.2<er 13.3 11.1 15.6 12.4 9.1 15.6 12.4 9.6 15.1 13.8 10.6 17.0 
 Three never used 0.2 0.0 0.5 0.2 0.5 0.0 0.2 0.0 0.5 1.0 1.4 0.5 
  0<er<=0.1 68.6 74.0 63.2 66.7 71.2 62.3 63.6 67.3 59.9 63.1 71.2 55.2 
  0.1<er<=0.2 17.1 14.4 19.8 19.3 17.8 20.8 24.3 25.0 23.6 22.6 16.3 28.8 
    0.2<er 14.0 11.5 16.5 13.8 10.6 17.0 11.9 7.7 16.0 13.3 11.1 15.6 
Note. T = all 420 items, U = unique items (N=208), and C = common items (N=212).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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Table B3 
Means and SDs of the Item Exposure Rates for the 25 Item Selection Algorithms for the Simulated Item Bank for the 40-Item Test for 
the Two Different Locations of Artificially Compromised Items 
Location of  
Artificial 
Compromised 
items 
Item 
Selection 
Method 
No. of 
Item 
pools 
 SH mehod 
 No-SH  SHa SHb  SHc 
 T U U  T U C T U C  T U C 
Common 
& Unique 
RA One M 0.056 0.056 0.056          
  SD 0.002 0.002 0.002          
  Two M 0.056 0.037 0.074          
    SD 0.018 0.018 0.002          
  Three M 0.056 0.038 0.073          
   SD 0.018 0.018 0.003          
 MI One M 0.056 0.057 0.054 0.056 0.061 0.050 0.056 0.043 0.068    
   SD 0.134 0.136 0.131 0.095 0.099 0.091 0.083 0.061 0.100    
  Two M 0.056 0.056 0.055 0.056 0.060 0.052 0.056 0.042 0.069 0.056 0.040 0.071 
    SD 0.127 0.128 0.127 0.094 0.097 0.091 0.083 0.060 0.101 0.079 0.056 0.096 
  Three M 0.056 0.054 0.057 0.056 0.059 0.052 0.056 0.042 0.069 0.056 0.072 0.039 
     SD 0.121 0.118 0.118 0.092 0.093 0.090 0.082 0.059 0.100 0.072 0.087 0.049 
 AS One M 0.056 0.059 0.052 0.056 0.060 0.052 0.056 0.055 0.056    
   SD 0.123 0.129 0.117 0.112 0.124 0.100 0.109 0.107 0.112    
  Two M 0.056 0.048 0.063 0.056 0.048 0.063 0.056 0.047 0.065 0.056 0.043 0.068 
    SD 0.123 0.116 0.130 0.112 0.111 0.114 0.111 0.103 0.118 0.108 0.088 0.124 
  Three M 0.056 0.047 0.064 0.056 0.047 0.064 0.056 0.047 0.065 0.056 0.039 0.072 
      SD 0.127 0.116 0.137 0.123 0.113 0.131 0.121 0.111 0.129 0.102 0.075 0.122 
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Table B3 (continued) 
Location of 
Artificial 
Compromis
ed items 
Item 
Selection 
Method 
No. of 
Item 
pools 
 SH method 
 No-SH  SHa SHb  SHc 
 T U U  T U C T U C  T U C 
Unique RA One M 0.056 0.056 0.055          
   SD 0.002 0.002 0.002          
  Two M 0.056 0.038 0.074          
   SD 0.018 0.018 0.002          
  Three M 0.056 0.038 0.073          
   SD 0.018 0.018 0.003          
 MI One M 0.056 0.057 0.054 0.056 0.056 0.056 0.056 0.055 0.056    
   SD 0.134 0.139 0.129 0.095 0.094 0.096 0.083 0.078 0.088    
  Two M 0.056 0.055 0.056 0.056 0.054 0.057 0.056 0.053 0.058 0.056 0.059 0.052 
   SD 0.127 0.129 0.126 0.093 0.089 0.098 0.082 0.075 0.089 0.116 0.131 0.100 
  Three M 0.056 0.059 0.052 0.056 0.058 0.053 0.056 0.061 0.050 0.056 0.058 0.053 
   SD 0.124 0.128 0.121 0.093 0.091 0.096 0.082 0.080 0.084 0.107 0.106 0.107 
 AS One M 0.056 0.059 0.052 0.056 0.058 0.053 0.056 0.057 0.054    
   SD 0.123 0.135 0.110 0.113 0.118 0.107 0.109 0.108 0.109    
  Two M 0.056 0.047 0.064 0.056 0.046 0.065 0.056 0.046 0.065 0.056 0.045 0.066 
   SD 0.094 0.087 0.100 0.085 0.075 0.094 0.086 0.077 0.094 0.081 0.069 0.091 
  Three M 0.056 0.047 0.064 0.056 0.047 0.065 0.056 0.046 0.065 0.056 0.046 0.065 
   SD 0.089 0.087 0.091 0.086 0.082 0.089 0.084 0.080 0.087 0.081 0.078 0.083 
Note. T = all 720 items, U = unique items (N=360), and C = common items (N=360).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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Table B4 
Means and SDs of the Item Exposure Rates for the 25 Item Selection Algorithms for the Simulated Item Bank for the 60-Item Test for 
the Two Different Locations of Artificially Compromised Items 
Location of  
Artificial 
Compromised 
items 
Item 
Selection 
Method 
No. of Item 
pools 
 SH mehod 
 No-SH  SHa  SHb  SHc 
 T U U  T U C  T U C  T U C 
Common RA One M 0.083 0.083 0.083          
& Unique   SD 0.002 0.002 0.002          
  Two M 0.083 0.057 0.110          
    SD 0.027 0.027 0.002          
  Three M 0.083 0.057 0.110          
   SD 0.027 0.027 0.004          
 MI One M 0.083 0.090 0.076 0.083 0.089 0.077 0.083 0.066 0.100    
   SD 0.260 0.271 0.248 0.241 0.248 0.234 0.207 0.164 0.243    
  Two M 0.083 0.089 0.078 0.083 0.088 0.079 0.083 0.066 0.101 0.083 0.061 0.106 
    SD 0.259 0.267 0.250 0.241 0.246 0.237 0.208 0.165 0.243 0.188 0.135 0.228 
  Three M 0.083 0.087 0.080 0.083 0.086 0.081 0.083 0.066 0.101 0.083 0.057 0.110 
     SD 0.254 0.260 0.248 0.240 0.243 0.237 0.209 0.166 0.243 0.123 0.083 0.150 
 AS One M 0.083 0.085 0.082 0.083 0.083 0.084 0.083 0.076 0.091    
   SD 0.094 0.097 0.091 0.076 0.074 0.078 0.063 0.050 0.074    
  Two M 0.083 0.069 0.098 0.083 0.069 0.098 0.083 0.065 0.101 0.083 0.065 0.101 
    SD 0.094 0.085 0.101 0.077 0.070 0.083 0.070 0.056 0.080 0.073 0.073 0.070 
  Three M 0.083 0.073 0.093 0.083 0.072 0.095 0.083 0.067 0.100 0.083 0.055 0.112 
      SD 0.207 0.184 0.227 0.190 0.167 0.211 0.182 0.147 0.211 0.076 0.057 0.086 
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Table B4 (continued) 
 
Location of  
Artificial 
Compromised 
items 
Item 
Selection 
Method 
No. of Item 
pools 
 SH mehod 
 No-SH  SHa  SHb  SHc 
 T U U  T U C  T U C  T U C 
Unique RA One M 0.083 0.084 0.083                   
   SD 0.002 0.002 0.002          
  Two M 0.083 0.057 0.110                   
    SD 0.027 0.027 0.004                   
  Three M 0.083 0.057 0.110          
   SD 0.027 0.027 0.004          
 MI One M 0.083 0.097 0.070 0.083 0.091 0.075 0.083 0.083 0.083       
   SD 0.260 0.280 0.238 0.241 0.239 0.243 0.207 0.186 0.227       
  Two M 0.083 0.096 0.070 0.083 0.091 0.076 0.083 0.083 0.084 0.083 0.087 0.079 
    SD 0.256 0.272 0.239 0.241 0.238 0.244 0.208 0.185 0.228 0.221 0.218 0.223 
  Three M 0.083 0.093 0.073 0.083 0.088 0.079 0.083 0.086 0.081 0.083 0.098 0.068 
     SD 0.251 0.262 0.241 0.238 0.229 0.246 0.207 0.193 0.221 0.215 0.245 0.179 
 AS One M 0.083 0.086 0.081 0.083 0.084 0.082 0.083 0.083 0.083    
   SD 0.094 0.102 0.084 0.076 0.076 0.075 0.064 0.064 0.063    
  Two M 0.083 0.071 0.095 0.083 0.070 0.097 0.083 0.069 0.097 0.083 0.077 0.089 
    SD 0.087 0.090 0.084 0.070 0.066 0.074 0.063 0.058 0.067 0.097 0.110 0.082 
  Three M 0.083 0.079 0.088 0.083 0.079 0.088 0.083 0.079 0.088 0.083 0.077 0.090 
      SD 0.187 0.193 0.181 0.167 0.169 0.166 0.153 0.154 0.151 0.150 0.160 0.139 
Note. T = all 720 items, U = unique items (N=360), and C = common items (N=360).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item selection method. 
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Table B5 
Cross Classification of the Percentages of Item Exposure Rates Falling Into the Four Different 
Ranges for the 25 Item Selection Algorithms for the 40-Item Test for the Simulated Item Bank 
When There Were Artificially Compromised Items in Both Unique and Common Item Pools 
Item 
Selection 
Method 
No. of 
Item Pools 
Item Exposure 
Rate 
SH method 
no  Sha  SHb  SHc 
T U C  T U C  T U C  T U C 
RA Single 0<er<=0.1 100 100 100                   
 Two 0<er<=0.1 100 100 100          
 Three 0<er<=0.1 100 100 100                   
MI Single never used 74.0 73.1 75.0 57.9 55.8 60.0 47.5 46.9 48.1    
  0<er<=0.1 9.0 9.2 8.9 18.6 18.1 19.2 28.1 33.6 22.5    
  0.1<er<=0.2 4.4 5.8 3.1 11.7 13.6 9.7 15.6 18.1 13.1    
  0.2<er 12.5 11.9 13.1 11.8 12.5 11.1 8.9 1.4 16.4    
 Two never used 66.4 66.1 66.7 56.7 55.8 57.5 48.1 47.2 48.9 43.6 43.1 44.2 
  0<er<=0.1 15.8 16.4 15.3 19.0 17.8 20.3 27.4 33.6 21.1 32.2 39.7 24.7 
  0.1<er<=0.2 6.4 6.7 6.1 12.9 15.3 10.6 16.4 18.3 14.4 17.1 16.9 17.2 
   0.2<er 11.4 10.8 11.9 11.4 11.1 11.7 8.2 0.8 15.6 7.1 0.3 13.9 
 Three never used 64.2 63.3 65.0 54.9 53.9 55.8 46.1 45.6 46.7 31.8 31.7 31.9 
  0<er<=0.1 16.9 18.9 15.0 20.3 19.4 21.1 29.4 35.8 23.1 44.7 55.3 34.2 
  0.1<er<=0.2 6.9 6.7 7.2 13.5 15.6 11.4 16.0 17.8 14.2 17.4 13.1 21.7 
    0.2<er 11.9 11.1 12.8 11.4 11.1 11.7 8.5 0.8 16.1 6.1 0.0 12.2 
AS Single never used 5.0 0.6 0.8 0.4 0.3 0.6 0.4 0.3 0.6       
  0<er<=0.1 603.0 81.9 85.6 84.2 82.8 85.6 84.2 83.1 85.3    
  0.1<er<=0.2 62.0 10.8 6.4 8.9 10.6 7.2 8.8 10.6 6.9    
  0.2<er 50.0 6.7 7.2 6.5 6.4 6.7 6.7 6.1 7.2    
 Two never used 0.1 0.3 0.0 0.1 0.3 0.0 0.1 0.3 0.0 0.1 0.3 0.0 
  0<er<=0.1 84.9 86.9 82.8 84.4 87.2 81.7 84.7 87.5 81.9 84.9 88.1 81.7 
  0.1<er<=0.2 6.9 6.4 7.5 7.9 6.9 8.9 7.6 6.7 8.6 7.9 6.7 9.2 
   0.2<er 8.1 6.4 9.7 7.5 5.6 9.4 7.5 5.6 9.4 7.1 5.0 9.2 
 Three never used 0.0 0.0 0.0 0.1 0.3 0.0 0.1 0.3 0.0 0.0 0.0 0.0 
  0<er<=0.1 84.2 86.1 82.2 84.3 86.1 82.5 84.3 86.1 82.5 84.2 88.1 80.3 
  0.1<er<=0.2 7.1 7.8 6.4 7.4 8.3 6.4 7.5 8.3 6.7 9.0 7.8 10.3 
    0.2<er 8.8 6.1 11.4 8.2 5.3 11.1 8.1 5.3 10.8 6.8 4.2 9.4 
Note. T = all 720 items, U = unique items (N=360), and C = common items (N=360).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item 
selection method. 
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Table B6 
Cross Classification of the Percentages of Item Exposure Rates Falling Into the Four Different 
Ranges for the 25 Item Selection Algorithms for the 60-Item Test for the Simulated Item Bank 
When the Artificially Compromised Items Were in Unique Item Pools Only 
Item 
Selection 
Method 
No. of 
Item Pools 
Item Exposure 
Rate 
SH method 
no  Sha  SHb  SHc 
T U C  T U C  T U C  T U C 
RA Single 0<er<=0.1 100 100 100           
 Two 0<er<=0.1 100 100 100                   
 Three 0<er<=0.1 100 100 100                   
MI Single never used 74.2 74.7 73.6 57.6 55.3 60.0 48.3 45.8 50.8    
  0<er<=0.1 8.9 7.8 10.0 18.9 21.4 16.4 27.4 30.3 24.4    
  0.1<er<=0.2 4.6 5.0 4.2 11.7 11.4 11.9 15.7 16.1 15.3    
  0.2<er 12.4 12.5 12.2 11.8 11.9 11.7 8.6 7.8 9.4    
 Two never used 66.3 66.7 65.8 56.4 55.3 57.5 47.2 45.6 48.9 55.4 54.2 56.7 
  0<er<=0.1 15.4 15.3 15.6 19.3 21.1 17.5 28.2 30.0 26.4 25.1 27.5 22.8 
  0.1<er<=0.2 6.9 6.7 7.2 12.6 11.9 13.3 16.1 17.2 15.0 7.6 6.9 8.3 
   0.2<er 11.4 11.4 11.4 11.7 11.7 11.7 8.5 7.2 9.7 11.8 11.4 12.2 
 Three never used 62.4 59.2 65.6 53.8 47.8 59.7 44.3 38.1 50.6 52.1 46.1 58.1 
  0<er<=0.1 18.8 20.3 17.2 22.5 27.2 17.8 30.4 33.1 27.8 26.9 33.3 20.6 
  0.1<er<=0.2 7.9 8.9 6.9 11.3 12.8 9.7 17.9 21.9 13.9 11.0 10.8 11.1 
    0.2<er 11.0 11.7 10.3 12.5 12.2 12.8 7.4 6.9 7.8 10.0 9.7 10.3 
AS Single never used 0.4 0.0 0.8 0.4 0.0 0.8 0.3 0.0 0.6       
  0<er<=0.1 84.0 83.3 84.7 84.4 83.1 85.8 84.3 82.8 85.8    
  0.1<er<=0.2 8.5 10.3 6.7 8.5 10.8 6.1 8.6 10.8 6.4    
  0.2<er 7.1 6.4 7.8 6.7 6.1 7.2 6.8 6.4 7.2    
 Two never used 0.1 0.0 0.3 0.1 0.0 0.3 0.1 0.0 0.3 0.1 0.0 0.3 
  0<er<=0.1 86.9 90.3 83.6 86.9 90.6 83.3 86.8 90.3 83.3 87.2 90.6 83.9 
  0.1<er<=0.2 7.9 5.8 10.0 8.3 5.6 11.1 8.5 5.8 11.1 7.8 5.0 10.6 
   0.2<er 5.0 3.9 6.1 4.6 3.9 5.3 4.6 3.9 5.3 4.9 4.4 5.3 
 Three never used 0.1 0.3 0.0 0.1 0.3 0.0 0.1 0.3 0.0 0.1 0.3 0.0 
  0<er<=0.1 85.3 90.0 80.6 85.6 90.3 80.8 85.6 90.3 80.8 85.8 90.0 81.7 
  0.1<er<=0.2 10.0 5.0 15.0 9.7 4.7 14.7 9.9 4.7 15.0 10.3 6.1 14.4 
    0.2<er 4.6 4.7 4.4 4.6 4.7 4.4 4.4 4.7 4.2 3.8 3.6 3.9 
Note. T = all 720 items, U = unique items (N=360), and C = common items (N=360).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item 
selection method. 
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Table B7 
Cross Classification of the Percentages of Item Exposure Rates Falling Into the Four Different 
Ranges for the 25 Item Selection Algorithms for the 60-Item Test for the Simulated Item Bank 
When the Artificially Compromised Items Were in Both Unique and Common Item Pools 
Item 
Selection 
Method 
No. of 
Item Pools 
Item Exposure 
Rate 
SH method 
no  Sha  SHb  SHc 
T U C  T U C  T U C  T U C 
RA Single 0<er<=0.1 100 100 100                   
 Two 0<er<=0.1 50 100            
   0.1<er<=0.2 50   100          
 Three 0<er<=0.1 50 100            
  0.1<er<=0.2 50   100                   
MI Single never used 83.5 81.9 85.0 75.0 75.3 74.7 64.7 65.0 64.4    
  0<er<=0.1 6.4 7.2 5.6 12.5 11.1 13.9 18.1 18.6 17.5    
  0.1<er<=0.2 0.7 0.8 0.6 1.4 1.9 0.8 3.1 3.6 2.5    
  0.2<er 9.4 10.0 8.9 11.1 11.7 10.6 14.2 12.8 15.6    
 Two never used 82.6 81.1 84.2 74.7 75.6 73.9 65.1 64.4 65.8 55.8 56.7 55.0 
  0<er<=0.1 6.9 7.8 6.1 12.6 10.8 14.4 17.9 20.0 15.8 23.8 25.6 21.9 
  0.1<er<=0.2 1.0 1.1 0.8 1.7 2.2 1.1 3.1 3.3 2.8 5.3 5.6 5.0 
   0.2<er 9.4 10.0 8.9 11.0 11.4 10.6 13.9 12.2 15.6 15.1 12.2 18.1 
 Three never used 81.9 81.1 82.8 73.2 74.7 71.7 65.0 65.3 64.7 29.3 30.3 28.3 
  0<er<=0.1 7.2 7.5 6.9 14.0 12.2 15.8 17.8 18.9 16.7 39.0 45.0 33.1 
  0.1<er<=0.2 0.7 1.1 0.3 1.9 1.9 1.9 3.3 3.6 3.1 15.3 17.8 12.8 
  0.2<er 10.1 10.3 10.0 10.8 11.1 10.6 13.9 12.2 15.6 16.4 6.9 25.8 
AS Single never used 0.1 0.3 0.0 0.1 0.3 0.0 0.1 0.3 0.0       
  0<er<=0.1 70.3 68.9 71.7 68.3 67.2 69.4 65.8 65.8 65.8    
  0.1<er<=0.2 22.8 24.4 21.1 24.2 26.1 22.2 29.0 33.6 24.4    
  0.2<er 6.8 6.4 7.2 7.4 6.4 8.3 5.0 0.3 9.7    
 Two never used 0.1 0.3 0.0 0.1 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  0<er<=0.1 71.4 75.8 66.9 69.0 75.0 63.1 68.6 75.0 62.2 67.5 75.0 60.0 
  0.1<er<=0.2 21.7 19.7 23.6 23.1 20.0 26.1 25.1 22.8 27.5 23.3 17.5 29.2 
   0.2<er 6.8 4.2 9.4 7.8 4.7 10.8 6.3 2.2 10.3 9.2 7.5 10.8 
 Three never used 1.1 1.7 0.6 0.6 0.8 0.3 0.8 0.6 1.1 0.3 0.3 0.3 
  0<er<=0.1 83.2 82.2 84.2 81.8 82.2 81.4 80.6 82.2 78.9 68.1 84.7 51.4 
  0.1<er<=0.2 2.5 3.1 1.9 3.8 3.6 3.9 4.0 3.6 4.4 22.4 13.3 31.4 
    0.2<er 13.2 13.1 13.3 13.9 13.3 14.4 14.6 13.6 15.6 9.3 1.7 16.9 
Note. T = all 720 items, U = unique items (N=360), and C = common items (N=360).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item 
selection method. 
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Table B8 
Cross Classification of the Percentages of Item Exposure Rates Falling Into the Four Different 
Ranges for the 25 Item Selection Algorithms for the 60-Item Test for the Simulated Item Bank 
When the Artificially Compromised Items Were in Unique Item Pools Only 
Item 
Selection 
Method 
No. of 
Item Pools 
Item Exposure 
Rate 
SH method 
no  Sha  SHb  SHc 
T U C  T U C  T U C  T U C 
RA Single 0<er<=0.1 100 100 100                   
 Two 0<er<=0.1 100 99.7 0.3                   
   0.1<er<=0.2 100 0.3 99.7                   
 Three 0<er<=0.1 100 99.7 0.3          
  0.1<er<=0.2 100 0.3 99.7                   
MI Single never used 83.8 83.3 84.2 74.6 67.2 81.9 65.6 58.6 72.5       
  0<er<=0.1 6.0 5.0 6.9 12.9 17.5 8.3 17.2 21.1 13.3    
  0.1<er<=0.2 0.8 0.6 1.1 1.4 1.9 0.8 3.1 4.4 1.7    
  0.2<er 9.4 11.1 7.8 11.1 13.3 8.9 14.2 15.8 12.5    
 Two never used 81.8 80.6 83.1 74.3 66.9 81.7 65.0 57.8 72.2 72.8 69.2 76.4 
  0<er<=0.1 7.8 7.2 8.3 13.2 17.8 8.6 18.1 22.2 13.9 11.7 13.1 10.3 
  0.1<er<=0.2 0.7 0.6 0.8 1.7 2.5 0.8 3.1 4.2 1.9 2.1 2.2 1.9 
   0.2<er 9.7 11.7 7.8 10.8 12.8 8.9 13.9 15.8 11.9 13.5 15.6 11.4 
 Three never used 80.4 79.2 81.7 70.7 62.5 78.9 62.9 55.0 70.8 66.3 60.8 71.7 
  0<er<=0.1 8.5 7.8 9.2 16.5 22.2 10.8 19.7 24.2 15.3 16.8 19.4 14.2 
  0.1<er<=0.2 0.7 0.8 0.6 1.7 2.8 0.6 3.6 5.3 1.9 4.2 5.8 2.5 
  0.2<er 10.4 12.2 8.6 11.1 12.5 9.7 13.8 15.6 11.9 12.8 13.9 11.7 
AS Single never used 0.1 0.0 0.3 0.1 0.0 0.3 0.0 0.0 0.0       
  0<er<=0.1 70.1 70.8 69.4 68.2 68.3 68.1 65.8 65.0 66.7    
  0.1<er<=0.2 22.8 22.2 23.3 24.6 24.4 24.7 29.2 29.7 28.6    
  0.2<er 6.9 6.9 6.9 7.1 7.2 6.9 5.0 5.3 4.7    
 Two never used 0.1 0.0 0.3 0.1 0.0 0.3 0.0 0.0 0.0 0.0 0.0 0.0 
  0<er<=0.1 71.5 79.7 63.3 70.6 79.4 61.7 69.9 79.4 60.3 73.1 75.3 70.8 
  0.1<er<=0.2 22.6 15.3 30.0 22.9 15.3 30.6 24.9 16.7 33.1 19.9 18.9 20.8 
   0.2<er 5.7 5.0 6.4 6.4 5.3 7.5 5.3 3.9 6.7 7.1 5.8 8.3 
 Three never used 0.1 0.0 0.3 0.1 0.0 0.3 0.1 0.0 0.3 0.7 0.8 0.6 
  0<er<=0.1 83.5 85.3 81.7 82.5 84.2 80.8 80.8 82.8 78.9 77.2 81.9 72.5 
  0.1<er<=0.2 4.3 3.1 5.6 4.3 2.2 6.4 5.4 3.1 7.8 9.9 5.6 14.2 
    0.2<er 12.1 11.1 13.1 13.1 13.1 13.1 13.6 13.6 13.6 12.2 11.1 13.3 
Note. T = all 720 items, U = unique items (N=360), and C = common items (N=360).  
RA-Random item selection, MI-Maximum information item selection, and AS-a stratified item 
selection method. 
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Appendix C 
Measurement Precision for the Simulated Item Bank With Artificially Compromised Items 
Table C1 
Biases, MSEs, and θθρ ˆ  of the 25 Item Selection Algorithms  for the Two Different Locations of 
Artificially Compromised Items for the 40-Item Test for the Simulated Item Bank 
Item 
Selection 
Methods 
No.of 
Item 
Pools Indicator 
Location of Artificial Compromised Items 
Unique+Common ( aciUC )  Unique ( aciU ) 
SH methods  SH methods 
no SHa SHb SHc  no SHa SHb SHc 
RA One bias 0.786    0.788    
  MSE 0.856    0.866    
   0.875    0.871    
 Two bias 0.766       0.527       
  MSE 0.819    0.471    
    0.877       0.898       
 Three bias 0.766    0.538     
  MSE 0.819    0.480    
   0.877    0.900     
MI One bias 0.750 0.709 0.664   0.751 0.703 0.6639   
  MSE 0.730 0.702 0.606  0.731 0.687 0.603  
   0.917 0.896 0.915  0.918 0.899 0.917  
 Two bias 0.647 0.686 0.655 0.673 0.620 0.639 0.624 0.780 
  MSE 0.548 0.646 0.579 0.611 0.505 0.562 0.533 0.821 
    0.937 0.910 0.924 0.919 0.942 0.923 0.928 0.900 
 Three bias 0.658 0.675 0.651 0.709 0.583 0.630 0.620 0.593 
  MSE 0.584 0.675 0.572 0.666 0.467 0.550 0.531 0.460 
    0.922 0.919 0.9249 0.914 0.922 0.923 0.9264 0.946 
AS One bias 1.171 1.112 1.118   1.169 1.1072 1.110   
  MSE 1.816 1.658 1.664  1.809 1.6529 1.646  
   0.745 0.761 0.766   0.748 0.7577 0.766   
 Two bias 1.170 1.111 1.1102 1.093 0.790 0.7397 0.7544 0.720 
  MSE 1.811 1.664 1.651 1.602 0.928 0.8264 0.854 0.788 
    0.746 0.7552 0.762 0.770 0.837 0.8514 0.848 0.858 
 Three bias 1.212 1.175 1.169 1.065 0.765 0.738 0.729 0.709 
  MSE 1.938 1.838 1.823 1.526 0.863 0.8024 0.790 0.750 
     0.728 0.736 0.737 0.780 0.851 0.8621 0.862 0.870 
Note. RA-Random item selection, MI-Maximum information item selection, and AS-a stratified 
item selection method.
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Table C2  
Biases, MSEs, and θθρ ˆ  of the 25 Item Selection Algorithms  for the Two Different Locations of 
Artificially Compromised Items for the 60-Item Test for the Simulated Item Bank 
Item 
Selection 
Methods 
No.of 
Item 
Pools Indicator 
Location of Artificial Compromised Items 
Unique+Common ( aciUC )  Unique ( aciU ) 
SH methods  SH methods 
no SHa SHb SHc  no SHa SHb SHc 
RA One bias 1.050    1.057    
  MSE 1.440    1.451    
   0.863    0.865    
 Two bias 1.107       0.776       
  MSE 1.574    0.854    
    0.858       0.895       
 Three bias 1.100       0.780       
  MSE 1.564    0.856    
   0.857       0.896       
MI One bias 1.600 1.531 1.423  1.600 1.531 1.423  
  MSE 3.360 3.111 2.743  3.360 3.110 2.744  
   0.652 0.685 0.703  0.654 0.679 0.706  
 Two bias 1.603 1.535 1.422 1.354 1.597 1.529 1.416 1.473 
  MSE 3.367 3.125 2.739 2.509 3.348 3.099 2.717 2.914 
    0.652 0.686 0.712 0.728 0.648 0.687 0.712 0.692 
 Three bias 1.605 1.536 1.424 1.239 1.586 1.517 1.416 1.482 
  MSE 3.373 3.126 2.745 2.083 3.309 3.056 2.716 2.913 
    0.651 0.678 0.711 0.803 0.657 0.692 0.715 0.711 
AS One bias 1.066 1.035 0.986  1.070 1.037 0.990  
  MSE 1.305 1.231 1.117  1.311 1.234 1.128  
   0.919 0.924 0.933  0.919 0.925 0.932  
 Two bias 1.090 1.063 1.0357 1.066 0.917 0.883 0.854 1.011 
  MSE 1.357 1.283 1.222 1.305 0.977 0.904 0.849 1.175 
    0.916 0.925 0.928 0.921 0.932 0.939 0.943 0.925 
 Three bias 1.489 1.464 1.443 1.207 1.390 1.339 1.291 1.244 
  MSE 2.938 2.846 2.766 1.871 2.588 2.399 2.224 2.025 
     0.647 0.645 0.649 0.865 0.647 0.673 0.709 0.777 
Note. RA-Random item selection, MI-Maximum information item selection, and AS-a stratified 
item selection method. 
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Figure C1. Biases and MSEs conditioned on 16 equally spaced θ  between -4.0 and 4.0 for the 
25 item selection algorithms when there were artificially compromised items in the simulated 
item bank for the 40-item test. U+C: where artificial compromised items are in both unique item 
pool and common item pools ( aciUC ) and U: where artificial compromised items are in unique 
item pools ( aciU ) 
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