Abstract-This paper describes a dynamical model-based method for the localization of road vehicles using terrain data from the vehicle's onboard sensors. Road data are encoded using linear dynamical models and then, during travel, the location is identified through continuous comparison of a bank of linear models. The approach presented has several advantages over previous methods described in the literature. First, it creates computationally efficient linear model map representations of the road data. Second, the use of linear models eliminates the need for metrics during the localization process. Third, the localization algorithm is a computationally efficient approach that can have a bounded localization distance in the absence of noise, given certain uniqueness assumptions on the data. Fourth, encoding road data using linear models has the potential to compress the data, while retaining the sensory information. Finally, performing only linear operations on observed noisy data simplifies the creation of noise mitigation algorithms.
I. INTRODUCTION

R
ECENT years have seen rapid development of advanced vehicle safety systems, navigation systems, and intelligent transportation systems capable of optimizing traffic patterns, tracking resources, and identifying infrastructure problems as they arise. All of these systems heavily depend on the ability to localize a vehicle and, in many cases, are significantly more effective with meter-scale resolution of the vehicle's location. In addition, any safety system must be highly reliable to prevent potential accident causing failures [1] .
The Global Positioning System (GPS) has been the standard bearer for vehicle localization for some time. Current singlefrequency GPS receivers can achieve a minimum error of about 10 m [2] , [3] . Achieving meter resolution requires a twofrequency GPS receiver, which is currently cost prohibitive for consumers. Furthermore, even with the three independent GPS, the U.S.'s GPS, the European Gallileo, and the Russian GLONASS, there are still geographic locations that will experience insufficient coverage or multipath effects due to signal occlusions [3] , [4] . These situations are sufficiently frequently encountered on roadways to necessitate the development of alternate localization technologies.
To address these issues, manufacturers have focused on developing systems that augment the GPS position estimate. The augmentation is typically performed using a combination of vehicle sensors, road maps, and motion models. Regardless of what type of augmentation is performed, each augmentation strategy is dependent on vehicle sensors that provide information for the vehicle maps and models to estimate short-term position changes during GPS dropouts. However, costs can increase significantly when including additional sensors. This is particularly true as the field of research moves to visual odometry sensors such as cameras and LIDAR [5] - [8] .
Sensors that have proven to be reliable for localization and navigation include steering encoders, odometers, wheel tachometers, and inertial sensors. Published results have shown that the first three are capable of accurately tracking a vehicle's location [9] , [10] . In addition, recent work by Jo et al. [11] has demonstrated the fusion of these sensors with low-cost GPS for effective localization. Inertial sensors in the form of inertial measurement units (IMUs) have been previously used in commercial and military-grade applications but suffer from integration errors that grow unbounded with respect to operation time. Nonetheless, many IMUs are sufficiently accurate for localization during brief dropouts [12] .
Inertial measurements are particularly attractive when augmenting GPS data because they provide a self-contained source of measurements that is not susceptible to the environment. This complements the attributes of the GPS and creates a system more robust to environmental factors such as signal blocking and vehicle condition [1] . To address IMU output drift, the sensor output can be transformed into a set of features that neutralize integrative error. These features are stored in a reference map that is compared with new data during vehicle travel. An example of this is the work from Penn State that uses vehicle pitch to measure road grade, a disturbance measured in the vertical IMU's measurements. In this work, new features are correlated to the previously stored map [13] - [18] . The use of reference maps is the main limitation in using IMUs because it requires substantial computational power and storage to support the map-matching [19] infrastructure. Therefore, new approaches to the creation and structuring of reference maps are necessary to improve the viability of using IMU data for localization when augmenting GPS, with map and feature representation research being a key area of ongoing research.
To this end, this paper presents a dynamical model-based approach to the problem of localizing a road vehicle using inertial measurement data. In particular, the method described herein uses vehicle pitch data in a self-contained dead reckoning (DR) approach that does not require the addition of a GPS signal. Creating self-contained approaches is useful, even if used in conjunction with a GPS, because it creates both hardware and software redundancy in the localization process and thereby increases the reliability of the overall navigation system.
A. Problem Formulation
Previous localization work has addressed the implementation problems by either setting the localization problem in the probabilistic domain, using tools such as the Kalman filter, the Bayes filter, or the particle filter to obtain the location estimates, or by evaluating map location using a comparison metric. In contrast, this paper and the previous work presented by Laftchiev et al . [20] choose to frame localization as a deterministic problem by expressing the road data using linear models. Linear models address the problem of data compression by expressing large portions of the data using a small number of model coefficients. During localization, linear models simplify computations by eliminating the need for metrics to match incoming data. Instead, classically defined error bounds can be used to define data agreement. Relative to the feature matching approaches, this further reduces the complexity of the transformations performed on the observed noise and simplifies noise mitigation algorithms.
Vehicle pitch, as recorded by the IMU, is the road grade filtered by the wheelbase of the vehicle. The collection of road data is illustrated in Fig. 1 . In tandem with this illustration, Fig. 2 shows a block diagram representation of the mapping of vehicle position into pitch. In these depictions, the variable v(t) represents the vehicle velocity, s(t) is the displacement of the vehicle, p(t) is the position of the vehicle, relative to its initial position p(t o ), and m(t) represents vehicle pitch that is mapped from the vehicle's position. Typically, during localization, the variables v(t), s(t), and m(t) are available; and the localization problem is reduced to identifying the position p(t). The challenge of localization can be further reduced to determining initial position constant p(t o ).
In this paper, the localization of the vehicle is accomplished by a two-step process. First, a specially instrumented test vehicle collects position and pitch road data. 1 These data are 1 The instrumentation of the vehicle is described in detail in Section III-A. compressed and stored as a road map for use in another vehicle. The compression and storage of the data is performed by extracting linear models, which represent patterns from the data that are robust to noise. When a different vehicle travels along the same road, the data observed by its sensors are compared with the predetermined map. Regions of the map are continuously eliminated until the correct vehicle location is identified. This approach to localization is referred to as the map-matching approach. 1) Implementation Issues: Similar to other forms of sensorbased vehicle localization, localization based on vehicle pitch suffers from several common implementation problems. First, the volume of data generated by the vehicle's IMU over an entire roadway map is very large, requiring any localization algorithm to tackle the two-part task of efficiently storing the IMU data and then parsing through the data to localize the vehicle. Second, because of the large amount of data to be processed, the localization algorithm must be carefully chosen to minimize the in-vehicle computational requirements. Third, the signal-to-noise ratio (SNR) of the IMU data is poor, requiring approaches that are robust to noise and imposing an uncertainty radius on the location estimates.
B. Contributions
This paper introduces linear models as a means of storing data patterns. These linear models are structured in a treelike fashion to simplify the online localization process. During localization, this paper proposes to eliminate the need for the computation of an agreement metric and instead compares each model output to its modeling error bound. Agreement or disagreement with this bound determines the segment feasibility. Thus, the introduction to linear models is advantageous because it greatly reduces the complexity of both the mapping and the localization mechanisms while enabling the creation of simpler noise mitigation schemes.
While the development of this paper is focused on vehicle localization, the applicability of the presented data modeling and segment identification is broad. In particular, this paper contributes to the field of data mining, where large databases need to be efficiently represented for subsequence identification. The idea to use linear models in database management is not new [19] , [21] , [22] . However, while most researchers believe this field to be mature, the simplicity of linear modeling lends itself naturally to large databases, streaming data, multidimensional data, and limited computational power in mobile technology. This paper contributes the following:
• Linear models of order greater than 2 that more faithfully describe the data. This preserves a greater portion of the information in the data.
• The elimination of a matching metric during the localization process, which reduces both the computational complexity and the algorithm design uncertainty.
• An approach that can be easily extended to streaming data and large data sets.
• An easily extendable approach for multidimensional data. These contributions are as meaningful in the data mining community as they are here.
II. STATE OF RESEARCH
The goal of this paper is to introduce the approach of linearmodel-based data compression and, in parallel, linear-modelbased localization. The problem discussed herein is common in the fields of data mining, pattern detection, and mobile robotics/vehicle navigation. This section will review relevant work in each of these fields. It is not the intent of this paper to develop a localization algorithm that outcompetes all other previously developed algorithms. Instead, the focus of this paper is to introduce the approach and to demonstrate its benefits in the process.
A. Sensor-Based Localization
The three sensors commonly used for DR localization are the odometer, the wheel tachometer, and the IMU. A series of review papers can be found in [1] , [9] , and [23] . Perhaps, the simplest method of navigation is odometry. To keep track of odometry, manufacturers install a sensor that records a pulse each time it passes by a specific point on the wheel. The number of pulses is then multiplied by a scale factor that is related to the wheel diameter, tire pressure, temperature, and any environmental factor that changes the wheel radius. References citing the use of odometry and error-correcting techniques in vehicle localization can be found in [9] and within the mobile robotics community [24] , [25] .
A similar set of sensors is the wheel tachometers. These sensors are typically employed in antilock brake systems to detect the differences in wheel speeds. Using the same framework, the difference in wheel speeds can reveal the direction of the vehicle. Like the odometer, the critical piece of knowledge necessary to make use of velocity encoders is wheel radius. In [10] and [26] , velocity encoders are used in a dual GPS/DR system. Here, while GPS is available, the signal is used to provide a heading and a wheel radius estimate. When GPS becomes unavailable, wheel tachometers are calibrated to provide heading information.
Odometers and velocity encoders suffer from well-known sources of terrain error, such as wheel slips, uneven road surfaces, and skidding. In addition, these same sources suffer from vehicle structure errors such as wheel diameter changes, wheelbase uncertainty, and low resolution of the encoding sensors. These errors have been observed and characterized both in the vehicle navigation community [9] , [10] and the mobile robotics community [24] .
In contrast to odometry and tachometers, gyroscopes and accelerometers in IMUs measure rates of acceleration and rates of change in displacement of the vehicle. A typical IMU consists of three gyroscopes and three accelerometers, each directed in one of the axes of motion. To obtain vehicle heading and velocity, the IMU outputs are integrated in each direction. This integration leads to the cumulative growth of small bias and noise sources in the IMU as a function of the operation time. These noise sources will be further discussed in Section II-A2. However, because IMUs are self-contained and thereby not susceptible to the vehicular and environmental noise sources, IMUs are a good complement to other vehicle sensors and GPS [14] , [18] . For this reason, GPS and IMU data are frequently integrated in augmented systems [1] , [27] , [28] .
1) Map Matching:
The DR localization approaches described above can be used to estimate vehicle location given a known starting point for the vehicle. However, if the location is unknown, then the vehicle position can be estimated through either triangulation using active beacons (the GPS is a form of active beacon) or map matching using a preexisting reference map [19] , [29] - [32] . A third alternative is under development, where building the reference map and localization are simultaneously carried out [33] - [35] .
The linear modeling approach to reference map creation and localization in this paper combines DR using inertial measurements and map matching. A state-of-the-art review of map matching is found in [30] . The authors subdivided the field of map matching into early techniques that take into account the road geometry, such as arcs and lines; topological approaches, which take into account road geometry and the interconnection between each geometric feature; probabilistic approaches that assign a region of error within which a likely road segment is found; and more recent approaches termed advanced map matching using Kalman filters, fuzzy logic, particle filters, etc. The references therein provide an in-depth look of the field of map matching.
As a general outline, the map-matching process begins by extracting or observing features from the data [36] . The choice of features during the extraction process has a pivotal role in the subsequent localization performance of the algorithm. Early algorithms use arcs and lines as features that modeled the road shape [19] , [37] . In advanced algorithms, the features are extracted through a nonlinear transform that is used to identify the most noise-robust portions of the data. A few examples are local extrema, geometric features such as arcs and lines, or geometric beacons. Further examples can be found in the literature on pattern matching and data mining [13] , [38] - [41] .
Then, during localization, the features are reextracted from new vehicle data. The location is determined by comparing these features to the map. The most common comparison approach is the threshold. Here, a distance is computed from the road data to each possible map location. An empirical threshold is used to determine the correct segment. More advanced methods of matching include those presented in the robotics community where the probability of the vehicle's location and of the detected features is calculated using Kalman filtering in a formal framework methodology established in [42] - [44] , or a Bayesian comparison approach such as the one used by Levinson and Thrun [45] , or a particle filtering approach in [46] . The motivation to develop advanced map-matching algorithms stems from the need to handle increasingly complex road networks that easily overwhelm earlier algorithms. Unfortunately, to the best of our knowledge, there does not exist a unifying publication that elucidates the limitations of each map-matching approach in the vehicle navigation community. In contrast, several review papers in the data mining community have concluded that more work is necessary to design efficient algorithms to handle large databases [47] .
Choosing the features and the extraction process plays a pivotal role in the subsequent performance of the algorithm. Previous research in our own group has focused on IMU pitch data for localization [13] - [15] , [17] , [18] , [48] . In particular, Dean [48] demonstrated a particle-filter-based approach using inertial measurements. A more noise-robust approach was presented in [15] , where an optimal filter was derived to process the data prior to extracting extremum features. Combining previous work, the work by Kadetotad et al. [17] employed both the particle filtering and feature-based approaches to allow localization and tracking of a vehicle over a greater area.
2) Noise Characterization of the IMUs: Recent decreases in the cost of microelectromechanical systems (MEMS) IMUs have contributed to a rise in the number of publications citing augmented GPS/IMU systems [14] , [18] , [49] , [50] . Given this development and the potential for further research in the future, it is important to understand how sensor limitations affect the localization approach. In particular, El-Sheimy et al. [51] characterized IMU noise in terms of Allan variance and power spectral densities. The same authors then offered approaches to mitigating IMU noise [52] . A MEMS-specific analysis is demonstrated by Aydemir and Saranli [53] , whereas the work by Jerath and Brennan [16] evaluated the noise performance of several grades of IMUs.
Extensive research has been also presented on the calibration of IMUs [54] - [57] . An in-depth discussion of IMU noise components is shown in Section IV-C. The described noise is then used to corrupt the IMU data for localization simulations.
B. Applications of Sets of Linear Systems
In addition to applicability in vehicle localization, the reference map creation algorithm can be thought of as a database construction algorithm whose goal is to rapidly and efficiently parse data of many kinds for easy retrieval. For a single series of data described by a sequence of models, this reference map is also an application of switched linear systems, which are frequently used to describe nonlinear data. If the models are not in a sequence, they can be thought of as a set of models similar to those used in texture classification and tracking [21] , [58] - [62] , shape detection [63] , fault detection [64] , acoustic filtering [65] - [67] , and fingerprint identification [68] .
This section will discuss texture detection because it provides the closest analog to identifying vehicle pitch during vehicle travel. Texture detection is subdivided into dynamic texture detection, i.e., the ability to track an evolving texture across several frames, and single-frame detection, i.e., the ability to find a texture in one frame [69] - [74] . Using dynamical models in these applications is advantageous because many textures exhibit linear dynamical behavior and allow the use of welldeveloped tools from the control system literature [59] .
The general approach when using linear dynamical systems for texture detection is to extract a set of linear models from training data that represent the desired textures. Some authors even employ switched linear systems to obtain this reference set [73] , [75] . Then, during detection, new models are extracted from testing data. The new models are compared with the reference set of models through the use of a metric, typically in the space of linear dynamical systems [74] . A common metric is the L p norm, but a second notable metric is the Martin metric [76] . This metric measures distance in the cepstral domain, where the cepstrum of the models is an additive function of the poles and zeros of the system. Other techniques include robust model validation techniques [59] and optimization techniques, which determine model feasibility in the presence of uncertainty [71] .
C. Previous Work in Data Mining
Finally, the problem of vehicle localization using IMU data is analogous to the problem of subsequence identification in the data mining community [77] . Subsequence identification is the identification of a newly collected subset of data from a previously stored database. Because the volume of data collected for each database is large, typically, the data are not compared on a one-to-one basis but instead are transformed into representations to provide an easier means of comparison and storage. Published representations include the discrete Fourier transform coefficients [78] , segment averages [79] , first-order linear regressions [22] , wavelet transformations [80] , principal component analysis and singular value decomposition [81] , and symbols [82] . When comparing the stored representations with the newly acquired or user-specified query, a metric is used to determine agreement. Some of the more popular metrics include L p norms [83] , dynamic time warping [84] , thresholding queries [85] , and the longest common distance [86] .
The most recent publication surveying the field of data mining by Ding et al. [47] has compared the published database representations and argued that using a lowest bounding distance for the representations reveals the ability to accurately detect subsequences. The lowest bounding distance is a Euclidean distance metric that describes the distance between the two closest representations in a database. In the paper, Ding et al. argued that the published representations are almost identical in their performance. The authors also demonstrated that, for a growing database, the proposed metrics above performed as well as the Euclidean metric. Due to the relative simplicity of the Euclidean metric, this metric is preferred during implementations that require computational efficiency.
III. ALGORITHM DESCRIPTION
A. Road Map Model Extraction
The first step in the proposed approach is to collect road pitch data using a specially instrumented vehicle. This vehicle has been equipped with the Honeywell HG1700 IMU, which is mounted to the console near the vehicle's center of gravity between the driver and passenger seats. The vehicle pitch data are estimated using both the longitudinal gyroscope and longitudinal accelerometer readings and are internally filtered in the IMU using a factory-integrated Kalman filter that reduces the effects of IMU noise.
The data are then modeled using a set of autoregressive models with an exogenous input (ARX) [87] , which describes nonoverlapping segments of the data. ARX models are particularly suitable for this application because the model output is a prediction of the incoming data. In this application, the exogenous input is the error between the estimate and the collected data; it is assumed that this error is bounded by a bound ε. The general form of an ARX model is Models are extracted using a greedy algorithm developed in [88] . This algorithm simultaneously obtains the ARX model coefficients and breaks the road data vector into nonoverlapping segments. The algorithm is shown in Table I .
The algorithm begins at the (N + 1)th data point, which is labeled d 0 . Starting at this initial data point, the algorithm searches for the largest interval for which it is possible to obtain a single ARX system that satisfies the error bound for every point. 2 Once this is not possible, a transition is declared, indicating the end of the model fit and start of the next model; the corresponding data index is labeled τ o . Henceforth, τ o is called a transition point, and it is the point at which one model segment ends and the next begins. The model-fitted segment is removed, and this process is repeated until the final data point (d max ) is reached. The resulting set of data segments spans the values of consecutive transition points:
The search itself is performed solving a linear feasibility problem. etc. 3 The optimality of this algorithm is described below in Proposition I. This proposition was proven in [88] .
Proposition I: Given a bound on the error, i.e., ε, and a model of order N , the algorithm described in Table I breaks the collected data set into the smallest possible number of segments.
The segmentation of the data set is illustrated in Fig. 3 . In this figure, the horizontal axis represents the distance in meters from the initial map position. The vertical axis represents the angular pitch rate output of the IMU. In each plot, the solid line represents the query data, the solid line with circle markers displays the model output, and the dashed lines represent the error bounds. In each case, the model is only valid for a portion of the plotted data. For example, the first plot shows a model valid from 300 to 500 m. Then, the next plot shows the model that belongs to the segment from 500 to 600 m. Finally, the third plot shows a model that is valid for the remaining distance. Note that each model is within its error bound for the given segment. Outside of this segment, the model may or may not agree with its bound. It is the unique sequence of these models, even if they themselves are not unique, that will be used in the localization algorithm development.
B. Locating a Vehicle Using the Extracted Models
Vehicle localization can be subdivided into two distinct problems: locating the vehicle without a priori knowledge of the start location and tracking a vehicle given the knowledge of its initial position. The set of ARX models extracted in the previous section can be used to perform both functions. At first, segments are continuously eliminated until a single feasible segment remains. This segment represents a possible set of vehicle locations. Then, when a transition between models is found, the precise location of the vehicle is detected. From this point forward, the vehicle's location can be tracked through validation of the current segment and detection of future transition points. The iterative process by which this is accomplished is described in Table II . In this algorithm, the variable L is set to one. Table I, the localization  procedure in Table II begins with the collection of N + 1 pitch data points. The data index is set to d = N + 1, and the acquired data are sequentially tested in each of the extracted linear models, denoted by the index n. The output error of the models is compared with their error bound, i.e., ε n . More precisely, this comparison is shown in (2) .
If, for a given set of data, the model error is smaller than the bound, then the current segment is labeled as a possible, or a feasible, set of vehicle positions; otherwise, the segment is labeled as infeasible. At each time step, only segments that were previously labeled as feasible are tested. Thus, under some assumptions to be discussed below, the number of feasible segments monotonically decreases to one after some iterations, i.e.,
Two critical assumptions must hold to facilitate the localization of the vehicle. First, the pitch map must not be periodic to within an epsilon bound equivalent to the model error. For real-world pitch maps that have been measured to date by the authors, roughly 10 000 km or 6000 mi, this assumption is quite valid. Second, the vehicle must travel a distance sufficiently great such that there exists a unique observed sequence of models from among all possible sequences of models on the map. The length of necessary travel distance is dependent on the starting location of the vehicle on the map.
As an illustrative example, consider a vehicle that begins traveling on a path that contains two hills and, otherwise, flat road in between and around the hills. Suppose that the hills are similar in their pitch profiles. Then, no single segment of the map alone is sufficiently unique to identify the location of the vehicle. For a small travel distance, the algorithm would have at least two possible feasible paths during localization. In this example, travel distances smaller than the distance between the hill peaks would result in this localization ambiguity.
However, if the vehicle travel is extended to at least the distance between peaks of the hills, then there is only one unique profile that can be identified. The unique profile in this case is the flat road ahead of the vehicle followed by two hills and then flat road again. Similar to this example, each time a vehicle begins travel, there exists some distance within which a unique localization sequence of models can be found.
1) Model Transitions:
In the vehicle is traveling inside of a model segment and a data point is collected that does not agree with the model, then a transition test is performed. Transition points contain more information with regard to the vehicle location because they must satisfy the following three inequalities:
The first inequality shows that the vehicle was in segment n at the data point immediately preceding point d. The next inequality shows that the vehicle is no longer in segment n, and the third inequality shows that the vehicle is now in segment n + 1. The latter two inequalities have domains that only overlap at the transition point and therefore provide strong evidence about the location of the vehicle. When segmenting the model map, the error associated with the first model is also recorded. This provides an additional point of reference when determining the validity of a transition. Thus, transition points contain information about the vehicle's location that is significantly larger than ordinary points. Segmenting a map with as many transition points as possible improves the localization speed and increases the robustness of the map to noise.
C. Tracking a Vehicle Using the Extracted Models
Once the vehicle's starting point has been identified, the set of models at the bottom of the model tree, or a switched linear system, can be used to track the vehicle's progress. This is a critical function of the algorithm because it provides a method of detecting changes in direction, sudden maneuvers, etc. Tracking is performed in a similar manner to localization, but only a single feasible segment is tested at a time. While the vehicle is located in a segment, its location can be verified using the simpler test shown in (2), and its position on the map can be updated using odometry readings. This process continues until a data point that does not agree with the model is found.
The data point that does not agree with the current model is assumed to be a transition point and is evaluated using (3). Additionally, the vehicle location is verified by comparing the distance since the last transition point to the previous segment length. If the data satisfy both checks, then the models are iterated, and the process is repeated. Otherwise, the initial localization is assumed to be erroneous. In this case, the vehicle localization loop is repeated, and a new location is selected.
In general, once a correct transition point is located, only large changes in the road surface or unexpected maneuvers will lead to errors in the tracking phase of the algorithm. For example, if the driver of the vehicle executes a sudden braking or accelerating maneuver, large oscillations will be introduced in the data. This will lead to a rapid elimination of the feasible models. When this occurs, the tracking code will restart all levels of the model tree that have no feasible models. Practically, this means that relocalization is occurring in a neighborhood of the last known vehicle location, ignoring the data produced during the unexpected maneuver.
IV. PRACTICAL CONSIDERATIONS
A. Advantages of Linear-Model-Based Localization
The dynamical models extracted from the vehicle pitch data represent a mapping of the underlying road surface. It is not possible to claim that these models are uniquely correlated to a location on a global scale; indeed, there are many situations where road profiles in one location are quite similar to road profiles in a very different location. However, as discussed in the previous section, given a sufficient travel distance, a unique sequence of models can be found for localization; in other words, two roads may be similar to each other for a small model segment, but they will not be similar to each other over many segments in a series.
Using dynamical models offers several advantages. First, given a sufficiently unique map and a noise-free environment, the vehicle can be accurately localized for every experiment. While this localization may be to within a neighborhood of the correct position, it is not a probabilistic neighborhood, but rather a deterministic range determined by collection sensor characteristics. Second, in contrast to previous approaches to localization, subsequence identification, and pattern recognition, the approach presented here does not require a metric for matching. Instead, the modeling output error is compared with the modeling error bound, i.e., (2), which is determined for each model during the map creation. This simultaneously reduces the need for a metric function, calculating the metric function, and empirically determining a threshold for the metric output. Third, following above, the algorithm is most computationally expensive during the extraction of the model map. This is advantageous because the largest computational constraints are in-vehicle, where computational power is constrained by cost and energy efficiency. Finally, the linear treatment of data allows for the implementation of simpler noise mitigation strategies. This again reduces the computational power necessary during vehicle travel. 
B. Computational Burden
Because computational power of in-vehicle computers limits the usefulness of most self-contained localization strategies, it is critical to design algorithms that are efficient in their online execution [1] . In particular, the research community in mobile robotics has invested significant efforts in the real-time implementations of the simultaneous localization and mapping (SLAM) algorithms [46] , [89] - [91] . Here, the computational cost of the presented algorithm is compared with the particle filtering approach in [48] . This comparison is particularly relevant because the particle filtering approach is similar to the prevalent approach used to solve the SLAM problem, and second, the approach in [48] utilized the same database as the work presented here.
The measure used to assess computation cost in [48] is the number of floating point operations (FLOPs) required during the solution of the algorithm. The number of FLOPs required for particle filter convergence is dependent on the number of particles used per mile. For 1000 particles/mi, the particle filter approach required 37 009 FLOPs/mi for each iteration during the localization process. Given this number of operations, the in-vehicle computer was only able to scan several miles of the road map during localization.
For the model-based localization approach in this paper, an adequate vehicle map covering several miles would require many thousands of models. This is because, for a map to be considered adequate, it must cover a region large enough to span the uncertainty in vehicle position. The size of this map would result in a very large initial computational burden.
One way to reduce the initial computational burden is to create a tiered tree structure. At the top level of the structure, there are "coarse" models, which describe large segments of the map. At the bottom level of the structure, there are "fine" models, which describe small sections of the map. Fig. 4 shows an example of this type of model structure. The models are denoted by A k,n , where k is the level in the model structure, and n is the segment index on the kth level. Each model structure will have L levels and M k models per level. At each successive model level, the ε region is contracted so that each segment from the previous level is both bisected and modeled with a tighter error bound. This leads to an increase in the number of segments for each consecutive level.
The model structure extracted for this paper uses bisection at successive levels, i.e., at each consecutive level, the segments from the previous level are bisected. Practically, bisection is advantageous because eliminating large segments at the top of the model structure eliminates a large number of models at lower levels and reduces the computational cost. Additionally, there is little difference between finding a single transition or multiple transition points at a time. This is because there exist naturally occurring transition points between different models, which result from changes in the data. These transition points occur for all segmentation types and consequently result in equivalent overall performance.
The localization process discussed in Section III-B can be also extended to the model structure. In short, the feasible models on each level of the structure are sequentially tested. In this case, a model is considered feasible when both the model and its parent have not been invalidated. For example, testing begins at the top level with a single model that describes the map. Then, at the second level, two segments are tested. Because the first segment describes the entire map, all segments on level two begin as feasible. Then, on the third level, only segments that were described by a feasible model in the previous level are tested. This process is iterated to the bottom of the model structure. At each successive level, the models become more precise because the error bound ε becomes tighter and, therefore, a greater number of segments can be eliminated. The localization procedure is described by the algorithm in Table II . Fig. 5 demonstrates the reduction of the computational requirements with respect to distance traveled. In this figure, the vertical axis represents the number of FLOPs performed per iteration, and the horizontal axis represents the vehicle's travel distance in meters. The sample point spacing during vehicle travel is 0.5 m, which is a decimation similar to that in [48] . Note that, to process the whole map, the initial number of FLOPs is 36 000, but within several meters, the majority of the models in the structure have been eliminated, and the steady-state number of FLOPs per iteration is around 9600 for each incremental map query. The periodic spikes that occur in steady state are transition points that require a larger number of operations to verify.
The results presented in this figure are typical for this map but can vary with respect to the starting point of the simulation. As a point of comparison with [48] , note that testing was performed on a 6-km (3.73-mi) stretch of road. At the time, 6 km was the largest stretch of road that was tractable to store and parse in a vehicle using the particle filtering approach. Comparing this same map, the algorithm presented in this paper required 9600 FLOPs per mile and per iteration. After convergence, the algorithm requires 2574 FLOPs per mile and per iteration. In this case, we note a fourfold reduction in FLOPs. The steadystate number of FLOPs required can be further reduced by optimizing the code and using model similarities. Therefore, the size of the map that can be computed with this approach is many times larger than the map that is feasible using a particle filter. It is important to note that the approach presented here is extensible and capable of accommodating any data set size. The main limitations are the in-vehicle computation power and storage capacity, both of which are already within the domain of present desktop computing.
C. Measurement Noise and Pitch Profile Variance
There are two significant sources of error that affect changes in the road pitch profile that may occur between road traversals: sensor noise and changes in the road pitch profile. The latter is a significant problem because the observed pitch profile is dependent on environmental and mechanical circumstances that surround the vehicle. Even for the same vehicle, different characteristics can alter the observed road profile. These characteristics include the number of passengers, the weight in the trunk, the level of fill in the fuel tank, the state of the system shock absorbers, the amount of wind resistance, the pressure in the tires, and even pot holes. This could be interpreted as a variance in the pitch profile of the road. However, repeated measurements of actual roads show that the road grade profile is invariant or at least can be bounded by a fixed measurement error. Because the goal of this paper is to demonstrate the approach of compressing data using linear models and then efficiently parsing through these data online, the pitch profile is assumed to be invariant and repeatable with every vehicle run. The remainder of this section discusses IMU noise.
1) IMU Characterization: An IMU contains three gyroscopes that provide an angular rate measurement for each of the 3-D coordinate axes and three accelerometers that output velocity rate information. Although the averaged rate measurements are accurate over time, they are integrated with respect to time to obtain orientation, position, and velocity estimates. This integration leads to the accumulation and propagation of small errors.
IMU noise is characterized by the manufacturers in terms of Allan variance of the angular rate output. The primary components of this noise are angle random walk noise and bias noise. Angle random walk and bias are added to the angular pitch rate before it is integrated to obtain the orientation, position, and velocity estimates. Thus, even small errors are indefinitely propagated through the integration process.
There is a wide range of commercially available IMU sensors that each exhibit varying noise characteristics. Fig. 6 uses the code developed in [16] to demonstrate the noise characteristics for a noisy IMU, ADIS16367; a mid-grade IMU, Crossbow 440; and a low-noise IMU, Honeywell HG1700. The top plot shows the angle random walk component of the IMU noise, and the bottom plot shows the bias noise component. In both plots, the horizontal axis represents vehicle travel distance in meters.
Note that the larger component of noise is the angle random walk noise. The angle random walk noise can be described as white noise added to the angle rate measurements of the gyroscopes prior to integration. The standard deviation of the white noise is specified by the manufacturer for a 1-Hz sample rate. The specification at 1 Hz means that the variance of noise is scaled by the sampling frequency at the output of the IMU. Table III shows the maximum and average SNRs using the manufacturer specifications and the test data for this paper. SNR is calculated using (4) [92] , where σ m is the standard deviation of the map data, σ n is the standard deviation of white noise provided by the IMU manufacturer, and f s is the sampling rate at the IMU output. Thus
There is an important observation that can be made from the preceding discussion; as the IMU sampling frequency increases, the average SNR monotonically decreases. Because the test map data have been resampled to place equal spacing between samples, the effect of noise on vehicle localization can be reformulated as a question of localization resolution. For example, a 100-Hz sample rate corresponds to a 0.05-m map decimation, whereas a 1-Hz sample rate corresponds to 5 m between samples. According to (4) , reducing the sample rate from 100 to 1 Hz improves the SNR by a factor of 2. Thus, the sampling frequency can be decreased to improve SNR and algorithm performance. This can be done for low-cost sensors, provided a coarse map resolution is acceptable.
2) Bias Noise: The first noise component to be addressed is bias noise. The bottom plot in Fig. 6 shows that bias is relatively constant in neighboring data points. Such a low-frequency or dc signal can be rejected through the use of the signal derivative. Therefore, assuming that bias remains constant in neighboring points, a map of differences can be generated, where each point is the difference between two neighboring pitch values. This is illustrated by can be used during the extraction of the road map models and structure and during the online localization to mitigate the effects of bias noise. The two data sets, i.e., pitch data and angular pitch rate data, are illustrated in Fig. 7 . To provide context for the data, the approximate route along which the data were collected is included in Fig. 8 . This figure demonstrates that the test set of data included both measurements from highways and arterial roads. In Fig. 7 , the horizontal axis represents the distance of travel in meters. The top half of the plot shows the pitch data profile used in this paper. The bottom half of the plot shows the difference map profile of the data. These plots clearly show that any bias integrated into the pitch signal is greatly reduced in the difference map and is very small when compared with the terrain signal size. In particular, when using the bias characteristics of the mid-grade sensor, the residual bias terms were found to be, on average, four orders of magnitude smaller than the terrain signal size.
3) Angle Random Walk Noise: The second mitigation strategy addresses angle random walk noise. This noise is modeled as white noise added to the angular rate output of the IMU.
Otherwise stated, angle random walk noise adds small perturbations to each acquired data point. These perturbations cannot be eliminated by subtraction such as the bias noise above. An alternative mitigation strategy is to introduce tolerance for each data point.
Assume 
The choice of the bound η B is simplified because we know from the manufacturer that the added noise can be modeled as white Gaussian noise with a standard deviation σ specified in the IMU datasheet at a 1-Hz sampling rate. Thus, the bound η B is set to two standard deviations of the additive white Gaussian noise for the particular sensor and sampling frequency.
One important observation is that, because pitch is integrated from angular pitch rate, the perturbations at each pitch data point are not independent. Testing a large horizon of data points simultaneously allows for the greatest ability to detect and mitigate the correlation between the points. Practically, this scales the computations of the model validation step, and it is therefore not feasible to test more than a sequential few points at a time.
D. Simulation Setup
When setting up the numerical experiments, the two critical parameters are model order N and error bound ε. Unfortunately, there do not exist optimal values for either parameter. Instead, these parameters can be varied with respect to one another to create different model structures with similar localization properties. For this paper, the model order was held constant at five, and the error bound was allowed to vary for each model.
The initial value for the error bound is 0.2556 • of pitch. This is the smallest value of ε such that, at the top of the model structure, a five-coefficient model can be used to describe the entire data segment. For each successive level, the error bound was contracted by a factor of 0.85.
V. NUMERICAL RESULTS
A. Localization in the Noise-Free Case
In the ideal case, the traveling vehicle records noise-free pitch measurements from an invariant pitch profile. In this ideal case, given all available data, the algorithm presented in this paper will always converge to the correct location. Because of this, the presentation here is focused on illustrating the underlying method and demonstrating that the algorithm is coded correctly, rather than analyzing the localization algorithm's convergence properties in the presence of noise. Fig. 9 demonstrates one approach to illustrating the algorithm's convergence. This figure shows the convergence of 100 trials using random start points in a noise-free environment. The horizontal axis in the plot shows the distance traveled by the vehicle in meters. The vertical axis shows the number of trials that have converged. Note here that more than 90% of the trials have converged by 25 m of travel distance. All trials have converged within 60 m of travel, which corresponds to the length of the largest segment on the lowest level of the model structure. Thus, for the map used in this work, in a noisefree case, the maximum travel distance to convergence can be bounded by the length of this segment.
The variation in convergence distance can be also explained using transition points. Because these points provide a greater amount of information for convergence, the intersection of multiple transition points on the vehicle path leads to shorter convergence distances. This can be observed on the plot where a majority of segments are eliminated within 25 m. The paths that require longer convergence distances lie in more information sparse regions of the map and need a longer time to acquire the information-rich points needed to localize the vehicle.
The figure underscores two of the fundamental advantages of the algorithm developed in this paper. The first is that there exists an upper bound on the convergence time of localization. The second is that the convergence distance can be predicted from the observation of models along the vehicle route.
The processes of segment elimination and transition point identification are illustrated in Figs. 10 and 11. In these figures, the horizontal axes show the distance traveled from the map origin. The top plots show the model output plotted against the reference map data, with the error bounds ε plotted in red dotted lines. The vertical axis in these plots represents the angle rate. In the bottom plots, the model error, in degrees, is plotted against the distance traveled in meters. In this case, the vertical axis represents the model errors.
Suppose that the vehicle begins traveling at 30 m on the map. Then, comparing the output of model 1 in Fig. 10 with its error bound shows that the segment is a feasible set of vehicle locations. While the vehicle is traveling, all model output errors remain below the modeling bound ε. However, when the vehicle reaches the end of the segment at 110 m, the output error is significantly higher than the bound ε. This output error is compared with the known transition point error, which was recorded during model identification, for Model 1, and the input data are also compared with Model 2. The mathematical description of a transition point is described in (3) . If all three equations are simultaneously valid and the error matches the known transition point error, then the point at 110 m is identified as a transition point, and Model 2 becomes the feasible vehicle location model.
The comparison of errors is performed for all feasible segments each time a new data point is collected. Because only feasible segments are evaluated and because only segments whose parents are feasible are reactivated, the number of feasible segments monotonically decreases as the number of iterations rises. Thus, the number of feasible segments in Fig. 9 converges to one as the number of iterations increases.
B. Localization Using Noisy Data
To test the algorithm in the presence of noise, the map data used to create the reference map are corrupted with the noise characteristics corresponding to the Gaussian random walk characteristics of the Crossbow 440 IMU. The corrupted data are then used for the localization experiments here. The map data are plotted along with the road pitch profile in Fig. 7 , and the approximate real-world map location is shown in Fig. 8 . At a 1-Hz sampling rate, or a 5-m map decimation, the Crossbow sensor has noise characteristics that are an order of magnitude higher than the collection sensor but sufficiently low to allow for accurate localization. The algorithm performance is evaluated over a 2-km travel distance from a random start point that is uniformly chosen. Fig. 12 shows a histogram of the vehicle travel distance required for algorithm convergence in over 1100 trials with a random start point. As before, the convergence to a single path corresponds to the first estimate of vehicle location. The horizontal axis in the figure represents the vehicle travel in meters, and the vertical axis represents the number of trials. The mean convergence time for this set of trials is 172 m. Furthermore, the maximum convergence distance is about 280 m of travel.
For trials in the presence of noise, the plot of localization errors [m] versus the trial start points [m] in Fig. 13 helps to illustrate the algorithm's performance across the map. For example, note that the localization distance is different in the beginning of the map when compared with the end of the map. This difference comes from the physical nature of the roads from which the data were collected. In this case, the road vehicle began traveling on a secondary road and merged onto a highway. Thus, the beginning half of the map contains data whose variance is high, and the latter portion of the map contains highway data with low variance. In the presence of high-variance data, models have larger modeling error bounds and are eliminated at a slower rate. This fact is illustrated in the convergence error, which is highest in the beginning of the map. Examining the convergence errors more closely reveals that, when errors are measured in terms of map decimations (5 m), all errors fall within a few decimations.
The accuracy achieved in these simulations is comparable with the findings of Dean [48] , who found that the limiting factor in his particle filtering approach was the map decimation. The results also favorably compare with the accuracy found in recent map-based localization work [31] , [32] , which had localization accuracies of about 1 and 15 m, respectively. While [31] and [32] did not use IMU data for localization, the research presented in these papers is map-based localization research using real-world noisy sensors. These references show that the work presented here is at least as accurate as the state of the art in localization, with the additional benefits discussed in this paper. A strength of the approach presented here is that localization is a function of the map decimation, as pointed out in Section IV-C1. In particular, map decimation is proportional to the size of the observed sensor noise, and thus, choosing higher fidelity sensors will allow finer resolutions and correspondingly smaller localization errors.
Overall, the algorithm performs well using the noise characteristics of the Crossbow 440 sensor. It is possible to address the source of error and decrease convergence distance by adjusting the mechanism by which the likely vehicle path is selected among the remaining paths. This promising area of research is left to future work.
VI. DISCUSSION OF ALGORITHM LIMITATIONS
The preceding sections tested the terrain-based localization algorithm for an invariant pitch profile with additive sensor noise. As shown in Fig. 13 , the localization results using this algorithm are good for the mid-range IMU sensor. On average, the error observed in the location estimates is on the order of the map decimation.
There are two principal sources of error in the localization process: survival of too many paths in the presence of noise and erroneous segment elimination. The first is a natural consequence of using terrain data and a bounded localization distance in the demonstration of this algorithm. Terrain data are unique on a local scale but not on a global scale. Thus, when the localization algorithm is working with an area of the map that has low SNR and does not display strong uniqueness in features, multiple models survive. For example, localization might be difficult in the Great Plains of the United States, where the terrain is largely flat, resulting in fewer road features. Conversely, localization might be more rapid in the Rocky Mountains (United States), where the topography is quickly changing and offering a large number of unique terrain patterns.
Here, it is important to note that reference maps are made up of patterns that are used for localization. These include both the geographical effects and the road construction effects (e.g., the sequence of concrete or asphalt pours). Thus, even in flat terrains, there may still remain a surprising number of localization features due to location-specific construction of the road. This paper showed a localization experiment for a set road distance. Making the road distance finite was chosen to make the experiments tractable. If multiple models survived, a heuristic based on the number of detected transitions was invoked to choose the correct path. This is not an optimal choice since noise can also trigger false transitions. In order to eliminate heuristic errors, the solution is to extend the run of each experiment until it is localized. However, the results above show good performance for a fixed localization distance.
Conversely, the presence of noise can also lead to the erroneous elimination of segments. For instance, the angle random walk mitigation approach presented in this paper bounds the possible noise coefficients to two times the standard deviation of the angle random walk noise. This means that, in approximately 5% of the cases, it is expected that the noise will exceed the limitation and the correct segment will be eliminated. As travel distance is indefinitely increased, these types of eliminations are corrected by segments in higher levels of the tree with larger error tolerances. However, for a fixed distance, the end result may appear erroneous because of one of these eliminations. In this case, the algorithm can be reinitialized and restarted.
VII. CONCLUSION
This paper has presented two linear model-based algorithms for localization. The first algorithm is used to compress a 1-D vector of data and to represent these data as a tree of models with increasingly tighter modeling error bounds. The second algorithm is a parsing algorithm that can quickly locate an incoming stream of data in the extracted model tree. Both algorithms were developed and demonstrated for the application of vehicle localization. In the simulation, the algorithms had less than 1% localization error, provided that the underlying data are invariant and their noise characteristics did not exceed the modeling error bound.
The demonstrated algorithms have several advantages when compared with existing localization work. First, the utilization of linear models allows for the representation of large sections of the data using a few coefficients. Second, using linear models reduces the computational requirements when compared with previously developed localization approaches. In addition to the relative simplicity of the models, this is also due to the elimination of the need for a metric during localization. Third, performing linear operations on incoming data reduces the complexity of noise mitigation algorithms because the resulting noise distribution is the result of scaling and adding noise samples. Finally, the presented algorithms are scalable and are well suited to multidimensional data and streaming data applications that are frequently encountered in mobile applications.
