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Wenn ich in den Gru¨beleien eines langen Lebens
eines gelernt habe, so ist es dies,
dass wir von einer tieferen Einsicht
in die elementaren Vorga¨nge viel weiter entfernt sind
als die meisten unserer Zeitgenossen glauben.
A. Einstein (1955)
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Abstract
The subject of this thesis are various ways to construct four-dimensional quantum field
theories from string theory.
In a first part we study the generation of a supersymmetric Yang-Mills theory,
coupled to an adjoint chiral superfield, from type IIB string theory on non-compact
Calabi-Yau manifolds, with D-branes wrapping certain subcycles. Properties of the
gauge theory are then mapped to the geometric structure of the Calabi-Yau space.
In particular, the low energy effective superpotential, governing the vacuum structure
of the gauge theory, can in principle be calculated from the open (topological) string
theory. Unfortunately, in practice this is not feasible. Quite interestingly, however,
it turns out that the low energy dynamics of the gauge theory is captured by the
geometry of another non-compact Calabi-Yau manifold, which is related to the original
Calabi-Yau by a geometric transition. Type IIB string theory on this second Calabi-
Yau manifold, with additional background fluxes switched on, then generates a four-
dimensional gauge theory, which is nothing but the low energy effective theory of the
original gauge theory. As to derive the low energy effective superpotential one then
only has to evaluate certain integrals on the second Calabi-Yau geometry. This can
be done, at least perturbatively, and we find that the notoriously difficult task of
studying the low energy dynamics of a non-Abelian gauge theory has been mapped
to calculating integrals in a well-known geometry. It turns out, that these integrals
are intimately related to quantities in holomorphic matrix models, and therefore the
effective superpotential can be rewritten in terms of matrix model expressions. Even
if the Calabi-Yau geometry is too complicated to evaluate the geometric integrals
explicitly, one can then always use matrix model perturbation theory to calculate the
effective superpotential.
This intriguing picture has been worked out by a number of authors over the last
years. The original results of this thesis comprise the precise form of the special geome-
try relations on local Calabi-Yau manifolds. We analyse in detail the cut-off dependence
of these geometric integrals, as well as their relation to the matrix model free energy.
In particular, on local Calabi-Yau manifolds we propose a pairing between forms and
cycles, which removes all divergences apart from the logarithmic one. The detailed
analysis of the holomorphic matrix model leads to a clarification of several points re-
lated to its saddle point expansion. In particular, we show that requiring the planar
spectral density to be real leads to a restriction of the shape of Riemann surfaces, that
appears in the planar limit of the matrix model. This in turns constrains the form of
the contour along which the eigenvalues have to be integrated. All these results are
used to exactly calculate the planar free energy of a matrix model with cubic potential.
The second part of this work covers the generation of four-dimensional super-
symmetric gauge theories, carrying several important characteristic features of the
standard model, from compactifications of eleven-dimensional supergravity on G2-
manifolds. If the latter contain conical singularities, chiral fermions are present in
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the four-dimensional gauge theory, which potentially lead to anomalies. We show
that, locally at each singularity, these anomalies are cancelled by the non-invariance
of the classical action through a mechanism called “anomaly inflow”. Unfortunately,
no explicit metric of a compact G2-manifold is known. Here we construct families of
metrics on compact weak G2-manifolds, which contain two conical singularities. Weak
G2-manifolds have properties that are similar to the ones of proper G2-manifolds, and
hence the explicit examples might be useful to better understand the generic situation.
Finally, we reconsider the relation between eleven-dimensional supergravity and the
E8×E8-heterotic string. This is done by carefully studying the anomalies that appear
if the supergravity theory is formulated on a ten-manifold times the interval. Again
we find that the anomalies cancel locally at the boundaries of the interval through
anomaly inflow, provided one suitably modifies the classical action.
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Chapter 1
Setting the Stage
Wer sich nicht mehr wundern,
nicht mehr staunen kann,
der ist sozusagen tot
und sein Auge erloschen.
A. Einstein
When exactly one hundred years ago Albert Einstein published his famous articles
on the theory of special relativity [50], Brownian motion [51] and the photoelectric
effect [52], their tremendous impact on theoretical physics could not yet be foreseen.
Indeed, the development of the two pillars of modern theoretical physics, the theory of
general relativity and the quantum theory of fields, was strongly influenced by these
publications. If we look back today, it is amazing to see how much we have learned
during the course of the last one hundred years. Thanks to Einstein’s general relativity
we have a much better understanding of the concepts of space, time and the gravita-
tional force. Quantum mechanics and quantum field theory, on the other hand, provide
us with a set of physical laws which describe the dynamics of elementary particles at
a subatomic scale. These theories have been tested many times, and always perfect
agreement with experiment has been found [1]. Unfortunately, their unification into
a quantum theory of gravity has turned out to be extremely difficult. Although it
is common conviction that a unified mathematical framework describing both gravity
and quantum phenomena should exist, it seems to be still out of reach. One reason for
the difficulties is the fundamentally different nature of the physical concepts involved.
Whereas relativity is a theory of space-time, which does not tell us much about matter,
quantum field theory is formulated in a fixed background space-time and deals with
the nature and interactions of elementary particles. In most of the current approaches
to a theory of quantum gravity one starts from quantum field theory and then tries
to extend and generalise the concepts to make them applicable to gravity. A notable
exception is the field of loop quantum gravity1, where the starting point is general
1For a recent review from a string theory perspective and an extensive list of references see [112].
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relativity. However, given the conceptual differences it seems quite likely that one has
to leave the familiar grounds of either quantum field theory or relativity and try to
think of something fundamentally new.
Although many of its concepts are very similar to the ones appearing in quantum
field theory, string theory [68], [117] is a branch of modern high energy physics that
understands itself as being in the tradition of both quantum field theory and relativity.
Also, it is quite certainly the by far most radical proposition for a unified theory.
Although its basic ideas seem to be harmless - one simply assumes that elementary
particles do not have a point-like but rather a string-like structure - the consequences
are dramatic. Probably the most unusual prediction of string theory is the existence
of ten space-time dimensions.
As to understand the tradition on which string theory is based and the intuition
that is being used, it might be helpful to comment on some of the major developments
in theoretical physics during the last one hundred years. Quite generally, this might be
done by thinking of a physical process as being decomposable into the scene on which
it takes place and the actors which participate in the play. Thinking about the scene
means thinking about the fundamental nature of space and time, described by general
relativity. The actors are elementary particles that interact according to a set of rules
given by quantum field theory. It is the task of a unified theory to think of scene and
actors as of two interdependent parts of the successful play of nature.
High energy physics in a nutshell
Special relativity tells us how we should properly think of space and time. From a
modern point of view it can be understood as the insight that our world is (R4, η), a
topologically trivial four-dimensional space carrying a flat metric, i.e. one for which
all components of the Riemann tensor vanish, with signature (−,+,+,+). Physical
laws should then be formulated as tensor equations on this four-dimensional space.
In this formulation it becomes manifest that a physical process is independent of the
coordinate system in which it is described.
General relativity [53] then extends these ideas to cases where one allows for a metric
with non-vanishing Riemann tensor. On curved manifolds the directional derivatives
of a tensor along a vector in general will not be tensors, but one has to introduce
connections and covariant derivatives to be able to write down tensor equations. In-
terestingly, given a metric a very natural connection and covariant derivative can be
constructed. Another complication that appears in general relativity is the fact that
the metric itself is a dynamical field, and hence there should be a corresponding tensor
field equation which describes its dynamics. This equation is know as the Einstein
equation and it belongs to the most important equations of physics. It is quite in-
teresting to note that the nature of space-time changes drastically when going from
special to general relativity. Whereas in the former theory space-time is a rigid spec-
tator on which physical theories can be formulated, this is no longer true if we allow
for general metrics. The metric is both a dynamical field and it describes the space in
which dynamical processes are formulated. It is this double role that makes the theory
of gravity so intriguing and complicated.
3Einstein’s explanation of the photoelectric effect made use of the quantum nature of
electro-magnetic waves, which had been the main ingredient to derive Planck’s formula
for black body radiation, and therefore was one major step towards the development of
quantum mechanics. As is well known, this theory of atomic and subatomic phenomena
was developed during the first decades of the twentieth century by Sommerfeld, Bohr,
Heisenberg, Scho¨dinger, Dirac, Pauli and many others.2 It describes a physical system
(in the Schro¨dinger picture) as a time-dependent state in some Hilbert space with a
unitary time evolution that is determined by the Hamilton operator, which is specific
to the system. Observables are represented by operators acting on the Hilbert space,
and the measurable quantities are the eigenvalues of these operators. The probability
(density) of measuring an eigenvalue is given by the modulus square of the system state
vector projected onto the eigenspace corresponding to the eigenvalue. Shortly after the
measurement the physical state is described by an eigenvector of the operator. This
phenomenon is known as the collapse of the wave function and here unitarity seems to
be lost. However, it is probably fair to say that the measurement process has not yet
been fully understood.
In the late nineteen forties one realised that the way to combine the concepts of
special relativity and quantum mechanics was in terms of a quantum theory of fields3.
The dynamics of such a theory is encoded in an action S, and the generating functional
of correlation functions is given as the path integral of e
i
~
S integrated over all the fields
appearing in the action. In the beginning these theories had been plagued by infinities,
and only after these had been understood and the concept of renormalisation had been
introduced did it turn into a powerful calculational tool. Scattering cross sections and
decay rates of particles could then be predicted and compared to experimental data.
The structure of this theoretical framework was further explored in the nineteen fifties
and sixties and, together with experimental results, which had been collected in more
and more powerful accelerators and detectors, culminated in the formulation of the
standard model of particle physics. This theory elegantly combines the strong, the
electro-magnetic and the weak force and accounts for all the particles that have been
observed so far. The Higgs boson, a particle that is responsible for the mass of some of
the other constituents of the model, is the only building block of the standard model
that has not yet been discovered. One of the major objectives of the Large Hadron
Collider (LHC), which is currently being built at CERN in Geneva, is to find it and
determine its properties.
For many years all experimental results in particle physics could be explained from
the standard model. However, very recently a phenomenon, known as neutrino oscil-
lation, has been observed that seems to be inexplicable within this framework. The
standard model contains three types of neutrinos, which do not carry charge or mass,
and they only interact via the weak force. In particular, neutrinos cannot transform
into each other. However, observations of neutrinos produced in the sun and the upper
part of the atmosphere seem to indicate that transitions between the different types of
2A list of many original references can be found in [37].
3See [134] for a beautiful introduction and references to original work.
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neutrinos do take place in nature, which is only possible if neutrinos carry mass. These
experiments are not only interesting because the standard model has to be extended
to account for these phenomena, but also because the mass of the neutrinos could
be relevant for open questions in cosmology. Neutrinos are abundant in the universe
and therefore, although their mass is tiny, they might contribute in a non-negligible
way to the dark matter which is known to exist in our universe. Although interest-
ing, since beyond the standard model, neutrino oscillation can be described by only
slightly modifying the standard model action. Therefore, it does not seem to guide us
in formulating a theory of quantum gravity.
There are also some theoretical facts which indicate that after all the standard
model has to be modified. For some time it was believed that quantum field theories
of the standard model type form the most general setting in which particle physics can
be formulated. The reason is that combining some weak assumptions with the basic
principles of relativity and quantum mechanics leads to no-go theorems which constrain
the possible symmetries of the field theory. However, in the middle of the nineteen
seventies Wess and Zumino discovered that quantum field theories might carry an
additional symmetry that relates bosonic and fermionic particles and which is known
as supersymmetry [137], [138]. It was realised very soon that the no-go theorems had
been to restrictive since they required the symmetry generators to form a Lie algebra.
This can be generalised to generators forming a graded Lie algebra and it was then
shown by Haag, Lopuszanski and Sohnius that the most general graded symmetry
algebra consistent with the concepts of quantum field theory is the supersymmetry
algebra. This provides a strong motivation to look for supersymmetry in our world
since it would in some sense be amazing if nature had chosen not to use all the freedom
that it has. On the classical level supersymmetry can also be applied to theories
containing the metric which are then known as supergravity theories. Of course one
might ask whether it was simply the lack of this additional supersymmetry that made
the problem of quantising gravity so hard. However, unfortunately it turns out that
these problems persist in supergravity theories. In order to find a consistent quantum
theory of gravity which contains the standard model one therefore has to proceed even
further.
Another important fact, which has to be explained by a unified theory, is the dif-
ference between the Planck scale of 1019 GeV (or the GUT scale at 1016 GeV) and the
preferred scale of electro-weak theory, which lies at about 102 GeV. The lack of under-
standing of this huge difference of scales is known as the hierarchy problem. Finally
it is interesting to see what happens if one tries to estimate the value of the cosmo-
logical constant from quantum field theory. The result is by 120 orders of magnitude
off the measured value! This cosmological constant problem is another challenge for a
consistent quantum theory of gravity.
Mathematical rigour and experimental data
Physics is a science that tries to formulate abstract mathematical laws from observing
natural phenomena. The experimental setup and its theoretical description are highly
interdependent. However, whereas it had been the experiments that guided theoretical
5insight for centuries, the situation is quite different today. Clearly, Einstein’s 1905
papers were still motivated by experiments - Brownian motion and the photoelectric
effect had been directly observed, and, although the Michelson-Morley experiment
was much more indirect, it finally excluded the ether hypotheses thus giving way for
Einstein’s ground breaking theory. Similarly, quantum mechanics was developed as
very many data of atomic and subatomic phenomena became available and had to be
described in terms of a mathematical theory. The explanation of the energy levels
in the hydrogen atom from quantum mechanics is among the most beautiful pieces
of physics. The questions that are answered by quantum field theory are already
more abstract. The theory is an ideal tool to calculate the results of collisions in a
particle accelerator. However, modern accelerators are expensive and tremendously
complicated technical devices. It takes years, sometimes decades to plan and build
them. Therefore, it is very important to perform theoretical calculations beforehand
and to try to predict interesting phenomena from the mathematical consistency of the
theory. Based on these calculations one then has to decide which machine one should
build and which phenomena one should study, in order to extract as much information
on the structure of nature as possible.
An even more radical step had already been taken at the beginning of the twentieth
century with the development of general relativity. There were virtually no experimen-
tal results, but relativity was developed from weak physical assumptions together with
a stringent logic and an ingenious mathematical formalism. It is probably fair to say
that Einstein was the first theoretical physicist in a modern sense, since his reasoning
used mathematical rigour rather than experimental data.
Today physics is confronted with the strange situation that virtually any experiment
can be explained from known theories, but these theories are themselves known to be
incomplete. Since the gravitational force is so weak, it is very difficult to enter the
regime where (classical) general relativity is expected to break down. On the other
hand, the energy scales where one expects new phenomena to occur in particle physics
are so high that they can only be observed in huge and expensive accelerators. The
scales proposed by string theory are even way beyond energy scales that can be reached
using standard machines. Therefore, today physics is forced to proceed more or less
along the lines of Einstein, using pure thought and mathematical consistency. This
path is undoubtedly difficult and dangerous. As we know from special and general
relativity, a correct result can be extremely counterintuitive, so a seemingly unphysical
theory, like string theory with its extra dimensions, should not be easily discarded. On
the other hand physics has to be aware of the fact that finally its purpose is to explain
experimental data and to quantitatively predict new phenomena. The importance
of experiments cannot be overemphasised and much effort has to be spent in setting
up ingenious experiments which might tell us something new about the structure of
nature. This is a natural point where one could delve into philosophical considerations.
For example one might muse about how Heisenberg’s positivism has been turned on
the top of its head, but I will refrain from this and rather turn to the development of
string theory.
6 1 Setting the Stage
The development of string theory
String theory was originally developed as a model to understand the nature of the
strong force in the late sixties. However, when Quantum Chromodynamics (QCD)
came up it was quickly abandoned, with only very few people still working on strings.
One of the first important developments was the insight of Joe¨l Scherk and John
Schwarz that the massless spin two particle that appears in string theory can be in-
terpreted as the graviton, and that string theory might actually be a quantum theory
of gravitation [120]. However, it was only in 1984 when string theory started to at-
tract the attention of a wider group of theoretical physicists. At that time it had
become clear that a symmetry of a classical field theory does not necessarily translate
to the quantum level. If the symmetry is lost one speaks of an anomaly. Since local
gauge and gravitational symmetries are necessary for the consistency of the theory,
the requirement of anomaly freedom of a quantum field theory became a crucial issue.
Building up on the seminal paper on gravitational anomalies [13] by Alvarez-Gaume´
and Witten, Green and Schwarz showed in their 1984 publication [67] that N = 1 su-
pergravity coupled to super Yang-Mills theory in ten dimensions is free of anomalies,
provided the gauge group of the Yang-Mills theory is either SO(32) or E8 × E8. The
anomaly freedom of the action was ensured by adding a local counterterm, now known
as the Green-Schwarz term. Quite remarkably, both these supergravity theories can
be understood as low energy effective theories of (ten-dimensional) superstring theo-
ries, namely the Type I string with gauge group SO(32) and the heterotic string with
gauge group SO(32) or E8 × E8. The heterotic string was constructed shortly after
the appearance of the Green-Schwarz paper in [73]. This discovery triggered what is
know as the first string revolution. In the years to follow string theory was analysed
in great detail, and it was shown that effective theories in four dimensions with N = 1
supersymmetry can be obtained by compactifying type I or heterotic string theories
on Calabi-Yau manifolds. These are compact Ka¨hler manifolds that carry a Ricci-flat
metric and therefore have SU(3) as holonomy group. Four-dimensional effective ac-
tions with N = 1 supersymmetry are interesting since they provide a framework within
which the above mentioned hierarchy problem can be resolved. Calabi-Yau manifolds
were studied intensely, because many of their properties influence the structure of the
effective four-dimensional field theory. A major discovery of mathematical interest was
the fact that for a Calabi-Yau manifold X with Hodge numbers h1,1(X) and h2,1(X)
there exists a mirror manifold Y with h1,1(Y ) = h2,1(X) and h2,1(Y ) = h1,1(X). Fur-
thermore, it turned out that the compactification of yet another string theory, known
as Type IIA, on X leads to the same effective theory in four dimensions as a fifth
string theory, Type IIB, on Y . This fact is extremely useful, since quantities related
to moduli of the complex structure on a Calabi-Yau manifold can be calculated from
integrals in the Calabi-Yau geometry. Quantities related to the Ka¨hler moduli on the
other hand obtain corrections from world-sheet instantons and are therefore very hard
to compute. Mirror symmetry then tells us that the Ka¨hler quantities of X can be
obtained from geometric integrals on Y . For a detailed exposition of mirror symmetry
containing many references see [81].
Equally important for string theory was the discovery that string compactifications
7on singular Calabi-Yau manifold make sense and that there are smooth paths in the
space of string compactifications along which the topology of the internal manifold
changes [69]. All these observations indicate that stringy geometry is quite different
from the point particle geometry we are used to.
Another crucial development in string theory was Polchinski’s discovery of D-branes
[118]. These are extended objects on which open strings can end. Their existence can
be inferred by exploiting a very nice symmetry in string theory, known as T-duality.
In the simplest case of the bosonic string it states that string theory compactified
on a circle of radius R is isomorphic to the same theory on a circle of radius 1/R,
provided the momentum quantum numbers and the winding numbers are exchanged.
Note that here once again the different notion of geometry in string theory becomes
apparent. One of the many reasons why D-branes are useful is that they can be used
to understand black holes in string theory and to calculate their entropy.
There also has been progress in the development of quantum field theory. For
example Seiberg and Witten in 1994 exactly solved the four-dimensional low-energy
effective N = 2 theory with gauge group SU(2) [122]. The corresponding action is
governed by a holomorphic function F , which they calculated from some auxiliary
geometry. Interestingly, one can understand this geometry as part of a Calabi-Yau
compactification and the Seiberg-Witten solution can be embedded into string theory
in a beautiful way.
Originally, five different consistent string theories had been constructed: Type I
with gauge group SO(32), Type IIA, Type IIB and the heterotic string with gauge
groups SO(32) and E8 × E8. In the middle of the nineties is became clear, however,
that these theories, together with eleven-dimensional supergravity, are all related by
dualities and therefore are part of one more fundamental theory, that was dubbed M-
theory [149]. Although the elementary degrees of freedom of this theory still remain to
be understood, a lot of evidence for its existence has been accumulated. The discovery
of these dualities triggered renewed interest in string theory, which is known today as
the second string revolution.
Another extremely interesting duality, discovered by Maldacena and known as the
AdS/CFT correspondence [101], [74], [151], relates Type IIB theory on the space
AdS5 × S5 and a four-dimensional N = 4 supersymmetric conformal field theory on
four-dimensional Minkowski space. Intuitively this duality can be understood from
the fact that IIB supergravity has a brane solution which interpolates between ten-
dimensional Minkowski space and AdS5 × S5. This brane solution is thought to be
the supergravity description of a D3-brane. Consider a stack of D3-branes in ten-
dimensional Minkowski space. This system can be described in various ways. One can
either consider the effective theory on the world-volume of the branes which is indeed
an N = 4 SCFT or one might want to know how the space backreacts on the presence
of the branes. The backreaction is described by the brane solution which, close to the
location of the brane, is AdS5 × S5.
Recent developments in string theory
String theory is a vast field and very many interesting aspects have been studied in
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this context. In the following a quick overview of the subjects that are going to be
covered in this thesis will be given.
After it had become clear that string theories are related to eleven-dimensional su-
pergravity, it was natural to analyse the seven-dimensional space on which one needs
to compactify to obtain an interesting four-dimensional theory with the right amount
of supersymmetry. It is generally expected that the four-dimensional effective field
theory should live on Minkowski space and carry N = 1 supersymmetry. Compactifi-
cation to Minkowski space requires the internal manifold to carry a Ricci-flat metric.
From a careful analysis of the supersymmetry transformations one finds that the vac-
uum is invariant under four supercharges if and only if the internal manifold carries
one covariantly constant spinor. Ricci-flat seven-dimensional manifolds carrying one
covariantly constant spinor are called G2-manifolds. Indeed, one can show that their
holonomy group is the exceptional group G2. Like Calabi-Yau compactifications in the
eighties, G2-compactifications have been analysed in much detail recently. An inter-
esting question is of course, whether one can construct standard model type theories
from compactifications of eleven-dimensional supergravity on G2-manifolds. Charac-
teristic features of the standard model are the existence of non-Abelian gauge groups
and of chiral fermions. Both these properties turn out to be difficult to obtain from
G2-compactifications. In order to generate them, one has to introduce singularities in
the G2-manifolds. Another important question, which arises once a chiral theory is
constructed, is whether it is free of anomalies. Indeed, the anomaly freedom of field
theories arising in string theory is a crucial issue and gives important consistency con-
straints. The anomalies in the context of G2-manifolds have been analysed, and the
theories have been found to be anomaly free, if one introduces an extra term into the
effective action of eleven-dimensional supergravity. Interestingly, this term reduces to
the standard Green-Schwarz term when compactified on a circle. Of course, this extra
term is not specific to G2-compactifications, but it has to be understood as a first
quantum correction of the classical action of eleven-dimensional supergravity. In fact,
it was first discovered in the context of anomaly cancellation for the M5-brane [48],
[150].
Another important development that took place over the last years is the construc-
tion of realistic field theories from Type II string theory. In general, if one compactifies
Type II on a Calabi-Yau manifold one obtains an N = 2 effective field theory. How-
ever, if D-branes wrap certain cycles in the internal manifold they break half of the
supersymmetry. The same is true for suitably adjusted fluxes, and so one has new
possibilities to construct N = 1 theories. Very interestingly, compactifications with
fluxes and compactifications with branes turn out to be related by what is known as
geometric transition. As to understand this phenomenon recall that a singularity of
complex codimension three in a complex three-dimensional manifold can be smoothed
out in two different ways. In mathematical language these are know as the small reso-
lution and the deformation of the singularity. In the former case the singular point is
replaced by a two-sphere of finite volume, whereas in the latter case it is replaced by a
three-sphere. If the volume of either the two- or the three-sphere shrinks to zero one
9obtains the singular space. The term “geometric transition” now describes the process
in which one goes from one smooth space through the singularity to the other one. It
is now interesting to see what happens if we compactify Type IIB string theory on two
Calabi-Yau manifolds that are related by such a transition. Since one is interested in
N = 1 effective theories it is suitable to add either fluxes or branes in order to further
break supersymmetry. It is then very natural to introduce D5-branes wrapping the
two-spheres in the case of the small resolution of the singularity. The manifold with
a deformed singularity has no suitable cycles around which D-branes might wrap, so
we are forced to switch on flux in order to break supersymmetry. In fact, we can, very
similar in spirit to the AdS/CFT correspondence, consider the deformed manifold as
the way the geometry backreacts on the presence of the branes. This relation between
string theory with flux or branes on topologically different manifolds is by itself al-
ready very exciting. However, the story gets even more interesting if we consider the
effective theories generated from these compactifications. In the brane setup with N
D5-branes wrapping the two-cycle we find an N = 1 theory with gauge group U(N)
in four dimensions. At low energies this theory is believed to confine and the suit-
able description then is in terms of a chiral superfield S, which contains the gaugino
bilinear. Quite interestingly, it has been shown that it is precisely this low energy
effective action which is generated by the compactification on the deformed manifold.
In a sense, the geometric transition and the low energy description are equivalent. In
particular, the effective superpotential of the low-energy theory can be calculated from
geometric integrals on the deformed manifold.
For a specific choice of manifolds the structure gets even richer. In three influential
publications, Dijkgraaf and Vafa showed that IIB on the resolved manifold is related
to a holomorphic matrix model. Furthermore, from the planar limit of the model one
can calculate terms in the low energy effective action of the U(N) N = 1 gauge theory.
More precisely, the integrals in the deformed geometry are mapped to integrals in the
matrix model, where they are shown to be related to the planar free energy. Since this
free energy can be calculated from matrix model Feynman diagrams, one can use the
matrix model to calculate the effective superpotential.
Plan of this thesis
My dissertation is organised in two parts. In the first part I explain the intriguing
connection between four-dimensional supersymmetric gauge theories, type II string
theories and matrix models. As discussed above, the main idea is that gauge theories
can be “geometrically engineered” from type II string theories which are formulated
on the direct product of a four-dimensional Minkowski space and a six-dimensional
non-compact Calabi-Yau manifold. I start by reviewing some background material on
effective actions in chapter 3. Chapter 4 lists some important properties of Riemann
surfaces and Calabi-Yau manifolds. Furthermore, I provide a detailed description of
local Calabi-Yau manifolds, which are the spaces that appear in the context of the ge-
ometric transition. In particular, the fact that integrals of the holomorphic three-form
on the local Calabi-Yau map to integrals of a meromorphic one-form on a correspond-
ing Riemann surface is reviewed. In chapter 5 I study the holomorphic matrix model
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in some detail. I show how the planar limit and the saddle point approximation have
to be understood in this setup, and how special geometry relations arise. Quite inter-
estingly, the Riemann surface that appeared when integrating the holomorphic form
on a local Calabi-Yau is the same as the one appearing in the planar limit of a suit-
ably chosen matrix model. In chapter 7 I explain why the matrix model can be used
to calculate integrals on a local Calabi-Yau manifold. The reason is that there is a
relation between the open B-type topological string on the Calabi-Yau and the holo-
morphic matrix model. All these pieces are then put together in chapter 6, where it is
shown that the low energy effective action of a class of gauge theories can be obtained
from integrals in the geometry of a certain non-compact Calabi-Yau manifold. After
a specific choice of cycles, only one of these integral is divergent. Since the integrals
appear in the formula for the effective superpotential, this divergence has to be studied
in detail. In fact, the integral contains a logarithmically divergent part, together with
a polynomial divergence, and I show that the latter can be removed by adding an
exact term to the holomorphic three-form. The logarithmic divergence cancels against
a divergence in the coupling constant, leading to a finite superpotential. Finally, I
review how the matrix model can be used to calculate the effective superpotential.
In the second part I present work done during the first half of my PhD about
M-theory on G2-manifolds and (local) anomaly cancellation. I start with a short ex-
position of the main properties of G2-manifolds, eleven-dimensional supergravity and
anomalies. An important consistency check for chiral theories is the absence of anoma-
lies. Since singular G2-manifolds can be used to generate standard model like chiral
theories, anomaly freedom is an important issue. In chapter 10 it is shown that M-
theory on singular G2-manifolds is indeed anomaly free. In this context it will be useful
to discuss the concepts of global versus local anomaly cancellation. Then I explain the
concept of weak G2-holonomy in chapter 11, and provide examples of explicit met-
rics on compact singular manifolds with weak G2 holonomy. Finally, in chapter 12 I
study M-theory on M10 × I, with I an interval, which is known to be related to the
E8 × E8 heterotic string. This setup is particularly fascinating, since new degrees of
freedom living on the boundary of the space have to be introduced for the theory to
be consistent. Once again a careful analysis using the concepts of local anomaly can-
cellation leads to new results. These considerations will be brief, since some of them
have been explained rather extensively in the following review article, which is a very
much extended version of my diploma thesis:
[P4] S. Metzger, M-theory compactifications, G2-manifolds and anomalies,
hep-th/0308085
In the appendices some background material is presented, which is necessary to
understand the full picture. I start by explaining the notation that is being used
throughout this thesis. Then I turn to some results in mathematics. The definition
of divisors on Riemann surfaces is presented and the notion of relative (co-)homology
is discussed. Both concepts will appear naturally in our discussion. Furthermore, I
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quickly explain the Atiyah-Singer index theorem, which is important in the context
of anomalies. One of the themes that seems to be omnipresent in the discussion is
the concept of special geometry and of special Ka¨hler manifolds. A detailed definition
of special Ka¨hler manifolds is given and their properties are worked out. Another
central building block is the B-type topological string, and therefore I quickly review
its construction. Finally, the concept of an anomaly is explained, and some of their
properties are discussed.
12 1 Setting the Stage
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Chapter 2
Introduction and Overview
The structure of the strong nuclear interactions is well know to be captured by Quan-
tum Chromodynamics, a non-Abelian gauge theory with gauge group SU(3), which
is embedded into the more general context of the standard model of particle physics.
Although the underlying theory of the strong interactions is known, it is actually very
hard to perform explicit calculations in the low-energy regime of this theory. The rea-
son is, of course, the behaviour of the effective coupling constant of QCD, which goes
to zero at high energies, an effect called asymptotic freedom, but becomes of order 1 at
energies of about 200MeV. At this energy scale the perturbative expansion in the cou-
pling constant breaks down, and it becomes much harder to extract information about
the structure of the field theory. It is believed that the theory will show a property
known as confinement, in which the quarks form colour neutral bound states, which
are the particles one observes in experiments. Most of the information we currently
have about this energy regime comes from numerical calculations in lattice QCD. Pure
Yang-Mills theory is also asymptotically free and it is expected to behave similarly
to QCD. In particular, at low energies the massless gluons combine to colour neutral
bound states, known as glueball fields, which are massive. Therefore, at low energies
the microscopic degrees of freedom are irrelevant for a description of the theory, but it
is the vacuum expectation values of composite fields which are physically interesting.
These vacuum expectation values can be described by an effective potential that de-
pends on the relevant low energy degrees of freedom. The expectation values can then
be found from minimising the potential.
Understanding the low energy dynamics of QCD is a formidable problem. On
the other hand, it is known that N = 1 supersymmetric non-Abelian gauge theories
share many properties with QCD. However, because of the higher symmetry, calcula-
tions simplify considerably, and some exact results can be deduced for supersymmetric
theories. They might therefore be considered as a tractable toy model for QCD. In
addition, we mentioned already that indications exist that the action governing physics
in our four-dimensional world might actually be supersymmetric. Studying supersym-
metric field theories can therefore not only teach us something about QCD but it may
after all be the correct description of nature.
In order to make the basic ideas somewhat more concrete let us quickly consider
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the simplest example, namely N = 1 Yang-Mills theory with gauge group SU(N).
The relevant degrees of freedom at low energy are captured by a chiral superfield S
which contains the gaugino bilinear. The effective superpotential, first written down
by Veneziano and Yankielowicz, reads
Weff (S) = S
[
log
(
Λ3N
SN
)
+N
]
, (2.1)
where Λ is the dynamical scale of the theory. The minima of the corresponding effective
potential can be found by determining the critical points of the effective superpotential.
Indeed, from extremising the superpotential we find
〈S〉N = Λ3N , (2.2)
which is the correct result. All this will be explained in more detail in the main text.
Over the last decades an intimate relation between supersymmetric field theories
and string theory has been unveiled. Ten-dimensional supersymmetric theories appear
as low energy limits of string theories and four-dimensional ones can be generated
from string compactifications. The structure of a supersymmetric field theory can
then often be understood from the geometric properties of the manifolds appearing in
the string context. This opens up the intriguing possibility that one might actually be
able to learn something about the vacuum structure of four-dimensional field theories
by studying geometric properties of certain string compactifications. It is this idea
that will be at the heart of the first part of this thesis.
Gauge theory - string theory duality
In fact, there is yet another intriguing relation between non-Abelian gauge theories
and string theories that goes back to ’t Hooft [80]. Let us consider the free energy of a
non-Abelian gauge theory, which is known to be generated from connected Feynman
diagrams. ’t Hooft’s idea was to introduce fatgraphs by representing an U(N) adjoint
field as the direct product of a fundamental and an anti-fundamental representation,
see Fig. 2.1. The free energy can then be calculated by summing over all connected
i i
j j
Fa F
i
j
Figure 2.1: The propagator of an adjoint field Φa can be represented as a fatgraph.
The indices i, j then run from 1 to N .
vacuum amplitudes, which are given in terms of fatgraph Feynman diagrams. By
rescaling the fields one can rewrite the Lagrangian of the gauge theory in such a
way that it is multiplied by an overall factor of 1
g2YM
. This means that every vertex
comes with a factor 1
g2YM
, whereas the propagators are multiplied by g2YM . The gauge
invariance of the Lagrangian manifests itself in the fact that all index lines form closed
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(index) loops. For each index loop one has to sum over all possible indices which gives
a factor of N . If E denotes the number of propagators in a given graph, V its vertices
and F the number of index loops we find therefore that a given graph is multiplied by(
1
g2YM
)V (
g2YM
)E
NF = (g2YM)
E−V−F tF = (g2YM)
−χ tF = (g2YM)
2gˆ−2 tF . (2.3)
Here we defined what is know as the ’t Hooft coupling,
t := g2YMN . (2.4)
Furthermore, the Feynman diagram can be understood as the triangulation of some
two-dimensional surface with F the number of faces, E the number of edges and V
the number of vertices of the triangulation, see Fig. 2.2. Then the result follows
Figure 2.2: The appearance of a Riemann surface for two fatgraphs. The first graph
can be drawn on a sphere and, after having shrunk the fatgraph to a standard graph,
it can be understood as its triangulation with three faces, two edges and one vertex.
The second graph, on the other hand, can be drawn on a torus. The corresponding
triangulation has two edges, one vertex and only one face.
immediately from V − E + F = χ = 2 − 2gˆ, where gˆ is the genus and χ the Euler
characteristic of the surface. Summing over these graphs gives the following expansion
of the free energy
F gauge
(
g2YM , t
)
=
∞∑
gˆ=0
(
g2YM
)2gˆ−2 ∞∑
h=1
Fgˆ,ht
h + non-perturbative . (2.5)
Here we slightly changed notation, using h instead of F . This is useful, since an open
string theory has an expansion of precisely the same form, where now h is the number
of holes in the world-sheet Riemann surface. Next we define
F gaugegˆ (t) :=
∞∑
h=1
Fgˆ,ht
h , (2.6)
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which leads to
F gauge
(
g2YM , t
)
=
∞∑
gˆ=0
(
g2YM
)2gˆ−2
F gaugegˆ (t) + non-perturbative . (2.7)
In the ’t Hooft limit g2YM is small but t is fixed, so N has to be large. The result can
now be compared to the well-known expansion of the free energy of a closed string
theory, namely
F string(gs) =
∞∑
gˆ=0
g2gˆ−2s F
string
gˆ + non-perturbative . (2.8)
This leads us to the obvious question whether there exists a closed string theory which,
when expanded in its coupling constant gs, calculates the free energy of our gauge
theory, provided we identify
gs ∼ g2YM . (2.9)
In other words, is there a closed string theory such that F gaugegˆ = F
string
gˆ ? Note however,
that F gaugegˆ = F
gauge
gˆ (t), so we can only find a reasonable mapping if the closed string
theory depends on a parameter t.
For some simple gauge theories the corresponding closed string theory has indeed
been found. The most spectacular example of this phenomenon is the AdS/CFT
correspondence. Here the gauge theory is four-dimensional N = 4 superconformal
gauge theory with gauge group U(N) and the corresponding string theory is Type IIB
on AdS5×S5. However, in the following we want to concentrate on simpler examples of
the gauge theory - string theory correspondence. One example is Chern-Simons theory
on S3 which is known to be dual to the A-type topological string on the resolved
conifold. This duality will not be explained in detail but we will quickly review the
main results at the end of this introduction. The second example is particularly simple,
since the fields are independent of space and time and the gauge theory is a matrix
model. To be more precise, we are interested in a holomorphic matrix model, which
can be shown to be dual to the B-type closed topological string on some non-compact
Calabi-Yau manifold. It will be part of our task to study these relations in more detail
and to see how we can use them to extract even more information about the vacuum
structure of the supersymmetric gauge theory.
Gauge theories, the geometric transition and matrix models
After these general preliminary remarks let us turn to the concrete model we want to
study. Background material and many of the fine points are going to be be analysed
in the main part of this thesis. Here we try to present the general picture and the
relations between the various theories, see Fig. 2.3.
To be specific, we want to analyse an N = 1 supersymmetric gauge theory with
gauge group U(N). Its field content is given by a vector superfield V and an adjoint
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Figure 2.3: A sketch of the relation of supersymmetric Yang-Mills theory with Type
IIB string theory on non-compact Calabi-Yau manifolds and with the holomorphic
matrix model.
chiral superfield Φ. The dynamics of the latter is governed by the tree-level superpo-
tential
W (Φ) :=
n+1∑
k=1
gk
k
tr Φk + g0 , (2.10)
with complex coefficients gk. Here, once again, we used the equivalence of the ad-
joint representation of U(N) and the direct product of the fundamental and anti-
fundamental representation, writing Φ = Φij . Note that the degrees of freedom are the
same as those in an N = 2 vector multiplet. In fact, we can understand the theory as
an N = 2 theory that has been broken to N = 1 by switching on the superpotential
(2.10).
It turns out that, in order to make contact with string theory, we have to expand the
theory around one of its classical vacua. These vacua are obtained from distributing
the eigenvalues of Φ at the critical points1 of the superpotential, where W ′(x) = 0.
1The critical points of W are always taken to be non-degenerate in this thesis, i.e. if W ′(p) = 0
then W ′′(p) 6= 0.
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Then a vacuum is specified by the numbers Ni of eigenvalues of Φ sitting at the i-th
critical point of W . Note that we distribute eigenvalues at all critical points of the
superpotential. Of course, we have the constraint that
∑n
i=1Ni = N . In such a vacuum
the gauge group is broken from U(N) to
∏n
i=1 U(Ni).
It is this gauge theory, in this particular vacuum, that can be generated from string
theory in a process known as geometric engineering. To construct it one starts from
Type IIB string theory on some non-compact Calabi-Yau manifold Xres, which is given
by the small resolutions of the singular points of2
W ′(x)2 + v2 + w2 + z2 = 0 , (2.11)
where W (x) =
∑n+1
k=1
gk
k
xk + g0. This space contains precisely n two-spheres from the
resolution of the n singular points. One can now generate the gauge group and break
N = 2 supersymmetry by introducing D5-branes wrapping these two-spheres. More
precisely, we generate the theory in the specific vacuum with gauge group
∏
i U(Ni),
by wrapping Ni D5-branes around the i-th two-sphere. The scalar fields in Φ can then
be understood as describing the position of the various branes and the superpotential
is natural since D-branes have tension, i.e. they tend to wrap the minimal cycles
in the non-compact Calabi-Yau manifold. The fact that, once pulled away from the
minimal cycle, they want to minimise their energy by minimising their world-volume
is expressed in terms of the superpotential on the gauge theory side.
Mathematically the singularity (2.11) can be smoothed out in yet another way,
namely by what is know as deformation. The resulting space Xdef can be described as
an equation in C4,
W ′(x)2 + f0(x) + v
2 + w2 + z2 = 0 , (2.12)
where f0(x) is a polynomial of degree n− 1. In (2.12) the n two-spheres of (2.11) have
been replaced by n three-spheres. The transformation of the resolution of a singularity
into its deformation is know as geometric transition.
Our central physical task is to learn something about the low energy limit of the
four-dimensional U(N) gauge theory. Since Xres and Xdef are intimately related one
might want to study Type IIB on Xdef . However, the resulting effective action has
N = 2 supersymmetry and therefore cannot be related to our original N = 1 theory.
There is, however, a heuristic but beautiful argument that leads us on the right track.
The geometric transition is a local phenomenon, in which one only changes the space
close to the singularity. Far from the singularity an observer should not even realise
that the transition takes place. We know on the other hand, that D-branes act as
sources for flux and an observer far from the brane can still measure the flux generated
by the brane. If the branes disappear during the geometric transition we are therefore
forced to switch on background flux on Xdef , which our observer far from the brane
can measure. We are therefore led to analyse the effective field theory generated by
Type IIB on Xdef in the presence of background flux.
2The space Xres is going to be explained in detail in section 4.2, for a concise exposition of
singularity theory see [15].
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The four-dimensional theory is N = 1 supersymmetric and has gauge group U(1)n,
i.e. it contains n Abelian vector superfields. In addition there are also n chiral su-
perfields denoted by3 Si. Their scalar components describe the volumes of the n
three-spheres ΓAi, which arose from deforming the singularity. Since the holomorphic
(3, 0)-form Ω, which comes with every Calabi-Yau manifold, is a calibration4 (i.e. it
reduces to the volume form on suitable submanifolds such as ΓAi) the volume can be
calculated from
Si =
∫
ΓAi
Ω . (2.13)
Type IIB string theory is known to generate a four-dimensional superpotential in the
presence of three-form flux G3, which is given by the Gukov-Vafa-Witten formula [75]
Weff (Si) ∼
∑
i
(∫
Γ
Ai
G3
∫
ΓBi
Ω−
∫
ΓBi
G3
∫
Γ
Ai
Ω
)
. (2.14)
Here ΓBi is the three-cycle dual to ΓAi.
Now we are in the position to formulate an amazing conjecture, first written down
by Cachazo, Intriligator and Vafa [27]. It simply states that the theory generated from
Xdef in the presence of fluxes is nothing but the effective low energy description of the
theory generated from Xres in the presence of D-branes. Indeed, in the low energy limit
one expects the SU(Ni) part of the U(Ni) gauge groups to confine. The theory should
then be described by n chiral multiplets which contain the corresponding gaugino
bilinears. The vacuum structure can be encoded in an effective superpotential. The
claim is now that the n chiral superfields are nothing but the Si and that the effective
superpotential is given by (2.14). In their original publication Cachazo, Intriligator
and Vafa calculated the effective superpotential directly for the U(N) theory using
field theory methods. On the other hand, the geometric integrals of (2.14) can be
evaluated explicitly, at least for simple cases, and perfect agreement with the field
theory results has been found.
These insights are very profound since a difficult problem in quantum field theory
has been rephrased in a beautiful geometric way in terms of a string theory. It turns
out that one can extract even more information about the field theory by making use
of the relation between Type II string theory compactified on a Calabi-Yau manifold
and the topological string on this Calabi-Yau. It has been known for a long time
that the topological string calculates terms in the effective action of the Calabi-Yau
compactification [14], [20]. For example, if we consider the Type IIB string we know
that the vector multiplet part of the four-dimensional effective action is determined
from the prepotential of the moduli space of complex structures of the Calabi-Yau
3Later on we will introduce fields Si, S¯i, S˜i with slightly different definitions. Since we are only
interested in a sketch of the main arguments, we do not distinguish between these fields right now.
Also, Si sometimes denotes the full chiral multiplet, and sometimes only its scalar component. It
should always be clear from the context, which of the two is meant.
4A precise definition of calibrations and calibrated submanifolds can be found in [85].
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manifold. But this function is nothing else than the genus zero free energy of the
corresponding B-type topological string. Calculating the topological string free energy
therefore gives information about the effective field theory. In the case we are interested
in, with Type IIB compactified on Xres with additional D5-branes, one has to study
the open B-type topological string with topological branes wrapping the two-cycles
of Xres. It can be shown [148] that in this case the corresponding string field theory
reduces to holomorphic Chern-Simons theory and, for the particular case of Xres, this
was shown by Dijkgraaf and Vafa [43] to simplify to a holomorphic matrix model with
partition function
Z = CNˆ
∫
dM exp
(
− 1
gs
trW (M)
)
, (2.15)
where the potential W (x) is given by the same function as the superpotential above.
Here gs is a coupling constant, Nˆ is the size of the matrices and CNˆ is some normalisa-
tion constant. Clearly, this is a particularly simple and tractable theory and one might
ask whether one can use it to calculate interesting physical quantities. The holomor-
phic matrix model had not been studied until very recently [95], and in our work [P5]
some more of its subtleties have been unveiled. Similarly to the case of a Hermitean
matrix model one can study the planar limit in which the size Nˆ of the matrices goes
to infinity, the coupling gs goes to zero and the product t := gsNˆ is taken to be fixed.
In this limit there appears a Riemann surface of the form
y2 =W ′(x)2 + f0(x) , (2.16)
which clearly is intimately related to Xdef . Indeed, as we will see below, the integrals
in the geometry of Xdef , which appear in (2.14), can be mapped to integrals on the
Riemann surface (2.16). These integrals in turn can be related to the free energy of the
matrix model at genus zero, F0. After this series of steps one is left with an explicit
formula for the effective superpotential,
Weff (S) ∼
n∑
i=1
(
Ni
∂F0(S)
∂Si
− Si log Λ2Nii − 2πiSiτ
)
, (2.17)
where dependence on S means dependence on all the Si. The constants Λi and τ will
be explained below. The free energy can be decomposed into a perturbative and a
non-perturbative part (c.f. Eq. (2.7)). Using monodromy arguments one can show
that
∂Fnp0
∂Si
∼ Si logSi, and therefore
Weff(S) ∼
n∑
i=1
(
Ni
∂Fp0 (S)
∂Si
+NiSi log
(
Si
Λ2i
)
− 2πiSiτ
)
, (2.18)
where now Fp0 is the perturbative part of the free energy at genus zero, i.e. we can
calculate it by summing over all the planar matrix model vacuum amplitudes. This
gives a perturbative expansion of Weff , which upon extremisation gives the vacuum
gluino condensate 〈S〉. Thus using a long chain of dualities in type IIB string theory
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we arrive at the beautiful result that the low energy dynamics and vacuum structure
of a non-Abelian gauge theory can be obtained from perturbative calculations in a
matrix model.5
Chern-Simons theory and the Gopakumar-Vafa transition
In the following chapters many of the points sketched so far are going to be made
more precise by looking at the technical details and the precise calculations. However,
before starting this endeavour, it might be useful to give a quick overview of what
happens in the case of IIA string theory instead. As a matter of fact, in this context
very many highly interesting results have been uncovered over the last years. The
detailed exposition of these developments would certainly take us too far afield, but
we consider it nevertheless useful to provide a quick overview of the most important
results. For an excellent review including many references to original work see [103].
In fact, the results in the context of IIB string theory on which we want to report have
been discovered only after ground breaking work in IIA string theory. The general
picture is quite similar to what happens in Type IIB string theory, and it is sketched
in Fig. 2.4.
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Figure 2.4: A sketch of the relation of supersymmetric Yang-Mills theory with Type
IIA string theory on the conifold and with Chern-Simons theory.
5In fact, this result can also be proven without making use of string theory and the geometric
transition, see [42], [26].
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The starting point here is to consider the open A-model topological string on T ∗S3
with topological branes wrapped around the three-cycle at the center. Witten’s string
field theory then does not reduce to holomorphic Chern-Simons theory, as is the case
on the B-side, but to ordinary Chern-Simons theory [148], [145] on S3,
S =
k
4π
∫
S3
(
A ∧ dA + 2
3
A ∧A ∧A
)
. (2.19)
To be more precise, Witten showed that the FCSgˆ,h of the expansion (2.5) for Chern-
Simons theory on S3 equals the free energy of the open A-model topological string on
T ∗S3 at genus gˆ and h holes, FA−tstgˆ,h . The details of this procedure can be found in
[148].
Of course, the space T ∗S3 is isomorphic to the deformed conifold, a space we want
to call Cdef , which is given by
x2 + v2 + w2 + z2 = µ . (2.20)
Clearly, this is the deformation of the singularity
x2 + v2 + w2 + z2 = 0 . (2.21)
As we have seen above, these singularities can be smoothed out in yet another way,
namely by means of a small resolution. The resulting space is known as the resolved
conifold and will be denoted by Cres. Both Cdef and Cres are going to be studied in
detail in 4.2. Motivated by the AdS/CFT correspondence, in which a stack of branes in
one space has a dual description in some other space without branes (but with fluxes),
in [64], [65], [66] Gopakumar and Vafa studied whether there exists a dual closed string
description of the open topological string on Cdef , and hence of Chern-Simons theory.
This turns out to be the case and the dual theory is given by the closed topological
A-model on Cres. To be somewhat more precise, the Gopakumar-Vafa conjecture
states that Chern-Simons gauge theory on S3 with gauge group SU(N) and level k is
equivalent to the closed topological string of type A on the resolved conifold, provided
we identify
gs =
2π
k +N
= g2CS , κ =
2πiN
k +N
, (2.22)
where κ is the Ka¨hler modulus of the two-sphere appearing in the small resolution.
Note that κ = it where t = g2CSN is the ’t Hooft coupling.
On the level of the partition function this conjecture was tested in [66]. Here we
only sketch the main arguments, following [103]. The partition function ZCS(S3) =
exp
(−FCS) of SU(N) Chern-Simons theory on S3 is known, including non-perturbative
terms [145]. The free energy splits into a perturbative FCS,p and a non-perturbative
piece FCS,np, where the latter can be shown to be
FCS,np = log
(2πgs)
1
2
N2
vol (U(N))
. (2.23)
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We find that the non-perturbative part of the free energy comes from the volume of
the gauge group in the measure. As discussed above, the perturbative part has an
expansion
FCS,p =
∞∑
gˆ=0
g2gˆ−2s
∞∑
h=1
Fgˆ,ht
h . (2.24)
The sum over h can actually be performed and gives FCS,pgˆ . The non-perturbative part
can also be expanded in the string coupling and, for g ≥ 2, the sum of both pieces
leads to (see e.g. [103])
FCSgˆ = F
CS,p
gˆ + F
CS,np
gˆ =
(−1)gˆ|B2gˆB2gˆ−2|
2gˆ(2gˆ − 2)(2gˆ − 2)! +
|B2gˆ|
2gˆ(2gˆ − 2)!Li3−2gˆ
(
e−κ
)
, (2.25)
where Bn are the Bernoulli numbers and Lij(x) :=
∑∞
n=1
xn
nj
is the polylogarithm of
index j.
This result can now be compared to the free energy of the topological A-model on
the resolved conifold. Quite generally, from results of [32], [19], [20], [64], [65] and [54]
it can be shown that the genus gˆ contribution to the free energy of the topological
A-model on a Calabi-Yau manifold X reads [103]
FA−tstgˆ =
(−1)gˆχ(X)|B2gˆB2gˆ−2|
4gˆ(2gˆ − 2)(2gˆ − 2)!
+
∑
β
(
|B2gˆ|n0β
2gˆ(2gˆ − 2)! +
2(−1)gˆn2β
(2gˆ − 2)! ± . . .−
gˆ − 2
12
ngˆ−1β + n
gˆ
β
)
Li3−2gˆ
(
Qβ
)
.
(2.26)
Here β =
∑
i ni[γ
(2)
i ] is a homology class, where the [γ
(2)
i ] form a basis of H2(X). In
general there are more than one Ka¨hler parameters κi and Q
β has to be understood as∏
iQ
ni
i with Qi := e
−κi. Furthermore, the ngˆβ, known as Gopakumar-Vafa invariants,
are integer numbers.
We see that precise agreement can be found between (2.25) and (2.26), provided we
set χ(X) = 2 and n01 = 1, with all other Gopakumar-Vafa invariants vanishing. This
is indeed the correct set of geometric data for the resolved conifold, and we therefore
have shown that the conjecture holds, at least at the level of the partition function.
In order to have a full duality between two theories, however, one should not only
compare the free energy but also the observables, which in Chern- Simons theory are
given by Wilson loops. In [113] the corresponding quantities were constructed in the
A-model string, thus providing further evidence for the conjecture. Finally, a nice and
intuitive proof of the duality from a world-sheet perspective has been given by the
same authors in [114]. Quite interestingly this duality can be lifted to non-compact
G2-manifolds, where the transition is a flop [4], [16].
After having established the Gopakumar-Vafa duality we can now proceed similarly
to the above discussion on the IIB side. Indeed, in [130] the duality was embedded into
the context of full string theory. There the statement is that IIA string theory on the
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direct product of four-dimensional Minkowski space and the deformed conifold with
N D6-branes wrapping around the S3 in T ∗S3 is dual to the IIA string on Minkowski
times the resolved conifold, where one now has to switch on flux with flux number
N through the S2. As above one can also study the four-dimensional effective field
theories generated by these compactifications. The N D6-branes clearly lead to pure
supersymmetric Yang-Mills theory with gauge group U(N), whereas the dual theory
on Cres with fluxes switched on, leads to an effective U(1) theory in four dimensions.
In [130] it is also shown that the effective superpotential generated from IIA on the
resolved conifold is nothing but the Veneziano-Yankielowicz potential. Thus, like in
the IIB case sketched above, the geometric transition is once again equivalent to the
low energy description.
Both the resolved and the deformed conifold can be described in the language of
toric varieties. In fact, one can study the A-type topological string on more gen-
eral toric varieties. The geometry of these spaces can be encoded in terms of toric
diagrams and the geometric transition then has a nice diagrammatic representation.
Quite interestingly, it was shown in [10] that, at least in principle, one can compute the
partition function of the A-type topological string on any toric variety. This is done
by understanding the toric diagram as some sort of “Feynman diagram”, in the sense
that to every building block of the diagram one assigns a mathematical object and
the partition function corresponding to a toric variety is then computed by putting
these mathematical objects together, following a simple and clear cut set of rules.
Many more results have been derived in the context of the A-type topological string
on toric varieties, including the relation to integrable models [9]. These developments
are, however, outside the scope of my thesis.
Chapter 3
Effective Actions
In what follows many of the details of the intriguing picture sketched in the introduction
will be explained. Since the full picture consists of very many related but different
theories we will not be able to study all of them in full detail. However, we are going
to provide references wherever a precise explanation will not be possible. Here we
start by an exposition of various notions of effective actions that exist in quantum
field theory. We quickly review the definitions of the generating functional of the one-
particle-irreducible correlation functions and explain how it can be used to study vacua
of field theories. The Wilsonian effective action is defined somewhat differently, and it
turns out that it is particularly useful in the context of supersymmetric gauge theories.
Finally a third type of effective action is presented. It is defined in such a way that it
captures the symmetries and the vacuum structure of the theory, and in some but not
in all cases it coincides with the Wilsonian action.
3.1 The 1PI effective action and the background
field method
We start from the Lagrangian density of a field theory
L = L(Φ) (3.1)
and couple the fields Φ(x) to a set of classical currents J(x),
Z[J ] = exp(iF [J ]) =
∫
DΦ exp
(
i
∫
d4x L(Φ) + i
∫
d4x J(x)Φ(x)
)
. (3.2)
The quantity iF [J ] is the sum of all connected vacuum-vacuum amplitudes. Define
ΦJ(x) :=
δ
δJ(x)
F [J ] = 〈Φ(x)〉J . (3.3)
This equation can also be used to define a current JΦ0(x) for a given classical field
Φ0(x), s.t. ΦJ(x) = Φ0(x) if J(x) = JΦ0(x). Then one defines the quantum effective
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action Γ[Φ0] as
Γ[Φ0] := F [JΦ0 ]−
∫
d4x Φ0(x)JΦ0(x) . (3.4)
The functional Γ[Φ0] is an effective action in the sense that iF [J ] can be calculated
as a sum of connected tree graphs for the vacuum-vacuum amplitude, with vertices
calculated as if Γ[Φ0] and not S[Φ] was the action. But this implies immediately that
iΓ[Φ0] is the sum of all one-particle-irreducible (1PI) connected graphs with arbitrary
number of external lines, each external line corresponding to a factor of Φ0. Another
way to put it is (see for example [134] or [116] for the details)
exp(iΓ[Φ0]) =
∫
1PI
Dφ exp(iS[Φ0 + φ]) . (3.5)
Furthermore, varying Γ gives
δΓ[Φ0]
δΦ0(x)
= −JΦ0(x) , (3.6)
and in the absence of external currents
δΓ[Φ0]
δΦ0(x)
= 0 . (3.7)
This can be regarded as the equation of motion for the field Φ0, where quantum
corrections have been taken into account. In other words, it determines the stationary
configurations of the background field Φ0.
The effective potential of a quantum field theory is defined as the non-derivative
terms of its effective Lagrangian. We are only interested in translation invariant vacua,
for which Φ0(x) = Φ0 is constant and one has
Γ[Φ0] = −V4 Veff(Φ0) , (3.8)
where V4 is the four-dimensional volume of the space-time in which the theory is
formulated.
To one loop order the 1PI generating function can be calculated from
exp(iΓ[Φ0]) ≈
∫
Dφ exp
(
i
∫
d4x Lq(Φ0, φ)
)
, (3.9)
Lq(Φ0, φ) contains all those terms of L(Φ0 + φ) that are at most quadratic in φ. One
writes Lq(Φ0, φ) = L(Φ0)+ L˜q(Φ0, φ) and performs the Gaussian integral over φ, which
schematically leads to
Γ[Φ0] ≈ V4L(Φ0)− 1
2
log det(A(Φ0)) , (3.10)
where A is the matrix of second functional derivatives of L with respect to the fields
φ.1 For some concrete examples the logarithm of this determinant can be calculated
1Since we have to include only 1PI diagrams to calculate Γ (c.f. Eq. 3.5) the terms linear in the
fluctuations φ do not contribute to Γ. See [2] for a nice discussion.
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and one can read off the effective action and the effective potential to one loop order.
Minimising this potential then gives the stable values for the background fields, at
least to one loop order. The crucial question is, of course, whether the structure of the
potential persists if higher loop corrections are included.
Example: Yang-Mills theory
In order to make contact with some of the points mentioned in the introduction, we
consider the case of Yang-Mills theory with gauge group SU(N) and Lagrangian
L = − 1
4g2
F aµνF
µνa , (3.11)
and try to determine its effective action using the procedure described above. Since
the details of the calculation are quite complicated we only list the most important
results. One start by substituting
Aaµ(x)→ Aaµ(x) + aaµ(x) (3.12)
into the action and chooses a gauge fixing condition. This condition is imposed by
adding gauge fixing and ghost terms to the action. Then, the effective action can be
evaluated to one loop order from
exp(iΓ[A]) ≈
∫
Da Dc Dc¯ exp
(
i
∫
d4x Lq(A, a, c, c¯)
)
, (3.13)
where Lq(A, a, c, c¯) only contains those terms of L(A + a) + Lgf + Lghost that are
at most quadratic in the fields a, c, c¯. Here Lgf is the gauge fixing and Lghost the
ghost Lagrangian. The Gaussian integrals can then be evaluated and, at least for
small N , one can work out the structure of the determinant (see for example chapter
17.5. of [134]). The form of the potential is similar in shape to the famous Mexican hat
potential, which implies that the perturbative vacuum where one considers fluctuations
around the zero-field background is an unstable field configuration. The Yang-Mills
vacuum lowers its energy by spontaneously generating a non-zero ground state.
However, this one-loop calculation can only be trusted as long as the effective
coupling constant is small. On the other hand, from the explicit form of the effective
action one can also derive the one-loop β-function. It reads
β(g) = −
11
3
Ng3
16π2
+ . . . , (3.14)
where the dots stand for higher loop contributions. The renormalisation group equation
µ
∂
∂µ
g(µ) = β(g) (3.15)
is solved by
1
g(µ)2
= −
11
3
N
8π2
log
( |Λ|
µ
)
. (3.16)
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Therefore, for energies lower or of order |Λ| we cannot trust the one-loop approximation.
Nevertheless, computer calculations in lattice gauge theories seem to indicate that even
for small energies the qualitative picture remains true, and the vacuum of Yang-Mills
theory is associated to a non-trivial background field configuration, which gives rise
to confinement and massive glueball fields. However, the low energy physics of non-
Abelian gauge theories is a regime which has not yet been understood.
3.2 Wilsonian effective actions of supersymmetric
theories
For a given Lagrangian one can also introduce what is known as theWilsonian effective
action [141], [142]. Take λ to be some energy scale and define the Wilsonian effective
Lagrangian Lλ as the local Lagrangian that, with λ imposed as an ultraviolet cut-off,
reproduces precisely the same results for S-matrix elements of processes at momenta
below λ as the original Lagrangian L. In general, masses and coupling constants in the
Wilsonian action will depend on λ and usually there are infinitely many terms in the
Lagrangian. Therefore, the Wilsonian action might not seem very attractive. However,
it can be shown that its form is quite simple in the case of supersymmetric theories.
Supersymmetric field theories are amazingly rich and beautiful. Independently
on whether they turn out to be the correct description of nature, they certainly are
useful to understand the structure of quantum field theory. This is the case since they
often possess many properties and characteristic features of non-supersymmetric field
theories, but the calculations are much more tractable, because of the higher symmetry.
For an introduction to supersymmetry and some background material see [21], [134],
[135]. Here we explain how one can calculate the Wilsonian effective superpotential in
the case of N = 1 supersymmetric theories.
The N = 1 supersymmetric action of a vector superfield V coupled to a chiral
superfield Φ transforming under some representation of the gauge group is given by2
S =
∫
d4x [Φ†e−VΦ]D−
∫
d4x
[( τ
16πi
trW τǫW
)
F
+ c.c.
]
+
∫
d4x [(W (Φ))F + c.c.] ,
(3.17)
where W (Φ) is known as the (tree-level) superpotential. The subscripts F and D
extract the F - respectively D-component of the superfield in the bracket. Renormalis-
ability forces W to be at most cubic in Φ, but since we are often interested in theories
which can be understood as effective theories of some string theory, the condition of
renormalisability will often be relaxed.3 The constant τ is given in terms of the bare
2We follow the notation of [134], in particular [ trW τ ǫW ]F = [ǫαβ trWαWβ ]F =
1
2 trFµνF
µν −
i
4ǫµνρσ trF
µνF ρσ + tr λ¯∂/(1 − γ5)λ − trD2. Here Fµν etc. are to be understood as F aµνta, where ta
are the Hermitean generators of the gauge group, which satisfy tr tatb = δab.
3Of course, for non-renormalisable theories the first two terms can have a more general structure
as well. The first term, for instance, in general reads K(Φ,Φ†e−V ) where K is known as the Ka¨hler
potential. However, these terms presently are not very important for us. See for example [135], [134]
for the details.
30 3 Effective Actions
coupling g and the Θ-angle,
τ =
4πi
g2
+
Θ
2π
. (3.18)
The ordinary bosonic potential of the theory reads
V (φ) =
∑
n
∣∣∣∣∂W∂φn
∣∣∣∣2 + g22 ∑
a
(∑
mn
φ∗nφm(t
a)mn
)2
, (3.19)
where φ is the lowest component of the superfield Φ and ta are the Hermitean generators
of the gauge group. A supersymmetric vacuum φ0 of the theory is a field configuration
for which V vanishes [134], so we have the so called F-flatness condition
∂
∂φ
W (φ)
∣∣∣∣
φ0
= 0 , (3.20)
as well as the D-flatness condition∑
mn
φ∗nφm(t
a)mn
∣∣∣∣∣
φ0
= 0 . (3.21)
The space of solutions to the D-flatness condition is known as the classical moduli
space and it can be shown that is can always be parameterised in terms of a set of
independent holomorphic gauge invariants Xk(φ).
The task is now to determine the effective potential of this theory in order to
learn something about its quantum vacuum structure. Clearly, one possibility is to
calculate the 1PI effective action, however, for supersymmetric gauge theories there
exist non-renormalisation theorems which state that the Wilsonian effective actions of
these theories is particularly simple.
Proposition 3.1 Perturbative non-renormalisation theorem
If the cut-off λ appearing in the Wilsonian effective action preserves supersymmetry
and gauge invariance, then the Wilsonian effective action to all orders in perturbation
theory has the form
Sλ =
∫
d4x [(W (Φ))F + c.c.]−
∫
d4x
[( τλ
16πi
trW τǫW
)
F
+ c.c.
]
+D-terms , (3.22)
where
τλ =
4πi
g2λ
+
Θ
2π
, (3.23)
and gλ is the one-loop effective coupling.
Note in particular that the superpotential remains unchanged in perturbation theory,
and that the gauge kinetic term is renormalised only at one loop. The theorem was
proved in [72] using supergraph techniques, and in [121] using symmetry arguments
and analyticity.
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Although the superpotential is not renormalised to any finite order in perturbation
theory it does in fact get corrected on the non-perturbative level, i.e. one has
Weff =Wtree +Wnon−pert . (3.24)
The non-perturbative contributions were thoroughly studied in a series of papers by
Affleck, Davis, Dine and Seiberg [41], [8], using dimensional analysis and symmetry con-
siderations. For some theories these arguments suffice to exactly determine Wnon−pert.
An excellent review can be found in [134]. This effective Wilsonian superpotential can
now be used to study the quantum vacua of the gauge theory, which have to be critical
points of the effective superpotential.
So far we defined two effective actions, the generating functional of 1PI amplitudes
and the Wilsonian action. Clearly, it is important to understand the relation between
the two. In fact, for the supersymmetric theories studied above one can also evaluate
the 1PI effective action. It turns out that this functional receives contributions to
all loop orders in perturbation theory, corresponding to Feynman diagrams in the
background fields with arbitrarily many internal loops. Therefore, we find that the
difference between the two effective actions seems to be quite dramatic. One of them
is corrected only at one-loop and the other one obtains corrections to all loop orders.
The crucial point is that one integrates over all momenta down to zero to obtain the 1PI
effective action, but one only integrates down to the scale λ to calculate the Wilsonian
action. In other words, whereas one has to use tree-diagrams only if one is working with
the 1PI effective action, one has to include loops in the Feynman diagrams if one uses
the Wilsonian action. However, the momentum in these loops has an ultraviolet cutoff
λ. Taking this λ down to zero then gives back the 1PI generating functional. Therefore,
the difference between the two has to come from the momentum domain between 0
and λ. Indeed, as was shown by Shifman and Vainshtein in [123], in supersymmetric
theories the two-loop and higher contributions to the 1PI effective action are infrared
effects. They only enter the Wilsonian effective action as the scale λ is taken to zero.
For finite λ the terms in the Wilsonian effective action arise only from the tree-level
and one-loop contributions, together with non-perturbative corrections.
Furthermore, it turns out that the fields and coupling constants that appear in
the Wilsonian effective action are not the physical quantities one would measure in
experiment. For example, the non-renormalisation theorem states that the coupling
constant g is renormalised only at one loop. However, from explicit calculations one
finds that the 1PI g is renormalised at all loops. This immediately implies that there
are two different coupling constants, the Wilsonian one and the 1PI coupling. The two
are related in a non-holomorphic way and again the difference can be shown to come
from infrared effects. It is an important fact that the Wilsonian effective superpotential
does depend holomorphically on both the fields and the (Wilsonian) coupling constants,
whereas the 1PI effective action is non-holomorphic in the (1PI) coupling constants.
The relation between the two quantities has been pointed out in [124], [46]. In fact, one
can be brought into the other by a non-holomorphic change of variables. Therefore, for
supersymmetric theories we can confidently use the Wilsonian effective superpotential
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to study the theory. If the non-perturbative corrections to the superpotential are
calculable (which can often be done using symmetries and holomorphy) then one can
obtain the exact effective superpotential and therefore exact results about the vacuum
structure of the theory. However, the price one has to pay is that this beautiful
description is in terms of unphysical Wilsonian variables. The implications for the
true physical quantities can only be found after undoing the complicated change of
variables.
3.3 Symmetries and effective potentials
There is yet another way (see [84] for a review and references), to calculate an effective
superpotential, which uses Seiberg’s idea [121] to interpret the coupling constants as
chiral superfields. Let
W (Φ) =
∑
k
gkXk(Φ) (3.25)
be the tree-level superpotential, where the Xk are gauge invariant polynomials in the
matter chiral superfield Φ. In other words, the Xk are themselves chiral superfields.
One can now regard the coupling constants gk as the vacuum expectation value of the
lowest component of another chiral superfield Gk, and interpret this field as a source
[121]. I.e. instead of (3.25) we add the term W (G,Φ) =
∑
kGkXk to the action.
Integrating over Φ then gives the partition function Z[G] = exp(iF [G]). If we assume
that supersymmetry is unbroken F has to be a supersymmetric action of the chiral
superfields G, and therefore it can be written as
F [G] =
∫
d4x [(Wlow(G))F + c.c.] + . . . , (3.26)
with some functionWlow(G). As we will see, this function can often be determined from
symmetry arguments. For standard fields (i.e. not superfields) we have the relation
(3.3). In a supersymmetric theory this reads
〈Xk〉G = δ
δGk
F [G] =
∂
∂Gk
Wlow(G) (3.27)
where we used that Wlow is holomorphic in the fields Gk. On the other hand we can
use this equation to define 〈Gk〉 as the solution of
X0k =
∂
∂Gk
Wlow(G)
∣∣∣∣
〈Gk〉
. (3.28)
Then we define the Legendre transform of Wlow
Wdyn(X
0
k) := Wlow(〈Gk〉)−
∑
k
〈Gk〉X0k , (3.29)
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where 〈Gk〉 solves (3.28), and finally we set
Weff(Xk, gk) := Wdyn(Xk) +
∑
k
gkXk . (3.30)
This effective potential has the important property that the equations of motion for the
fieldsXk derived from it determine their expectation values. Note that (3.30) is nothing
but the tree-level superpotential corrected by the term Wdyn. This looks similar to
the Wilsonian superpotential, of which we know that it is uncorrected perturbatively
but it obtains non-perturbative corrections. Indeed, for some cases the Wilsonian
superpotential coincides with (3.30), however, in general this is not the case (see [84]
for a discussion of these issues). Furthermore, since Wdyn does not depend on the
couplings gk, the effective potential depends linearly on gk. This is sometimes known
as the linearity principle, and it has some interesting consequences. For instance one
might want to integrate out the field Xi by solving
∂Weff
∂Xi
= 0 , (3.31)
which can be rewritten as
gi = −∂Wdyn
∂Xi
. (3.32)
If one solves this equation for Xi in terms of gi and the other variables and plugs the
result back in Weff , the gi-dependence will be complicated. In particular, integrating
out all the Xi gives back the superpotential Wlow(g). However, during this process one
does actually not loose any information, since this procedure of integrating out Xi can
actually be inverted by integrating in Xi. This is obvious from the fact that, because
of the linearity in gk, integrating out Xi is nothing but performing an (invertible)
Legendre transformation.
Super Yang-Mills theory and the Veneziano-Yankielowicz potential
In order to see how the above recipe is applied in practice, we study the example of
N = 1 Super-Yang-Mills theory. Its action reads
SSYM = −
∫
d4x
[( τ
16πi
tr W τǫW
)
F
+ c.c.
]
, (3.33)
which, if one defines the chiral superfield
S :=
1
32π2
tr W τǫW , (3.34)
can be rewritten as
SSYM =
∫
d4x [(2πiτS)F + c.c.] . (3.35)
S is known as the gaugino bilinear superfield, whose lowest component is proportional
to λλ ≡ trλτǫλ. Note that both S and τ are complex.
34 3 Effective Actions
The classical action (3.33) is invariant under a chiral U(1) R-symmetry that acts as
Wα(x, θ)→ eiϕWα(x, e−iϕθ), which implies in particular that λ→ eiϕλ. The quantum
theory, however, is not invariant under this symmetry, which can be understood from
the fact that the measure of the path integral is not invariant. The phenomenon in
which a symmetry of the classical action does not persist at the quantum level is known
as an anomaly. For a detailed analysis of anomalies and some applications in string
and M-theory see the review article [P4]. The most important results on anomalies
are listed in appendix E. The precise transformation of the measure for a general
transformation λ→ eiǫ(x)λ can be evaluated [134] and reads
DλDλ¯→ Dλ′Dλ¯′ = exp
(
i
∫
d4x ǫ(x)G[x;A]
)
DλDλ¯ (3.36)
where
G[x;A] = − N
32π2
ǫµνρσF
µν
a F
ρσ
a . (3.37)
For the global R-symmetry ǫ(x) = ϕ is constant, and 1
64π2
∫
d4x ǫµνρσF
µνF ρσ = ν is
an integer, and we see that the symmetry is broken by instantons. Note that, because
of the anomaly, the chiral rotation λ → eiϕλ is equivalent to Θ → Θ− 2Nϕ (c.f. Eq.
(3.18)). Thus, the chiral rotation is a symmetry only if ϕ = kπ
N
with k = 0, . . . 2N − 1,
and the U(1) symmetry is broken to Z2N .
The objective is to study the vacua of N = 1 super Yang-Mills theory by probing
for gaugino condensates, to which we associate the composite field S that includes
the gaugino bilinear. This means we are interested in the effective superpotential
Weff (S), which describes the symmetries and anomalies of the theory. In particular,
upon extremising Weff (S) the value of the gaugino condensate in a vacuum of N = 1
Yang-Mills is determined.
The β-function of N = 1 super Yang-Mills theory reads at one loop
β(g) = −3Ng
3
16π2
(3.38)
and the solution of the renormalisation group equation is given by
1
g2(µ)
= −3N
8π2
log
|Λ|
µ
. (3.39)
Then
τ1−loop =
4πi
g2(µ)
+
Θ
2π
=
1
2πi
log
( |Λ|eiΘ/3N
µ
)3N
=:
1
2πi
log
(
Λ
µ
)3N
(3.40)
enters the one-loop action
S1−loop =
∫
d4x [(2πiτ1−loopS)F + c.c.] =
∫
d4x
[(
3N log
(
Λ
µ
)
S
)
F
+ c.c.
]
.
(3.41)
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In order to determine the superpotential Wlow(τ) one can use Seiberg’s method
[121], and one interprets τ as a background chiral superfield. This is useful, since
the effective superpotential is known to depend holomorphically on all the fields, and
therefore it has to depend holomorphically on τ . Furthermore, once τ is interpreted as
a field, spurious symmetries occur. In the given case one has the spurious R-symmetry
transformation
W (x, θ) → eiϕW (x, e−iϕθ) ,
τ → τ + Nϕ
π
,
(3.42)
and the low energy potential has to respect this symmetry. This requirement, together
with dimensional analysis, constrains the superpotential Wlow uniquely to
Wlow = Nµ
3 exp
(
2πi
N
τ
)
= NΛ3 , (3.43)
where µ has dimension one. Indeed, thisWlow(τ) transforms asWlow(τ)→ e2iϕWlow(τ),
and therefore the action is invariant.
Before deriving the effective action let us first show that a non-vanishing gaugino
condensate exists. One starts from (3.33) and now one treats τ as a background field.
Then, since Wαa = λαa + . . ., the F -component of τ , denoted by τF , acts as a source
for λλ. One has
〈λλ〉 = 1
Z
∫
DΦ eiSλλ =
1
Z
∫
DΦ exp
[
−i
∫
d4x
[( τ
16πi
W τǫW
)
F
+ c.c.
]]
λλ
= −16π 1
Z
∫
DΦ
δ
δτF
eiS = −16π
Z
δ
δτF
Z = −16π δ
δτF
logZ
= −16πi δ
δτF
∫
d4x [(Wlow)F + c.c.] + . . . = −16πi ∂
∂τ
Wlow(τ)
= 32π2µ3 exp
(
2πiτ
N
)
, (3.44)
where DΦ stands for the path integral over all the fields. τ is renormalised only at one
loop and non-perturbatively, and it has the general form
τ =
3N
2πi
log
(
Λ
µ
)
+
∞∑
n=1
an
(
Λ
µ
)3Nn
. (3.45)
Therefore, the non-perturbative terms of τ only contribute to a phase of the gaugino
condensate, and it is sufficient to plug in the one-loop expression for τ . The result is
a non-vanishing gaugino condensate,
〈λλ〉 = 32π2Λ3 . (3.46)
The presence of this condensate means that the vacuum does not satisfy the Z2N
symmetry, since 〈λλ〉 → e2iϕ〈λλ〉 and only a Z2-symmetry survives. The remaining
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|Z2N
Z2
| − 1 = N − 1 transformations, i.e. those with ϕ = kπ
N
with k = 1, . . .N − 1
transform one vacuum into another one, and we conclude that there are N distinct
vacua.
Next we turn to the computation of the effective action. From (3.35) we infer that
2πiS and τ are conjugate variables. We apply the recipe of the last section, starting
from Wlow(τ), as given in (3.43). From
2πiS =
∂
∂τ
Wlow(τ)
∣∣∣∣
〈τ〉
= 2πiµ3 exp
(
2πi
N
〈τ〉
)
(3.47)
we infer that 〈τ〉 = N
2πi
log
(
S
µ3
)
. According to (3.29) one finds
Wdyn(S) = NS −NS log
(
S
µ3
)
. (3.48)
Finally, using the one-loop expression for τ and identifying the µ appearing in (3.43)
with the one in (3.40), one obtains the Veneziano-Yankielowicz potential [132]
Weff(Λ, S) = WV Y (Λ, S) = S
[
N + log
(
Λ3N
SN
)]
. (3.49)
In order to see in what sense this is the correct effective potential, one can check
whether it gives the correct expectation values. Indeed,
∂Weff (Λ,S)
∂S
∣∣∣
〈S〉
= 0 gives the N
vacua of N = 1 super Yang-Mills theory,
〈S〉 = Λ3e 2piikN , k = 0, . . .N − 1 . (3.50)
Note that this agrees with (3.46), since S is defined as 1
32π2
times trWaW
α, which
accounts for the difference in the prefactors. Furthermore, the Veneziano-Yankielowicz
potential correctly captures the symmetries of the theory. Clearly, under R-symmetry
S transforms as S → S˜ = e2iϕS and therefore the effective Veneziano-Yankielowicz
action SV Y transforms as
SV Y → S˜V Y =
∫
d4x
[(
W˜V Y
)
F˜
+ c.c.
]
+ . . .
=
∫
d4x
[
e2iϕ
(
SN + S log
(
Λ3N
SN
)
− 2iNϕS
)
F˜
+ c.c.
]
= SV Y −
∫
d4x
[(
iNϕ
16π2
trW τǫW
)
F
+ c.c.
]
, (3.51)
which reproduces the anomaly. However, for the effective theory to have the Z2N
symmetry, one has to take into account that the logarithm is a multi-valued function.
For the n-th branch one must define
W
(n)
V Y (Λ, S) = S
[
N + log
(
Λ3N
SN
)
+ 2πin
]
. (3.52)
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Then the discrete symmetry shifts Ln → Ln−k for ϕ = πkN . The theory is invariant
under Z2N if we define
Z =
∞∑
n=−∞
∫
DS exp
(
i
∫
d4x
[
W
(n)
V Y + c.c.
]
F
+ . . .
)
. (3.53)
Thus, although the Veneziano-Yankielowicz effective action is not the Wilsonian ef-
fective action, it contains all symmetries, anomalies and the vacuum structure of the
theory.
Super Yang-Mills coupled to matter
The main objective of the next chapters is to find an effective superpotential in the
Veneziano-Yankielowicz sense, i.e. one that is not necessarily related to the 1PI or
Wilsonian effective action, but that can be used to find the vacuum structure of the
theory, for N = 1 Yang-Mills theory coupled to a chiral superfield Φ in the adjoint
representation. The tree-level superpotential in this case is given by
W (Φ) =
n+1∑
k=1
gk
k
trΦk + g0 , gk ∈ C (3.54)
where without loss of generality gn+1 = 1. Furthermore, the critical points of W
are taken to be non-degenerate, i.e. if W ′(p) = 0 then W ′′(p) 6= 0. As we mentioned
above, the corresponding effective superpotential can be evaluated perturbatively from
a holomorphic matrix model [43], [44], [45]. This can either be shown using string
theory arguments based on the results of [130] and [27], or from an analysis in field
theory [42], [26]. The field theory itself has been studied in [28], [29], [57]. However,
before we turn to explaining these development we need to present background material
on the manifolds appearing in this context.
Chapter 4
Riemann Surfaces and Calabi-Yau
Manifolds
In this section we explain some elementary properties of Riemann surfaces and Calabi-
Yau manifolds. Of course, both types of manifolds are ubiquitous in string theory
and studying them is of general interest. Here we will concentrate on those aspects
that are relevant for our setup. As we mentioned in the introduction, the theory we
are interested in can be geometrically engineered by “compactifying” Type II string
theory on non-compact Calabi-Yau manifolds, the structure of which will be presented
in detail. The superpotential can be calculated from geometric integrals of a three-
form over a basis of three-cycles in these manifolds. Quite interestingly, it turns out
that the non-compact Calabi-Yau manifolds are intimately related to Riemann surfaces
and that the integrals on the Calabi-Yau can be mapped to integrals on the Riemann
surface. As we will see in the next chapter, it is precisely this surface which also
appears in the large Nˆ limit of a holomorphic matrix model.
Our main reference for Riemann surfaces is [55]. An excellent review of both
Riemann surfaces and Calabi-Yau manifolds, as well as their physical applications
can be found in [81]. The moduli space of Calabi-Yau manifolds was first studied in
[34].
4.1 Properties of Riemann surfaces
Definition 4.1 A Riemann surface is a complex one-dimensional connected analytic
manifold.
There are many different description of Riemann surfaces. We are interested in the
so called hyperelliptic Riemann surfaces of genus gˆ,
y2 =
gˆ+1∏
i=1
(x− a+i )(x− a−i ) , (4.1)
with x, y, a±i ∈ C and all a±i different. These can be understood as two complex sheets
glued together along cuts running between the branch points a−i and a
+
i , together
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with the two points at infinity of the two sheets, denoted by Q on the upper and Q′
on the lower sheet. On these surfaces the set
{
dx
y
, xdx
y
, . . . , x
gˆ−1dx
y
}
forms a basis of
holomorphic differentials. This fact can be understood by looking at the theory of
divisors on Riemann surfaces, presented in appendix B.2, see also [55]. The divisors
capture the zeros and divergences of functions on the Riemann surface. Let P1, . . . P2gˆ+2
denote those points on the Riemann surface which correspond to the zeros of y (i.e.
to the a±i ). Close to a
±
i the good coordinates are z
±
i =
√
x− a±i . Then the divisor
of y is given by
P1...P2gˆ+2
Qgˆ+1Q′gˆ+1
, since y has simple zeros at the Pi in the good coordinates
zi, and poles of order gˆ + 1 at the points Q,Q
′. If we let R,R′ denote those points on
the Riemann surface which correspond to zero on the upper, respectively lower sheet
then it is clear that the divisor of x is given by RR
′
QQ′
. Finally, close to a±i we have
dx ∼ z±i dz±i , and obviously dx has double poles at Q and Q′, which leads to a divisor
P1...P2gˆ+2
Q2Q′2
. In order to determine the zeros and poles of more complicated objects like
xkdx
y
we can now simply multiply the divisors of the individual components of this
object. In particular, the divisor of dx
y
is Qgˆ−1Q′gˆ−1, and for gˆ ≥ 1 it has no poles.
Similarly, we find that x
kdx
y
has no poles if k ≤ gˆ−1. Quite generally, for any compact
Riemann surface Σ of genus gˆ one has,
dim Hol1gˆ(Σ) = gˆ , (4.2)
where Hol1gˆ(Σ) is the first holomorphic de Rham cohomology group on Σ with genus
gˆ. On the other hand, later on we will be interested in integrals of the form ydx,
with divisor
P 21 ...P
2
2gˆ+2
Qgˆ+3Q′gˆ+3
, showing that ydx has poles of order gˆ + 3, gˆ + 2, . . . 1 at Q and
Q′. To allow for such forms with poles one has to mark points on the surface. This
marking amounts to pinching a hole into the surface. Then one can allow forms to
diverge at this point, since it no longer is part of the surface. The dimension of the
first holomorphic de Rham cohomology group on Σ of genus gˆ with n marked points,
Hol
1
gˆ,n(Σ), is given by [55]
dim Hol1gˆ,n(Σ) = 2gˆ + n− 1 . (4.3)
The first homology group H1(Σ;Z) of the Riemann surface Σ has 2gˆ generators
αi, βi, i ∈ {1, . . . , gˆ}, with intersection matrix
αi ∩ αj = ∅ , βi ∩ βj = ∅ ,
αi ∩ βj = −βj ∩ αi = δij .
(4.4)
Note that this basis is defined only up to a1 Sp(2gˆ,Z) transformation. To see this
formally, consider the vector v := (αi βj)
τ
that satisfies v ∩ vτ = ℧. But for S ∈
Sp(2gˆ,Z) we have for v′ := Sv that v′ ∩ v′τ = S℧Sτ = ℧. A possible choice of the
cycles αi, βi for the hyperelliptic Riemann surface (4.1) is given in Fig. 4.1. As we
1There are different conventions for the definition of the symplectic group in the literature. We
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Figure 4.1: The hyperelliptic Riemann surface (4.1) can be understood as two complex
sheets glued together along cuts running between a−i and a
+
i . Here we indicate a
symplectic set of cycles for gˆ = 2. It consists of gˆ compact cycles αi, surrounding i of
the cuts, and their compact duals βi, running from cut i to i + 1 on the upper sheet
and from cut i+1 to cut i on the lower one. We also indicated the relative cycles αˆ, βˆ,
which together with αi, βi form a basis of the relative homology group H1(Σ, {Q,Q′}).
Note that the orientation of the two planes on the left-hand side is chosen such that
both normal vectors point to the top. This is why the orientation of the α-cycles is
different on the two planes. To go from the representation of the Riemann surface on
the left to the one on the right one has to flip the upper plane.
mentioned already, later on we will be interested in integrals of ydx, which diverges
at Q,Q′. Therefore, we are led to consider a Riemann surface with these two points
excised. On such a surface there exists a very natural homology group, namely the
relative homology H1(Σ, {Q,Q′}). For a detailed exposition of relative (co-)homology
see appendix B.3. H1(Σ, {Q,Q′}) not only contains the closed cycles αi, βi, but also a
cycle βˆ, stretching from Q to Q′, together with its dual αˆ. As an example one might
look at the simple Riemann surface
y2 = x2 − µ = (x−√µ)(x−√µ) , (4.7)
with only one cut between −√µ and √µ surrounded by a cycle αˆ. The dual cycle βˆ
simply runs from Q′ through the cut to Q.
There are various symplectic bases of H1(Σ, {Q,Q′}). Next to the one just pre-
sented, another set of cycles often appears in the literature. It contains gˆ+1 compact
adopt the following:
Sp(2m,K) := {S ∈ GL(2m,K) : Sτ℧S = ℧}, (4.5)
where
℧ :=
(
0 1
−1 0
)
(4.6)
and 1 is the m×m unit matrix. K stands for any field.
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cycles Ai, each surrounding one cut only, and their duals Bi, which are all non-compact,
see Fig. 4.2. Although string theory considerations often lead to this basis, it turns
B1
B2
A1 A2
B3
A3
B1 B2 B3
A1 A2 A3
Figure 4.2: Another choice of basis for H1(Σ, {Q,Q′}) containing compact A-cycles
and non-compact B-cycles.
out to be less convenient, basically because of the non-compactness of the B-cycles.
Next we collect a couple of properties which hold for any (compact) Riemann surface
Σ. Let ω be any one-form on Σ, then( ∫
αi
ω∫
βj
ω
)
(4.8)
is called the period vector of ω. For any pair of closed one-forms ω, χ on Σ one has∫
Σ
ω ∧ χ =
gˆ∑
i=1
(∫
αi
ω
∫
βi
χ−
∫
βi
ω
∫
αi
χ
)
. (4.9)
This is the Riemann bilinear relation for Riemann surfaces.
Denote the gˆ linearly independent holomorphic one-forms on Σ by {λk}, k ∈
{1, . . . , gˆ}. Define
eik :=
∫
αi
λk , hik :=
∫
βi
λk , (4.10)
and from these the period matrix
Πij := hik(e
−1)kj . (4.11)
Inserting two holomorphic forms λi, λj for ω, χ in (4.9) the left-hand side vanishes,
which tells us that the period matrix is symmetric. This is known as Riemann’s first
relation. Furthermore, using (4.9) with λk, λ¯l¯ one finds Riemann’s second relation,
Im(Πij) > 0. (4.12)
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Riemann’s relations are invariant under a symplectic change of the homology basis.
The moduli space of Riemann surfaces
LetMgˆ denote the moduli space of complex structures on a genus gˆ Riemann surface.
As is reviewed in appendix B.1, infinitesimal changes of the complex structure of a
manifold X are described by H1
∂¯
(TX) and therefore this vector space is the tangent
space toMgˆ at the point corresponding toX . This is interesting because the dimension
ofMgˆ coincides with the dimension of its tangent space and the latter can be computed
explicitly (using the Grothendieck-Riemann-Roch formula, see [81]). The result is
M0 = {point} ,
dimCM1 = 1 , (4.13)
dimCMgˆ = 3gˆ − 3 for gˆ ≥ 2 .
One might consider the case in which one has additional marked points on the Riemann
surface. The corresponding moduli space is denoted byMgˆ,n and its dimension is given
by
dimCM0,n = n− 3 for n ≥ 3 ,
dimCM1,n = n , (4.14)
dimCMgˆ = 3gˆ − 3 + n for gˆ ≥ 2 .
4.2 Properties of (local) Calabi-Yau manifolds
4.2.1 Aspects of compact Calabi-Yau manifolds
Our definition of a Calabi-Yau manifold is similar to the one of [86].
Definition 4.2 Let X be a compact complex manifold of complex dimension m and
J the complex structure on X . A Calabi-Yau manifold is a triple (X, J, g), s.t. g is a
Ka¨hler metric on (X, J) with holonomy group Hol(g) = SU(m).
A Calabi-Yau manifold of dimension m admits a nowhere vanishing, covariantly con-
stant holomorphic (m, 0)-form Ω onX that is unique up to multiplication by a non-zero
complex number.
Proposition 4.3 Let (X, J, g) be a Calabi-Yau manifold, then g is Ricci-flat. Con-
versely, if (X, J, g) of dimension m is simply connected with a Ricci-flat Ka¨hler metric,
then its holonomy group is contained in SU(m).
Note that Ricci-flatness implies c1(TX) = 0. The converse follows from Calabi’s
conjecture:
Proposition 4.4 Let (X, J) be a compact complex manifold with c1(X) = [0] ∈
H2(X ;R). Then every Ka¨hler class [ω] on X contains a unique Ricci-flat Ka¨hler
metric g.
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In our definition of a Calabi-Yau manifold we require the holonomy group to be pre-
cisely SU(m) and not a proper subgroup. It can be shown that the first Betti-number
of these manifolds vanishes, b1 = b
1 = 0.
We are mainly interested in Calabi-Yau three-folds. The Hodge numbers of these
can be shown to form the following Hodge diamond:
h0,0
h1,0 h0,1
h2,0 h1,1 h0,2
h3,0 h2,1 h1,2 h0,3
h3,1 h2,2 h1,3
h3,2 h2,3
h3,3
=
1
0 0
0 h1,1 0
1 h2,1 h2,1 1
0 h1,1 0
0 0
1
The dimension of the homology group H3(X ;Z) is 2h
2,1+2 and one can always choose
a symplectic basis2 ΓαI ,ΓβJ , I, J ∈ {0, . . . , h2,1} with intersection matrix similar to the
one in (4.4).
The period vector of the holomorphic form Ω is defined as
Π(z) :=
( ∫
Γ
αI
Ω∫
ΓβJ
Ω
)
. (4.15)
Similar to the bilinear relation on Riemann surfaces one has for two closed three-
forms Σ,Ξ on a (compact) Calabi-Yau manifold,
〈Σ,Ξ〉 :=
∫
X
Σ ∧ Ξ =
∑
I
(∫
Γ
αI
Σ
∫
ΓβI
Ξ−
∫
ΓβI
Σ
∫
Γ
αI
Ξ
)
. (4.16)
The moduli space of (compact) Calabi-Yau three-folds
This and the next subsection follow mainly the classic paper [34]. Let (X, J,Ω, g) be
a Calabi-Yau manifold of complex dimension m = 3. We are interested in the moduli
space M, which we take to be the space of all Ricci-flat Ka¨hler metrics on X . Note
that in this definition of the moduli space it is implicit that the topology of the Calabi-
Yau space is kept fixed. In particular the numbers b2 = h1,1 for the two-cycles and
b3 = 2(h2,1 + 1) for the three-cycles are fixed once and for all.
3 Following [34] we
start from the condition of Ricci-flatness, RAB(g) = 0, satisfied on every Calabi-Yau
manifold. Here A,B, . . . label real coordinates on the Calabi-YauX . In order to explore
2We use the letters (αi, βj), (A
i, Bj), (a
i, bj), . . . to denote symplectic bases on Riemann surfaces
and (ΓαI ,ΓβJ ), (ΓAI ,ΓBJ ), (ΓaI ,ΓbJ ), . . . for symplectic bases of three-cycles on Calabi-Yau three-
folds. Also, the index i runs from 1 to gˆ, whereas I runs from 0 to h2,1.
3In fact this condition can be relaxed if one allows for singularities. Then moduli spaces of Calabi-
Yau manifolds of different topology can be glued together consistently. See [33] and [70] for an
illuminating discussion.
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the space of metrics we simply deform the original metric and require Ricci-flatness to
be maintained,
RAB(g + δg) = 0 . (4.17)
Of course, starting from one “background” metric and deforming it only explores the
moduli space in a neighbourhood of the original metric and we only find a local de-
scription of M. Its global structure is in general very hard to describe. After some
algebra (4.17) turns into the Lichnerowicz equation
∇C∇CδgAB + 2R D EA B δgDE = 0 . (4.18)
Next we introduce complex coordinates xµ on X , with µ, ν, . . . = 1, 2, 3. Then there
are two possible deformations of the metric, namely δgµν or δgµν¯ . Plugging these into
(4.18) leads to two independent equations, one for δgµν and one for δgµν¯ and therefore
the two types of deformations can be studied independently. To each variation of the
metric of mixed type one can associate the real (1, 1)-form iδgµν¯dx
µ ∧ dx¯ν¯ , which can
be shown to be harmonic if and only if δgµν¯ satisfies the Lichnerowicz equation. A
variation of pure type can be associated to the (2,1)-form Ω ν¯κλ δgµ¯ν¯dx
κ ∧ dxλ ∧ dx¯µ¯,
which also is harmonic if and only if δgµ¯ν¯ satisfies (4.18). This tells us that the allowed
transformations of the metric are in one-to-one correspondence with H(1,1)(X) and
H(2,1)(X). The interpretation of the mixed deformations δgµν¯ is rather straightforward
as they lead to a new Ka¨hler form,
K˜ = ig˜µν¯dx
µ ∧ dx¯ν¯ = i(gµν¯ + δgµν¯)dxµ ∧ dx¯ν¯
= K + iδgµν¯dx
µ ∧ dx¯ν¯ = K + δK . (4.19)
The variation δgµν on the other hand is related to a variation of the complex structure.
To see this note that g˜AB = gAB + δgAB is a Ka¨hler metric close to the original one.
Then there must exist a coordinate system in which the pure components of the metric
g˜AB vanish. Under a change of coordinates x
A → x′A := xA + fA(x) = hA(x) we have
g˜′AB =
(
∂h
∂x
)−1C
A
(
∂h
∂x
)−1D
B
g˜CD
= gAB + δgAB − (∂AfC)gCB − (∂BfD)gAD . (4.20)
We start from a mixed metric gµν¯ and add a pure deformation δgµ¯ν¯ . The resulting
metric can be written as a mixed metric in some coordinate system, we only have to
chose f s.t.
δgµ¯ν¯ − (∂µ¯f ρ)gρν¯ − (∂ν¯f ρ)gρµ¯ = 0 . (4.21)
But this means that f cannot be chosen to be holomorphic and thus we change the
complex structure. Note that the fact that the deformations of complex structure
are characterised by H2,1(X) is consistent with the discussion in appendix B.1 since
H2,1(X) ∼= H1∂¯(TX).
Next let us define a metric on the space of all Ricci-flat Ka¨hler metrics,
ds2 =
1
4vol(X)
∫
X
gACgBD(δgABδgCD)
√
g d6x . (4.22)
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In complex coordinates one finds
ds2 =
1
2vol(X)
∫
X
gµκ¯gνλ¯
[
δgµνδgκ¯λ¯ + δgµλ¯δgνκ¯
]√
g d6x . (4.23)
Interestingly, this metric is block-diagonal with separate blocks corresponding to vari-
ations of the complex and Ka¨hler structure.
Complex structure moduli
Starting from one point in the space of all Ricci-flat metrics on a Calabi-Yau manifold
X , we now want to study the space of those metrics that can be reached from that
point by deforming the complex structure of the manifold, while keeping the Ka¨hler
form fixed. The space of these metrics is the moduli space of complex structures and
it is denoted Mcs. Set
χi :=
1
2
χiµνλ¯dx
µ ∧ dxν ∧ dx¯λ¯ with χiµνλ¯ := −
1
2
Ω ρ¯µν
∂gλ¯ρ¯
∂zi
, (4.24)
where the zi for i ∈ {1, . . . , h2,1} are the parameters for the complex structure de-
formation, i.e. they are coordinates on Mcs. Clearly, χi is a (2, 1)-form ∀i. One
finds
Ω¯ µνρ¯ χiµνλ¯ = −||Ω||2
∂gρ¯λ¯
∂zi
, (4.25)
where we used that Ωµνλ = Ω123ǫ˜µνλ with ǫ˜ a tensor density, and ||Ω||2 := √g−1Ω123Ω¯123 =
1
3!
ΩµνρΩ¯
µνρ. This gives
δgρ¯λ¯ = −
1
||Ω||2 Ω¯
µν
ρ¯ χiµνλ¯δz
i . (4.26)
We saw that the metric on moduli space can be written in block diagonal form. At
the moment we are interested in the complex structure only and we write a metric on
Mcs
2G
(cs)
ij¯
δziδz¯j¯ :=
1
2vol(X)
∫
X
gκν¯gµλ¯δgκµδgλ¯ν¯
√
g d6x . (4.27)
Using (4.26) we find
G
(cs)
ij¯
= −
∫
X
χi ∧ χ¯j¯∫
X
Ω ∧ Ω¯ , (4.28)
where we used that ||Ω||2 is a constant on X , which follows from the fact that Ω is
covariantly constant, and
∫
X
Ω ∧ Ω¯ = ||Ω||2vol(X). The factor of 2 multiplying G(cs)
ij¯
was chosen to make this formula simple. To proceed we need the important formula
∂Ω
∂zi
= kiΩ + χi , (4.29)
where ki may depend on the z
j but not on the coordinates of X . See for example [34]
for a proof. Using (4.29) it is easy to show that
G
(cs)
ij¯
= − ∂
∂zi
∂
∂z¯j¯
log
(
i
∫
X
Ω ∧ Ω¯
)
, (4.30)
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which tells us that the metric (4.27) on the moduli space of complex structures Mcs
is Ka¨hler with Ka¨hler potential
K = − log
(
i
∫
X
Ω ∧ Ω¯
)
. (4.31)
If we differentiate this equation with respect to zi we can use (4.29) to find that
ki = − ∂∂ziK.
Next we consider the Hodge bundle H, which is nothing but the cohomology bundle
over Mcs s.t. at a given point z ∈ Mcs the fiber is given by H3(Xz;C), where Xz
is the manifold X equipped with the complex structure J(z) determined by the point
z ∈ Mcs. This bundle comes with a natural flat connection which is known as the
Gauss-Manin connection. Let us explain this in more detail. One defines a Hermitian
metric on the Hodge bundle as
(η, θ) := i
∫
X
η ∧ θ for η, θ ∈ H3(X ;C) . (4.32)
This allows us to define a symplectic basis of real integer three-forms ωI , η
J ∈ H3(X ;C),
I, J ∈ {0, 1, . . . h2,1} with the property
(ωI , η
J) = −(ηJ , ωI) = δJI , (4.33)
which is unique up to a symplectic transformation. Dual to the basis of H3(X ;Z) ⊂
H3(X ;C) there is a symplectic basis of three-cycles {ΓαI ,ΓβJ} ∈ H3(X ;Z), s.t.∫
Γ
αI
ωJ = δ
I
J ,
∫
ΓβI
ηJ = δJI , (4.34)
and all other combinations vanish. Clearly, the corresponding intersection matrix is
ΓαI ∩ Γαj = ∅ , ΓβJ ∩ ΓβJ = ∅ ,
ΓαI ∩ ΓβJ = −Γβj ∩ Γαi = δij ,
(4.35)
see for example [71] for a detailed treatment of these issues. Note that the Hermitian
metric is defined on every fibre of the Hodge bundle, so we actually find three-forms
and three-cycles at every point, ωI(z), η
J(z), ΓαI (z), ΓβJ (z). Since the topology of X
does not change if we move in the moduli space one can identify the set of basis cycles
at one point p1 in moduli space with the set of basis cycles at another point p2. To
do so one takes a path connecting p1 and p2 and identifies a cycle at p1 with the cycle
at p2 which arises from the cycle at p1 by following the chosen path.
4 For a detailed
4This might sound somewhat complicated but it is in fact very easy. Consider as an example a
torus T 2 with its standard cycles α, β. If we now change the size (or the shape) of the torus we
will find a new set of cycles α′, β′. These can in principle be chosen arbitrarily. However, there is a
natural choice which we want to identify with α, β, namely those that arise from α, β by performing
the scaling.
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explanation in the context of singularity theory see [15]. Note that this identification
is unique if the space is simply connected. The corresponding connection is the Gauss-
Manin connection. Clearly, this connection is flat, since on a simply connected domain
ofMcs the identification procedure does not depend on the chosen path. If the domain
is not simply connected going around a non-contractible closed path in moduli space
will lead to a monodromy transformation of the cycles. Since we found that there is
a natural way to identify basis elements of H3(Xz;Z) at different points z ∈ Mcs we
can also identify the corresponding dual elements ωI(z), η
J(z). Then, by definition, a
section σ of the cohomology bundle is covariantly constant with respect to the Gauss-
Manin connection if, when expressed in terms of the basis elements ωI(z), η
J(z), its
coefficients do not change if we move around in Mcs,
σ(z) =
h2,1(X)∑
I=0
cIωI(z) +
h2,1(X)∑
J=0
dJη
J(z) ∀ z ∈Mcs . (4.36)
In particular, the basis elements ωI , η
J are covariantly constant. A holomorphic section
ρ of the cohomology bundle is given by
ρ(z) =
h2,1(X)∑
I=0
f I(z)ωI(z) +
h2,1(X)∑
J=0
gJ(z)η
J(z) , (4.37)
where f I(z), gJ(z) are holomorphic functions on Mcs.
If we move in the base space Mcs of the Hodge bundle H we change the com-
plex structure on X and therefore we change the Hodge-decomposition of the fibre
H3(Xz;C) = ⊕3k=0H(3−k,k)(Xz). Thus studying the moduli space of Calabi-Yau mani-
folds amounts to studying the variation of the Hodge structure of the Hodge bundle.
Consider the holomorphic (3, 0)-form, defined on every fibre Xz. The set of all these
forms defines a holomorphic section of the Hodge bundle. On a given fibre Xz the
form Ω is only defined up to multiplication by a non-zero constant. The section Ω of
the Hodge bundle is then defined only up to a multiplication of a nowhere vanishing
holomorphic function ef(z) on Mcs which amounts to saying that one can multiply
Ω by different constants on different fibres, as long as they vary holomorphically in
z. It is interesting to see in which way this fact is related to the properties of the
Ka¨hler metric on Mcs. The property that Ω is defined only up to multiplication of a
holomorphic function,
Ω→ Ω′ := ef(z)Ω , (4.38)
implies
K → K˜ = K + f(z) + f¯(z¯) , (4.39)
G
(CS)
ij¯
→ G˜(CS)
ij¯
= G
(CS)
ij¯
. (4.40)
So a change of Ω(z) can be understood as a Ka¨hler transformation which leaves the
metric on moduli space unchanged.
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Next we express the holomorphic section Ω of the Hodge bundle as5
Ω(z) = XI(z)ωI + FJ(z)ηJ , (4.41)
where we have
XI(z) =
∫
Γ
αI
Ω(z) , FJ(z) =
∫
ΓβJ
Ω(z) . (4.42)
Since Ω(z) is holomorphic both XI and FJ are holomorphic functions of the coordi-
nates z on moduli space. By definition for two points in moduli space, say z, z′, the
corresponding three-forms Ω(z),Ω(z′) are different. Since the bases ωI(z), ηj(z) and
ωI(z′), ηj(z
′) at the two points are identified and used to compare forms at different
points in moduli space it is the coefficients XI ,FJ that must change if we go from z
to z′. In fact, we can take a subset of these, say the XI to form coordinates on moduli
space. Since the dimension ofMcs is h2,1 but we have h2,1+1 functions XI these have
to be homogeneous coordinates. Then the FJ can be expressed in terms of the XI . Let
us then take the XI to be homogeneous coordinates on Mcs and apply the Riemann
bilinear relation (4.16) to ∫
Ω ∧ ∂Ω
∂XI
= 0 . (4.43)
This gives6
FI = XJ ∂
∂XI
FJ = 1
2
∂J(X
IFI) = ∂
∂XI
F , (4.44)
where
F := 1
2
XIFI . (4.45)
So the FI are derivatives of a function F(X) which is homogeneous of degree 2. F
is called the prepotential. This nomenclature comes from the fact that the Ka¨hler
potential can itself be expressed in terms of F ,
K = − log
(
i
∫
Ω ∧ Ω¯
)
= − log
(
i
h2,1∑
I=0
(
XIF¯I − X¯IFI
))
. (4.46)
We will have to say much more about this structure below.
To summarise, we found that the moduli space of complex structures of a Calabi-
Yau manifold carries a Ka¨hler metric with a Ka¨hler potential that can be calculated
from the geometry of the Calabi-Yau. A Ka¨hler transformation can be understood as
an irrelevant multiplication of the section Ω(z) by a nowhere vanishing holomorphic
function. The coordinates of the moduli space can be obtained from integrals of Ω(z)
over the ΓαI -cycles and the integrals over the corresponding ΓβJ -cycles can then be
shown to be derivatives of a holomorphic function F in the coordinates X , in terms
of which the Ka¨hler potential can be expressed. As explained in appendix C.1 these
properties determine Mcs to be a special Ka¨hler manifold.
5Since the ωI , ηJ on different fibres are identified we omit their z-dependence.
6To be more precise one should have defined F˜J(z) :=
∫
ΓβJ
Ω(z) and FJ(X) := F˜J(z(X)).
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Obviously the next step would be to analyse the structure of the moduli space
of Ka¨hler structures, MKS. Indeed, this has been studied in [34] and the result is
that MKS also is a special Ka¨hler manifold, with a Ka¨hler potential calculable from
some prepotential. However, the prepotential now is no longer a simple integral in
the geometry, but it receives instanton correction. Hence, in general it is very hard
to calculate it explicitly. This is where results from mirror symmetry come in useful.
Mirror symmetry states that Calabi-Yau manifolds come in pairs and that the Ka¨hler
structure prepotential can be calculated by evaluating the geometric integral on the
mirror manifold and using what is known as the mirror map. Unfortunately, we cannot
delve any further into this fascinating subject, but must refer the reader to [70] or [81].
4.2.2 Local Calabi-Yau manifolds
After an exposition of the properties of (compact) Calabi-Yau spaces we now turn to
the spaces which are used to geometrically engineer the gauge theories that we want
to study.
Definition 4.5 A local Calabi-Yau manifold is a non-compact Ka¨hler manifold with
vanishing first Chern-class.
Next we give a series of definitions which will ultimately lead us to an explicit local
Calabi-Yau manifold. For completeness we start from the definition of CP1.
Definition 4.6 The complex projective space CP1 ≡ P1 is defined as
C
2\{0}/ ∼ . (4.47)
For (z1, z2) ∈ C2\{0} the equivalence relation is defined as
(z1, z2) ∼ (λz1, λz2) = λ(z1, z2) (4.48)
for λ ∈ C\{0}. Note that this implies that CP1 is the space of lines through 0 in C2.
We can introduce patches on CP1 as follows
UP
1
1 := {(z1, z2) ∈ C2\{0} : z1 6= 0, (z1, z2) ∼ λ(z1, z2)} ,
UP
1
2 := {(z1, z2) ∈ C2\{0} : z2 6= 0, (z1, z2) ∼ λ(z1, z2)} ,
(4.49)
and on these patches we can introduce coordinates
ξ1 :=
z2
z1
, ξ2 :=
z1
z2
. (4.50)
On the overlap U1 ∩ U2 we have
ξ2 =
1
ξ1
, (4.51)
and we find that CP1 is isomorphic to a Riemann sphere S2.
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Definition 4.7 The space O(n) → CP1 is a line bundle over CP1. We can define it
in terms of charts
U1 := {(ξ1,Φ) : ξ1 ∈ UP11 ∼= C,Φ ∈ C} ,
U2 := {(ξ2,Φ′) : ξ2 ∈ UP12 ∼= C,Φ′ ∈ C} ,
(4.52)
with
ξ2 =
1
ξ1
, Φ′ = ξ−n1 Φ (4.53)
on U1 ∩ U2.
Definition 4.8 Very similarly O(m)⊕O(n)→ CP1 is a fibre bundle over CP1 where
the fibre is a direct sum of two complex planes. We define it via coordinate charts and
transition functions
U1 := {(ξ1,Φ0,Φ1) : ξ1 ∈ UP11 ,Φ0 ∈ C,Φ1 ∈ C} ,
U2 := {(ξ2,Φ′0,Φ′1) : ξ2 ∈ UP
1
2 ,Φ
′
0 ∈ C,Φ′1 ∈ C} ,
(4.54)
with
ξ2 =
1
ξ1
, Φ′0 = ξ
−m
1 Φ0 , Φ
′
1 = ξ
−n
1 Φ1 on U1 ∩ U2 . (4.55)
These manifolds are interesting because of the following proposition, which is explained
in [104] and [71].
Proposition 4.9 The first Chern class of O(m)⊕O(n)→ CP1 vanishes ifm+n = −2.
The conifold
Definition 4.10 The conifold C0 is defined as f
−1(0) with f given by
f : C4 → C
(w1, w2, w3, w4) 7→ f(w1, w2, w4, w4) := w21 + w22 + w23 + w24 .
(4.56)
In other words
C0 := {~w ∈ C4 : w21 + w22 + w23 + w24 = 0} . (4.57)
Setting Φ0 = w1 + iw2, Φ1 = iw3 − w4, Φ′0 = iw3 + w4 and Φ′1 = w1 − iw2 this reads
C0 := {(Φ0,Φ′0,Φ1,Φ′1)τ ∈ C4 : Φ0Φ′1 − Φ′0Φ1 = 0} . (4.58)
Clearly, f has a singularity at zero with singular value zero and, therefore C0 is a
singular manifold. To study the structure of C0 in more detail we set wi = xi + iyi.
Then f = 0 reads
~x2 − ~y2 = 0 , ~x · ~y = 0 . (4.59)
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The first equation is ~x2 = 1
2
r2 if r2 := ~x2+~y2, so ~x lives on an S3. ~y on the other hand
is perpendicular to ~x. For given r and x we have an S2 of possible ~y s and so for given
r we have a fibre bundle of S2 over S3. However, there is no nontrivial fibration of S2
over S3 and we conclude that f = 0 is a cone over S3 × S2. Fig. 4.3 gives an intuitive
picture of the conifold, together with the two possible ways to resolve the singularity,
namely its deformation and its small resolution, to which we will turn presently.
S3 S2
S3 S2
S2
S3 S2
S3
resolution
deformation
Figure 4.3: The conifold is a cone over S3×S2 with a conical singularity at its tip that
can be smoothed out by a deformation or a small resolution.
The deformed conifold
Definition 4.11 The deformed conifold Cdef is the set f
−1(µ) with µ ∈ R+ and f as
in (4.56).
In other words the deformed conifold is given by
Cdef := {~w ∈ C4 : w21 + w22 + w23 + w24 = µ} (4.60)
or
Cdef := {(Φ0,Φ′0,Φ1,Φ′1)τ ∈ C4 : Φ0Φ′1 − Φ′0Φ1 = µ} . (4.61)
The above analysis of the structure of the conifold remains valid for fixed r, where
again we have S3×S2. However, now we have an S3 of minimal radius √µ that occurs
for ~y = 0. If we define ~q := 1√
µ+~y2
~x we find
~q 2 = 1 , ~q · ~y = 0 . (4.62)
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This shows that the deformed conifold is isomorphic to T ∗S3. Both the deformed
conifold and the conifold are local Calabi-Yau. Interestingly, for these spaces this fact
can be proven by writing down an explicit Ricci-flat Ka¨hler metric [33].
The resolved conifold
The resolved conifold is given by the small resolution (see Def. B.1) of the set f = 0.
We saw that the singular space can be characterised by
C := {(Φ0,Φ′0,Φ1,Φ′1) ∈ C4 : Φ0Φ′1 = Φ′0Φ1} . (4.63)
The small resolution of this space at ~0 ∈ C ⊂ C4 is in fact the space C˜ := Cres :=
O(−1)⊕O(−1)→ CP1. To see this we have to construct a map π : C˜ → C such that
π : C˜\π−1(~0) → C\~0 is an isomorphism and π−1(~0) ∼= CP1. On the two patches of C˜
it is given by
(ξ1,Φ0,Φ1)
π7→ (Φ0, ξ1Φ0,Φ1, ξ1Φ1) ,
(ξ2,Φ
′
0,Φ
′
1)
π7→ (ξ2Φ′0,Φ′0, ξ2Φ′1,Φ′1) .
(4.64)
A point in the overlap of the two charts in C˜ has to be mapped to the same point in C,
which is indeed the case, since on the overlap we have ξ2 =
1
ξ1
. Note also that as long
as Φ0,Φ1 do not vanish simultaneously this map is one to one. However, (U
P1
1 , 0, 0)
and (UP
1
2 , 0, 0) are mapped to (0, 0, 0, 0), s.t. π
−1((0, 0, 0, 0)) ∼= P1. this proves that
O(−1)⊕O(−1)→ CP1 is indeed the small resolution of the conifold.
As in the case of the deformed conifold one can write down a Ricci-flat Ka¨hler
metric for the resolved conifold, see [33].
The resolved conifold and toric geometry
There is another very important description of the resolved conifold which appears
in the context of linear sigma models and makes contact with toric geometry (see for
example [147], [82], [81]). Let ~z = (z1, z2, z3, z4)
τ ∈ C4 and consider the space
Ctoric := {~z ∈ C4 : |z1|2 + |z2|2 − |z3|2 − |z4|2 = t}/ ∼ (4.65)
where the equivalence relation is generated by a U(1) group that acts as
(z1, z2, z3, z4) 7→ (eiθz1, eiθz2, e−iθz3, e−iθz4) . (4.66)
This description appears naturally in the linear sigma model . In order to see that this
is indeed isomorphic to Cres note that for z3 = z4 = 0 the space is isomorphic to CP
1.
Consider then the sets Ui := {~z ∈ Ctoric : zi 6= 0}, i = 1, 2. On U1 we define the U(1)
invariant coordinates
ξ1 :=
z2
z1
, Φ0 := z1z3 , Φ1 := z1z4 , (4.67)
and similarly for U2,
ξ2 :=
z1
z2
, Φ′0 := z2z3 , Φ
′
1 := z2z4 , (4.68)
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Clearly, the ξi are the inhomogeneous coordinate on U
P1
i . On the overlap U1 ∩ U2 we
have
ξ2 = ξ
−1
1 , Φ
′
0 = ξ1Φ0 , Φ
′
1 = ξ1Φ1 , (4.69)
which are the defining equations of Cres. Therefore, indeed, Cres ∼= Ctoric.
From this description of the resolved conifold we can now understand it as a T 3
fibration over (part of) R3+ parameterised by |z1|2, |z3|2, |z4|2. Because of the defining
equation |z2|2 = t − |z1|2 + |z3|2 + |z4|2 the base cannot consist of the entire R3+. For
example for z3 = z4 = 0 and |z1|2 > t this equation has no solution. In fact, the
boundary of the base is given by the hypersurfaces |z1|2 = 0, |z3|2 = 0, |z4|2 = 0
and |z2|2 = 0, see Fig. 4.4. The T 3 of the fiber is given by the phases of all the zi
| 1|
2
| 3|
2
| 4|
2
| 2|
2
z
z
z
z
Figure 4.4: The part of R3+ that is the base of the T
3 fibration of the resolved conifold
is bounded by the surfaces |z1|2 = 0, |z3|2 = 0, |z4|2 = 0 and |z2|2 = 0. If k of
these equations are satisfied simultaneously, k of the S1s in T 3 shrinks to zero size. In
particular, at |z3|2 = |z4|2 = 0 one has a single S1 in the fibre that shrinks at |z1|2 = 0
and |z1|2 = t. The set of these S1 form the P1 in Cres.
modulo the U(1) transformation. The singularity locus of this fibration is then easily
determined. In fact on every hypersurface |zi|2 = 0 the corresponding S1 shrinks to
zero size and the fibre consists of a T 2 only. At the loci where two of these surfaces
intersect two S1s shrink and we are left with an S1. Finally, there are two points where
three hypersurfaces intersect and the fibre degenerates to a point. This happens at
|z3|2 = |z4|2 = 0 and |z1|2 = 0 or |z1|2 = t. If we follow the |z1|2-axis from 0 to t an
S1 opens up and shrinks again to zero. The set of these cycles form a sphere S2 ∼= P1,
which is the P1 in Cres. For a detailed description of these circle fibrations see for
example [100].
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More general local Calabi-Yau manifolds
There is a set of more general local Calabi-Yau manifolds that was first constructed in
[61] and which appeared in the physics literature in [87] and [27]. One starts from the
bundle O(−2) ⊕ O(0) → P1 which is local Calabi-Yau. To make the discussion clear
we once again write down the charts and the transition functions,
U1 := {(ξ1,Φ0,Φ1) : ξ1 ∈ UP11 ,Φ0 ∈ C,Φ1 ∈ C}
U2 := {(ξ2,Φ′0,Φ′1) : ξ1 ∈ UP
1
2 ,Φ
′
0 ∈ C,Φ′1 ∈ C}
with ξ2 =
1
ξ1
, Φ′0 = ξ
2
1Φ0 , Φ
′
1 = Φ1 on U1 ∩ U2 . (4.70)
To get an intuitive picture of the structure of this space, we take Φ0 = Φ
′
0 = 0 and fix
Φ1 = Φ
′
1 arbitrarily. Then we can “walk around” in the ξi direction “consistently”, i.e.
we can change ξi without having to change the fixed values of Φ0,Φ1.
Next we consider a space Xres with coordinate patches U1, U2 as above but with
transition functions
ξ2 =
1
ξ1
, Φ′0 = ξ
2
1Φ0 +W
′(Φ1)ξ1 , Φ
′
1 = Φ1 on U1 ∩ U2 . (4.71)
Here W is a polynomial of degree n + 1. To see that the structure of this space is
very different from the one of O(−2) ⊕ O(0) → CP1 we set Φ0 = Φ′0 = 0 and fix Φ1
arbitrarily, as before. Note that now ξ1 is fixed and changing ξ1 amounts to changing
Φ′0. Only for those specific values of Φ1 for which W
′(Φ1) = 0 can we consistently
“walk” in the ξ1-direction. Mathematically this means that the space that is deformed
by a polynomial W contains n different CP1s.
We have seen that the “blow-down” of O(−1) ⊕ O(−1) → CP1 is given by the
conifold C. Now we are interested in the blow-down geometry of our deformed space,
i.e. the geometry where the size of the CP1s is taken to zero. We claim that Xres can
be obtained from a small resolution of all the singularities of the space
X := {(Φ0,Φ′0,Φ1, z) ∈ C4 : 4Φ0Φ′0 + z2 +W ′(Φ1)2 = 0} . (4.72)
As to prove that Xres is the small resolution of X we have to find a map π : Xres → X .
It is given by
(ξ1,Φ0,Φ1)
π7→ (Φ0, ξ21Φ0 +W ′(Φ1)ξ1,Φ1, i(2ξ1Φ0 +W ′(Φ1))) ,
(ξ2,Φ
′
0,Φ
′
1)
π7→ (ξ22Φ′0 − ξ2W ′(Φ′1),Φ′0,Φ′1, i(2ξ2Φ′0 −W ′(Φ′1))) .
It is easy to check that
• π(Ui) ⊂ X ,
• on U1 ∩ U2 the two maps map to the same point ,
• the map is one to one as long as W ′(Φ1) 6= 0 ,
• for Φ1 = Φ′1 s.t. W ′(Φ1) = 0 one finds that (UP11 , 0,Φ1) and (UP12 , 0,Φ′1) are mapped
to (0, 0,Φ1, 0), i.e. π
−1((0, 0,Φ1, 0)) ∼= CP1 ∀Φ1 s.t. W ′(Φ1) = 0. This shows that Xres
can indeed be understood as the small resolution of the singularities in X .
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Changing coordinates x = Φ1, v = Φ0 + Φ
′
0, w = i(Φ
′
0 − Φ0) the expression (4.72)
for X can be rewritten as
X = {(v, w, x, z) ∈ C4 : W ′(x)2 + v2 + w2 + z2 = 0} . (4.73)
Finally, we note that it is easy to find the deformation of the singularities of (4.73).
If f0(x) is a polynomial of degree n− 1 then
Xdef := {(v, w, x, z) ∈ C4 : F (x, v, w, z) = 0}
with F (x, v, w, z) := W ′(x)2 + f0(x) + v
2 + w2 + z2
(4.74)
is the space where (for generic coefficients of f0) all the singularities are deformed.
The spaces Xres, X and Xdef are the local Calabi-Yau manifolds that will be used in
order to geometrically engineer the gauge theories we are interested in. Going from
the resolved space Xres through the singular space to the deformed one Xdef is known
as a geometric transition.
4.2.3 Period integrals on local Calabi-Yau manifolds and Rie-
mann surfaces
We mentioned already in the introduction that one building block that is necessary to
obtain the effective superpotential (2.14) of gauge theories is given by the integrals of
the holomorphic (3, 0)-form Ω, which exists on any (local) Calabi-Yau manifold, over
all the (relative) three-cycles in the manifold. Here we will analyse these integrals on
the space Xdef , and review how they map to integrals on a Riemann surface, which is
closely related to the local Calabi-Yau manifold we are considering.
Let us first concentrate on the definition of Ω. Xdef is given by a (non-singular)
hypersurface in C4. Clearly, on C4 there is a preferred holomorphic (4, 0)-form, namely
dx∧dv∧dw∧dz. Since Xdef is defined by F = 0, where F is a holomorphic function in
the x, v, w, z, the (4, 0)-form on C4 induces a natural holomorphic (3, 0)-form on Xdef .
To see this note that dF is perpendicular to the hypersurface F = 0. Then there is a
unique holomorphic (3, 0)-form on F = 0, such that dx ∧ dv ∧ dw ∧ dz = Ω ∧ dF . If
z 6= 0 it can be written as
Ω =
dx ∧ dv ∧ dw ∧ dz
dF
=
dx ∧ dv ∧ dw
2z
, (4.75)
where z is a solution of F = 0. Turning to the three-cycles we note that, because of
the simple dependence of the surface (4.74) on v, w and z every three-cycle of Xdef can
be understood as a fibration of a two-sphere over a line segment in the hyperelliptic
Riemann surface Σ,
y2 =W ′(x)2 + f0(x) =:
n∏
i=1
(x− a+i )(x− a−i ) , (4.76)
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of genus gˆ = n−1. This was first realised in [92] in a slightly different context, see [96]
for a review. As explained above, this surface can be understood as two complex planes
glued together along cuts running between a−i and a
+
i . Following the conventions of
[P5] y0, which is the branch of the Riemann surface with y0 ∼ W ′(x) for |x| → ∞, is
defined on the upper sheet and y1 = −y0 on the lower one. For compact three-cycles
the line segment connects two of the branch points of the curve and the volume of the
S2-fibre depends on the position on the base line segment. At the end points of the
segment one has y2 = 0 and the volume of the sphere shrinks to zero size. Non-compact
three-cycles on the other hand are fibrations of S2 over a half-line that runs from one
of the branch points to infinity on the Riemann surface. Integration over the fibre is
elementary and gives ∫
S2
Ω = ±2πi y(x)dx , (4.77)
(the sign ambiguity will be fixed momentarily) and thus the integral of the holomorphic
Ω over a three-cycle is reduced to an integral of ±2πiydx over a line segment in
Σ. Clearly, the integrals over line segments that connect two branch points can be
rewritten in terms of integrals over compact cycles on the Riemann surface, whereas
the integrals over non-compact three-cycles can be expressed as integrals over a line
that links the two infinities on the two complex sheets. In fact, the one-form
ζ := ydx (4.78)
is meromorphic and diverges at infinity (poles of order n + 2) on the two sheets and
therefore it is well-defined only on the Riemann surface with the two infinities Q and Q′
removed. Then, we are naturally led to consider the relative homology H1(Σ, {Q,Q′}),
which we encountered already when we discussed Riemann surfaces in section 4.1. To
summarise, one ends up with a one-to-one correspondence between the (compact and
non-compact) three-cycles in (4.74) and H1(Σ, {Q,Q′}). Referring to our choice of
bases {Ai, Bj} respectively {αi, βj} for H1(Σ, {Q,Q′}), as defined in Figs. 4.2 and 4.1,
we define ΓAi,ΓBj to be the S
2-fibrations over Ai, Bj, and Γαi ,Γβj are S
2-fibrations
over αi, βj. So the problem effectively reduces to calculating the integrals
7∫
Γγ
Ω = −iπ
∫
γ
ζ for γ ∈ {αi, βj, αˆ, βˆ} . (4.79)
As we will see in the next chapter, these integrals can actually be calculated from a
holomorphic matrix model.
As mentioned already, one expects new features to be contained in the integral
∫
βˆ
ζ ,
where βˆ runs from Q′ on the lower sheet to Q on the upper one. Indeed, it is easy to see
that this integral is divergent. It will be part of our task to understand and properly
7The sign ambiguity of (4.77) has now been fixed, since we have made specific choices for the
orientation of the cycles. Furthermore, we use the (standard) convention that the cut of
√
x is along
the negative real axis of the complex x-plane. Also, on the right-hand side we used that the integral
of ζ over the line segment is 12 times the integral over a closed cycle γ.
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treat this divergence. As usual, the integral will be regulated and one has to make
sure that physical quantities do not depend on the regulator and remain finite once
the regulator is removed. In the literature this is achieved by simply discarding the
divergent part. Here we want to give a more intrinsic geometric prescription that will
be similar to standard procedures in relative cohomology. To render the integral finite
we simply cut out two “small” discs around the points Q,Q′. If x, x′ are coordinates
on the upper and lower sheet respectively, one only considers the domains |x| ≤ Λ0,
|x′| ≤ Λ0, Λ0 ∈ R. Furthermore, we take the cycle βˆ to run from the point Λ′0 on the
real axis of the lower sheet to Λ0 on the real axis of the upper sheet. (Actually one
could take Λ0 and Λ
′
0 to be complex. We will come back to this point later on.)
Chapter 5
Holomorphic Matrix Models and
Special Geometry
After having collected some relevant background material let us now come back to the
main line of our arguments. Our principal goal is to determine the effective super-
potential (in the Veneziano-Yankielowicz sense, see section 3.3) of super Yang-Mills
theory coupled to a chiral superfield in the adjoint representation with tree-level su-
perpotential
W (Φ) =
n+1∑
k=1
gk
k
trΦk + g0 . (5.1)
We mentioned in the introduction that this theory can be geometrically engineered
from type IIB string theory on the local Calabi-Yau manifolds Xres studied in section
4.2.2. Furthermore, as we will review below, Cachazo, Intriligator and Vafa claim that
the effective superpotential of this theory can be calculated from integrals of Ω over
all the three-cycles in the local Calabi-Yau Xdef , which is obtained from Xres through
a geometric transition.
We reviewed the structure of the moduli space of a compact Calabi-Yau manifold
X , and we found the special geometry relations
XI =
∫
Γ
AI
Ω,
FI ≡ ∂F
∂XI
=
∫
ΓBI
Ω ,
(5.2)
where Ω is the unique holomorphic (3, 0)-form on X , and {ΓAI ,ΓBJ} is a symplectic
basis of H3(X). On Riemann surfaces similar relations hold.
An obvious and important question to ask is whether we can find special geometry
relations on the non-compact manifolds Xdef , which would then be relevant for the
computation of the effective superpotential. We already started to calculate the inte-
grals of Ω over the three-cycles in section 4.2.3 and we found that they map to integrals
of a meromorphic form on a Riemann surface. It is immediately clear that the naive
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special geometry relations have to be modified, since we have at least one integral over
a non-compact cycle Γβˆ , which is divergent. This can be remedied by introducing a
cut-off Λ0, but then the integral over the regulated cycle depends on the cut-off. The
question we want to address in this chapter is how to evaluate the integrals of ζ = ydx
of Eq. (4.79) on the hyperelliptic Riemann surface (4.76). Furthermore, we derive
a set of equations for these integrals on the Riemann surface which is similar to the
special geometry relations (5.2), but which contain the cut-off Λ0. Finally, a clear cut
interpretation of the function F that appears in these relations is given. It turns out
to be nothing but the free energy of a holomorphic matrix model at genus zero. For
this reason we will spend some time explaining the holomorphic matrix model.
5.1 The holomorphic matrix model
The fact that the holomorphic matric model is relevant in this context was first dis-
covered by Dijkgraaf and Vafa in [43], who noticed that the open topological B-model
on Xres is related to a holomorphic matrix model with W as its potential. Then,
in [45] they explored how the matrix model can be used to evaluate the effective su-
perpotential of a quantum field theory. A general reference for matrix models is [59],
particularly important for us are the results of [25]. Although similar to the Hermitean
matrix model, the holomorphic matrix model has been studied only recently. In [95]
Lazaroiu described many of its intriguing features, see also [91]. The subtleties of the
saddle point expansion in this model, as well as some aspects of the special geometry
relations were first studied in our work [P5].
5.1.1 The partition function and convergence properties
We begin by defining the partition function of the holomorphic one-matrix model
following [95]. In order to do so, one chooses a smooth path γ : R → C without self-
intersection, such that γ˙(u) 6= 0 ∀u ∈ R and |γ(u)| → ∞ for u → ±∞. Consider the
ensemble Γ(γ) of1 Nˆ × Nˆ complex matrices M with spectrum spec(M) = {λ1, . . . λNˆ}
in2 γ and distinct eigenvalues,
Γ(γ) := {M ∈ CNˆ×Nˆ : spec(M) ⊂ γ, all λm distinct} . (5.3)
The holomorphic measure on CNˆ×Nˆ is just dM ≡ ∧p,qdMpq with some appropriate sign
convention [95]. The potential is given by the tree-level superpotential of Eq. (5.1)
W (x) := g0 +
n+1∑
k=1
gk
k
xk, gn+1 = 1 . (5.4)
1We reserve the letter N for the number of colours in a U(N) gauge theory. It is important to
distinguish between N in the gauge theory and Nˆ in the matrix model.
2Here and in the following we will write γ for both the function and its image.
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Without loss of generality we have chosen gn+1 = 1. The only restriction for the
other complex parameters {gk}k=0,...n, collectively denoted by g, comes from the fact
that the n critical points µi of W should not be degenerate, i.e. W
′′(µi) 6= 0 if
W ′(x) =
∏n
i=1(x − µi). Then the partition function of the holomorphic one-matrix
model is
Z(Γ(γ), g, gs, Nˆ) := CNˆ
∫
Γ(γ)
dM exp
(
− 1
gs
trW (M)
)
, (5.5)
where gs is a positive coupling constant and CNˆ is some normalisation factor. To avoid
cluttering the notation we will omit the dependence on γ and g and write Z(gs, Nˆ) :=
Z(Γ(γ), g, gs, Nˆ). As usual [59] one diagonalises M and performs the integral over the
diagonalising matrices. The constant CNˆ is chosen in such a way that one arrives at
Z(gs, Nˆ) =
1
Nˆ !
∫
γ
dλ1 . . .
∫
γ
dλNˆ exp
(
−Nˆ2S(gs, Nˆ ;λm)
)
=: e−F (gs,Nˆ) , (5.6)
where
S(gs, Nˆ ;λm) =
1
Nˆ2gs
Nˆ∑
m=1
W (λm)− 1
Nˆ2
∑
p 6=q
ln(λp − λq) . (5.7)
See [95] for more details.
The convergence of the λm integrals depends on the polynomialW and the choice of
the path γ. For instance, it is clear that once we take W to be odd, γ cannot coincide
with the real axis but has to be chosen differently. For given W the asymptotic
part of the complex plane (|x| large) can be divided into convergence domains G(c)l
and divergence domains G
(d)
l , l = 1, . . . n + 1, where e
− 1
gs
W (x) converges, respectively
diverges as |x| → ∞. To see this in more detail take x = reiθ and gk = rke−iθk , with
r, rk ≥ 0, θ, θk ∈ [0, 2π ) for k = 1, . . . n and rn+1 = 1, θn+1 = 0, and plug it into the
potential,
W (reiθ) = g0 +
n+1∑
k=1
rkr
k
k
cos(kθ − θk) + i
n+1∑
k=1
rkr
k
k
sin(kθ − θk) . (5.8)
The basic requirement is that
∣∣∣e− 1gsW (reiθ)∣∣∣ = e− 1gsReW (reiθ) should vanish for r → ∞.
If we fix θ, s.t. cos((n + 1)θ) 6= 0, then e− 1gsW (reiθ) decreases exponentially for r →∞
if and only if cos((n + 1)θ) > 0 which gives
θ =
α
n+ 1
+ π
2(l − 1)
n + 1
with l = 1, 2 . . . , n+ 1 and α ∈ (−π/2, π/2) . (5.9)
This defines n + 1 open wedges in C with apex at the origin, which we denote by
G
(c)
l , l = 1 . . . , n+1. The complementary sectors G
(d)
l are regions where cos((n+1)θ) <
0, i.e.
θ =
α
n + 1
+ π
2l − 1
n+ 1
with l = 1, 2 . . . , n+ 1 and α ∈ (−π/2, π/2) . (5.10)
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G 3
G 1
G 2 G 1
G 2
G 3
g
21
~
g
21
(c)
(c) (d)
(c)
(d)
(d)
Figure 5.1: Example of convergence and divergence domains for n = 2 and a possible
choice of γ21. Because of holomorphicity the path can be deformed without changing
the partition function, for instance one could use the path γ˜21 instead.
The path γ has to be chosen [95] to go from some convergence domain G
(c)
k to some
other G
(c)
l , with k 6= l; call such a path γkl, see Fig. 5.1. Note that, for the case of
n + 1 even, the convergence sectors G
(c)
k come in pairs, symmetric with respect to the
inversion x→ −x, so that G(c)1 and G(c)(n+3)/2 lie opposite each other and cover the real
axis. Then we can choose γ to coincide with the real axis. In this case the holomorphic
matrix model reduces to the eigenvalue representation of the Hermitian matrix model.
In the case of odd n + 1, the image of G
(c)
k under x → −x is G(d)k+[(n+1)/2], and the
contour cannot chosen to be the real line. The value of the partition function depends
only on the pair (k, l) and, because of holomorphicity, is not sensitive to deformations
of γkl. In particular, instead of γkl we can make the equivalent choice [P5]
γ˜kl = γp1p2 ∪ γp2p3 ∪ . . . ∪ γpn−1pn ∪ γpnpn+1 with p1 = k, pn+1 = l, (5.11)
as shown in Fig. 5.1. Here we split the path into n components, each component
running from one convergence sector to another. Again, due to holomorphicity we can
choose the decomposition in such a way that every component γpipi+1 runs through
one of the n critical points of W in C, or at least comes close to it. This choice of γ˜kl
will turn out to be very useful to understand the saddle point approximation discussed
below. Hence, the partition function and the free energy depend on the pair (k, l), g, gs
and Nˆ . Of course, one can always relate the partition function for arbitrary (k, l) to
one with (k′, 1), k′ = k − l + 1 mod n, and redefined coupling constants g1, . . . gn+1.
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5.1.2 Perturbation theory and fatgraphs
Later we will discuss a method how one can calculate (at least part of) the free energy
non-perturbatively. There is, however, also a Feynman diagram technique that can be
used to evaluate the partition function. Here we follow the exposition of [58], where
more details can be found. Define a Gaussian expectation value,
〈f(M)〉G :=
∫
dM f(M) exp
(
− 1
gs
m
2
trM2
)
∫
dM exp
(
− 1
gs
m
2
trM2
) , (5.12)
and let us for simplicity work with a cubic superpotential in this subsection, W (x) =
m
2
x2+ g
3
x3, with m, g real and positive. (Note that we take gn+1 = g 6= 1 in this section,
since we want to do perturbation theory in g.) We set ZG := CNˆ
∫
dM exp
(
− 1
gs
m
2
trM2
)
and expand the interaction term,
Z(gs, Nˆ) = CNˆ
∫
Γ
dM exp
(
− 1
gs
m
2
trM2
) ∞∑
V=0
1
V !
(
− 1
gs
g
3
trM3
)V
=
∞∑
V=0
1
V !
ZG
〈(
− 1
gs
g
3
trM3
)V〉
G
. (5.13)
The standard way to calculate 〈(− 1
gs
g
3
trM3)V 〉G is, of course, to introduce sources J
with
〈exp ( tr JM)〉G = exp
( gs
2m
tr J2
)
, (5.14)
such that one obtains the propagator
〈MijMkl〉G = ∂
∂Jji
∂
∂Jlk
〈exp ( tr JM)〉G
∣∣∣∣
J=0
=
gs
m
δilδjk . (5.15)
More generally one deduces [58] the matrix Wick theorem〈 ∏
(i,j)∈I
Mij
〉
G
=
∑
parings P
∏
((i,j),(k,l))∈P
〈MijMkl〉G , (5.16)
where I is an index family containing pairs (i, j), and the sum runs over the set of
possibilities to group the index pairs (i, j) again into pairs. Of course the propagator
relation tells us that most of these pairings give zero. The remaining ones can be
captured by Feynman graphs if we establish the diagrammatic rules of Fig. 5.2. For
obvious reasons these Feynman graphs are called fatgraphs. We are then left with the
relation
〈( trMk)V 〉G =
∑
fatgraphs Γ with
V k-valent vertices
NΓ
(gs
m
)E(Γ)
NˆF (Γ) , (5.17)
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i
j
Mij
i
j
<Mij Mji>
tr(Mn)
i1 i1 i2
in i2
Figure 5.2: The Feynman diagrammatic representation of the matrix Mij , the propa-
gator 〈MijMji〉G and an n-valent vertex tr (Mn).
where F (Γ) is the number of index loops in the fatgraph Γ, E(Γ) is the number of
propagators and NΓ is the number of different ways the propagators can be glued
together to build the fatgraph Γ. The partition function for our cubic example can
then be expressed as
Z(gs, Nˆ) =
∞∑
V=0
1
V !
ZG
(
− 1
gs
g
3
)V ∑
fatgraphs Γ with
V 3-valent vertices
NΓ
(gs
m
)E(Γ)
NˆF (Γ)
= ZG
∑
fatgraphs Γ
(−g)V (Γ)m−E(Γ) 1|Aut(Γ)|t
Fg2gˆ−2s , (5.18)
where |Aut(Γ)| is the symmetry group of Γ, gˆ is the genus of the Riemann surface on
which the fatgraph Γ can be drawn (c.f. our discussion in the introduction), and
t := gsNˆ (5.19)
is the (matrix model) ’t Hooft coupling. Similarly, for the free energy we find
F (gs, t) =
∑
connected fatgraphs Γ
− (−g)V (Γ)m−E(Γ) 1|Aut(Γ)|t
F g2gˆ−2s − log(ZG) . (5.20)
Note that this has precisely the structure
F (gs, t) =
∞∑
gˆ=0
∞∑
h=1
Fgˆ,ht
hg2gˆ−2s + non-perturbative , (5.21)
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that we encountered already in the introduction. This tells us that we can not deter-
mine the entire free energy from a Feynman diagram expansion, since we also have to
take care of the non-perturbative piece. Furthermore, note that in the particular limit
in which Nˆ →∞ with fixed t only planar diagrams, i.e. those with gˆ = 0, contribute
to the perturbative expansion.
The free energy can then be calculated perturbatively by following a set of Feynman
rules:
• To calculate F up to order gk draw all possible fatgraph diagrams that contain up
to k vertices.
• Assign a factor − g
gs
to every vertex.
• Assign a factor gs
m
to every fatgraph propagator.
• Assign a factor Nˆ to each closed index line.
• Multiply the contribution of a given diagram by |Aut(Γ)|−1, where Aut(Γ) is the
automorphism group of the diagram.
• Sum all the contributions and multiply the result by an overall minus sign, which
comes from the fact, that F (gs, t) = − logZ(gs, t).
As an example let us calculate the planar free energy up to order g4. Clearly, we
cannot build a vacuum diagram from an odd number of vertices, which is, of course,
consistent with 〈( trM3)V 〉G = 0 for odd V . The first non-trivial contribution to the
free energy comes from 〈( trM3)2〉G, which is given by the sum of all possibilities to
connect two trivalent vertices, see Fig. 5.3. The three diagrams that contribute are
l
i i
j
jk
k
lm
m
n n
Figure 5.3: To calculate 〈( trM3)2〉 on has to sum over all the possibilities to connect
two trivalent vertices.
sketched in Fig. 5.4. According to our rules the first diagram gives 1
g2s
t3g2
m3
1
2
, the second
Figure 5.4: From two three-valent vertices one can draw three Feynman diagrams, two
of which can be drawn on the sphere, whereas the last one is “nonplanar”.
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one contributes 1
g2s
t3g2
m3
1
6
and the last one tg
2
m3
1
6
. Then we have3
F (gs, t) = − 1
g2s
2
3
g2
m3
t3 − 1
6
g2
m3
t+ . . .− log (ZG) . (5.22)
The terms of order g4 in F0(t) can be obtained by writing down all fatgraphs with
four vertices that can be drawn on a sphere. They are sketched, together with their
symmetry factor |Aut(Γ)|, in Fig. 5.5. Adding all these contributions to the result of
3 12 4
212
Figure 5.5: All possible planar diagrams containing four vertices, together with their
symmetry factors |Aut(Γ)|.
order g2 gives an expression for the planar free energy up to order g4:
F0(t) = −2
3
g2t3
m3
− 8
3
g4t4
m6
+ . . .+ F np0 (t) . (5.23)
3Alternatively we can use the explicit formula for F . From (5.17) one obtains
F (gs, t) = − log
( ∞∑
V=0
1
V !
(
− 1
gs
g
3
)V 〈(
trM3
)V 〉
G
)
− log (ZG)
= − log
(
1 +
1
2
1
g2s
g2
32
(9 + 3)N3
(gs
m
)3
+
1
2
1
g2s
g2
32
3N
(gs
m
)3
+ . . .
)
− log (ZG)
In the second line we used the fact that when writing down all possible pairings one obtains nine
times the first diagram of Fig. 5.4, three times the second and three times the last one. Of course,
the result coincides with the one obtained using the Feynman rules.
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5.1.3 Matrix model technology
Instead of doing perturbation theory one can evaluate the matrix model partition
function using some specific matrix model technology. Next, we will recall some of this
standard technology adapted to the holomorphic matrix model. Let us first assume
that the path γ consists of a single connected piece. The case (5.11) will be discussed
later on. Let s be the length coordinate of the path γ, centered at some point on γ,
and let λ(s) denote the parameterisation of γ with respect to this coordinate. Then,
for an eigenvalue λm on γ, one has λm = λ(sm) and the partition function (5.6) can be
rewritten as
Z(gs, Nˆ) =
1
Nˆ !
∫
R
ds1 . . .
∫
R
dsNˆ
Nˆ∏
l=1
λ˙(sl) exp
(
−Nˆ2S(gs, Nˆ ;λ(sm))
)
. (5.24)
The spectral density is defined as
ρ(s, sm) :=
1
Nˆ
Nˆ∑
m=1
δ(s− sm) , (5.25)
so that ρ is normalised to one,
∫∞
−∞
ρ(s, sm)ds = 1. The normalised trace of the
resolvent of the matrix M is given by
ω(x, sm) :=
1
Nˆ
tr
1
x−M =
1
Nˆ
Nˆ∑
m=1
1
x− λ(sm) =
∫
ds
ρ(s, sm)
x− λ(s) , (5.26)
for x ∈ C. Following [95] we decompose the complex plane into domains Di, i ∈
{1, . . . , n}, with mutually disjoint interior, (∪iDi = C, Di ∩Dj = ∅ for i 6= j). These
domains are chosen in such a way that γ intersects each Di along a single line segment
∆i, and ∪i∆i = γ. Furthermore, µi, the i-th critical point of W , should lie in the
interior of Di. One defines
χi(M) :=
∫
∂Di
dx
2πi
1
x−M , (5.27)
(which projects on the space spanned by the eigenvectors of M whose eigenvalues lie
in Di), and the filling fractions σ˜i(λm) :=
1
Nˆ
trχi(M) and
σi(sm) := σ˜i(λ(sm)) =
∫
ds ρ(s, sm)χi(λ(s)) =
∫
∂Di
dx
2πi
ω(x, sm) , (5.28)
(which count the eigenvalues in the domain Di, times 1/Nˆ). Obviously
n∑
i=1
σi(sm) = 1 . (5.29)
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Loop equations
Next we apply the methods of [94] to derive the loop equations of the holomorphic
matrix model. We define the expectation value
〈h(λm)〉 := 1
Z(gs, Nˆ)
· 1
Nˆ !
∫
γ
dλ1 . . .
∫
γ
dλNˆ h(λm) exp
(
−Nˆ2S(gs, Nˆ ;λm)
)
. (5.30)
From the translational invariance of the measure one finds the identity [94], [95]∫
γ
dλ1 . . .
∫
γ
dλNˆ
Nˆ∑
m=1
∂
∂λm
[∏
k 6=l
(λk − λl)e−
1
gs
∑Nˆ
j=1W (λj)
1
x− λm
]
= 0 . (5.31)
Evaluating the derivative gives〈
Nˆ∑
m=1
1
(x− λm)2 −
1
gs
Nˆ∑
m=1
W ′(λm)
x− λm + 2
Nˆ∑
m=1
Nˆ∑
l=1
l 6=m
1
(λm − λl)(x− λm)
〉
= 0 . (5.32)
Using
1
(x− α)(x− β) =
1
α− β
[
1
x− α −
1
x− β
]
(5.33)
we find
Nˆ∑
m=1
1
(x− λm)2 + 2
Nˆ∑
m=1
Nˆ∑
l=1
l 6=m
1
(λm − λl)(x− λm) =
Nˆ∑
l,m=1
1
x− λm
1
x− λl (5.34)
and therefore 〈
ω(x; sm)
2 − 1
tNˆ
Nˆ∑
m=1
W ′(λ(sm))
x− λ(sm)
〉
= 0 . (5.35)
If we define the polynomial
f(x; sm) := −4t
Nˆ
Nˆ∑
m=1
W ′(x)−W ′(λ(sm))
x− λ(sm) = −4t
∫
ds ρ(s; sm)
W ′(x)−W ′(λ(s))
x− λ(s) ,
(5.36)
we obtain the loop equations
〈ω(x; sm)2〉 − 1
t
W ′(x)〈ω(x; sm)〉 − 1
4t2
〈f(x; sm)〉 = 0 . (5.37)
Equations of motion
It will be useful to define an effective action as
Seff(gs, Nˆ ; sm) := S(gs, Nˆ ;λ(sm))− 1
Nˆ2
Nˆ∑
m=1
ln(λ˙(sm))
=
∫
ds ρ(s; sm)
(
1
t
W (λ(s))− 1
Nˆ
ln(λ˙(s))−P
∫
ds′ ρ(s′; sp) ln(λ(s)− λ(s′))
)
(5.38)
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so that
Z(gs, Nˆ) =
1
Nˆ !
∫
ds1 . . .
∫
dsNˆ exp
(
−Nˆ2Seff(gs, Nˆ ; sm)
)
. (5.39)
Note that the principal value is defined as
P ln (λ(s)− λ(s′)) = 1
2
lim
ǫ→0
[
ln
(
λ(s)− λ(s′) + iǫλ˙(s)
)
+ ln
(
λ(s)− λ(s′)− iǫλ˙(s)
)]
.
(5.40)
The equations of motion corresponding to this effective action,
δSeff
δsm
= 0, read
1
t
W ′(λ(sm)) =
2
Nˆ
Nˆ∑
p=1, p 6=m
1
λ(sm)− λ(sp) +
1
Nˆ
λ¨(sm)
λ˙(sm)2
. (5.41)
Using these equations of motion one can show that
ω(x, sm)
2 − 1
t
W ′(x)ω(x, sm)− 1
4t2
f(x, sm) +
+
1
Nˆ
d
dx
ω(x, sm) +
1
Nˆ2
Nˆ∑
m=1
λ¨(sm)
λ˙(sm)2
1
x− λ(sm) = 0 . (5.42)
Solutions of the equations of motion
Note that in general the effective action is a complex function of the real sm. Hence, in
general, i.e. for a generic path γkl with parameterisation λ(s), there will be no solution
to (5.41). One clearly expects that the existence of solutions must constrain the path
λ(s) appropriately. Let us study this in more detail.
Recall that we defined the domains Di in such a way that µi ⊂ Di. Let Nˆi be the
number of eigenvalues λ(sm) which lie in the domain Di, so that
∑n
i=1 Nˆi = Nˆ , and
denote them by λ(s
(i)
a ), a ∈ {1, . . . Nˆi}.
Solving the equations of motion in general is a formidable problem. To get a good
idea, however, recall the picture of Nˆi fermions filled into the i-th “minimum” of
1
t
W
[90]. For small t the potential is deep and the fermions are located not too far from the
minimum, in other words all the eigenvalues are close to µi. To be more precise consider
(5.41) and drop the last term, an approximation that will be justified momentarily.
Let us take t to be small and look for solutions4 λ(s
(i)
a ) = µi+
√
tδλ
(i)
a , where δλ
(i)
a is of
order one. So, we assume that the eigenvalues λ(s
(i)
a ) are not too far from the critical
point µi. Then the equation reads
W ′′(µi)δλ
(i)
a =
2
Nˆ
Nˆi∑
b=1, b6=a
1
δλ
(i)
a − δλ(i)b
+ o(
√
t) , (5.43)
4One might try the general ansatz λ(s
(i)
a ) = µi + ǫδλ
(i)
a but it turns out that a solution can be
found only if ǫ ∼ √t.
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so we effectively reduced the problem to finding the solution for n distinct quadratic
potentials. If we set za :=
√
NˆW ′′(µi)
2
δλ
(i)
a and neglect the o(
√
t)-terms this gives
za =
Nˆi∑
b=1, b6=a
1
za − zb , (5.44)
which can be solved explicitly for small Nˆi. It is obvious that
∑Nˆi
a=1 za = 0, and one
finds that there is a unique solution (up to permutations) with the za symmetrically
distributed around 0 on the real axis. This justifies a posteriori that we really can ne-
glect the term proportional to the second derivative of λ(s), at least to leading order.
Furthermore, setting W ′′(µi) = |W ′′(µi)|eiφi one finds that the λ(sia) sit on a tilted line
segment around µi where the angle of the tilt is given by −φi/2. This means for exam-
ple that for a potential with W ′(x) = x(x − 1)(x+ 1) the eigenvalues are distributed
on the real axis around ±1 and on the imaginary axis around 0. Note further that, in
general, the reality of za implies that
W ′′(µi)
2
(
δλ
(i)
a
)2
> 0 which tells us that, close to
µi, W (λ(s))−W (µi) is real with a minimum at λ(s) = µi.
So we have found that the path γkl has to go through the critical points µi with a
tangent direction fixed by the phase of the second derivative ofW . On the other hand,
we know that the partition function does not depend on the form of the path γkl. Of
course, there is no contradiction: if one wants to compute the partition function from
a saddle point expansion, as we will do below, and as is implicit in the planar limit,
one has to make sure that one expands around solutions of (5.41) and the existence
of these solutions imposes conditions on how to choose the path γkl. From now on we
will assume that the path is chosen in such a way that it satisfies all these constraints.
Furthermore, for later purposes it will be useful to use the path γ˜kl of (5.11) chosen
such that its part γpipi+1 goes through all Nˆi solutions λ
(i)
a , a = 1, . . . Nˆi, and lies en-
tirely in Di, see Fig. 5.6.
It is natural to assume that these properties together with the uniqueness of the so-
lution (up to permutations) extend to higher numbers of Nˆi as well. Of course once
one goes beyond the leading order in
√
t the eigenvalues are no longer distributed on
a straight line, but on a line segment that is bent in general and that might or might
not pass through µi.
The large Nˆ limit
We are interested in the large Nˆ limit of the matrix model free energy. It is well known
that the expectation values of the relevant quantities like ρ or ω have expansions of
the form
〈ρ(s, sm)〉 =
∞∑
I=0
ρI(s)Nˆ
−I , 〈ω(x, sm)〉 =
∞∑
I=0
ωI(x)Nˆ
−I . (5.45)
Clearly, ω0(x) is related to ρ0(s) by the large Nˆ limit of (5.26), namely
ω0(x) =
∫
ds
ρ0(s)
x− λ(s) . (5.46)
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Figure 5.6: For the cubic potential of Fig. 5.1 we show the choice of the domains D1
and D2 (to the left and right of the bold line) and of the path γ˜21 with respect to the
two critical points, as well as the cuts that form around these points.
We saw already that an eigenvalue ensemble that solves the equations of motion is
distributed along line segments around the critical points µi. In the limit Nˆ →∞ this
will turn into a continuous distribution on the segments Ci, through or close to the
critical points of W . Then ρ0(s) has support only on these Ci and ω0(x) is analytic in
C with cuts Ci. Conversely, ρ0(s) is given by the discontinuity of ω0(x) across its cuts:
ρ0(s) := λ˙(s) lim
ǫ→0
1
2πi
[ω0(λ(s)− iǫλ˙(s))− ω0(λ(s) + iǫλ˙(s))] . (5.47)
The planar limit we are interested in is Nˆ → ∞, gs → 0 with t = gsNˆ held fixed.
Hence we rewrite all Nˆ dependence as a gs dependence and consider the limit gs → 0.
Then, the equation of motion (5.41) reduces to
1
t
W ′(λ(s)) = 2P
∫
ds′
ρ0(s
′)
λ(s)− λ(s′) . (5.48)
Note that this equation is only valid for those s where eigenvalues exist, i.e. where
ρ0(s) 6= 0. In principle one can use this equation to compute the planar eigenvalue
distribution ρ0(s) for given W
′.
The leading terms in the expansions (5.45) for 〈ρ(s, sm)〉 or 〈ω(x, sm)〉, i.e. ρ0(s) or
ω0(x), can be calculated from a saddle point approximation, where the {sm} are given
by a solution {s∗m} of (5.41): ρ0(s) = ρ(s; s∗m), or explicitly from eq. (5.25)
ρ0(s) =
1
Nˆ
Nˆ∑
m=1
δ(s− s∗m) . (5.49)
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Note in particular that ρ0(s) is manifestly real. This is by no means obvious for the
full expectation value of ρ(s, sm) since it must be computed by averaging with respect
to a complex measure. In the planar limit, however, the quantum integral is essentially
localized at a single classical configuration {s∗m} and this is why ρ0(s) is real. The large
Nˆ limit of the resolvent ω0(x) = ω(x; s
∗
m) then is still given by (5.46).
This prescription to compute expectation values of operators in the large Nˆ limit is
true for all “microscopic” operators, i.e. operators that do not modify the saddle
point equations (5.41). (Things would be different for “macroscopic”operators like
eNˆ
∑Nˆ
p=1 V (λp).) In particular, this shows that expectation values factorise in the large
Nˆ limit.
Riemann surfaces and planar solutions
This factorisation of expectation values shows that in the large Nˆ limit the loop equa-
tion (5.37) reduces to the algebraic equation
ω0(x)
2 − 1
t
W ′(x)ω0(x)− 1
4t2
f0(x) = 0 , (5.50)
where
f0(x) = −4t
∫
ds ρ0(s)
W ′(x)−W ′(λ(s))
x− λ(s) (5.51)
is a polynomial of degree n− 1 with leading coefficient −4t. Note that this coincides
with the planar limit of equation (5.42). If we define
y0(x) :=W
′(x)− 2tω0(x) , (5.52)
then y0 is one of the branches of the algebraic curve
y2 =W ′(x)2 + f0(x) , (5.53)
as can be seen from (5.50). This is in fact an extremely interesting result. Not only is
it quite amazing that a Riemann surface arises in the large Nˆ limit of the holomorphic
matrix model, but it is actually the Riemann surface (4.76), which we encountered
when we were calculating the integrals of Ω over three-cycles in Xdef . This is important
because we can now readdress the problem of calculating integrals on this Riemann
surface. In fact, the matrix model will provide us with the techniques that are necessary
to solve this problem.
On the curve (5.53) we use the same conventions as in section 4.2.3, i.e. y0(x) is
defined on the upper sheet and cycles and orientations are chosen as in Fig. 4.2 and
Fig. 4.1.
Solving a matrix model in the planar limit means to find a normalised, real, non-
negative ρ0(s) and a path γ˜kl which satisfy (5.46), (5.48) and (5.50/5.51) for a given
potential W (z) and a given asymptotics (k, l) of γ.
Interestingly, for any algebraic curve (5.53) there is a contour γ˜kl supporting a
formal solution of the matrix model in the planar limit. To construct it start from an
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arbitrary polynomial f0(x) or order n− 1, with leading coefficient −4t, which is given
together with the potential W (x) of order n+ 1. The corresponding Riemann surface
is given by (5.53), and we denote its branch points by a±i and choose branch-cuts Ci
between them. We can read off the two solutions y0 and y1 = −y0 from (5.53), where we
take y0 to be the one with a behaviour y0
x→∞→ +W ′(x). ω0(x) is defined as in (5.52) and
we choose a path γ˜kl such that Ci ⊂ γ˜kl for all i. Then the formal planar spectral density
satisfying all the requirements can be determined from (5.47) (see [95]). However, in
general, this will lead to a complex distribution ρ0(s). This can be understood from
the fact the we constructed ρ0(s) from a completely arbitrary hyperelliptic Riemann
surface. However, in the matrix model the algebraic curve (5.53) is not general, but
the coefficients αk of f0(x) are constraint. This can be seen by computing the filling
fractions 〈σi(sm)〉 in the planar limit where they reduce to σi(s∗m). They are given by
ν∗i := σi(s
∗
m) =
1
2πi
∫
∂Di
ω0(x)dx =
1
4πit
∫
Ai
y0(x)dx =
∫
γ−1(Ci)
ρ0(s)ds , (5.54)
which must be real and non-negative. Here we used the fact that the Di were chosen
such that γpipi+1 ⊂ Di and therefore Ci ⊂ Di, so for Di on the upper plane, ∂Di
is homotopic to −Ai. Hence, Im (i ∫
Ai
y(x)dx
)
= 0 which constrains the αk. We
conclude that to construct distributions ρ0(s) that are relevant for the matrix model
one can proceed along the lines described above, but one has to impose the additional
constraint that ρ0(s) is real [P5]. As for finite Nˆ , this will impose conditions on the
possible paths γ˜kl supporting the eigenvalue distributions.
To see this, we assume that the coefficients αk in f0(x) are small, so that the lengths
of the cuts are small compared to the distances between the different critical points:
|a+i − a−i | ≪ |µi − µj|. Then in first approximation the cuts are straight line segments
between a+i and a
−
i . For x close to the cut Ci we have y2 ≈ (x− a+i )(x− a−i )
∏
j 6=i(µi−
µj)
2 = (x−a+i )(x−a−i )(W ′′(µi))2. If we setW ′′(µi) = |W ′′(µi)|eiφi and a+i −a−i = rieiψi ,
then, on the cut Ci, the path γ is parameterised by λ(s) = a
+
i −a
−
i
|a+i −a
−
i |
s = seiψi , and we
find from (5.47)
ρ0(s) =
1
2πt
√
|λ(s)− a+1 |
√
|λ(s)− a−1 | |W ′′(µi)|ei(φi+2ψi)
=
1
2πt
√
|λ(s)− a+1 |
√
|λ(s)− a−1 | W ′′(µi)(λ˙(s))2 . (5.55)
So reality and positivity of ρ0(s) lead to conditions on the orientation of the cuts in
the complex plane, i.e. on the path γ:
ψi = −φi/2 , W ′′(µi)(λ˙(s))2 > 0 . (5.56)
These are precisely the conditions we already derived for the case of finite Nˆ . We see
that the two approaches are consistent and, for given W and fixed Nˆi respectively ν
∗
i ,
lead to a unique5 solution {λ(s), ρ0(s)} with real and positive eigenvalue distribution.
5To be more precise the path γ˜kl is not entirely fixed. Rather, for every piece γ˜pipi+1 we have the
requirement that Ci ⊂ γ˜pipi+1 .
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Note again that the requirement of reality and positivity of ρ0(s) constrains the phases
of a+i − a−i and hence the coefficients αk of f0(x).
5.1.4 The saddle point approximation for the partition func-
tion
Recall that our goal is to calculate the integrals of ζ = ydx on the Riemann surface
(5.53) using matrix model techniques. The tack will be to establish relations for these
integrals which are similar to the special geometry relations (5.2). After we have
obtained a clear cut understanding of the function F appearing in these relations,
we can use the matrix model to calculate F and therefore the integrals. A natural
candidate for this function F is the free energy of the matrix model, or rather, since
we are working in the large Nˆ limit, its planar component F0(t). However, F0(t)
depends on t only and therefore it cannot appear in relations like (5.2). To remedy
this we introduce a set of sources Ji and obtain a free energy that depends on more
variables. In this subsection we evaluate this source dependent free energy and its
Legendre transform F0(t, S) in the planar limit using a saddle point expansion [P5].
We start by coupling sources to the filling fractions,6
Z(gs, Nˆ , J) :=
1
Nˆ !
∫
γ
dλ1 . . .
∫
γ
dλNˆ exp
(
−Nˆ2S(gs, Nˆ ;λm)− Nˆ
gs
n−1∑
i=1
Jiσ˜i(λm)
)
= exp
(
−F (gs, Nˆ , J)
)
. (5.57)
where J := {J1, . . . , Jn−1}. Note that because of the constraint
∑n
i=1 σ˜i(λm) = 1,
σ˜n(λm) is not an independent quantity and we can have only n − 1 sources. This
differs from the treatment in [95] and has important consequences, as we will see
below. We want to evaluate this partition function for Nˆ →∞, t = gsNˆ fixed, from a
saddle point approximation. We therefore use the path γ˜kl from (5.11) that was chosen
in such a way that the equation of motion (5.41) has solutions s∗m and, for large Nˆ ,
Ci ⊂ γpipi+1. It is only then that the saddle point expansion converges and makes sense.
Obviously then each integral
∫
γ
dλm splits into a sum
∑n
i=1
∫
γpipi+1
dλm. Let s
(i) ∈ R
be the length coordinate on γpipi+1, so that s
(i) runs over all of R. Furthermore, σ˜i(λm)
only depends on the number Nˆi of eigenvalues in γ˜kl∩Di = γpipi+1. Then the partition
function (5.57) is a sum of contributions with fixed Nˆi and we rewrite is as
Z(gs, N, J) =
∑
∑
i Nˆi=Nˆ
Nˆ1,...,Nˆn
Z(gs, Nˆ , Nˆi)e
− 1
gs
∑n−1
i=1 JiNˆi , (5.58)
6Note that exp
(
− Nˆ2t
∑n−1
i=1 Jiσi(sm)
)
looks like a macroscopic operator that changes the equa-
tions of motion. However, because of the special properties of σi(sm) we have
∂
∂sn
σi(sm) =
1
Nˆ
∫
∂Di
dx
2pii
λ˙(sn)
(x−λ(sn))2 . In particular, for the path γ˜kl that will be chosen momentarily and the corre-
sponding domains Di the eigenvalues λm cannot lie on ∂Di. Hence,
∂
∂sn
σi(sm) = 0 and the equations
of motion remain unchanged.
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where now
Z(gs, Nˆ , Nˆi) =
=
1
Nˆ1 . . . Nˆn!
∫
γp1p2
dλ
(1)
1 . . .
∫
γp1p2
dλ
(1)
Nˆ1
. . .
∫
γpnpn+1
dλ
(n)
1 . . .
∫
γpnpn+1
dλ
(n)
Nˆn
×
× exp
(
− t
2
g2s
S(gs, t;λ
(i)
k )
)
=: exp
(
F˜(gs, t, Nˆi)
)
(5.59)
is the partition function with the additional constraint that precisely Nˆi eigenvalues
lie on γpipi+1. Note that it depends on gs, t = gsNˆ and Nˆ1, . . . Nˆn−1 only, as
∑n
i=1 Nˆi =
Nˆ . Now that these numbers have been fixed, there is precisely one solution to the
equations of motion, i.e. a unique saddle-point configuration, up to permutations of
the eigenvalues, on each γpipi+1. These permutations just generate a factor
∏
i Nˆi!
which cancels the corresponding factor in front of the integral. As discussed above, it
is important that we have chosen the γpipi+1 to support this saddle point configuration
close to the critical point µi of W . Moreover, since γpipi+1 runs from one convergence
sector to another and by (5.56) the saddle point really is dominant (stable), the “one-
loop” and other higher order contributions are indeed subleading as gs → 0 with
t = gsNˆ fixed. This is why we had to be so careful about the choice of our path
γ as being composed of n pieces γpipi+1. In the planar limit νi :=
Nˆi
Nˆ
is finite, and
F˜(gs, t, νi) = 1g2s F˜0(t, νi) + . . .. The saddle point approximation gives
F˜0(t, νi) = −t2Seff (gs = 0, t; s(j)∗a (νi)) , (5.60)
where (cf. (5.38)) Seff(gs = 0, t; s
(j)∗
a (νi)) is meant to be the value of S(0, t;λ(s
(j)∗
a (νi))),
with λ(s
(j)∗
a (νi)) the point on γpipi+1 corresponding to the unique saddle point value
s
(j)∗
a with fixed fraction νi of eigenvalues λm in Di. Note that the
1
Nˆ2
∑
λ˙(sm)-term
in (5.38) disappears in the present planar limit. One can go further and evaluate
subleading terms. In particular, the remaining integral leads to the logarithm of the
determinant of the Nˆ×Nˆ -matrix of second derivatives of S at the saddle point. This is
not order g0s ∼ Nˆ0 as naively expected from the expansion of F˜ in powers of g2s . Instead
one finds contributions like −Nˆ log Nˆ , Nˆ
2
log t. The point is that −Nˆ2Seff(gs, t, s∗(ν))
also has subleading contributions, which are dropped in the planar limit (5.60). In
particular, one can check very explicitly for the Gaussian model that these subleading
contributions in Seff(s
∗) cancel the Nˆ log Nˆ and the Nˆ
2
log t pieces from the determi-
nant. A remaining Nˆ -dependent (but ν- and t-independent) constant could have been
absorbed in the overall normalisation of Z. Hence the subleading terms are indeed
o(g0s) ∼ o(Nˆ0).
It remains to sum over the Nˆi in (5.58). In the planar limit these sums are replaced
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by integrals:
Z(gs, t, J) =
∫ 1
0
dν1 . . .
∫ 1
0
dνn δ
(
n∑
i=1
νi − 1
)
exp
[
− 1
g2s
(
t
n−1∑
i=1
Jiνi − F˜0(t, νi)
)
+ c(Nˆ) + o(g0s)
]
. (5.61)
Once again, in the planar limit, this integral can be evaluated using the saddle point
technique and for the source-dependent free energy F (gs, t, J) =
1
g2s
F0(t, J) + . . . we
find
F0(t, J) =
n−1∑
i=1
Ji tν
∗
i − F˜0(t, ν∗i ) , (5.62)
where ν∗i solves the new saddle point equation,
tJi =
∂F˜0
∂νi
(t, νj) . (5.63)
This shows that F0(t, J) is nothing but the Legendre transform of F˜0(t, ν∗i ) in the n−1
latter variables. If we define
Si := tν
∗
i , for i = 1, . . . , n− 1, (5.64)
we have the inverse relation
Si =
∂F0
∂Ji
(t, J) , (5.65)
and with F0(t, S) := F˜0(t, Sit ), where S := {S1, . . . , Sn−1}, one has from (5.62)
F0(t, S) =
n−1∑
i=1
JiSi − F0(t, J) , (5.66)
where Ji solves (5.65). From (5.60) and the explicit form of Seff , Eq.(5.38) with
Nˆ →∞, we deduce that
F0(t, S) = t2P
∫
ds
∫
ds′ ln(λ(s)−λ(s′))ρ0(s; t, Si)ρ0(s′; t, Si)−t
∫
ds W (λ(s))ρ0(s; t, Si) ,
(5.67)
where ρ0(s; t, Si) is the eigenvalue density corresponding to the saddle point configu-
ration s
(i)∗
a with
Nˆi
Nˆ
= νi fixed to be ν
∗
i =
Si
t
. Hence it satisfies
t
∫
γ−1(Ci)
ρ0(s; t, Sj)ds = Si for i = 1, 2, . . . n− 1 , (5.68)
and obviously
t
∫
γ−1(Cn)
ρ0(s; t, Sj)ds = t−
n−1∑
i=1
Si . (5.69)
Note that the integrals in (5.67) are convergent and F0(t, S) is a well-defined function.
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5.2 Special geometry relations
After this rather detailed study of the planar limit of holomorphic matrix models we
now turn to the derivation of the special geometry relations for the Riemann surface
(4.76) and hence the local Calabi-Yau (4.74). Recall that in the matrix model the
Si = tν
∗
i are real and therefore F0(t, S) of Eq. (5.67) is a function of real variables.
This is reflected by the fact that one can generate only a subset of all possible Riemann
surfaces (4.76) from the planar limit of the holomorphic matrix model, namely those for
which the ν∗i =
1
4πit
∫
Ai
ζ are real (recall ζ = ydx). We are, however, interested in the
special geometry of the most general surface of the form (4.76), which can no longer be
understood as a surface appearing in the planar limit of a matrix model. Nevertheless,
for any such surface we can apply the formal construction of ρ0(s), which will in
general be complex. Then one can use this complex “spectral density” to calculate the
function F0(t, S) from (5.67), that now depends on complex variables. Although this
is not the planar limit of the free energy of the matrix model, it will turn out to be
the prepotential for the general hyperelliptic Riemann surface (5.53) and hence of the
local Calabi-Yau manifold (4.74).
5.2.1 Rigid special geometry
Let us then start from the general hyperelliptic Riemann surface (4.76) which we view
as a two-sheeted cover of the complex plane (cf. Figs. 4.2, 4.1), with its cuts Ci between
a−i and a
+
i . We choose a path γ on the upper sheet with parameterisation λ(s) in such
a way that Ci ⊂ γ. The complex function ρ0(s) is determined from (5.47) and (5.52),
as described above. We define the complex quantities
Si :=
1
4πi
∫
Ai
ζ = t
∫
γ−1(Ci)
ρ0(s) for i = 1, . . . , n− 1 , (5.70)
and the prepotential F0(t, S) as in (5.67) (of course, t is −14 times the leading coefficient
of f0 and it can now be complex as well).
Following [95] one defines the “principal value of y0” along the path γ (c.f. (5.40))
yp0(s) :=
1
2
lim
ǫ→0
[y0(λ(s) + iǫλ˙(s)) + y0(λ(s)− iǫλ˙(s))] . (5.71)
For points λ(s) ∈ γ outside C := ∪iCi we have yp0(s) = y0(λ(s)), while yp0(s) = 0 on C.
With
φ(s) := W (λ(s))− 2tP
∫
ds′ ln(λ(s)− λ(s′))ρ0(s′; t, Si) (5.72)
one finds, using (5.46), (5.52) and (5.40),
d
ds
φ(s) = λ˙(s)yp0(s) . (5.73)
The fact that yp0(s) vanishes on C implies
φ(s) = ξi := constant on Ci . (5.74)
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Integrating (5.73) between Ci and Ci+1 gives
ξi+1 − ξi =
∫ a−i+1
a+i
dλ y0(λ) =
1
2
∫
βi
dx y(x) =
1
2
∫
βi
ζ . (5.75)
From (5.67) we find for i < n
∂
∂Si
F0(t, S) = −t
∫
ds
∂ρ0(s; t, Sj)
∂Si
φ(s) = ξn − ξi . (5.76)
To arrive at the last equality we used that ρ0(s) ≡ 0 on the complement of the cuts,
while on the cuts φ(s) is constant and we can use (5.68) and (5.69). Then, for i < n−1,
∂
∂Si
F0(t, S)− ∂
∂Si+1
F0(t, S) = 1
2
∫
βi
ζ . (5.77)
For i = n− 1, on the other hand, we find
∂
∂Sn−1
F0(t, S) = ξn − ξn−1 = 1
2
∫
βn−1
ζ . (5.78)
We change coordinates to
S˜i :=
i∑
j=1
Sj , (5.79)
and find the rigid special geometry7 relations
S˜i =
1
4πi
∫
αi
ζ , (5.80)
∂
∂S˜i
F0(t, S˜) = 1
2
∫
βi
ζ . (5.81)
for i = 1, . . . , n− 1. Note that the basis of one-cycles that appears in these equations
is the one shown in Fig. 4.1 and differs from the one used in [95]. The origin of this
difference is the fact that we introduced only n−1 currents Ji in the partition function
(5.57).
Next we use the same methods to derive the relation between the integrals of ζ over
the cycles αˆ and βˆ and the planar free energy [P5].
5.2.2 Integrals over relative cycles
The first of these integrals encircles all the cuts, and by deforming the contour one sees
that it is given by the residue of the pole of ζ at infinity, which is determined by the
leading coefficient of f0(x):
1
4πi
∫
αˆ
ζ = t . (5.82)
7For a review of rigid special geometry see appendix C.2.
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The cycle βˆ starts at infinity of the lower sheet, runs to the n-th cut and from there
to infinity on the upper sheet. The integral of ζ along βˆ is divergent, so we introduce
a (real) cut-off Λ0 and instead take βˆ to run from Λ
′
0 on the lower sheet through the
n-th cut to Λ0 on the upper sheet. We find
1
2
∫
βˆ
ζ =
∫ Λ0
a+n
y0(λ)dλ = φ(λ
−1(Λ0))− φ(λ−1(a+n )) = φ(λ−1(Λ0))− ξn
= W (Λ0)− 2tP
∫
ds′ ln(Λ0 − λ(s′))ρ0(s′; t, S˜i)− ξn .
(5.83)
On the other hand we can calculate
∂
∂t
F0(t, S˜) = −
∫
ds φ(λ(s))
∂
∂t
[tρ0(s; t, S˜i)] = −
n∑
i=1
ξi
∫
γ−1(Ci)
ds
∂
∂t
[tρ0(s; t, S˜i)] = −ξn ,
(5.84)
(where we used (5.68) and (5.69)) which leads to
1
2
∫
βˆ
ζ =
∂
∂t
F0(t, S˜) +W (Λ0)− 2tP
∫
ds′ ln(Λ0 − λ(s′))ρ0(s′; t, S˜i)
=
∂
∂t
F0(t, S˜) +W (Λ0)− t log Λ20 + o
(
1
Λ0
)
. (5.85)
Together with (5.82) this looks very similar to the usual special geometry relation. In
fact, the cut-off independent term is the one one would expect from special geometry.
However, the equation is corrected by cut-off dependent terms. The last terms vanishes
if we take Λ0 to infinity but there remain two divergent terms which we are going to
study in detail below.8 For a derivation of (5.85) in a slightly different context see [29].
5.2.3 Homogeneity of the prepotential
The prepotential on the moduli space of complex structures of a compact Calabi-
Yau manifold is a holomorphic function that is homogeneous of degree two. On the
other hand, the structure of the local Calabi-Yau manifold (4.74) is captured by a
Riemann surface and it is well-known that these are related to rigid special geometry.
The prepotential of rigid special manifolds does not have to be homogeneous (see for
example [38]), and it is therefore important to explore the homogeneity structure of
F0(t, S˜). The result is quite interesting and it can be written in the form
n−1∑
i=1
S˜i
∂F0
∂S˜i
(t, S˜i) + t
∂F0
∂t
(t, S˜i) = 2F0(t, S˜i) + t
∫
ds ρ0(s; t, S˜i)W (λ(s)) . (5.86)
8Of course, one could define a cut-off dependent function FΛ0(t, S˜) := F0(t, S˜)+tW (Λ0)− t22 log Λ20
for which one has 12
∫
βˆ ζ =
∂FΛ0
∂t + o
(
1
Λ0
)
similar to [40]. Note, however, that this is not a stan-
dard special geometry relation due to the presence of the o
(
1
Λ0
)
-terms. Furthermore, FΛ0 has no
interpretation in the matrix model and is divergent as Λ0 →∞.
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To derive this relation we rewrite Eq. (5.67) as
2F0(t, S˜i) = −t
∫
ds ρ0(s; t, S˜i) [φ(s) +W (λ(s))]
= −t
∫
ds ρ0(s; t, S˜i)W (λ(s)) +
n−1∑
i=1
(ξn − ξi)Si − tξn . (5.87)
Furthermore, we have
∑n−1
i=1 S˜i
∂F0
∂S˜i
(t, S˜i) =
∑n−1
i=1 Si
∂F0
∂Si
(t, Si) =
∑n−1
i=1 Si(ξn−ξi), where
we used (5.76). The result then follows from (5.84).
Of course, the prepotential was not expected to be homogeneous, since already for
the simplest example, the conifold, F0 is known to be non-homogeneous (see section
5.2.5). However, Eq. (5.86) shows the precise way in which the homogeneity relation
is modified on the local Calabi-Yau manifold (4.74).
5.2.4 Duality transformations
The choice of the basis {αi, βj, αˆ, βˆ} for the (relative) one-cycles on the Riemann sur-
face was particularly useful in the sense that the integrals over the compact cycles
αi and βj reproduce the familiar rigid special geometry relations, whereas new fea-
tures appear only in the integrals over αˆ and βˆ. In particular, we may perform any
symplectic transformation of the compact cycles αi and βj , i, j = 1, . . . n − 1, among
themselves to obtain a new set of compact cycles which we call ai and bj . Such sym-
plectic transformations can be generated from (i) transformations that do not mix
a-type and b-type cycles, (ii) transformations ai = αi, bi = βi + α
i for some i and (iii)
transformations ai = βi, bi = −αi for some i. (These are analogue to the trivial, the T
and the S modular transformations of a torus.) For transformations of the first type
the prepotential F remains unchanged, except that it has to be expressed in terms of
the new variables si, which are the integrals of ζ over the new a
i cycles. Since the
transformation is symplectic, the integrals over the new bj cycles then automatically
are the derivatives ∂F0(t,s)
∂si
. For transformations of the second type the new prepotential
is given by F0(t, S˜i) + iπS˜2i and for transformations of the third type the prepotential
is a Legendre transform with respect to
∫
ai
ζ . In the corresponding gauge theory the
latter transformations realise electric-magnetic duality. Consider e.g. a symplectic
transformation that exchanges all compact αi-cycles with all compact βi cycles:(
αi
βi
)
→
(
ai
bi
)
=
(
βi
−αi
)
, i = 1, . . . n− 1 . (5.88)
Then the new variables are the integrals over the ai-cycles which are
π˜i :=
1
2
∫
βi
ζ =
∂F0(t, S˜)
∂S˜i
(5.89)
and the dual prepotential is given by the Legendre transformation
FD(t, π˜) :=
n−1∑
i=1
S˜iπ˜i − F0(t, S˜) , (5.90)
80 5 Holomorphic Matrix Models and Special Geometry
such that the new special geometry relation is
∂FD(t, π˜)
∂π˜i
= S˜i =
1
4πi
∫
αi
ζ . (5.91)
Comparing with (5.62) one finds that FD(t, π˜) actually coincides with F0(t, J) where
Ji − Ji+1 = π˜i for i = 1, . . . n− 2 and Jn−1 = π˜n−1.
Next, let us see what happens if we also include symplectic transformations involv-
ing the relative cycles αˆ and βˆ. An example of a transformation of type (i) that does
not mix {α, αˆ} with {β, βˆ} cycles is the one from {αi, βj, αˆ, βˆ} to {Ai, Bj}, c.f. Figs.
4.1, 4.2. This corresponds to
S¯1 := S˜1 ,
S¯i := S˜i − S˜i−1 for i = 2, . . . n− 1 , (5.92)
S¯n := t− S˜n−1 ,
so that
S¯i =
1
4πi
∫
Ai
ζ . (5.93)
The prepotential does not change, except that it has to be expressed in terms of the
S¯i. One then finds for Bi =
∑n−1
j=i βj + βˆ
1
2
∫
Bi
ζ =
∂F0(S¯)
∂S¯i
+W (Λ0)−
(
n∑
j=1
S¯i
)
log Λ20 + o
(
1
Λ0
)
. (5.94)
We see that as soon as one “mixes” the cycle βˆ into the set {βi} one obtains a number
of relative cycles Bi for which the special geometry relations are corrected by cut-off
dependent terms. An example of transformation of type (iii) is αˆ → βˆ, βˆ → −αˆ.
Instead of t one then uses
πˆ :=
∂F0(t, S˜)
∂t
= lim
Λ0→∞
[
1
2
∫
βˆ
ζ −W (Λ0) + t log Λ20
]
(5.95)
as independent variable and the Legendre transformed prepotential is
Fˆ(πˆ, S˜) := tπˆ − F0(t, S˜) , (5.96)
so that now
∂Fˆ(πˆ, S˜)
∂πˆ
= t =
1
4πi
∫
αˆ
ζ . (5.97)
Note that the prepotential is well-defined and independent of the cut-off in all cases (in
contrast to the treatment in [40]). The finiteness of Fˆ is due to πˆ being the corrected,
finite integral over the relative βˆ-cycle.
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Note also that if one exchanges all coordinates simultaneously, i.e. αi → βi, αˆ →
βˆ, βi → −αi, βˆ → −αˆ, one has
FˆD(πˆ, π˜) := tπˆ +
n−1∑
i=1
S˜iπ˜i − F0(t, S˜i) . (5.98)
Using the generalised homogeneity relation (5.86) this can be rewritten as
FˆD(πˆ, π˜) = F0(t, S˜i) + t
∫
ds ρ0(s; t, S˜i)W (λ(s)) . (5.99)
It would be quite interesting to understand the results of this chapter concerning
the parameter spaces of local Calabi-Yau manifolds in a more geometrical way in the
context of (rigid) special Ka¨hler manifolds along the lines of C.2.
5.2.5 Example and summary
Let us pause for a moment and collect the results that we have deduced so far. In
order to compute the effective superpotential of our gauge theory we have to study the
integrals of Ω over all compact and non-compact three-cycles on the space Xdef , given
by
W ′(x)2 + f0(x) + v
2 + w2 + z2 = 0 . (5.100)
These integrals map to integrals of ydx on the Riemann surface Σ, given by y2 =
W ′(x)2 + f0(x) over all the elements of H1(Σ, {Q,Q′}). We have shown that it is
useful to split the elements of this set into a set of compact cycles αi and βi and a
set containing the compact cycle αˆ and the non-compact cycle βˆ, which together form
a symplectic basis. The corresponding three-cycles on the Calabi-Yau manifold are
Γαi ,Γβj ,Γαˆ,Γβˆ. This choice of cycles is appropriate, since the properties that arise
from the non-compactness of the manifold are then captured entirely by the integral of
the holomorphic three-form Ω over the non-compact three-cycle Γβˆ which corresponds
to βˆ. Indeed, combining (4.79), (5.80), (5.81), (5.82) and (5.85) one finds the following
relations
− 1
2πi
∫
Γ
αi
Ω = 2πiS˜i , (5.101)
− 1
2πi
∫
Γβi
Ω =
∂F0(t, S˜)
∂S˜i
, (5.102)
− 1
2πi
∫
Γαˆ
Ω = 2πit , (5.103)
− 1
2πi
∫
Γ
βˆ
Ω =
∂F0(t, S˜)
∂t
+W (Λ0)− t log Λ20 + o
(
1
Λ0
)
. (5.104)
These relations are useful to calculate the integrals, since F0(t, S˜) is the (Legendre
transform of) the free energy coupled to sources, and it can be evaluated from (5.67).
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In the last relation the integral is understood to be over the regulated cycle Γβˆ which
is an S2-fibration over a line segment running from the n-th cut to the cut-off Λ0.
Clearly, once the cut-off is removed, the last integral diverges. This divergence will be
studied in more detail below.
The conifold
Let us illustrate these ideas by looking at the simplest example, the deformed conifold.
In this case we have n = 1, W (x) = x
2
2
and f0(x) = −µ = −4t, µ ∈ R+, and
Xdef = Cdef is given by
x2 + v2 + w2 + z2 − µ = 0 . (5.105)
As n = 1 the corresponding Riemann surface has genus zero. Then
ζ = ydx =
{ √
x2 − 4t dx on the upper sheet
−√x2 − 4t dx on the lower sheet . (5.106)
We have a cut C = [−2√t, 2√t] and take λ(s) = s to run along the real axis. The
corresponding ρ0(s) is immediately obtained from (5.47) and (5.52) and yields the well-
known ρ0(s) =
1
2πt
√
4t− s2, for s ∈ [−2√t, 2√t] and zero otherwise, and from (5.67)
we find the planar free energy
F0(t) = t
2
2
log t− 3
4
t2 . (5.107)
Note that t
∫
ds ρ0(s)W (λ(s)) =
t2
2
and F0 satisfies the generalised homogeneity rela-
tion (5.86)
t
∂F0
∂t
(t) = 2F0(t) + t
2
2
. (5.108)
For the deformed conifold the integrals over Ω can be calculated without much
difficulty and one obtains
− 1
2πi
∫
Γαˆ
Ω =
1
2
∫
αˆ
ζ = 2πit = 2πiS¯ (5.109)
− 1
2πi
∫
Γ
βˆ
Ω =
1
2
∫
βˆ
ζ =
Λ0
2
√
Λ20 − 4t− 2t log
(
Λ0
2
√
t
+
√
Λ20
4t
− 1
)
. (5.110)
On the other hand, using the explicit form of F0(t) we find
∂F0(t)
∂t
+W (Λ0)− t log Λ20 =
Λ20
2
+ t log
(
t
Λ20
)
− t (5.111)
which agrees with (5.110) up to terms of order o
(
1
Λ20
)
.
Chapter 6
Superstrings, the Geometric
Transition and Matrix Models
We are now in a position to combine all the results obtained so far, and explain the
conjecture of Cachazo, Intriligator and Vafa [27] in more detail. Recall that our goal is
to determine the effective superpotential, and hence the vacuum structure, of N = 1
super Yang-Mills theory with gauge group U(N) coupled to a chiral superfield Φ in
the adjoint representation with tree-level superpotential
W (Φ) =
∞∑
k=1
gk
k
trΦk + g0 . (6.1)
In a given vacuum of this theory the eigenvalues of Φ sit at the critical points of W (x),
and the gauge group U(N) breaks to
∏n
i=1 U(Ni), if Ni is the number of eigenvalues
at the i-th critical point of W (x). Note that such a Φ also satisfies the D-flatness
condition (3.21), since tr ([Φ†,Φ]2) = 0.
At low energies the SU(Ni)-part of the group U(Ni) confines and the remaining
gauge group is U(1)n. The good degrees of freedom in this low energy limit are the
massless photons of the U(1) ⊂ U(Ni) and the massive chiral superfields1 Sgti with the
gaugino bilinear λ
(i)
a λa(i) as their lowest component. We want to determine the quan-
tities 〈Sgti 〉, and these can be obtained from minimising the effective superpotential,
∂W gteff (S
gt
i )
∂Sgti
∣∣∣∣∣
〈Sgti 〉
= 0 . (6.2)
Therefore, we are interested in determining the function W gteff (S
gt
i ). Since we are in
the low energy regime of the gauge theory, where the coupling constant is large, this
is a very hard problem in field theory. However, it turns out that the effective super-
potential can be calculated in a very elegant way in the context of string theory.
1For clarity we introduce a superscript gt for gauge theory quantities and st for string theory
objects. These will be identified momentarily, and then the superscript will be dropped.
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As mentioned in the introduction, the specific vacuum of the original U(N) gauge
theory, in which the gauge group U(N) is broken to
∏n
i=1 U(Ni), can be generated from
type IIB theory by wrapping Ni D5-branes around the i-th CP
1 in Xres (as defined in
(4.71)). We will not give a rigorous proof of this statement, but refer the reader to [87]
where many of the details have been worked out. Here we only try to motivate the re-
sult, using some more or less heuristic arguments. Clearly, the compactification of type
IIB on Xres leads to an N = 2 theory in four dimensions. The geometric engineering
of N = 2 theories from local Calabi-Yau manifolds is reviewed in [105]. Introducing
the N =
∑
iNi D5-branes now has two effects. First, the branes reduce the amount
of supersymmetry. If put at arbitrary positions, the branes will break supersymmetry
completely. However, as shown in [18], if two dimensions of the branes wrap holomor-
phic cycles in Xres, which are nothing but the resolved CP
1, and the other dimensions
fill Minkowski space, they only break half of the supersymmetry, leading to an N = 1
theory. Furthermore, U(Ni) vector multiplets arise from open strings polarised along
Minkowski space, whereas those strings that start and end on the wrapped branes lead
to a four-dimensional chiral superfield Φ in the adjoint representation of the gauge
group. A brane wrapped around a holomorphic cycle C in a Calabi-Yau manifold
X can be deformed without breaking the supersymmetry, provided there exist holo-
morphic sections of the normal bundle NC. These deformations are the scalar fields
in the chiral multiplet, which therefore describe the position of the wrapped brane.
The number of these deformations, and hence of the chiral fields, is therefore given
by the number of holomorphic sections of NC. However, on some geometries these
deformations are obstructed, i.e. one cannot construct a finite deformation from an in-
finitesimal one (see [87] for the mathematical details). These obstructions are reflected
in the fact that there exists a superpotential for the chiral superfield at the level of the
four-dimensional action. In [87] it is shown that the geometry of Xres is such that the
superpotential of the four-dimensional field theory is nothing but W (Φ).
We have seen that the local Calabi-Yau manifold Xres can go through a geometric
transition, leading to the deformed space Xdef (as defined in (4.74)). This tells us that
there is another interesting setup, which is intimately linked to the above, namely type
IIB on Xdef with additional three-form background flux G3. The background flux is
necessary in order to ensure that the four-dimensional theory isN = 1 supersymmetric.
A heuristic argument for its presence has been given in the introduction. The N = 1
four-dimensional theory generated by this string theory then contains n U(1) vector
superfields and n chiral superfields2 S¯sti , the lowest component of which is proportional
to the size3 of the three-cycles in Xdef ,
S¯sti :=
1
4π2
∫
Γ
Ai
Ω . (6.3)
2The bar in S¯sti indicates that in the defining equation (6.3) one uses the set of cycles ΓAi ,ΓBj ,
c.f. Eq. (5.92).
3Ω is a calibration, i.e. it reduces to the volume form on ΓAi , see e.g. [86].
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The superpotential W steff for these fields is given by the formula
4 [75]
W steff (S¯
st
i ) =
1
2πi
n∑
i=1
(∫
ΓAi
G3
∫
ΓBi
Ω−
∫
ΓBi
G3
∫
Γ
Ai
Ω
)
, (6.4)
see also [128], [106]. Of course,W steff does not only depend on the S¯
st
i , but also on the gk,
since Ω is defined in terms of the tree-level superpotential, c.f. Eq. (4.75). Furthermore,
as we will see, it also depends on parameters Λi, which will be identified with the
dynamical scales of the SU(Ni) theories below. It is quite interesting to compare the
derivation of this formula in [75] with the one of the Veneziano-Yankielowicz formula in
[132]. The logic is very similar, and indeed, as we will see, Eq. (6.4) gives the effective
superpotential in the Veneziano-Yankielowicz sense. It is useful to define
S˜sti :=
1
4π2
∫
Γ
αi
Ω , tst :=
1
4π2
∫
Γαˆ
Ω , (6.5)
for i = 1, . . . n−1, and use the set of cycles {Γαi,Γβj ,Γαˆ,Γβˆ} instead (see the discussion
in section 4.2.3 and Figs. 4.2, 4.1 for the definition of these cycles). Then we find
W steff (t
st, S˜sti ) =
=
1
2πi
n−1∑
i=1
(∫
Γ
αi
G3
∫
Γβi
Ω−
∫
Γβi
G3
∫
Γ
αi
Ω
)
+
1
2πi
(∫
Γαˆ
G3
∫
Γ
βˆ
Ω−
∫
Γ
βˆ
G3
∫
Γαˆ
Ω
)
= −1
2
n−1∑
i=1
(∫
Γ
αi
G3
∫
βi
ζ −
∫
Γβi
G3
∫
αi
ζ
)
− 1
2
(∫
Γαˆ
G3
∫
βˆ
ζ −
∫
Γ
βˆ
G3
∫
αˆ
ζ
)
.
(6.6)
Here we used the fact that, as explained in section 4.2.3, the integrals of Ω over three-
cycles reduce to integrals of ζ := ydx over the one-cycles in H1(Σ, {Q,Q′}) on the
Riemann surface Σ,
y2 =W ′(x)2 + f0(x) , (6.7)
c.f. Eq. (4.79). However, from our analysis of the matrix model we know that the
integral of ζ over the cycle βˆ is divergent, c.f. Eq. (5.85). Since the effective super-
potential has to be finite we see that (6.6) cannot yet be the correct formula. Indeed
from inspection of (5.85) we find that it contains two divergent terms, one logarithmic,
and one polynomial divergence. The way how these divergences are dealt with, and
how a finite effective superpotential is generated, will be explained in the first section
of this chapter.
4The original formula has the elegant form W steff =
1
2pii
∫
X G3 ∧ Ω, which can then be written as
(6.4) using the Riemann bilinear relations for Calabi-Yau manifolds. However, Xdef is a local Calabi-
Yau manifold and we are not aware of a proof that the bilinear relation does hold for these spaces as
well.
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The claim of Cachazo, Intriligator and Vafa is that the four-dimensional superpo-
tential (6.4), generated from IIB on R4 × Xdef with background flux, is nothing but
the effective superpotential (in the Veneziano-Yankiwlowicz sense) of the original gauge
theory,
W gteff (S
gt
i ) ≡W steff(S¯sti ) . (6.8)
Put differently we have
〈Sgti 〉 = 〈S¯sti 〉 , (6.9)
where the left-hand side is the vacuum expectation value of the gauge theory operator
Sgti , whereas the right-hand side is a Ka¨hler parameter of Xdef (proportional to the
size of ΓAi), that solves
∂W steff (S¯
st
i )
∂S¯sti
∣∣∣∣∣
〈S¯sti 〉
= 0 . (6.10)
Therefore, the vacuum structure of a gauge theory can be studied by evaluating W steff ,
i.e. by performing integrals in the geometry Xdef . From now on the superscripts gt
and st will be suppressed.
We are going to check the conjecture of Cachazo-Intriligator and Vafa by looking
at simple examples below.
6.1 Superpotentials from string theory with fluxes
In this section we will first analyse the divergences in (6.6) and show that the effective
potential is actually finite if we modify the integration over Ω in a suitable way. We
closely follow the analysis of [P5], where the necessary correction terms were calculated.
Then we use our matrix model results to relate the effective superpotential to the planar
limit of the matrix model free energy.
6.1.1 Pairings on Riemann surfaces with marked points
In order to understand the divergences somewhat better, we will study the meromor-
phic one-form ζ := ydx on the Riemann surface Σ given by Eq. (6.7) in more detail.
Recall that Q,Q′ are those points on the Riemann surface that correspond to ∞,∞′
on the two-sheets of the representation (6.7) and that these are the points where ζ
has a pole. The surface with the points Q,Q′ removed is denoted by Σˆ. First of
all we observe that the integrals
∫
αi
ζ and
∫
βj
ζ only depend on the cohomology class
[ζ ] ∈ H1(Σˆ), whereas ∫
βˆ
ζ (where βˆ extends between the poles of ζ , i.e. from ∞′ on
the lower sheet, corresponding to Q′, to ∞ on the upper sheet, corresponding to Q,)
is not only divergent, it also depends on the representative of the cohomology class,
since for ζ˜ = ζ +dρ one has
∫
βˆ
ζ˜ =
∫
βˆ
ζ +
∫
∂βˆ
ρ
(
6= ∫
βˆ
ζ
)
. Note that the integral would
be independent of the choice of the representative if we constrained ρ to be zero at ∂βˆ.
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But as we marked Q,Q′ on the Riemann surface, ρ is allowed to take finite or even
infinite values at these points and therefore the integrals differ in general.
The origin of this complication is, of course, that our cycles are elements of the rela-
tive homology groupH1(Σ, {Q,Q′}). Then, their is a natural map 〈., .〉 : H1(Σ, {Q,Q′})
×H1(Σ, {Q,Q′})→ C. H1(Σ, {Q,Q′}) is the relative cohomology group dual to H1(Σ,
{Q,Q′}). In general, on a manifold M with submanifold N , elements of relative co-
homology can be defined as follows (see for example [88]). Let Ωk(M,N) be the
set of k-forms on M that vanish on N . Then Hk(M,N) := Zk(M,N)/Bk(M,N),
where Zk(M,N) := {ω ∈ Ωk(M,N) : dω = 0} and Bk(M,N) := dΩk−1(M,N). For
[Γˆ] ∈ Hk(M,N) and [η] ∈ Hk(M,N) the pairing is defined as
〈Γˆ, η〉0 :=
∫
Γˆ
η . (6.11)
This does not depend on the representative of the classes, since the forms are constraint
to vanish on N .
Now consider ξ ∈ Ωk(M) such that i∗ξ = dφ, where i : N → M is the inclusion
mapping. Note that ξ is not a representative of an element of relative cohomology, as
it does not vanish on N . However, there is another representative in its cohomology
class [ξ] ∈ Hk(M), namely ξφ = ξ−dφ which now is also a representative of Hk(M,N).
For elements ξ with this property we can extend the definition of the pairing to
〈Γˆ, ξ〉0 :=
∫
Γˆ
(ξ − dφ) . (6.12)
More details on the various possible definitions of relative (co-)homology can be found
in appendix B.3.
Clearly, the one-form ζ = ydx on Σˆ is not a representative of an element of
H1(Σ, {Q,Q′}). According to the previous discussion, one might try to find ζϕ = ζ−dϕ
where ϕ is chosen in such a way that ζϕ vanishes at Q,Q
′, so that in particular∫
βˆ
ζϕ = finite. In other words, we would like to find a representative of [ζ ] ∈ H1(Σˆ)
which is also a representative of H1(Σ, {Q,Q′}). Unfortunately, this is not possible,
because of the logarithmic divergence, i.e. the simple poles at Q,Q′, which cannot be
removed by an exact form. The next best thing we can do instead is to determine ϕ
by the requirement that ζϕ = ζ − dϕ only has simple poles at Q,Q′. Then we define
the pairing [P5] 〈
βˆ, ζ
〉
:=
∫
βˆ
(ζ − dϕ) =
∫
βˆ
ζϕ , (6.13)
which diverges only logarithmically. To regulate this divergence we introduce a cut-
off as before, i.e. we take βˆ to run from Λ′0 to Λ0. We will have more to say about
this logarithmic divergence below. So although ζϕ is not a representative of a class in
H1(Σ, {Q,Q′}) it is as close as we can get.
We now want to determine ϕ explicitly. To keep track of the poles and zeros of the
various terms it is useful to apply the theory of divisors, as explained in appendix B.2
and e.g. in [55]. The divisors of various functions and forms on Σ have already been
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explained in detail in section 4.1. Consider now ϕk :=
xk
y
with dϕk =
kxk−1dx
y
− xky2′dx
2y3
.
For x close to Q or Q′ the leading term of this expression is ±(k− gˆ−1)xk−gˆ−2dx. This
has no pole at Q,Q′ for k ≤ gˆ, and for k = gˆ+1 the coefficient vanishes, so that we do
not get simple poles at Q,Q′. This is as expected as dϕk is exact and cannot contain
poles of first order. For k ≥ gˆ + 2 = n + 1 the leading term has a pole of order k − gˆ
and so dϕk contains poles of order k − gˆ, k − gˆ − 1, . . . 2 at Q,Q′. Note also that at
P1, . . . P2gˆ+2 one has double poles for all k (unless a zero of y occurs at x = 0). Next,
we set
ϕ =
P
y
, (6.14)
with P a polynomial of order 2gˆ + 3. Then dϕ has poles of order gˆ + 3, gˆ + 2, . . . 2 at
Q,Q′, and double poles at the zeros of y (unless a zero of Pk coincides with one of the
zeros of y). From the previous discussion it is clear that we can choose the coefficients
in P such that ζϕ = ζ − dϕ only has a simple pole at Q,Q′ and double poles at
P1, P2, . . . P2gˆ+2. Actually, the coefficients of the monomials x
k in P with k ≤ gˆ are
not fixed by this requirement. Only the gˆ + 2 highest coefficients will be determined,
in agreement with the fact that we cancel the gˆ + 2 poles of order gˆ + 3, . . . 2.
It remains to determine the polynomial P explicitly. The part of ζ contributing
to the poles of order ≥ 2 at Q,Q′ is easily seen to be ±W ′(x)dx and we obtain the
condition
W ′(x)−
(
P(x)√
W ′(x)2 + f(x)
)′
= o
(
1
x2
)
. (6.15)
Integrating this equation, multiplying by the square root and developing the square
root leads to
W (x)W ′(x)− 2t
n + 1
xn − P(x) = cxn + o (xn−1) , (6.16)
where c is an integration constant. We read off [P5]
ϕ(x) =
W (x)W ′(x)− ( 2t
n+1
+ c
)
xn + o (xn−1)
y
, (6.17)
and in particular, for x close to infinity on the upper or lower sheet,
ϕ(x) ∼ ±
[
W (x)− c+ o
(
1
x
)]
. (6.18)
The arbitrariness in the choice of c has to do with the fact that the constant W (0)
does not appear in the description of the Riemann surface. In the sequel we will choose
c = 0, such that the full W (x) appears in (6.18). As is clear from our construction,
and is easily verified explicitly, close to Q,Q′ one has ζϕ ∼
(∓2t
x
+ o
(
1
x2
))
dx.
With this ϕ we find∫
βˆ
ζϕ =
∫
βˆ
ζ−
∫
βˆ
dϕ =
∫
βˆ
ζ −ϕ(Λ0)+ϕ(Λ′0) =
∫
βˆ
ζ −2
(
W (Λ0) + o
(
1
Λ0
))
. (6.19)
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Note that, contrary to ζ , ζϕ has poles at the zeros of y, but these are double poles and
it does not matter how the cycle is chosen with respect to the location of these poles
(as long as it does not go right through the poles). Note also that we do not need to
evaluate the integral of ζϕ explicitly. Rather one can use the known result (5.85) for
the integral of ζ to find from (6.19)
1
2
〈
βˆ, ζ
〉
=
1
2
∫
βˆ
ζϕ =
∂
∂t
F0(t, S˜)− t log Λ20 + o
(
1
Λ0
)
. (6.20)
Let us comment on the independence of the representative of the class [ζ ] ∈ H1(Σˆ).
Suppose we had started from ζ˜ := ζ + dρ instead of ζ . Then determining ϕ˜ by the
same requirement that ζ˜ − dϕ˜ only has first order poles at Q and Q′ would have led
to ϕ˜ = ϕ + ρ (a possible ambiguity related to the integration constant c again has to
be fixed). Then obviously〈
βˆ, ζ˜
〉
=
∫
βˆ
ζ˜ −
∫
∂βˆ
ϕ˜ =
∫
βˆ
ζ −
∫
∂βˆ
ϕ =
〈
βˆ, ζ
〉
, (6.21)
and hence our pairing only depends on the cohomology class [ζ ].
Finally, we want to lift the discussion to the local Calabi-Yau manifold. There we
define the pairing 〈
Γβˆ,Ω
〉
:=
∫
Γ
βˆ
(Ω− dΦ) = (−iπ)
∫
βˆ
(ζ − dϕ) , (6.22)
where (recall that c = 0)
Φ :=
W (x)W ′(x)− 2t
n+1
xn
W ′(x)2 + f0(x)
· dv ∧ dw
2z
(6.23)
is such that
∫
Γ
βˆ
dΦ = −iπ ∫
βˆ
dϕ. Clearly, we have
− 1
2πi
〈
Γβˆ,Ω
〉
=
∂F0(t, S˜)
∂t
− t log Λ20 + o
(
1
Λ0
)
. (6.24)
6.1.2 The superpotential and matrix models
Let us now return to the effective superpotential Weff in (6.6). Following [27] and [45]
we have for the integrals of G3 over the cycles ΓA and ΓB:
Ni =
∫
Γ
Ai
G3 , τi := 〈ΓBi, G3〉 for i = 1, . . . n . (6.25)
Here we used the fact that the integral over the flux on the deformed space should be
the same as the number of branes in the resolved space. It follows for the integrals
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over the cycles Γα and Γβ
N˜i :=
∫
Γ
αi
G3 =
i∑
j=1
Nj , τ˜i :=
∫
Γβi
G3 = τi − τi+1 for i = 1, . . . n− 1 ,
N =
n∑
i=1
Ni =
∫
Γαˆ
G3 , τ˜0 :=
〈
Γβˆ , G3
〉
= τn . (6.26)
For the non-compact cycles, instead of the usual integrals, we use the pairings of
the previous section. On the Calabi-Yau, the pairings are to be understood e.g. as
τi = −iπ 〈Bi, h〉, where
∫
S2
G3 = −2πih and S2 is the sphere in the fibre of ΓBi → Bi.
Note that this implies that the τi as well as τ˜0 have (at most) a logarithmic divergence,
whereas the τ˜i are finite. We propose [P5] that the superpotential should be defined
as
Weff(t, S˜i) =
=
1
2πi
n−1∑
i=1
(∫
Γ
αi
G3
∫
Γβi
Ω−
∫
Γβi
G3
∫
Γ
αi
Ω
)
+
1
2πi
(∫
Γαˆ
G3 ·
〈
Γβˆ,Ω
〉
−
〈
Γβˆ, G3
〉∫
Γαˆ
Ω
)
= −1
2
n−1∑
i=1
(
N˜i
∫
βi
ζ − τ˜i
∫
αi
ζ
)
− 1
2
(
N
〈
βˆ, ζ
〉
− τ˜0
∫
αˆ
ζ
)
. (6.27)
This formula is very similar to the one advocated for example in [99], but now the
pairing (6.13) is to be used. Note that Eq. (6.27) is invariant under symplectic trans-
formations on the basis of (relative) three-cycles on the local Calabi-Yau manifold, resp.
(relative) one-cycles on the Riemann surface, provided one uses the pairing (6.13) for
every relative cycle. These include αi → βi, αˆ → βˆ, βi → −αi, βˆ → −αˆ, which acts
as electric-magnetic duality.
It is quite interesting to note what happens to our formula for the superpotential
in the classical limit, in which we have S˜i = t = 0, i.e. f0(x) ≡ 0. In this case we have
ζ = dW and we find
Weff =
n−1∑
i=1
N˜i
∫ µi+1
µi
dW +
N
2
(
2
∫ Λ0
µn
dW −
∫ Λ0
Λ′0
d
(
W (x)W ′(x) + o (xn−1)
y
))
=
n∑
i=1
NiW (µi) , (6.28)
where µi are the critical points ofW . But this is nothing but the value of the tree-level
superpotential in the vacuum in which U(N) is broken to U(Ni).
By now it should be clear that the matrix model analysis was indeed very useful
to determine physical quantities. Not only do we have a precise understanding of the
divergences, but we can now also rewrite the effective superpotential in terms of the
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matrix model free energy. Using the special geometry relations (5.80), (5.81) for the
standard cycles and (5.82), (6.20) for the relative cycles, we obtain
Weff = −
n−1∑
i=1
N˜i
∂
∂S˜i
F0(t, S˜1, . . . , S˜n−1) + 2πi
n−1∑
i=1
τ˜iS˜i
−N ∂
∂t
F0(t, S˜1, . . . , S˜n−1) +
(
N log Λ20 + 2πiτ˜0
)
t + o
(
1
Λ0
)
. (6.29)
The limit Λ0 → ∞ can now be taken provided N log Λ20 + 2πiτ˜0 is finite. In other
words, 2πiτ˜0 itself has to contain a term −N log Λ20 which cancels against the first one.
This is of course quite reasonable, since τ˜0 is defined via the pairing
〈
βˆ, h
〉
, which is
expected to contain a logarithmic divergence. Note that τ˜0 is the only flux number in
(6.29) that depends on Λ0. This logarithmic dependence on some scale parameter is of
course familiar from quantum field theory, where we know that the coupling constants
depend logarithmically on some energy scale. It is then very natural to identify [27]
the flux number τ˜0 with the gauge theory bare coupling as
τ˜0 =
4πi
g20
+
Θ
2π
. (6.30)
In order to see this in more detail note that our gauge theory with a chiral superfield
in the adjoint has a β-function β(g) = − 2N
16π2
g3. This leads to 1
g2(µ)
= 2N
8π2
log
(
µ
|Λ|
)
. If
Λ˜0 is the cut-off of the gauge theory we have
1
g20
≡ 1
g2(Λ˜0)
= 1
g2(µ)
+ 2N
8π2
log
(
Λ˜0
µ
)
. We
now have to identify the gauge theory cut-off Λ˜0 with the cut-off Λ0 on the Riemann
surface as
Λ0 = Λ˜0 (6.31)
to obtain a finite effective superpotential. Indeed, then one gets
N log Λ20 + 2πiτ˜0 = 2πiτ˜ (µ) + 2N log µ = 2N log Λ , (6.32)
with finite Λ = |Λ|eiΘ/2N and τ˜(µ) as in (6.30), but now with g(µ) instead of g0. Note
that Λ is the dynamical scale of the gauge theory with dimension 1, which has nothing
to do with the cut-off Λ0.
Eq. (6.29) can be brought into the form of [45] if we use the coordinates S¯i, as
defined in (5.92) and such that S¯i =
1
4πi
∫
Ai
ζ for all i = 1, . . . n. We get
Weff = −
n∑
i=1
Ni
∂
∂S¯i
F0(S¯) +
n−1∑
i=1
S¯i
(
2πi
n−1∑
j=i
τ˜j + log Λ
2N
)
+ S¯n log Λ
2N . (6.33)
In order to compare to [45] we have to identify ∂F0(S)
∂S¯i
with
∂Fp0 (S)
∂S¯i
+ S¯i log S¯i + . . .,
where Fp0 is the perturbative part of the free energy of the matrix model. Indeed, it
was argued in [45] that the S¯i log S¯i terms come from the measure and are contained
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in the non-perturbative part
∂Fnp0
∂S¯i
. In fact, the presence of these terms in
∂Fnp0
∂S¯i
can
easily be proven by monodromy arguments [27]. Alternatively, the presence of the
Si logSi-terms in F0 can be proven by computing F0 exactly in the planar limit. We
will discuss some explicit examples below.
We could have chosen βˆ to run from a point Λ′0 = |Λ0|eiθ/2 on the lower sheet to a
point Λ0 = |Λ0|eiθ/2 on the upper sheet. Then one would have obtained an additional
term −itθ, on the right-hand side of (6.20), which would have led to
Θ→ Θ+Nθ (6.34)
in (6.33).
Note that (6.33) has dramatic consequences. In particular, after inserting F0 =
Fp0 + Fnp0 we see that the effective superpotential, which upon extremisation gives a
non-perturbative quantity in the gauge theory can be calculated from a perturbative
expansion in a corresponding matrix model. To be more precise, Fp0 can be calculated
by expanding the matrix model around a vacuum in which the filling fractions ν∗i are
fixed in such a way that the pattern of the gauge group
∏n
i=1 U(Ni) is reproduced.
This means that whenever Ni = 0 we choose ν
∗
i = 0 and whenever Ni 6= 0 we have
ν∗i 6= 0. Otherwise the ν∗i can be chosen arbitrarily (and are in particular independent
of the Ni.) Fp0 is then given by the sum of all planar vacuum amplitudes.
As was shown in [45] this can be generalised to more complicated N = 1 theories
with different gauge groups and field contents.
6.2 Example: Superstrings on the conifold
Next we want to illustrate our general discussion by looking at the simplest example,
i.e. n = 1 and W = x
2
2
. This means we study type IIB string theory on the resolved
conifold. Wrapping N D5-branes around the single CP1 generates N = 1 Super-
Yang-Mills theory with gauge group U(N) in four dimensions. The corresponding
low energy effective superpotential is well-known to be the Veneziano-Yankielowicz
superpotential. As a first test of the claim of Cachazo-Intriligator Vafa we want to
reproduce this superpotential.
According to our recipe we have to take the space through a geometric transition
and evaluate Eq. (6.27) on the deformed space. From our discussion in section 4.2 we
know that this is given by the deformed conifold,
x2 + v2 + w2 + z2 − µ = 0 , (6.35)
where we took f(x) = −µ = −4t, µ ∈ R+. The integrals of ζ on the corresponding
Riemann surface have already been calculated in (5.109) and (5.110). Obviously one
has ζ = −2tdx
y
+ d
(
xy
2
)
, which would correspond to ϕ = xy
2
. Comparing with (6.17)
this would yield c = t. The choice c = 0 instead leads to ϕ = xy
2
+ tx
y
and ζ =
−2tdx
y
+ 4t2 dx
y3
+ dϕ. The first term has a pole at infinity and leads to the logarithmic
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divergence, while the second term has no pole at infinity but second order poles at
±2√t. One has
2ϕ(Λ0) = Λ0
√
Λ20 − 4t+ 2t
Λ0√
Λ20 − 4t
. (6.36)
and
1
2
〈
βˆ, ζ
〉
= t log
(
4t
Λ20
)
− 2t log
(
1 +
√
1− 4t
Λ20
)
− t 1√
1− 4t
Λ20
=
∂F0(t)
∂t
− t log Λ20 + o
(
1
Λ20
)
, (6.37)
where we used (5.110) and the explicit form of F0(t), (5.107). Finally, in the present
case, Eq. (6.27) for the superpotential only contains the relative cycles,
Weff = −N
2
〈
βˆ, ζ
〉
+
τ˜0
2
∫
αˆ
ζ (6.38)
or
Weff = −N
(
t log t− t− t log Λ20
)
+ 2πiτ˜0t+ o
(
1
Λ20
)
. (6.39)
For U(N) super Yang-Mills theory the β-function reads β(g) = − 3N
16π2
g3 and one has to
use the identification Λ20 = Λ˜
3
0 between the geometric cut-off Λ0 and the gauge theory
cut-off Λ˜0. Then N log Λ
2
0 + 2πiτ0 = 3N log |Λ| + iΘ = 3N log Λ. Therefore, sending
the cut-off Λ0 to infinity, and using S¯ = t, we indeed find the Veneziano-Yankielowicz
superpotential,
Weff = S¯ log
(
Λ3N
S¯N
)
+ S¯N . (6.40)
6.3 Example: Superstrings on local Calabi-Yau man-
ifolds
After having studied superstrings on the conifold we now want to extend these con-
siderations to the more complicated local Calabi-Yau spaces Xres. In other words, we
want to study the low energy effective superpotential of an N = 1 U(N) gauge theory
coupled to a chiral superfield Φ in the adjoint, with tree-level superpotential W (Φ).
The general structure of this gauge theory has been analysed using field theory meth-
ods in [27], see also [28], [29]. There the authors made use of the fact that the gauge
theory can be understood as an N = 2 theory which has been broken to N = 1 by
switching on the tree-level superpotential. Therefore, one can apply the exact results
of Seiberg and Witten [122] on N = 2 theories to extract some information about the
N = 1 theory. In particular, the form of the low energy effective superpotential Weff
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can be deduced [27]. Furthermore, by studying the monodromy properties of the ge-
ometric integrals, the general structure of the Gukov-Vafa-Witten superpotential was
determined, and the structures of the two superpotentials were found to agree, which
provides strong evidence for the conjecture (6.8). For the case of the cubic superpoten-
tial the geometric integrals were evaluated approximately, and the result agreed with
the field theory calculations.
Unfortunately, even for the simplest case of a cubic superpotential the calculations
are in general quite involved. Therefore, we are going to consider a rather special case
in this section. We choose n = 2, i.e. the tree-level superpotential W is cubic, and we
have 2 CP1s in Xres, corresponding to the small resolution of the two singularities in
W ′(x)2+v2+w2+z2 = 0. In order for many of the calculations to be feasible, we choose
the specific vacuum in which the gauge group remains unbroken. In other words, we
wrap all the N physical D-branes around one of the two CP1s, e.g. N1 = 0 and N2 = N .
Therefore, strings can end on only one CP1. We saw already that the pattern of the
breaking of the gauge group is mirrored in the filling fractions ν∗i of the matrix model.
In our case we must have ν∗1 = 0 and ν
∗
2 = 1.
5 But from 1
4π2
∫
Γ
Ai
Ω = S¯i = tν
∗
i we learn
that the corresponding deformed geometry Xdef contains a cycle ΓA1 of vanishing size,
together with the finite ΓA2. This situation is captured by a hyperelliptic Riemann
surface, where the two complex planes are connected by one cut and one point, see Fig.
6.1 The situation in which one cut collapsed to zero size is described mathematically by
a
b^
b^
b1
^
b1
a1
a1
^
a
Figure 6.1: The Riemann surface for a cubic tree level potential, and f0 such that one
of the two cuts collapses to a point.
a double zero of the polynomial defining the Riemann surface. Therefore, the vacuum
with unbroken gauge group leads to the surface
y2 = g2(x−a)2(x− b)(x+ b) =
(
gx2 − agx− b
2g
2
)2
+ab2g2x−a2b2g2− b
4g2
4
. (6.41)
5This can also be understood by looking at the topological string. As we will see in the next
chapter, the B-type topological string with Nˆ topological branes wrapping the two CP1s calculates
terms in the four-dimensional effective action of the superstring theory. If there are no D5-branes
wrapping CP1 the related topological strings will also not be allowed to end on this CP1, i.e. there
are no topological branes wrapping it. This amounts to Nˆ1 = 0 and Nˆ2 = Nˆ . In the next chapter we
will see that the number of topological branes and the filling fractions are related as ν∗i = Nˆi/Nˆ .
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Without loss of generality we took the cut to be symmetric around zero. We want
both the cut and the double zero to lie on the real axis, i.e. we take g real and positive
and a, b ∈ R. From (6.41) we can read off the superpotential,
W (x) =
g
3
x3 − ag
2
x2 − b
2g
2
x , (6.42)
where we chose W (0) = 0. Note that, in contrast to most of the discussion in chapter
5, the leading coefficient of W is g
3
and not 1
3
, because we want to keep track of the
coupling g. This implies (c.f. Eq. (5.51)) that the leading coefficient of f0 is −4tg, and
therefore
t = −ab
2g
4
. (6.43)
Since t is taken to be real and positive, a must be negative. Furthermore, we define the
positive m := −ag. Then W (x) = g
3
x3+ m
2
x2− 2tg
m
x. Note that we have in this special
setup S¯1 = S˜1 =
1
4π2
∫
Γα1
Ω = 0 and S¯2 =
1
4π2
∫
Γαˆ
Ω = −i
4π
∫
αˆ
ζ = −i
4π
∫
αˆ
y(x)dx = t.
Using (5.47) and (5.52) our curve (6.41) leads to the spectral density
ρ0(x) =
g
2πt
(x− a)
√
b2 − x2 for x ∈ [−b, b] (6.44)
and zero otherwise. The simplest way to calculate the planar free energy is by making
use of the homogeneity relation (5.86). We find
F0(t) = t
2
∂F0(t)
∂t
− t
2
∫
ds ρ0(s)W (s)
=
t
2
lim
Λ0→∞
(
1
2
∫
βˆ
ζ −W (Λ0) + t log Λ20
)
− t
2
∫ b
−b
ds ρ0(s)W (s) . (6.45)
Here we used that the cut between −b and b lies on the real axis, where we can take
λ(s) = s. In the second line we made use of (5.85). The integrals can be evaluated
without much effort, and the result is
F0(t) = t
2
2
log
t
m
− 3
4
t2 +
2
3
g2
m3
t3 . (6.46)
This result is very interesting, since it contains the planar free energy of the conifold
(5.107), which captures the non-perturbative contributions, together with a perturba-
tive term 2
3
t3
m3
g2. Note that this is precisely the term calculated from matrix model
perturbation theory in Eq. (5.23). (Recall that in our special case F0(t) = −F0(t), c.f.
Eq. (5.62), which accounts for the minus sign.) On the other hand, it seems rather
puzzling that there are no o(g4)-terms in the free energy. In particular, (5.23) contains
a term −8
3
t4
m6
g4, coming from fatgraph diagrams containing four vertices. However,
there we had a slightly different potential, namely W (x) = g
3
x3 + m
2
x2, i.e. there
was no linear term. In our case this linear term is present, leading to tadpoles in the
Feynman diagrams. Each tadpole comes with a factor 2tg
mgs
. Then, next to the planar
96 6 Superstrings, the Geometric Transition and Matrix Models
2
14
3
3
×
m
t
3
32
m
t
-
Figure 6.2: The linear term in W leads to tadpoles in the Feynman diagrams, each
tadpole coming with 2tg
mgs
, which contains a factor of g. At order g2 only two diagrams
contribute.
diagrams of Fig. 5.4, there are two more diagrams that contribute to F0 at order g
2,
see Fig. 6.2. However, their contribution cancels, because of different symmetry fac-
tors. This is why, in the presence of tadpoles, we still reproduce the result of (5.22)
at order g2. Furthermore, the explicit expression for F0(t) tells us that starting from
order g4 (as in the case without tadpoles there are no diagrams that lead to an odd
power of g) the contributions coming from tadpole diagrams cancel the contributions
of the diagrams without tadpoles.
It is quite interesting to look at this from a slightly different perspective. We again
start from the potential W (x) = g
3
x3 + m
2
x2 − 2tg
m
x and perform the shift x = y + α :=
y + m
2g
(√
1 + 8tg
2
m3
− 1
)
. Then we have W (x) = W˜ (y) with
W˜ (y) =
g
3
y3 +
m
2
∆y2 + W˜0 , (6.47)
where ∆ :=
√
1 + 8tg
2
m3
and W0 =
m3
12g2
(−1
2
+ 3
2
∆2 −∆3). The shift of x was chosen in
such a way that W˜ (y) does not contain a term linear in y.
Next consider what happens at the level of the partition function. We have
Z =
∫
DMe−
1
gs
trW (M) =
∫
DM˜e−
1
gs
tr W˜ (M˜) = e−
NW˜0
gs
∫
DM˜e−
1
gs
tr ( g3 M˜3+
m∆
2
M˜2)
= exp
(
−tW˜0
g2s
− t
2
2g2s
log∆
)∫
DMˆ exp
(
− 1
gs
tr
(
g∆−3/2
3
Mˆ3 +
m
2
Mˆ2
))
(6.48)
This shows that partition functions with different coefficients in the defining polynomial
potential are related as
Z
(
g,m,−2tg
m
)
= e
− 1
g2s
(
tW˜0+
t2
2
log∆
)
Z
(
g∆−3/2, m, 0
)
. (6.49)
In terms of the planar free energy this is
F0(g∆−3/2, m, 0) = F0
(
g,m,−2tg
m
)
+ tW˜0(g,m, t) +
t2
2
log∆(g,m, t)
= F0
(
g,m,−2tg
m
)
+ t2
(−1 + 3∆2 − 2∆3
3(∆2 − 1) +
1
2
log∆
)
(6.50)
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The first term on the right-hand side of this equation is the one we calculated in (6.46).
Therefore,
F0(g∆−3/2, m, 0) = t
2
2
log
t
m
− 3
4
t2 +
t2
12
(∆2 − 1) + t
3
3
(
1− 3∆2 + 2∆3
1−∆2 +
3
2
log∆
)
=
t2
2
log
t
m
− 3
4
t2 + Fp0 . (6.51)
Note that this expression is exact, and it contains both the perturbative and the non-
perturbative part of F0 for a potential that only contains a cubic and a quadratic term.
In other words, expanding this expression in terms of g˜2 := g2∆−3 we reproduce the
contributions of all the planar fatgraph Feynman diagrams. This can be done by using
∆2 = 1 + 8t
m3
g˜2∆3 to express ∆ in terms of g˜2. The result is
F0(g˜, m, 0) = t2
{
1
2
log
t
m
− 3
4
+
2
3
tg˜2
m3
+
8
3
(
tg˜2
m3
)2
+
56
3
(
tg˜2
m3
)3
+
512
3
(
tg˜2
m3
)4
+
9152
5
(
tg˜2
m3
)5
+ . . .
}
= t2
{
1
2
log
t
m
− 3
4
+
1
2
∞∑
k=1
(8 tg˜
2
m3
)k
(k + 2)!
Γ(3k/2)
Γ(k/2 + 1)
}
. (6.52)
This is precisely the expression found in [25].
Coming now back to our original form of the potential W (x) = g
3
x3+ m
2
x2− 2tg
m
x, it
remains to write down the effective superpotential. For that purpose we write S := t.
From (6.46) we find
∂F0(S)
∂S
= S log S − S logm− S + 2 g
2
m3
S2 . (6.53)
As promised below (6.33), this contains a term S logS. Plugging this into (6.33) gives
Weff(S) = NS + S log
(
Λ2NmN
SN
)
− 2N g
2
m3
S2 . (6.54)
Note that we also have a term S logm in the derivative of F0. This is interesting for
various reasons. Firstly, so far we did not keep the dimensions of the various fields
in our theory. The argument of the logarithm in our final result should, however,
be dimensionless and since m and Λ have dimension one, and S has dimension three
this is indeed the case. Furthermore, one can use the threshold matching condition
[27] Λ3NL = Λ
2NmN in order to relate our result to the dynamical scale ΛL of the low-
energy pure N = 1 super Yang-Mills theory with gauge group U(N). Similar threshold
matching conditions also hold for the more general case, see [27] for a discussion.
Chapter 7
B-Type Topological Strings and
Matrix Models
In the last chapters we learned how the holomorphic matrix model can be used to
calculate the integrals of the holomorphic (3, 0)-form Ω over three-cycles inXdef . These
integrals in turn are the central building blocks of the effective superpotential of our
U(N) gauge theory. The starting point of the argument was the fact that the Riemann
surface (4.76), that appears when calculating the integrals, and the one of (5.53), that
arises in the ’t Hooft limit of the matrix model, are actually the same. However, so
far we have not explained the reason why these two surfaces agree. What motivated
us to study the holomorphic matrix model in the first place? In this final chapter we
want to fill this gap and show that the holomorphic matrix model is actually nothing
but the string field theory of the open B-type topological string on Xres. We will not
be able to present a self-contained discussion of this fact, since many of the theories
involved are quite complicated and it would take us too far to explain them in detail.
The goal of this chapter is rather to familiarise the reader with the central ideas and
the main line of argument, without spelling out the mathematics.
Some elementary background material on topological strings is given in appendix
D, see [133] and [81] for more details. A recent review of string field theory appeared
in [119]. Central for the discussion are the results of the classic article [148], and the
holomorphic matrix model first occurred in [43]. A recent review of the entire setup
can be found in [104].
The open B-type topological string and its string field theory
It has been known for a long time that in the case of Calabi-Yau compactifications of
type II string theory certain terms of the four-dimensional effective action can be cal-
culated by studying topological string theory on the Calabi-Yau manifold [20]. To be
specific, consider the case of type IIB string theory on a compact Calabi-Yau manifold
X . Then there are terms in the four-dimensional effective action, which (when formu-
lated in N = 2 superspace language) have the form ∫ d4xd4θ Fgˆ(XI)(W2)gˆ, where XI
are the N = 2 vector multiplets and W2 := WαβWαβ is built from the chiral N = 2
Weyl multiplet Wαβ , which contains the graviphoton. The function Fgˆ now turns out
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[20] to be nothing but the free energy of the B-type topological string with target
space X at genus gˆ. For example, it is well known that the prepotential governing the
structure of vector multiplets in an N = 2 supersymmetric theory is nothing but the
genus zero free energy of the topological string on the Calabi-Yau manifold.
Our setup is slightly more complicated, since we are interested in type IIB theory on
M4 ×Xres, with additional D-branes wrapping the resolved two-cycles. The D-branes
lead to an open string sector, and therefore we expect that we have to study the open
B-type topological string on Xres. In other words, we allow for Riemann surfaces
with boundaries as the world-sheet of the topological string. It can be shown that
in the B-type topological string, when mapping the world-sheet into the target space,
the boundaries have to be mapped to holomorphic cycles in the target space. The
appropriate boundary conditions are then Dirichlet along these holomorphic cycles
and Neumann in the remaining directions. These boundary conditions amount to
introducing “topological branes”, which wrap the cycles. See [148], [103], [104] for
a discussion of open topological strings and more references. Since the various CP1s
in Xres around which the physical D-branes are wrapped are all holomorphic (a fact
that we have not proven) we expect that the relevant topological theory is the open
B-type topological string with topological branes around the various CP1s. An obvious
question to ask is then whether this topological theory calculates terms in the four-
dimensional theory.
As to answer this question we have to take a little detour, and note that the open
B-type topological string can actually be described [148] in terms of a cubic string
field theory, first introduced in [143]. Usually in string theory the S-matrix is given
in terms of a sum over two-dimensional world-sheets embedded in space-time. The
corresponding string field theory, on the other hand, is a theory which reproduces this
S-matrix from the Feynman rules of a space-time action S[Ψ]. Ψ, called the string
field, is the fundamental dynamical variable, and it contains infinitely many space-
time fields, namely one for each basis state of the standard string Fock space. Writing
down the string field theory of a given string theory is a difficult task, and not very
much is known about the string field theories of superstrings. However, one does know
the string field theory for the open bosonic string [143]. Its action reads
S =
1
gs
∫
tr
(
1
2
Ψ ⋆ QBRSTΨ+
1
3
Ψ ⋆Ψ ⋆Ψ
)
, (7.1)
where gs is the string coupling. The trace comes from the fact that, once we add
Chan-Paton factors, the string field is promoted to a U(Nˆ) matrix of string fields. We
will not need the detailed structure of this action, so we just mention that ⋆ is some
associative product on the space of string fields and
∫
is a linear map from the space
of string fields to C.1
1To be more precise, in open string field theory one considers the world-sheet of the string to be an
infinite strip parameterised by a spacial coordinate 0 ≤ σ ≤ π and a time coordinate −∞ < τ < ∞
with flat metric ds2 = dσ2 + dτ2. One then considers maps x : [0, π] → X into the target space X .
The string field is a functional Ψ[x(σ), . . .], where . . . stands for the ghost fields c, c˜ in the case of the
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The structure of the topological string (see appendix D for some of its properties)
is very similar to the bosonic string. In particular there exists a generator QB with
Q2B = 0, the role of the ghost fields is played by some of the particles present in
the super multiplets, and the ghost number is replaced by the R-charge. So it seems
plausible that an action similar to (7.1) should be the relevant string field theory for
the B-type topological string. However, in the case of the open bosonic string the
endpoints of the strings are free to move in the entire target space. This situation can
be generated in the topological string by introducing topological branes which fill the
target space completely. This is reasonable since any Calabi-Yau X is a holomorphic
submanifold of itself, so the space filling topological branes do wrap holomorphic cycles.
This completes the analogy with the bosonic string, and it was indeed shown in [148]
that the string field theory action for the open B-type topological string with space
filling topological branes is given by (7.1) with QB instead of QBRST .
In the same article Witten showed that this action does actually simplify enor-
mously. In fact, the string functional is a function of the zero mode of the string,
corresponding to the position of the string midpoint, and of oscillator modes. If we
decouple all the oscillators the string functional becomes an ordinary function of (tar-
get) space-time, the ⋆-product becomes the usual product of functions and the integral
becomes the usual integral on target space. In [148] it was shown that this decoupling
does indeed take place in the open B-type topological string. This comes from the fact
that in the B-model the classical limit is exact (because the Lagrangian is independent
of the coupling constant t and therefore one can take t → ∞, which is the classical
limit, c.f. the discussion in appendix D). We will not discuss the details of this decou-
pling but only state the result: the string field theory of the open topological B-model
on a Calabi-Yau manifold X with Nˆ space-time filling topological branes is given by
holomorphic Chern-Simons theory on X , with the action
S =
1
2gs
∫
X
Ω ∧ tr
(
A¯ ∧ ∂¯A¯ + 2
3
A¯ ∧ A¯ ∧ A¯
)
, (7.4)
where A¯ is the (0, 1)-part of a U(Nˆ) gauge connection on the target manifold X .
bosonic string and for η, θ (c.f. appendix D) in the B-topological string. In [143] Witten defined two
operations on the space of functionals, namely integration, as well as an associative, non-commutative
star product ∫
Ψ :=
∫
Dx(σ)
∏
0≤σ≤pi/2
δ[x(σ) − x(π − σ)]Ψ[x(σ)] , (7.2)
∫
Ψ1 ⋆ . . . ⋆Ψp :=
∫ p∏
i=1
Dxi(σ)
p∏
i=1
∏
0≤σ≤pi/2
δ[xi(σ)− xi+1(π − σ)]Ψi[xi(σ)] , (7.3)
where xp+1 ≡ x1. The integration can be understood as folding the string around its midpoint
and gluing the two halves, whereas the star product glues two strings by folding them around their
midpoints and gluing the second half of one with the first half of the following. See [117], [148], [104],
[119] for more details and references.
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Holomorphic matrix models from holomorphic Chern-Simons theory
The holomorphic Chern-Simons action (7.4) is the string field theory in the case where
we have Nˆ space-time filling topological branes. However, we are interested in the
situation, where the branes only wrap holomorphic two-cycles in Xres. Here we will
see that in this specific situation the action (7.4) simplifies further.
Before we attack the problem of the open B-type topological string on Xres let
us first study the slightly simpler target space O(−2) ⊕ O(0) → CP1 (c.f. definition
4.8) with Nˆ topological branes wrapped around the CP1. The corresponding string
field theory action can be obtained from a dimensional reduction [87], [43], [104], of
the action (7.4) on O(−2) ⊕ O(0) → CP1 down to CP1. Clearly, the original gauge
connection A¯ leads to a (0, 1) gauge field a¯ on CP1, together with two fields in the
adjoint, Φ0 and Φ
y¯
1, which are sections of O(0) and O(−2) respectively. In other words
we take z, z¯ to be coordinates on the CP1, y, y¯ are coordinates on the fibre O(−2)
and x, x¯ are coordinates on O(0), and write A¯(x, x¯, y, y¯, z, z¯) = a¯(z, z¯) + Φy¯1(z, z¯)dy¯ +
Φ0(z, z¯)dx¯, where a¯ := a¯z¯dz¯. Of course Φ0 and Φ
y¯
1 are in the adjoint representation.
The index y¯ in Φy¯1 reminds us of the fact that Φ
y¯
1 transform if we go from one patch of
the CP1 to another, whereas Φ0 does not. In fact we can build a (1, 0)-form Φ1 := Φ
y¯
1dz.
Plugging this form of A¯ into (7.4) gives
S =
1
gs
∫
X
Ωxyz(x, y, z)dx ∧ dy ∧ dx¯ ∧ dy¯ ∧ tr
(
Φ1D¯a¯Φ0
)
, (7.5)
where D¯a¯ := ∂¯ + [a¯, ·] and ∂¯ := ∂¯z¯dz¯. We integrate this over the two line bundles to
obtain
S =
1
gs
∫
CP
1
f(z) tr
(
Φ1D¯a¯Φ0
)
. (7.6)
But tr
(
Φ1D¯a¯Φ0
)
is a (1,1)-form on CP1 that does not transform if we change the coor-
dinate system. From the invariance of S we deduce that f(z) must be a (holomorphic)
function. Since holomorphic functions on CP1 are constants we have [43]
S =
1
gs
∫
P1
tr
(
Φ1D¯a¯Φ0
)
. (7.7)
Here we suppressed a constant multiplying the right-hand side.
We are interested in the more general situation in which the target space is Xres,
which can be understood as a deformation of O(−2) ⊕ O(0) → CP1 by W , see the
discussion in section 4.2.2. In particular, we want to study the case in which Nˆi
topological branes wrap the i-th CP1. The string field theory action describing the
dynamics of the branes in this situation reads [87], [43], [104]
S =
1
gs
∫
P1
tr
(
Φ1D¯a¯Φ0 +W (Φ0)ω
)
, (7.8)
where ω is the Ka¨hler class on CP1 with
∫
P1
ω = 1. We will not prove that this is
indeed the correct action, but we can at least check whether the equations of motion
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lead to the geometric picture of branes wrapping the n CP1s. As to do so note that
the field a¯ is just a Lagrange multiplier and it enforces
[Φ0,Φ1] = 0 , (7.9)
i.e. we can diagonalise Φ0 and Φ1 simultaneously. Varying with respect to Φ1 gives
∂¯Φ0 = 0 , (7.10)
which implies that Φ0 is constant, as P
1 is compact. Finally, the equation for Φ0 reads
∂¯Φ1 =W
′(Φ0)ω . (7.11)
Integrating both sides over CP1 gives
W ′(Φ0) = 0 , (7.12)
for non-singular Φ1. Plugging this back into (7.11) gives ∂¯Φ1 = 0. But there are no
holomorphic one forms on CP1, implying Φ1 ≡ 0. All this tells us that classical vacua
are described by Φ1 = 0 and a diagonal Φ0, where the entries on the diagonal are
constants, located at the critical points of W . But of course, from our discussion of
Xres we know that these critical points describe the positions of the various CP
1s in
Xres. Since the eigenvalues of Φ0 describe the position of the topological branes we are
indeed led to our picture of Nˆi topological branes wrapping the i-th CP
1.
After having seen that the classical configurations of our string field theory action
do indeed reproduce our geometric setup we now turn back to the action itself. We
note that both a¯ and Φ1 appear linearly in (7.8), and hence they can be integrated
out. As we have seen, this results in the constraint ∂¯Φ0 = 0, which means that Φ0 is
a constant Nˆ × Nˆ matrix,
Φ0(z) ≡ Φ = const . (7.13)
Now we can plug this solution of the equations of motion back into the action, which
then reduces to
S =
1
gs
trW (Φ). (7.14)
But since Φ is a constant Nˆ × Nˆ matrix we find that the string field theory partition
function is nothing but a holomorphic matrix model with potential W (x). An alter-
native derivation of this fact has been given in [104]. It is quite important to note
that the number of topological branes Nˆ is unrelated to the number N of physical
D-branes. Indeed, Nˆ is the size of the matrices in the matrix model and we have seen
that interesting information about the physical U(N) gauge theory can be obtained by
taking Nˆ to infinity. This now completes the logic of our reasoning and finally tells us
why the holomorphic matrix model can be used in order to extract information about
our model.
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Open-closed duality
Let us now analyse what the above discussion implies for the relations between the
various free energies involved in our setup. Like any gauge theory, the free energy of the
matrix model can be expanded in terms of fatgraphs, as discussed in the introduction
and in section 5.1.2. Such an expansion leads to quantities Fmm,pgˆ,h from fatgraphs with
h index loops on a Riemann surface of genus gˆ, where the superscript p denotes the
perturbative part. The statement that the holomorphic matrix model is the string field
theory of the open B-type topological string on Xres means that the matrix model free
energy coincides with the free energy of the open B-type topological string. To be more
precise, we consider the open B-type topological string on Xres with Nˆi topological
branes wrapped around the i-th CP1 with coupling constant gs. When mapping a
Riemann surface with boundaries into the target space we know that the boundaries
have to be mapped onto the holomorphic cycles. We denote the free energy for the case
in which hi boundaries are mapped to the i-th cycle by F oB,pgˆ,h1,...hn. In the corresponding
matrix model with coupling constant gs, on the other hand, one also has to choose a
vacuum around which one expands to calculate the free energy. But from our analysis
it is obvious that the corresponding vacuum of the matrix model is the one in which
the filling fraction ν∗i is given by the number of topological branes as
tν∗i = Nˆigs = S¯i . (7.15)
On can now expand the matrix model around this particular vacuum (see e.g. [93],
[104] for explicit examples) and from this expansion one can read off the quantities
Fmm,pgˆ,h1,...hn. The statement that the matrix model is the string field theory of the open
B-topological string implies then that
Fmm,pgˆ,h1,...hn = F oB,pgˆ,h1,...hn . (7.16)
Let us define the quantities
Fmm,pgˆ (S¯i) :=
∞∑
h1=1
. . .
∞∑
hn=1
Fmm,pgˆ,h1,...hnS¯h11 . . . S¯hnn
=
∞∑
h1=1
. . .
∞∑
hn=1
F oB,pgˆ,h1,...hnS¯h11 . . . S¯hnn =: F oB,pgˆ (S¯i) . (7.17)
Next we look back at Eqs. (5.101) and (5.102). These are the standard special geometry
relations on Xdef , with Fmm0 as prepotential. On the other hand, the prepotential is
known [81] to be the free energy of the closed B-type topological string at genus zero:
Fmm0 (S¯i) = FB0 (S¯i). This led Dijkgraaf and Vafa to the conjecture [43] that this
equality remains true for all gˆ, so that
Fmm(S¯i) = FB(S¯i) , (7.18)
where the left-hand side is the matrix model free energy with coupling constant gs,
and the right-hand side denotes the free energy of the closed B-type topological string
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on Xdef with coupling constant gs. On the left-hand side S¯i = gsNˆi, whereas on the
right-hand side S¯i =
1
4π2
∫
Γ
Ai
Ω.
Note that this implies that we have an open-closed duality
FBgˆ (S¯i) = Fmmgˆ (S¯i) = F oBgˆ (S¯i) . (7.19)
In other words, we have found a closed string theory which calculates the free energy
of the gauge theory, and thus we have found an example in which the old idea of ’t
Hooft [80] has become true.
The effective superpotential revisited
Let us finally conclude this chapter with some remarks on the effective superpotential.
So far our general philosophy has been as follows: we geometrically engineered a
certain gauge theory from an open string theory on some manifold, took the manifold
through a geometric transition, studied closed string theory with flux on the new
manifold and found that the four-dimensional effective action generated from this string
theory is nothing but the low energy effective action of the geometrically engineered
gauge theory.
One might now ask whether it is also possible to find the low energy effective
superpotentialWeff before going through the geometric transition from the open string
setup. It was shown in [20], [130] that this is indeed possible, and that the low energy
effective superpotential is schematically given by
Weff ∼
∞∑
h=1
F oB0,hNhSh−1 + αS , (7.20)
where we introduced only one chiral superfield S and N D-branes (i.e. the gauge
group is unbroken). To derive this formula one uses arguments that are similar to
those leading to the Fgˆ(W2)gˆ-term in the case of the closed topological string [20].
Introducing the formal sum
F oBgˆ (S) :=
∞∑
h=1
Fgˆ,hSh (7.21)
this can be written as
Weff ∼ N ∂F
oB
0 (S)
∂S
+ αS . (7.22)
If we now use the open-closed duality (7.19) this has precisely the form of (6.33). So,
in principle, one can calculate the effective superpotential from the open topological
string. However, there one has to calculate all the terms F oB0,h and sum them over h.
In practice this task is not feasible explicitly. The geometric transition is so useful,
because it does this summation for us by mapping the sum to the quantity FBgˆ in
closed string theory, which is much more accessible.
Chapter 8
Conclusions
Although we have covered only a small part of a vast net of interdependent theories,
the picture we have drawn is amazingly rich and beautiful. We saw that string theory
can be used to calculate the low energy effective superpotential, and hence the vacuum
structure, of four-dimensional N = 1 supersymmetric gauge theories. This effective su-
perpotential can be obtained from geometric integrals on a suitably chosen Calabi-Yau
manifold, which reduce to integrals on a hyperelliptic Riemann surface. This Riemann
surface also appears in the planar limit of a holomorphic matrix model, and the inte-
grals can therefore be related to the matrix model free energy. The free energy consists
of a perturbative and a non-perturbative part, and the perturbative contributions can
be easily evaluated using matrix model Feynman diagrams. Therefore, after adding
the non-perturbative S logS term, the effective superpotential can be obtained using
matrix model perturbation theory. This is quite surprising, since vacuum expectation
values like 〈S〉N = Λ3 in super Yang-Mills theory are non-perturbative in the gauge
coupling. In other words, non-perturbative gauge theory quantities can be calculated
from a perturbative expansion in a matrix model.
Our analysis has been rather “down to earth”, in the sense that we had an explicit
manifold, Xdef , on which we had to calculate very specific integrals. After having ob-
tained a detailed understanding of the matrix model it was not too difficult to relate
our integrals to the matrix model free energy. Plugging the resulting expressions into
the Gukov-Vafa-Witten formula expresses the superpotential in terms of matrix model
quantities. However, this technical approach does not lead to a physical understanding
of why all these theories are related, and why the Gukov-Vafa-Witten formula gives
the correct superpotential. As we tried to explain in chapter 7, the deeper reason
for these relations can be understood from properties of the topological string. It is
well known that both the open and the closed topological string calculate terms in
the four-dimensional effective action of Calabi-Yau compactifications. In particular,
the low energy effective superpotential Weff can be calculated by summing infinitely
many quantities F oB0,h of the open topological string on Xres. Quite interestingly, there
exists a dual closed topological string theory on Xdef , in which this sum is captured
by FB0 , which can be calculated from geometric integrals. The relation between the
target spaces of the open and the dual closed topological string is amazingly simple
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and given by a geometric transition. In a sense, this duality explains why the Gukov-
Vafa-Witten formula is valid. The appearance of the holomorphic matrix model can
also be understood from an analysis of the topological string, since it is nothing but
the string field theory of the open topological string on Xres. Interestingly, the matrix
model also encodes the deformed geometry, which appears once we take the large Nˆ
limit.
These relations have been worked out in the articles [130], [27], [43], [44] and [45].
However, in these papers some fine points have not been discussed. In particular, the
interpretation and cut-off dependence of the righthand side of∫
ΓBi
Ω ∼ ∂F0
∂Si
(8.1)
was not entirely clear. Over the last chapters and in [P5] we improved this situation by
choosing a symplectic basis {Γαi,Γβi,Γαˆ,Γβˆ} of the set of compact and non-compact
three-cycles in Xdef , given by W
′(x)2+ f0(x)+ v
2+w2+ z2 = 0. These map to a basis
{αi, βi, αˆ, βˆ} of the set of relative one-cycles H1(Σ, {Q,Q′}) on the Riemann surface
Σ, given by y2 = W ′(x)2+ f0(x), with two marked points Q,Q
′. Then we showed that
the precise form of the special geometry relations on Xdef reads
− 1
2πi
∫
Γ
αi
Ω = 2πiS˜i , (8.2)
− 1
2πi
∫
Γβi
Ω =
∂F0(t, S˜)
∂S˜i
, (8.3)
− 1
2πi
∫
Γαˆ
Ω = 2πit , (8.4)
− 1
2πi
∫
Γ
βˆ
Ω =
∂F0(t, S˜)
∂t
+W (Λ0)− t log Λ20 + o
(
1
Λ0
)
. (8.5)
where F0(t, S˜i) is the Legendre transform of the free energy of the matrix model with
potential W , coupled to sources. In the last relation the integral is understood to be
over the regulated cycle Γβˆ which is an S
2-fibration over a line segment running from
the n-th cut to the cut-off Λ0. Clearly, once the cut-off is removed, the last integral
diverges. These relations show that the choice of basis {Γαi ,Γβi,Γαˆ,Γβˆ}, although
equivalent to any other choice, is particularly useful. The integrals over the compact
cycles lead to the familiar rigid special geometry relations, whereas the new features,
related to the non-compactness of the manifold, only show up in the remaining two
integrals. We further improved these formulae by noting that one can get rid of the
polynomial divergence by introducing [P5] a paring on Xdef defined as〈
Γβˆ,Ω
〉
:=
∫
Γ
βˆ
(Ω− dΦ) = (−iπ)
∫
βˆ
(ζ − dϕ) , (8.6)
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where
Φ :=
W (x)W ′(x)− 2t
n+1
xn
W ′(x)2 + f0(x)
· dv ∧ dw
2z
(8.7)
is such that
∫
Γ
βˆ
dΦ = −iπ ∫
βˆ
dϕ, with ϕ as in (6.17). This pairing is very similar
in structure to the one appearing in the context of relative (co-)homology and we
proposed that one should use this pairing so that Eq. (8.5) is replaced by
− 1
2πi
〈
Γβˆ,Ω
〉
=
∂F0(t, S˜)
∂t
− t log Λ20 + o
(
1
Λ0
)
. (8.8)
At any rate, whether one uses this pairing or not, the integral over the non-compact
cycle Γβˆ is not just given by the derivative of the prepotential with respect to t, as is
often claimed in the literature.
Using this pairing the modified Gukov-Vafa-Witten formula for the effective super-
potential is proposed to read
Weff =
1
2πi
n−1∑
i=1
(∫
Γ
αi
G3
∫
Γβi
Ω−
∫
Γβi
G3
∫
Γ
αi
Ω
)
+
1
2πi
(∫
Γαˆ
G3
〈
Γβˆ,Ω
〉
−
〈
Γβˆ, G3
〉∫
Γαˆ
Ω
)
. (8.9)
We emphasize that, although the commonly used formula Weff ∼
∫
G3 ∧ Ω is very
elegant, it should rather be considered as a mnemonic for (8.9) because the Riemann
bilinear relations do not necessarily hold on non-compact Calabi-Yau manifolds. Note
that although the introduction of the pairing did not render the integrals of Ω and G3
over the Γβˆ-cycle finite, since they are still logarithmically divergent, these divergences
cancel in (8.9) and the effective superpotential is well-defined.
The detailed analysis of the holomorphic matrix model also led to some new results.
In particular, we saw that, in order to calculate the matrix model free energy from a
saddle point expansion, the contour γ has to be chosen in such a way that it passes
through (or at least close to) all critical points of the matrix model potential W , and
the tangent vectors of γ at the critical points are such that the critical points are
local minima along γ. This specific form of γ is dictated by the requirement that the
planar limit spectral density ρ0(s) has to be real. ρ0 is given by the discontinuity
of y0 = W
′(x) − 2tω0, which is one of the branches of the Riemann surface y2 =
W ′(x)2 + f0(x). The reality of ρ0 therefore puts constraints on the coefficients in f0
and hence on the form of the cuts in the Riemann surface. Since the curve γ has
to go through all the cuts of the surface, the reality of ρ0 constrains the form of the
contour. This guarantees that one expands around a configuration for which the first
derivatives of the effective action indeed vanish. To ensure that saddle points are really
stable we were led to choose γ to consist of n pieces where each piece contains one cut
and runs from infinity in one convergence domain to infinity of another domain. Then
the “one-loop” term is a convergent, subleading Gaussian integral.
Part II
M-theory Compactifications,
G2-Manifolds and Anomalies
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Chapter 9
Introduction
In the middle of the nineteen nineties it became clear that the five consistent ten-
dimensional string theories, Type IIA, Type IIB, Type I, SO(32)-heterotic and E8×E8-
heterotic, are not independent, but are related by duality transformations. Further-
more, a relation of these string theories to eleven-dimensional supergravity was found,
and this web of interrelated theories was dubbed M-theory [129], [149]. One of the
intriguing new features of M-theory is the appearance of an additional, eleventh di-
mension, which implies that the old constructions of string compactifications [31] had
to be generalised. In fact, one is immediately led to the question on which manifolds
one has to compactify eleven-dimensional supergravity, in order to obtain a physically
interesting four-dimensional N = 1 effective field theory. It turns out that the mecha-
nism of these compactifications is quite similar to the one of Calabi-Yau compactifica-
tions, and the compact seven-dimensional manifold has to be a so-called G2-manifold.
The Kaluza-Klein reduction of eleven-dimensional supergravity on these manifolds was
first derived in [115]. However, one finds that four-dimensional standard model like
theories, containing non-Abelian gauge groups and charged chiral fermions, can only
be obtained from G2-compactifications if we allow the seven-manifold to be singular
(see for example [6] for a review). To be more precise, if the G2-manifold carries con-
ical singularities, four-dimensional charged chiral fermions occur which are localised
at these singularities. Non-Abelian gauge groups arise from ADE-singularities on the
G2-manifold. Clearly, once a theory with charged chiral fermions is constructed, one
has to check whether it is also free of anomalies. Two different notions of anomaly
cancellation occur in this context. Global anomaly cancellation basically is the require-
ment that the four-dimensional theory is anomaly free after summation of the anomaly
contributions from all the singularities of the internal manifold. Local anomaly cancel-
lation on the other hand imposes the stronger condition that the contributions to the
anomalies associated with each singularity have to cancel separately. We will study
these issues in more detail below. What we find is that, in the case of singular G2-
compactifications, the anomalies present at a given singularity are cancelled locally by
a contribution which “flows” into the singularity from the bulk, provided one modifies
the fields close to the singularity [152], [P2].
Compactifications on G2-manifolds lead to four-dimensional Minkowski space, since
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the metric on a G2-manifold is Ricci-flat. There are also other solutions of the equations
of motion of eleven-dimensional supergravity. One of them is the direct product of AdS4
with a seven-dimensional compact Einstein space with positive curvature. Since the
metric on the seven-manifold is Einstein rather than Ricci-flat, these manifolds cannot
be G2-manifolds. However, a generalisation of the concept of G2-manifolds to the case
of Einstein manifolds exists. These manifolds are known to be weak G2-manifolds.
Quite interestingly, we were able to write down for the first time a family of explicit
metrics for such weak G2-manifolds that are compact and have two conical singularities
[P1]. Although these manifolds have weak G2 rather than G2 metrics, they are quite
similar to G2-manifolds, and hence provide a framework in which many of the features
of compact, singular G2-manifolds can be studied explicitly.
Another context in which the cancellation of anomalies plays a crucial role is the
M5-brane. It carries chiral fields on its six-dimensional world-volume and this field the-
ory on its own would be anomalous. However, once embedded into eleven-dimensional
supergravity one finds that a contribution to the anomaly flows from the bulk into the
brane, exactly cancelling the anomaly. In fact, from these considerations a first correc-
tion term to eleven-dimensional supergravity has been deduced already ten years ago
[48], [150], [60]. The mechanism of anomaly cancellation for the M5-brane has been
reviewed in detail in [P3] and [P4] and we will not cover it here.
Finally, our methods of local anomaly cancellation and inflow from the bulk can be
applied to eleven-dimensional supergravity on the interval [83], [P3]. In this context
an intriguing interplay of new degrees of freedom living on the boundaries, a modified
Bianchi identity and anomaly inflow leads to a complete cancellation of anomalies. The
precise mechanism has been the subject of quite some controversy in the literature (see
for example [22] for references). Our treatment in [P3] finally provides a clear proof of
local anomaly cancellation.
In the following I am going to make this discussion more precise by summarising the
results of the publications [P1], [P2] and [P3]. The discussion will be rather brief, since
many of the details can be found in my work [P4]. In the remainder of the introduction
I quickly review the concept of G2-manifolds, explain the action of eleven-dimensional
supergravity and introduce the important concept of anomaly inflow. The notation is
explained in appendix A.
G2-manifolds
Definition 9.1 Let (x1, . . . , x7) be coordinates on R
7. Write dxij...l for the exterior
form dxi ∧ dxj ∧ . . . ∧ dxl on R7. Define a three-form Φ0 on R7 by
Φ0 := dx123 + dx516 + dx246 + dx435 + dx147 + dx367 + dx257 . (9.1)
The subgroup of GL(7,R) preserving Φ0 is the exceptional Lie group G2. It is compact,
connected, simply connected, semisimple and 14-dimensional, and it also fixes the four-
form
∗Φ0 = dx4567 + dx2374 + dx1357 + dx1276 + dx2356 + dx1245 + dx1346 , (9.2)
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the Euclidean metric g0 = dx
2
1 + . . . dx
2
7, and the orientation on R
7.
Definition 9.2 A G2-structure on a seven-manifold M is a principal subbundle of the
frame bundle of M with structure group G2. Each G2-structure gives rise to a 3-form
Φ and a metric g on M , such that every tangent space of M admits an isomorphism
with R7 identifying Φ and g with Φ0 and g0, respectively. We will refer to (Φ, g) as a
G2-structure. Let ∇ be the Levi-Civita connection, then ∇Φ is called the torsion of
(Φ, g). If ∇Φ = 0 then (Φ, g) is called torsion free. A G2-manifold is defined as the
triple (M,Φ, g), where M is a seven-manifold, and (Φ, g) a torsion-free G2-structure
on M .
Proposition 9.3 Let M be a seven-manifold and (Φ, g) a G2-structure on M . Then
the following are equivalent:
(i) ∇Φ = 0 ,
(ii) dΦ = d ∗ Φ = 0 ,
(iii) Hol(g) ⊆ G2.
Note that the holonomy group of aG2-manifold may be a proper subset ofG2. However,
we will mean a manifold with holonomy group G2 whenever we speak of a G2-manifold
in the following. Let us list some properties of compact Riemann manifolds (M, g)
with Hol(g) = G2.
• M is a spin manifold and there exists exactly one covariantly constant spinor,1
∇Sθ = 0 .
• g is Ricci-flat.
• The Betti numbers are b0 = b7 = 1, b1 = b6 = 0 and b2 = b5 and b3 = b4 arbitrary.
Many more details on G2-manifolds can be found in [P4]. A thorough mathematical
treatment of G2-manifolds, which also contains the proof of proposition 9.3 can be
found in [85].
Eleven-dimensional supergravity
It is current wisdom in string theory [149] that the low energy limit of M-theory is
eleven-dimensional supergravity [39]. Therefore, some properties of M-theory can be
deduced from studying this well understood supergravity theory. Here we review the
basic field content, the Lagrangian and its equations of motion. More details can be
found in [135], [47], [49] and [140]. For a recent review see [108]. The field content of
eleven-dimensional supergravity is remarkably simple. It consists of the metric gMN , a
Majorana spin-3
2
fermion ψM and a three-form C =
1
3!
CMNPdz
M ∧dzN ∧dzP , where zM
is a set of coordinates on the space-time manifold M11. These fields can be combined
1∇S contains the spin connection, see (9.6) or appendix A.
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to give the unique N = 1 supergravity theory in eleven dimensions. The full action is2
S =
1
2κ211
∫
[R ∗ 1− 1
2
G ∧ ∗G− 1
6
C ∧G ∧G]
+
1
2κ211
∫
d11z
√
gψ¯MΓ
MNP∇SN
(
ω + ωˆ
2
)
ψP
− 1
2κ211
1
192
∫
d11z
√
g
(
ψ¯MΓ
MNPQRSψN + 12ψ¯
PΓRSψQ
)
(GPQRS + GˆPQRS) .
(9.3)
To explain the contents of the action, we start with the commutator of the vielbeins,
which defines the anholonomy coefficients Ω CAB
[eA, eB] = [e
M
A ∂M , e
N
B ∂N ] = Ω
C
AB eC . (9.4)
Relevant formulae for the spin connection are
ωMAB(e) =
1
2
(−ΩMAB + ΩABM − ΩBMA) ,
ωMAB = ωMAB(e) +
1
8
[−ψ¯PΓ PQMAB ψQ + 2(ψ¯MΓBψA − ψ¯MΓAψB + ψ¯BΓMψA)] ,
ωˆMAB := ωMAB +
1
8
ψ¯PΓ
PQ
MAB ψQ . (9.5)
ψM is a Majorana vector-spinor. The Lorentz covariant derivative reads
∇SM(ω)ψN := ∂MψN +
1
4
ωMABΓ
ABψN . (9.6)
For further convenience we set
∇˜SM(ω)ψN := ∇SM(ω)ψN −
1
288
(
Γ PQRSM − 8δPMΓQRS
)
GˆPQRSψN . (9.7)
G := dC i.e. GMNPQ = 4∂[MCNPQ] . (9.8)
GˆMNPQ is defined as
GˆMNPQ := GMNPQ + 3ψ¯[MΓNPψQ] . (9.9)
The action is invariant under the supersymmetry transformations
δeAM = −
1
2
η¯ΓAψM ,
δCMNP = −3
2
η¯Γ[MNψP ] , (9.10)
δψM = ∇˜SM(ωˆ)η .
2We define ψ¯M := iψ
†
MΓ
0, see appendix A.
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Next we turn to the equations of motion. We will only need solutions of the
equations of motion with the property that ψM ≡ 0. Since ψM appears at least
bilinearly in the action, we can set ψM to zero before varying the action. This leads to
an enormous simplification of the calculations. The equations of motion with vanishing
fermion field read
RMN (ω)− 1
2
gMNR(ω) = 1
12
(
GMPQRG
PQR
N −
1
8
gMNGPQRSG
PQRS
)
,
d ∗G+ 1
2
G ∧G = 0 .
(9.11)
In addition to those field equations we also know that G is closed, as it is exact,
dG = 0 . (9.12)
A solution (M, 〈g〉, 〈C〉, 〈ψ〉) of the equations of motion is said to be supersymmetric if
the variations (9.10) vanish at the point eAM = 〈eAM〉, CMNP = 〈CMNP 〉, ψM = 〈ψM〉.
All the vacua we are going to study have vanishing fermionic background, 〈ψM 〉 = 0,
so the first two equations are trivially satisfied and the last one reduces to
∇˜SM(ω)η = 0 , (9.13)
evaluated at CMNP = 〈CMNP 〉, eAM = 〈eAM〉 and ψM = 0. We see that eAM and
CMNP are automatically invariant and we find that the vacuum is supersymmetric if
and only if there exists a spinor η s.t. ∀M
∇SMη −
1
288
(
Γ PQRSM − 8δPMΓQRS
)
GPQRSη = 0 . (9.14)
Solutions of the equations of motion
Given the explicit form of the equations of motion, it is easy to see that 〈ψM〉 = 0,
〈C〉 = 0, together with any Ricci-flat metric on the base manifold M11 is a solution.
In particular, this is true for (M11, g) = (R
4 ×M, η × g), where (R4, η) is Minkowski
space and (M, g) is a G2-manifold. For such a vacuum the condition (9.14), reduces to
∇Sη = 0 . (9.15)
The statement that the effective four-dimensional theory should be N = 1 supersym-
metric translates to the requirement that (9.15) has exactly four linearly independent
solutions. After the compactification the original Poincare´ group P (10, 1) is broken to
P (3, 1)× P (7). The 32 of SO(10, 1) decomposes as 32 = 4 ⊗ 8, thus, for a spinor in
the compactified theory we have
η(x, y) = ǫ(x)⊗ θ(y) , (9.16)
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with ǫ a spinor in four and θ a spinor in seven dimensions. The Γ-matrices can be
rewritten as
Γa = γa ⊗ 1 ,
Γm = γ5 ⊗ γm ,
(9.17)
with {γm} the generators of a Clifford algebra in seven dimensions. Then it is not hard
to see that for ∇S = ∇SMdzM one has
∇S = ∇S4 ⊗ 1 + 1 ⊗∇S7 . (9.18)
Therefore, (9.15) reads
(∇S4 ⊗ 1 + 1 ⊗∇S7 )ǫ(x)⊗ θ(y) = ∇S4 ǫ(x)⊗ θ(y) + ǫ(x)⊗∇S7 θ(y) = 0 . (9.19)
On Minkowski space we can find a basis of four constant spinors ǫi. The condition we
are left with is
∇S7 θ(y) = 0 . (9.20)
Thus, the number of solutions of (9.15) is four times the number of covariantly constant
spinors on the compact seven manifold. Since we already saw that a G2-manifold
carries precisely one covariantly constant spinor, we just proved our statement that
compactifications on G2-manifolds lead to four-dimensional N = 1 theories.
Next consider what is known as the Freund-Rubin solution of eleven-dimensional
gravity. Here (M11, g) is given by a Riemannian product, (M11, g) = (M4×M7, g1×g2),
and 3
M11 = S
1 × R3 ×M7, M7 compact ,
〈ψM〉 = 0 ,
〈g1〉 = g(AdS4) ,
〈g2〉 Einstein, s.t. Rmn = 16f 2〈g2mn〉 ,
〈Gµνρσ〉 = f
√
〈g1〉 ǫ˜µνρσ .
(9.21)
Next we want to analyze the consequences of (9.14) for the Freund-Rubin solutions.
We find
∇Sµη = −
if
6
(γµγ5 ⊗ 1 )η ,
∇Smη =
if
12
(1 ⊗ γm)η .
(9.22)
Again we have the decomposition 32 = 4 ⊗ 8 and hence η(x, y) = ǫ(x) ⊗ θ(y). Then
3Recall that the topology of AdS4 is S
1 × R3.
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(9.22) reduce to
∇Sµǫ = −
if
6
γµγ5ǫ, (9.23)
∇Smθ =
if
12
γmθ. (9.24)
On AdS4 one can find four spinors satisfying (9.23). Therefore, the number of spinors η,
satisfying (9.22) is four times the number of spinors θ which are solutions of (9.24). In
other words, to find Freund-Rubin type solutions with N = k supersymmetry we need
to find compact seven-dimensional Einstein spaces with positive curvature and exactly
k Killing spinors. One possible space is the seven-sphere which admits eight Killing
spinors, leading to maximal supersymmetry in four dimensions. A seven-dimensional
Einstein manifold with exactly one Killing spinor is known as a weak G2-manifold.
Kaluza-Klein compactification on a smooth G2-manifolds
We already mentioned that one has to introduce singularities into the compact G2-
manifold in order to generate interesting physics. Indeed, for smooth G2-manifolds we
have the following proposition.
Proposition 9.4 The low energy effective theory of M-theory on (R4×X, η× g) with
(X, g) a smooth G2-manifold is an N = 1 supergravity theory coupled to b2(X) Abelian
vector multiplets and b3(X) massless neutral chiral multiplets.
This field content was determined in [115], the Kaluza-Klein compactification proce-
dure is reviewed in [P4]. Note that although there are chiral fields in the effective
theory these are not very interesting, since they do not couple to the gauge fields.
Anomaly inflow
Before we embark on explaining the details of the mechanism of anomaly cancellation
on singular G2-manifolds, we want to comment on a phenomenon known as anomaly
inflow. A comprehensive discussion of anomalies and many references can be found in
[P4], the most important results are listed in appendix E, to which we refer the reader
for further details. The concept of anomaly inflow in effective theories was pioneered
in [30] and further studied in [110]. See [76] for a recent review. Here we analyse the
extension of these ideas to the context of M-theory, as studied in [P3].
Consider a theory in d = 2n dimensions containing a massless fermion ψ coupled to
a non-Abelian external gauge field A = AaTa with gauge invariant (Euclidean) action
SE[ψ,A]. The current
JMa (x) :=
δSE [ψ,A]
δAaM(x)
, (9.25)
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is conserved, because of the gauge invariance of the action, DMJ
M
a (x) = 0. Next we
define the functional
exp (−X [A]) :=
∫
DψDψ¯ exp
(−SE [ψ,A]) . (9.26)
Under a gauge variation A(x) → A′(x) = A(x) + Dǫ(x) with ǫ(x) = ǫa(x)Ta the
Euclidean action is invariant, but, in general, the measure transforms as
DψDψ¯ → exp
(
i
∫
(ddx)Eǫa(x)Ga[x;A]
)
DψDψ¯ . (9.27)
Here (ddx)E is the Euclidean measure, and the quantity Ga[x;A], called the anomaly
function, depends on the theory under consideration (see [P4] for some explicit exam-
ples). Variation of (9.26) then gives
exp(−X [A])
∫
(ddx)EDM〈JMa (x)〉ǫa(x) =
∫
(ddx)E
∫
DψDψ¯[iGa[x;A]ǫa(x)] exp(−SE) ,
where we used the invariance of the Euclidean action SE under local gauge transfor-
mations. Therefore,
DM〈JMa (x)〉 = iGa[x;A] , (9.28)
and we find that the quantum current 〈JMa (x)〉 is not conserved. The anomaly Ga[x;A]
can be evaluated from studying the transformation properties of the path integral
measure.
Note that (9.27) implies
δX = −i
∫
(ddx)Eǫa(x)Ga[x;A] =: i
∫
I12n , (9.29)
where we defined a 2n-form I12n. We see that a theory is free of anomalies if the
variation of the functional X vanishes. This variation is captured by the form I12n and
it would be nice if we could find a simple way to derive this form for a given theory.
This is in fact possible, as explained in some detail in the appendix. It turns out [126],
[153], [102] that the 2n-form I12n is related to a 2n + 2-form I2n+2 via the so called
decent equations,
dI12n = δI2n+1 , dI2n+1 = I2n+2 , (9.30)
where I2n+2 is a polynomial in the field strengths. Furthermore, the anomaly polyno-
mial I2n+2 depends only on the field content of the theory. It can be shown that the
only fields leading to anomalies are spin-1
2
fermions, spin-3
2
fermions and forms with
(anti-)self-dual field strength. The anomaly polynomials corresponding to these fields
are given by (see [12], [11] and references therein)
I
(1/2)
2n+2 = −2π
[
Aˆ(M2n) ch(F )
]
2n+2
, (9.31)
I
(3/2)
2n+2 = −2π
[
Aˆ(M2n)
(
tr exp
(
i
2π
R
)
− 1
)
ch(F )
]
2n+2
, (9.32)
IA2n+2 = −2π
[(
−1
2
)
1
4
L(M2n)
]
2n+2
. (9.33)
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To be precise these are the anomalies of spin-1
2
and spin-3
2
particles of positive chirality
and a self-dual form in Euclidean space, under the gauge transformation δA = Dǫ
and the local Lorentz transformations δω = Dǫ. All the quantities appearing in these
formulae are explained in appendices B.4 and E. The polynomials of the spin-1
2
fields,
I
(1/2)
2n+2, can be written as a sum of terms containing only the gauge fields, terms con-
taining only the curvature tensor and terms containing both. These terms are often
referred to as the gauge, the gravitational and the mixed anomaly, respectively. As
to determine whether a theory is anomalous or not, is is then sufficient to add all
the anomaly polynomials I2n+2. If they sum up to zero, the variation of the quantum
effective action (9.29) vanishes4 as well, and the theory is anomaly free.
It turns out that this formalism has to be generalized, since we often encounter
problems in M-theory in which the classical action is not fully gauge invariant. One
might argue that in this case the term “anomaly” loses its meaning, but this is in fact
not true. The reason is that in many cases we study theories on manifolds with bound-
ary which are gauge invariant in the bulk, but the non-vanishing boundary contributes
to the variation of the action. So in a sense, the variation is nonzero because of global
geometric properties of a given theory. If we studied the same Lagrangian density on
a more trivial manifold, the action would be perfectly gauge invariant. This is why it
still makes sense to speak of an anomaly. Of course, if we vary the functional (9.26)
in theories which are not gauge invariant we obtain an additional contribution on the
right-hand side. This contribution is called an anomaly inflow term, for reasons which
will become clear presently.
Consider for example a theory which contains the topological term of eleven-
dimensional supergravity. In fact, all the examples we are going to study involve
either this term or terms which can be treated similarly. Clearly,
∫
M11
C ∧ dC ∧ dC
is invariant under C → C + dΛ as long as M11 has no boundary. In the presence of
a boundary we get the non-vanishing result
∫
∂M11
Λ ∧ dC ∧ dC. Let us study what
happens in such a case to the variation of our functional. To do so we first need to find
out how our action can be translated to Euclidean space. The rules are as follows (see
[P3] for a detailed discussion of the transition from Minkowski to Euclidean space)
x1E := ix
0
M , x
2
E := x
1
M , . . .
(d11x)E := id
11x ,
CE1MN := −iC0(M−1)(N−1) , M,N . . . ∈ {2, . . . , 11}
CEMNP = C(M−1)(N−1)(P−1) ,
ǫ˜E123...11 = +1 . (9.34)
4This is in fact not entirely true. It can happen that the sum of the polynomials I2n+2 of a given
theory vanishes, but the variation of X is non-zero. However, in these cases one can always add a
local counterterm to the action, such that the variation of X corresponding to the modified action
vanishes.
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We know that SM = iSE , where SM is the Minkowski action, but explicitly we have5
SMkin = −
1
4κ211
∫
d11x
√
g
1
4!
GMNPQG
MNPQ
=
i
4κ211
∫
(d11x)E
√
g
1
4!
GEMNPQ(G
E)MNPQ ,
SMtop =
1
12κ211
∫
d11x
√
g
1
3!4!4!
ǫM0...M10CM0M1M2GM3M4M5M6GM7M8M9M10
= − 1
12κ211
∫
(d11x)E
√
g
1
3!4!4!
(ǫE)M1...M11CEM1M2M3G
E
M4M5M6M7
GEM8M9M10M11 .
(9.35)
But then we can read off
SE =
1
4κ211
∫
(d11x)E
√
g
1
4!
GEMNPQ(G
E)MNPQ
+
i
12κ211
∫
(d11x)E
√
g
1
3!4!4!
(ǫE)M1...M11CEM1M2M3G
E
M4M5M6M7
GEM8M9M10M11 ,
where a crucial factor of i turns up. We write SE = SEkin+S
E
top =: S
E
kin+ iS˜
E
top, because
SEtop is imaginary, so S˜
E
top is real. Then, for an eleven-manifold with boundary, we find
δSE = iδS˜Etop =
i
12κ211
∫
∂M11
ΛE ∧GE ∧GE . But this means that δSE has precisely the
right structure to cancel an anomaly on the ten-dimensional space ∂M11. This also
clarifies why one speaks of anomaly inflow. A contribution to an anomaly on ∂M11 is
obtained by varying an action defined in the bulk M11.
Clearly, whenever one has a theory with δSM 6= 0 we find the master formula
δX = δSE + i
∫
I12n = −iδSM + i
∫
I12n . (9.36)
The theory is anomaly free if and only if the right-hand side vanishes. In other words,
to check whether a theory is free of anomalies we have to rewrite the action in Eu-
clidean space, calculate its variation and the corresponding 2n+2-form and add i times
the anomaly polynomials corresponding to the fields present in the action. If the result
vanishes the theory is free of anomalies. In doing so one has to be careful, however,
since the translation from Minkowski to Euclidean space is subtle. In particular, one
has to keep track of the chirality of the particles involved. The reason is that with
our conventions (A.27) for the matrix Γd+1 we have Γ
E
d+1 = −ΓMd+1 for d = 4k + 2,
but ΓEd+1 = Γ
M
d+1 for 4k. In other words a fermion of positive chirality in four dimen-
sional Minkowski space translates to one with positive chirality in four-dimensional
Euclidean space. In six or ten dimensions, however, the chirality changes. To calculate
the anomalies one has to use the polynomials after having translated everything to
Euclidean space.
5Our conventions are such that ǫM1...Md = sig(g) 1√g ǫ˜
M1...Md , and ǫ˜M1...Md is totally anti-symmetric
with ǫ˜01...d = +1. See [P3] and appendix A for more details.
Chapter 10
Anomaly Analysis of M-theory on
Singular G2-Manifolds
It was shown in [17], [7] that compactifications on G2-manifolds can lead to charged
chiral fermions in the low energy effective action, if the compact manifold has a conical
singularity. Non-Abelian gauge fields arise [3], [4] if we allow for ADE singularities on
a locus Q of dimension three in the G2-manifold. We will not review these results but
refer the reader to the literature [6]. We are more interested in the question whether,
once the manifold carries conical singularities, the effective theory is free of anomalies.
This chapter is based on the results of [P2].
10.1 Gauge and mixed anomalies
Let then X be a compact G2-manifold that is smooth except for conical singularities
1
Pα, with α a label running from one to the number of singularities in X . Then there
are chiral fermions sitting at a given singularity Pα. They have negative
2 chirality and
are charged under the gauge group U(1)b
2(X) (c.f. proposition 9.4). Their contribution
to the variation of X is given by
δX|anomaly = iI14 with I6 = −2π[(−1)Aˆ(M4)ch(F )]6 . (10.1)
Here the subscript “anomaly” indicates that these are the contributions to δX coming
from a variation of the measure. Later on, we will have to add a contribution coming
from the variation of the Euclidean action. The sign of I6 is differs from the one in (9.31)
because the fermions have negative chirality. The anomaly polynomials corresponding
to gauge and mixed anomalies localized at Pα are then given by (see appendices A and
1Up to now it is not clear whether such G2-manifolds exist, however, examples of non-compact
spaces with conical singularities are known [63], and compact weak G2-manifolds with conical singu-
larities were constructed in [P1].
2Recall that this is true both in Euclidean and in Minkowski space, since γE5 = γ
M
5 , such that the
chirality does not change if we translate from Minkowski to Euclidean space.
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E for the details, in particular F = iF iqi),
I(gauge)α = −
1
(2π)23!
∑
σ∈Tα
b2(X)∑
i=1
qiσF
i
3 , I(mixed)α = 124 ∑
σ∈Tα
b2(X)∑
i=1
qiσF
i
 p′1 .
(10.2)
σ labels the four dimensional chiral multiplets Φσ which are present at the singularity
Pα. Tα is simply a set containing all these labels. q
i
σ is the charge of Φσ with respect
to the i-th gauge field Ai. As all the gauge fields come from a Kaluza-Klein expansion
of the C-field we have b2(X) of them. p′1 = − 18π2 trR ∧ R is the first Pontrjagin class
of four dimensional space-time R4. Our task is now to cancel these anomalies locally,
i.e. separately at each singularity.
So far we have only been using eleven-dimensional supergravity, the low energy limit
of M-theory. However, in the neighbourhood of a conical singularity the curvature of
X blows up. Close to the singularity Pα the space X is a cone on some manifold
Yα (i.e. close to Pα we have ds
2
X ≃ dr2α + r2αds2Yα). But as X is Ricci-flat Yα has
to be Einstein with RYαmn = 5δmn. The Riemann tensor on X and Yα are related by
RXmnpq =
1
r2α
(RYαmnpq − δmp δnq + δmq δnp ), for m ∈ {1, 2, . . . , 6}. Thus, the supergravity
description is no longer valid close to a singularity and one has to resort to a full
M-theory calculation, a task that is currently not feasible.
To tackle this problem we use an idea that has first been introduced in [60] in
the context of anomaly cancellation on the M5-brane. The world-volume W6 of the
M5-brane supports chiral field which lead to an anomaly. Quite interestingly, one can
cancel these anomalies using the inflow mechanism, but only if the topological term of
eleven-dimensional supergravity is modified in the neighbourhood of the brane. Since
we will proceed similarly below, let us quickly motivate these modifications. The five-
brane acts as a source for the field G, i.e. the Bianchi identity, dG = 0, is modified to
dG ∼ δ(5)(W6). In the treatment of [60] a small neighbourhood of the five-brane world-
volume W6 is cut out, creating a boundary. Then one introduces a smooth function ρ
which is zero in the bulk but drops to −1 close to the brane, in such a way that dρ has
support only in the neighbourhood of the boundary. This function is used to smear
out the Bianchi identity by writing it as dG ∼ . . . ∧ dρ. The solution to this identity
is given by G = dC + . . . ∧ dρ, i.e. the usual identity G = dC is corrected by terms
localised on the boundary. Therefore, it is not clear a priori how the topological term
of eleven-dimensional supergravity should be formulated (since for example the terms
C ∧ dC ∧ dC and C ∧G ∧G are now different). It turns out that all the anomalies of
the M5-brane cancel if the topological term reads S˜CS = − 112κ211
∫
C˜ ∧ G˜ ∧ G˜, where C˜
is a field that is equal to C far from the brane, but is modified in the neighbourhood
of the brane. Furthermore, G˜ = dC˜. This mechanism of anomaly cancellation in the
context of the M5-brane is reviewed in detail in [P3] and [P4].
Now we show that a similar treatment works for conical singularities. We first
concentrate on the neighbourhood of a given conical singularity Pα with a metric
locally given by ds2X ≃ dr2α + r2αds2Yα . The local radial coordinate obviously is rα ≥ 0,
the singularity being at rα = 0. As mentioned above, there are curvature invariants
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of X that diverge as rα → 0. In particular, supergravity cannot be valid down to
rα = 0. Motivated by the methods used in the context of the M5-brane, we want
to modify our fields close to the singularity. More precisely, we want to cut of the
fluctuating fields using a smooth function ρ, which equals one far from the singularity
but is zero close to it. The geometry itself is kept fixed, and in particular we keep the
metric and curvature on X . Said differently, we cut off all fields that represent the
quantum fluctuations, but keep the background fields (in particular the background
geometry) as before. To be specific, we introduce a small but finite regulator ǫ, and
the regularised step function ρα such that
ρα(rα) =
{
0 for 0 ≤ rα ≤ R− ǫ
1 for rα ≥ R + ǫ (10.3)
where ǫ/R is small. Using a partition of unity we can construct a smooth function
ρ on X from these ρα in such a way that ρ vanishes for points with a distance to a
singularity which is less than R − ǫ and is one for distances larger than R + ǫ. We
denote the points of radial coordinate R in the chart around Pα by Yα, where the
orientation of Yα is defined in such a way that its normal vector points away from
the singularity. All these conventions are chosen in such a way that
∫
X
(. . .) ∧ dρ =∑
α
∫
Yα
(. . .). The shape of the function ρ is irrelevant, in particular, one might use ρ2
instead of ρ, i.e. ρn ≃ ρ. However, when evaluating integrals one has to be careful
since ρndρ = 1
n+1
dρn+1 ≃ 1
n+1
dρ, where a crucial factor of 1
n+1
appeared. In particular,
for any ten-form φ(10), not containing ρ’s or dρ we have∫
M4×X
φ(10)ρ
ndρ =
∑
α
1
n+ 1
∫
M4×Yα
φ(10) . (10.4)
Using this function ρ we can now “cut off” the quantum fluctuations by simply defining
Ĉ := Cρ , Ĝ = Gρ . (10.5)
The gauge invariant kinetic term of our theory is constructed from this field
Skin = − 1
4κ211
∫
Ĝ ∧ ⋆Ĝ = − 1
4κ211
∫
r≥R
dC ∧ ⋆dC . (10.6)
However, the new field strength Ĝ no longer is closed. This can be easily remedied by
defining
C˜ := Cρ+B ∧ dρ , G˜ := dC˜ (10.7)
Note that G˜ = Ĝ + (C + dB) ∧ dρ, so we only modified Gˆ on the Yα. The auxiliary
field B living on Yα has to be introduced in order to maintain gauge invariance of G˜.
Its transformation law reads
δB = Λ , (10.8)
which leads to
δC˜ = d(Λρ) . (10.9)
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Using these fields we are finally in a position to postulate the form of a modified
topological term [P2],
S˜top := − 1
12κ211
∫
R4×X
C˜ ∧ G˜ ∧ G˜ . (10.10)
To see that this form is indeed useful for our purposes, one simple has to calculate
its gauge transformation. After plugging in a Kaluza-Klein expansion of the fields,
C =
∑
iA
i ∧ ωi + . . ., Λ =∑i ǫiωi + . . ., where the ωi are harmonic two-forms on X
(see [P2] and [P4] for details), we arrive at
δS˜top = −
∑
α
1
(2π)23!
∫
R4
ǫiF jF k
∫
Yα
(T2)
3ωi ∧ ωj ∧ ωk . (10.11)
Here we used T2 :=
(
2π2
κ211
)1/3
. The quantity T2 can be interpreted as the M2-brane
tension [P3]. Note that the result is a sum of terms which are localized at Yα. The
corresponding Euclidean anomaly polynomial is given by
I
(top)
E =
∑
α
I
(top)
E,α = −i
∑
α
I
(top)
M,α =
∑
α
i
(2π)23!
F iF jF k
∫
Yα
(T2)
3ωi ∧ ωj ∧ ωk . (10.12)
This is very similar to the gauge anomaly I
(gauge)
α and we do indeed get a local cancel-
lation of the anomaly, provided we have∫
Yα
(T2)
3ωi ∧ ωj ∧ ωk =
∑
σ∈Tα
qiσq
j
σq
k
σ . (10.13)
(Note that the condition of local anomaly cancellation is iI
(gauge)
α + I
(top)
E,α = 0, from
(9.36).) In [152] it was shown that this equation holds for all known examples of conical
singularities. It is particularly important that our modified topological term gives a
sum of terms localized at Yα without any integration by parts on X . This is crucial,
because local quantities are no longer well-defined after an integration by parts3.
After having seen how anomaly cancellation works in the case of gauge anomalies we
turn to the mixed anomaly. In fact, it cannot be cancelled through an inflow mechanism
from any of the terms in the action of eleven-dimensional supergravity. However, it
was found in [131], [48] that there is a first correction term to the supergravity action,
called the Green-Schwarz term. On a smooth manifold R4 ×X it reads
SGS = −T2
2π
∫
R4×X
G ∧X7 = −T2
2π
∫
R4×X
C ∧X8, (10.14)
3Consider for example
∫ b
a df = f(b)− f(a) = (f(b) + c)− (f(a) + c). It is impossible to infer the
value of f at the boundaries a and b.
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with
X8 :=
1
(2π)34!
(
1
8
trR4 − 1
32
(trR2)2
)
. (10.15)
and X8 = dX7. The precise coefficient of the Green-Schwarz term was determined in
[P3]. Then, there is a natural modification4 on our singular manifold [P2],
S˜GS := −T2
2π
∫
R4×X
C˜ ∧X8 . (10.16)
and its variation reads
δS˜GS = −T2
2π
∑
α
∫
R4×Yα
ǫiωi ∧X8 . (10.17)
To obtain this result we again used a Kaluza-Klein expansion, and we again did not
integrate by parts. X8 can be expressed in terms of the first and second Pontrjagin
classes, p1 = −12
(
1
2π
)2
trR2 and p2 =
1
8
(
1
2π
)4
[(trR2)2 − 2trR4], as
X8 =
π
4!
[
p21
4
− p2
]
. (10.18)
The background we are working in is four-dimensional Minkowski space times a G2-
manifold. In this special setup the Pontrjagin classes can easily be expressed in terms
of the Pontrjagin classes p′i on (R
4, η) and those on (X, g), which we will write as p′′i .
We have p1 = p
′
1 + p
′′
1 and p2 = p
′
1 ∧ p′′1. Using these relations we obtain a convenient
expression for the inflow (10.17),
δS˜GS =
T2
2π
π
48
∑
α
∫
R4
ǫip′1
∫
Yα
ωi ∧ p′′1 . (10.19)
The corresponding (Euclidean) anomaly polynomial is given by
I
(GS)
E =
∑
α
I
(GS)
E,α = −i
∑
α
1
24
F ip′1
∫
Yα
T2
4
ωi ∧ p′′1 , (10.20)
and we see that the mixed anomaly cancels locally provided∫
Yα
T2
4
ωi ∧ p′′1 =
∑
σ∈Tα
qiσ . (10.21)
All known examples satisfy this requirement [152].
4The reader might object that in fact one could also use
∫
C˜ ∧ X˜8,
∫
G˜∧X8 or
∫
G˜∧ X˜8. However,
all these terms actually lead to the same result [P2].
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10.2 Non-Abelian gauge groups and anomalies
Finally we also want to comment on anomaly cancellation in the case of non-Abelian
gauge groups. The calculations are relatively involved and we refer the reader to [152]
and [P2] for the details. We only present the basic mechanism. Non-Abelian gauge
fields occur if X carries ADE singularities. The enhanced gauge symmetry can be
understood to come from M2-branes that wrap the vanishing cycles in the singularity.
Since ADE singularities have codimension four, the set of singular points is a three-
dimensional submanifold Q of X . Chiral fermions which are charged under the non-
Abelian gauge group are generated if the Q itself develops a conical singularity. Close
to such a singularity Pα of Q the space X looks like a cone on some Yα. If Uα denotes
the intersection of Q with Yα then, close to Pα, Q is a cone on Uα. In this case there
are ADE gauge fields on R4 × Q which reduce to non-Abelian gauge fields on R4 if
we perform a Kaluza-Klein expansion on Q. On the Pα we have a number of chiral
multiplets Φσ which couple to both the non-Abelian gauge fields and the Abelian ones,
coming from the Kaluza-Klein expansion of the C-field. Thus, we expect to get a
U(1)3, U(1)H2 and H3 anomaly5, where H is the relevant ADE gauge group. The
relevant anomaly polynomial for this case is (again taking into account the negative
chirality of the fermions)
I6 = −2π[(−1)Aˆ(M)ch(F (Ab))ch(F )]6 (10.22)
where F (Ab) := iqiF i denotes the Abelian and F the non-Abelian gauge field. Expan-
sion of this formula gives four terms namely (10.2) and
I(H
3) = − i
(2π)23!
trF 3 , I(U(1)iH
2) =
1
(2π)22
qiFitrF
2 . (10.23)
It turns out [152], [P2] that our special setup gives rise to two terms on R4×Q, which
read
S˜1 = − i
6(2π)2
∫
R4×Q
K ∧ tr(A˜F˜ 2) , (10.24)
S˜2 =
T2
2(2π)2
∫
R4×Q
C˜ ∧ trF˜ 2 . (10.25)
Here K is the curvature of a certain line bundle described in [152], and A˜ and F˜ are
modified versions of A and F , the gauge potential and field strength of the non-Abelian
ADE gauge field living on R4×Q. The variation of these terms leads to contributions
which are localised at the various conical singularities, and after continuation to Eu-
clidean space the corresponding polynomials cancel the anomalies (10.23) locally, i.e.
separately at each conical singularity. For the details of this mechanism the reader is
referred to [P2]. The main steps are similar to what we did in the last chapter, and
the only difficulty comes from the non-Abelian nature of the fields which complicates
the calculation.
5The U(1)2G anomaly is not present as tr Ta vanishes for all generators of ADE gauge groups,
and the H3-anomaly is only present for H = SU(n).
Chapter 11
Compact Weak G2-Manifolds
We have seen already that one possible vacuum of eleven-dimensional supergravity is
given by the direct product of AdS4 with a compact Einstein seven-manifold of posi-
tive curvature, together with a flux Gµνρσ ∝ ǫµνρσ. Furthermore, if the compact space
carries exactly one Killing spinor we are left with N = 1 in four dimensions. Such man-
ifolds are known as weak G2-manifolds. As for the case of G2-manifolds one expects
charged chiral fermions to occur, if the compact manifold carries conical singularities.
Unfortunately, no explicit metric for a compact G2-manifold with conical singulari-
ties is known. However, in [P1] explicit metrics for compact weak G2-manifolds with
conical singularities have been constructed. These spaces are expected to share many
properties of singular compact G2-manifolds, and are therefore useful to understand
the structure of the latter.
The strategy to construct the compact weak G2-holonomy manifolds is the follow-
ing: we begin with any non-compact G2-holonomy manifold X that asymptotically,
for “large r” becomes a cone on some 6-manifold Y . Manifolds of this type have been
constructed in [63]. The G2-holonomy of X implies certain properties of the 6-manifold
Y which we deduce. In fact, Y can be any Einstein space of positive curvature with
weak SU(3)-holonomy. Then we use this Y to construct a compact weak G2-holonomy
manifold Xλ with two conical singularities that, close to the singularities, looks like a
cone on Y .
11.1 Properties of weak G2-manifolds
On a weak G2-manifold there exists a unique Killing spinor
1,(
∂j +
1
4
ωabj γ
ab
)
θ = i
λ
2
γjθ , (11.1)
from which one can construct a three-form
Φλ :=
i
6
θτγabcθ e
a ∧ eb ∧ ec , (11.2)
1Note that a, b, c are “flat” indices with Euclidean signature, and upper and lower indices are
equivalent.
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which satisfies
dΦλ = 4λ
∗Φλ . (11.3)
Furthermore, (11.1) implies that Xλ has to be Einstein,
Rij = 6λ2gij . (11.4)
It can be shown that the converse statement is also true, namely that Eq. (11.3) implies
the existence of a spinor satisfying (11.1). Note that for λ→ 0, at least formally, weak
G2 goes over to G2-holonomy.
To proceed we define the quantity ψabc to be totally antisymmetric with ψ123 =
ψ516 = ψ624 = ψ435 = ψ471 = ψ673 = ψ572 = 1, and its dual
ψˆabcd :=
1
3!
ǫ˜abcdefgψefg . (11.5)
Using these quantities we note that every antisymmetric tensor Aab transforming as the
21 of SO(7) can always be decomposed [23] into a piece Aab+ transforming as the 14 of
G2 (called self-dual) and a piece A
ab
− transforming as the 7 of G2 (called anti-self-dual):
Aab = Aab+ + A
ab
− (11.6)
Aab+ =
2
3
(
Aab +
1
4
ψˆabcdAcd
)
=: P14Aab , (11.7)
Aab− =
1
3
(
Aab − 1
2
ψˆabcdAcd
)
=: P7Aab , (11.8)
with orthogonal projectors (P14)cdab := 23
(
δcdab +
1
4
ψˆ cdab
)
and (P7)cdab := 13
(
δcdab − 12 ψˆ cdab
)
,
δcdab :=
1
2
(δcaδ
d
b − δdaδcb). Using the identity2
ψˆabdeψdec = −4ψabc (11.9)
we find that the self-dual3 part satisfies
ψabcAbc+ = 0 . (11.11)
In particular, one has
ωabγab = ωab+ γ
ab
+ + ω
ab
− γ
ab
− . (11.12)
The importance of (anti-)self-duality will become clear in the following theorem.
2Many useful identities of this type are listed in the appendix of [23].
3The reader might wonder how this name is motivated, since so far we did not encounter a self-
duality condition. As a matter of fact one can show that for any anti-symmetric tensor Bab the
following three statements are equivalent
ψabcB
bc = 0 ,
Bab− = 0 , (11.10)
Bab =
1
2
ψˆabcdB
cd ,
and the last equation now explains the nomenclature.
11.1 Properties of weak G2-manifolds 127
Theorem 11.1 A manifold (M, g) is a (weak) G2-manifold, if and only if there exists
a frame in which the spin connection satisfies
ψabcω
bc = −2λ ea , (11.13)
where ea is the 7-bein on X.
We will call such a frame a self-dual frame. The proof can be found in [23]. In the case
of a G2-manifold one simply has to take λ = 0. We also need the following:
Proposition 11.2 The three-form Φλ of Eq.(11.2) can be written as
Φλ =
1
6
ψabc e
a ∧ eb ∧ ec (11.14)
if and only if the 7-beins ea are a self-dual frame. This holds for λ = 0 (G2) and λ 6= 0
(weak G2).
Later, for weak G2, we will consider a frame which is not self-dual and thus the 3-form
Φλ will be slightly more complicated than (11.14). To prove the proposition it will
be useful to have an explicit representation for the γ-matrices in 7 dimensions. A
convenient representation is in terms of the ψabc as [23]
(γa)AB = i(ψaAB + δaAδ8B − δaBδ8A) . (11.15)
Here a = 1, . . . 7 while A,B = 1, . . . 8 and it is understood that ψaAB = 0 if A or B
equals 8. One then has [23]
(γab)AB = ψˆabAB + ψabAδ8B − ψabBδ8A + δaAδbB − δaBδbA , (11.16)
(γabc)AB = iψabc(δAB − 2δ8Aδ8B)− 3iψA[abδc]B − 3iψB[abδc]A
−iψˆabcAδ8B − iψˆabcBδ8A . (11.17)
In order to see under which condition (11.2) reduces to (11.14) we use the explicit
representation for the γ-matrices (11.15) given above. It is then easy to see that
θTγabcθ ∼ ψabc if and only if θA ∼ δ8A. This means that our 3-form Φ is given by
(11.14) if and only if the covariantly constant, resp. Killing spinor θ only has an eighth
component, which then must be a constant which we can take to be 1. With this
normalisation we have
θTγabcθ = −iψabc , (11.18)
so that Φ is correctly given by (11.14). From the above explicit expression for γab one
then deduces that (γab)ABθB = ψabA and ω
ab(γab)ABθB = ω
abψabA. Also, i(γc)ABθB =
−δcA, so that Eq. (11.1) reduces to ωabψabc = −2λec.
128 11 Compact Weak G2-Manifolds
11.2 Construction of weak G2-holonomy manifolds
with singularities
Following [P1] we start with any (non-compact) G2-manifold X which asymptotically
is a cone on a compact 6-manifold Y ,
ds2X ∼ dr2 + r2ds2Y . (11.19)
Since X is Ricci flat, Y must be an Einstein manifold with Rαβ = 5δαβ . In practice
[63], Y = CP3, S3 × S3 or SU(3)/U(1)2, with explicitly known metrics. On Y we
introduce 6-beins
ds2Y =
6∑
α=1
ǫ˜α ⊗ ǫ˜α , (11.20)
and similarly on X
ds2X =
7∑
a=1
eˆa ⊗ eˆa . (11.21)
Our conventions are that a, b, . . . run from 1 to 7 and α, β, . . . from 1 to 6. The various
manifolds and corresponding viel-beins are summarized in the table below. Since X
has G2-holonomy we may assume that the 7-beins eˆ
a are chosen such that the ωab are
self-dual, and hence we know from the above remark that the closed and co-closed
3-form Φ is simply given by Eq. (11.14), i.e. Φ = 1
6
ψabc eˆ
a ∧ eˆb ∧ eˆc. Although there is
such a self-dual choice, in general, we are not guaranteed that this choice is compatible
with the natural choice of 7-beins on X consistent with a cohomogeneity-one metric
as (11.19). (For any of the three examples cited above, the self-dual choice actually is
compatible with a cohomogeneity-one metric.)
X Y Xc Xλ
eˆa ǫ˜α ea ea
Φ φ Φλ
Table 1 : The various manifolds, corresponding viel-beins
and 3-forms that enter our construction.
Now we take the limit X → Xc in which the G2-manifold becomes exactly a cone
on Y so that eˆa → ea with
eα = rǫ˜α , e7 = dr . (11.22)
In this limit the cohomogeneity-one metric can be shown to be compatible with the
self-dual choice of frame (see [P1] for a proof) so that we may assume that (11.22) is
such a self-dual frame. More precisely, we may assume that the original frame eˆa on
X was chosen in such a way that after taking the conical limit the ea are a self-dual
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frame. Then we know that the 3-form Φ of X becomes a 3-form φ of Xc given by the
limit of (11.14), namely
φ = r2dr ∧ ξ + r3ζ , (11.23)
with the 2- and 3-forms on Y defined by
ξ =
1
2
ψ7αβ ǫ˜
α ∧ ǫ˜β , ζ = 1
6
ψαβγ ǫ˜
α ∧ ǫ˜β ∧ ǫ˜ γ . (11.24)
The dual 4-form is given by
∗φ = r4 ∗Yξ − r3dr ∧ ∗Yζ , (11.25)
where ∗Yξ is the dual of ξ in Y .4 As for the original Φ, after taking the conical limit,
we still have dφ = 0 and d∗φ = 0. This is equivalent to
dξ = 3ζ ,
d ∗Yζ = −4 ∗Yξ . (11.30)
These are properties of appropriate forms on Y , and they can be checked to be true for
any of the three standard Y ’s. Actually, these relations show that Y has weak SU(3)-
holonomy. Conversely, if Y is a 6-dimensional manifold with weak SU(3)-holonomy,
then we know that these forms exist. This is analogous to the existence of the 3-form
Φλ with dΦλ = 4λ
∗Φλ for weak G2-holonomy. These issues were discussed e.g. in [79].
Combining the two relations (11.30), we see that on Y there exists a 2-form ξ obeying
d ∗Ydξ + 12 ∗Yξ = 0 , d ∗Yξ = 0 . (11.31)
4We need to relate Hodge duals on the 7-manifolds X , Xc or Xλ to the Hodge duals on the 6-
manifold Y . To do this, we do not need to specify the 7-manifold and just call it X7. We assume that
the 7-beins of X7, called e
a, and the 6-beins of Y , called ǫ˜α can be related by
e7 = dr , eα = h(r)ǫ˜α . (11.26)
We denote the Hodge dual of a form π on X7 simply by
∗π while the 6-dimensional Hodge dual of
a form σ on Y is denoted ∗Yσ. The duals of p-forms on X7 and on Y are defined in terms of their
respective viel-bein basis, namely
∗ (ea1 ∧ . . . ∧ eap) = 1
(7− p)! ǫ˜
a1...ap
b1...b7−p
eb1 ∧ . . . ∧ eb7−p (11.27)
and
∗Y (ǫ˜α1 ∧ . . . ∧ ǫ˜αp) = 1
(6 − p)! ǫ˜
α1...αp
β1...β6−p
ǫ˜ β1 ∧ . . . ∧ ǫ˜ β6−p . (11.28)
Here the ǫ˜-tensors are the “flat” ones that equal ±1. Expressing the ea in terms of the ǫ˜α provides
the desired relations. In particular, for a p-form ωp on Y we have
∗ (dr ∧ ωp) = h(r)6−2p ∗Yωp ,
∗ωp = (−)ph(r)6−2pdr ∧ ∗Yωp , (11.29)
where we denote both the form on Y and its trivial extension onto Xλ by the same symbol ωp.
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This implies ∆Y ξ = 12ξ, where ∆Y = − ∗Yd ∗Yd − d ∗Yd ∗Y is the Laplace operator
on forms on Y . Note that with ζ = 1
3
dξ we actually have φ = d
(
r3
3
ξ
)
and φ is
cohomologically trivial. This was not the case for the original Φ.
We now construct a manifold Xλ with a 3-form Φλ that is a deformation of this
3-form φ and that will satisfy the condition (11.3) for weak G2-holonomy. Since weak
G2-manifolds are Einstein manifolds we need to introduce some scale r0 and make the
following ansatz for the metric on Xλ
ds2Xλ = dr
2 + r20 sin
2 rˆ ds2Y , (11.32)
with
rˆ =
r
r0
, 0 ≤ r ≤ πr0 . (11.33)
Clearly, this metric has two conical singularities, one at r = 0 and the other at r = πr0.
We see from (11.32) that we can choose 7-beins ea on Xλ that are expressed in
terms of the 6-beins ǫ˜α of Y as
eα = r0 sin rˆ ǫ˜
α , e7 = dr . (11.34)
Although this is the natural choice, it should be noted that it is not the one that
leads to a self-dual spin connection ωab that satisfies Eq. (11.13). We know from [23]
that such a self-dual choice of 7-beins must exist if the metric (11.32) has weak G2-
holonomy but, as noted earlier, there is no reason why this choice should be compatible
with cohomogeneity-one, i.e choosing e7 = dr. Actually, it is easy to see that for
weak G2-holonomy, λ 6= 0, a cohomogeneity-one choice of frame and self-duality are
incompatible: a cohomogeneity-one choice of frame means e7 = dr and eα = h(α)(r)ǫ˜
α
so that ωαβ =
h(α)(r)
h(β)(r)
ω˜αβ and ωα7 = h′(α)(r)ǫ˜
α. But then the self-duality condition for
a = 7 reads ψ7αβ
h(α)(r)
h(β)(r)
ω˜αβ = −2λdr. Since ω˜αβ is the spin connection on Y , associated
with ǫ˜α, it contains no dr-piece, and the self-duality condition cannot hold unless λ = 0.
Having defined the 7-beins on Xλ in terms of the 6-beins on Y , the Hodge duals
on Xλ and on Y are related accordingly. If ωp is a p-form on Y , we have
∗ (dr ∧ ωp) = (r0 sin rˆ)6−2p ∗Yωp
∗ωp = (−)p (r0 sin rˆ)6−2p dr ∧ ∗Yωp , (11.35)
where we denote both the form on Y and its trivial (r-independent) extension onto Xλ
by the same symbol ωp.
Finally, we are ready to determine the 3-form Φλ satisfying dΦλ = λ
∗Φλ. We make
the ansatz [P1]
Φλ = (r0 sin rˆ)
2 dr ∧ ξ + (r0 sin rˆ)3 (cos rˆ ζ + sin rˆ ρ) . (11.36)
Here, the 2-form ξ and the 3-forms ζ and ρ are forms on Y which are trivially extended
to forms on Xλ (no r-dependence). Note that this Φλ is not of the form (11.14) as
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the last term is not just ζ but cos rˆ ζ + sin rˆ ρ. This was to be expected since the
cohomogeneity-one frame cannot be self-dual. The Hodge dual of Φλ then is given by
∗Φλ = (r0 sin rˆ)
4 ∗Yξ − (r0 sin rˆ)3 dr ∧ (cos rˆ ∗Yζ + sin rˆ ∗Yρ) (11.37)
while
dΦλ = (r0 sin rˆ)
2 dr ∧ (−dξ + 3ζ) + (r0 sin rˆ)3 (cos rˆ dζ + sin rˆ dρ)
+
4
r0
(r0 sin rˆ)
3 dr ∧ (cos rˆ ρ− sin rˆ ζ) . (11.38)
In the last term, the derivative ∂r has exchanged cos rˆ and sin rˆ and this is the reason
why both of them had to be present in the first place.
Requiring dΦλ = 4λ
∗Φλ leads to the following conditions
dξ = 3ζ , (11.39)
dρ = 4λr0
∗Yξ , (11.40)
ρ = −λr0 ∗Yζ , (11.41)
ζ = λr0
∗Yρ . (11.42)
Equations (11.41) and (11.42) require
r0 =
1
λ
(11.43)
and ζ = ∗Yρ ⇔ ρ = − ∗Yζ (since for a 3-form ∗Y( ∗Yω3) = −ω3). Then (11.40) is
dρ = 4 ∗Yξ, and inserting ρ = − ∗Yζ and Eq. (11.39) we get
d ∗Ydξ + 12 ∗Yξ = 0 and d ∗Yξ = 0 . (11.44)
But we know from (11.31) that there is such a two-form ξ on Y . Then pick such a ξ
and let ζ = 1
3
dξ and ρ = − ∗Yζ = −1
3
∗Ydξ. We conclude that
Φλ =
(
sinλr
λ
)2
dr ∧ ξ + 1
3
(
sinλr
λ
)3
(cosλr dξ − sinλr ∗Ydξ) (11.45)
satisfies dΦλ = 4λ
∗Φλ and that the manifold with metric (11.32) has weakG2-holonomy.
Thus we have succeeded to construct, for every non-compact G2-manifold that is
asymptotically (for large r) a cone on Y , a corresponding compact weak G2-manifold
Xλ with two conical singularities that look, for small r, like cones on the same Y . Of
course, one could start directly with any 6-manifold Y of weak SU(3)-holonomy.
The quantity λ sets the scale of the weak G2-manifold Xλ which has a size of order
1
λ
. As λ → 0, Xλ blows up and, within any fixed finite distance from r = 0, it looks
like the cone on Y we started with.
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Cohomology of the weak G2-manifolds
As mentioned above, what one wants to do with our weak G2-manifold at the end of
the day is to compactify M-theory on it, and generate an interesting four-dimensional
effective action. This is done by a Kaluza-Klein compactification (reviewed for instance
in [P4]), and it is therefore desirable to know the cohomology groups of the compact
manifold. To be more precise, there are various ways to define harmonic forms which
are all equivalent on a compact manifold without singularities where one can freely
integrate by parts. Since Xλ has singularities we must be more precise about the
definition we adopt and about the required behaviour of the forms as the singularities
are approached.
Physically, when one does a Kaluza-Klein reduction of an eleven-dimensional k-
form Ck one first writes a double expansion Ck =
∑k
p=0
∑
iA
i
k−p ∧ φip where Aik−p are
(k−p)-form fields in four dimensions and the φip constitute, for each p, a basis of p-form
fields on Xλ. It is convenient to expand with respect to a basis of eigenforms of the
Laplace operator on Xλ. Indeed, the standard kinetic term for Ck becomes∫
M4×Xλ
dCk ∧ ∗dCk =
∑
p,i
(∫
M4
dAik−p ∧ ∗dAik−p
∫
Xλ
φip ∧ ∗φip
+
∫
M4
Aik−p ∧ ∗Aik−p
∫
Xλ
dφip ∧ ∗dφip
)
. (11.46)
Then a massless field Ak−p in four dimensions arises for every closed p-form φ
i
p on Xλ
for which
∫
Xλ
φp ∧ ∗φp is finite. Moreover, the usual gauge condition d∗Ck = 0 leads to
the analogous four-dimensional condition d∗Ak−p = 0 provided we also have d
∗φp = 0.
We are led to the following definition:
Definition 11.3 An L2-harmonic p-form φp on Xλ is a p-form such that
(i) ||φp||2 ≡
∫
Xλ
φp ∧ ∗φp <∞ , and (11.47)
(ii) dφp = 0 and d
∗φp = 0 . (11.48)
Then one can prove [P1] the following:
Proposition 11.4 Let Xλ be a 7-dimensional manifold with metric given by (11.32),
(11.33). Then all L2-harmonic p-forms φp on Xλ for p ≤ 3 are given by the trivial
(r-independent) extensions to Xλ of the L
2-harmonic p-forms ωp on Y . For p ≥ 4 all
L2-harmonic p-forms on Xλ are given by
∗φ7−p.
Since there are no harmonic 1-forms on Y we immediately have the
Corollary : The Betti numbers on Xλ are given by those of Y as
b0(Xλ) = b
7(Xλ) = 1 , b
1(Xλ) = b
6(Xλ) = 0 ,
b2(Xλ) = b
5(Xλ) = b
2(Y ) , b3(Xλ) = b
4(Xλ) = b
3(Y ) . (11.49)
The proof of the proposition is lengthy and rather technical and the reader is referred
to [P1] for details.
Chapter 12
The Horˇava-Witten Construction
The low-energy effective theory of M-theory is eleven-dimensional supergravity. Over
the last years various duality relations involving string theories and eleven-dimensional
supergravity have been established, confirming the evidence for a single underlying
theory. One of the conjectured dualities, discovered by Horˇava and Witten [83], relates
M-theory on the orbifoldM10×S1/Z2 to E8×E8 heterotic string theory on the manifold
M10. In [83] it was shown that the gravitino field ψM ,M,N, . . . = 0, 1, . . . 10, present in
the eleven-dimensional bulk M10 × S1/Z2 leads to an anomaly on the ten-dimensional
fixed “planes” of this orbifold. Part of this anomaly can be cancelled if we introduce a
ten-dimensional E8 vector multiplet on each of the two fixed planes. This does not yet
cancel the anomaly completely. However, once the vector multiplets are introduced
they have to be coupled to the eleven-dimensional bulk theory. In [83] it was shown
that this leads to a modification of the Bianchi identity to dG 6= 0, which in turn leads
to yet another contribution to the anomaly, coming from the non-invariance of the
classical action. Summing up all these terms leaves us with an anomaly free theory.
However, the precise way of how all these anomalies cancel has been the subject of
quite some discussion in the literature. Using methods similar to the ones we described
in chapter 10, and building on the results of [22], we were able to prove for the first
time [P3] that the anomalies do actually cancel locally, i.e. separately on each of the
two fixed planes. In this chapter we will explain the detailed mechanism that leads to
this local anomaly cancellation.
The orbifold R10 × S1/Z2
Let the eleven-dimensional manifold M11 be the Riemannian product of ten-manifold
(M10, g) and a circle S
1 with its standard metric. The coordinates on the circle are
taken to be φ ∈ [−π, π] with the two endpoints identified. In particular, the radius of
the circle will be taken to be one. The equivalence classes in S1/Z2 are the pairs of
points with coordinate φ and −φ, i.e. Z2 acts as φ → −φ. This map has the fixed
points 0 and π, thus the space M10 × S1/Z2 contains two singular ten-dimensional
spaces. In the simplest case we have M10 = R
10, which is why we call these spaces
fixed planes.
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Before we proceed let us introduce some nomenclature. Working on the space
M10×S1, with an additional Z2-projection imposed, is called to work in the “upstairs”
formalism. Equivalently, one might work on the manifold M10×I ∼= M10×S1/Z2 with
I = [0, π]. This is referred to as the “downstairs” approach. It is quite intuitive to
work downstairs on the interval but for calculational purposes it is more convenient to
work on manifolds without boundary. Otherwise one would have to impose boundary
conditions for the fields. Starting from supergravity on M10× I it is easy to obtain the
action in the upstairs formalism. One simply has to use
∫
I
. . . = 1
2
∫
S1
. . ..
Working upstairs one has to impose the Z2-projection by hand. By inspection of
the topological term of eleven-dimensional supergravity (c.f. Eq. (9.3)) one finds that
Cµνρ, with µ, ν, . . . = 0, 1, . . . 9, is Z2-odd, whereas Cµν10 is Z2-even. This implies that
Cµνρ is projected out and C can be written as C = B˜ ∧ dφ.
Following [22] we define for further convenience
δ1 := δ(φ)dφ , δ2 := δ(φ− π)dφ ,
ǫ1(φ) := sig(φ)− φ
π
, ǫ2(φ) := ǫ1(φ− π) ,
(12.1)
which are well-defined on S1 and satisfy
dǫi = 2δi − dφ
π
. (12.2)
After regularization we get [22] 1
δiǫjǫk → 1
3
(δjiδki)δi . (12.3)
Anomalies of M-theory on M10 × S1/Z2
Next we need to study the field content of eleven-dimensional supergravity on the given
orbifold, and analyse the corresponding anomalies. Compactifying eleven-dimensional
supergravity on the circle leads to a set of (ten-dimensional) massless fields which are
independent of the coordinate φ and other (ten-dimensional) massive modes. Only the
former can lead to anomalies in ten-dimensions. For instance, the eleven-dimensional
Rarita-Schwinger field reduces to a sum of infinitely many massive modes, and two
massless ten-dimensional gravitinos of opposite chirality. On our orbifold we have to
impose the Z2-projection on these fields. Only one of the two ten-dimensional graviti-
nos is even under φ → −φ, and the other one is projected out. Therefore, after the
projection we are left with a chiral theory, which, in general, is anomalous. Note that
we have not taken the radius of the compactification to zero, and there is a ten-plane
for every point in S1/Z2. Therefore it is not clear a priori on which ten-dimensional
plane the anomalies should occur. There are, however, two very special ten-planes,
namely those fixed by the Z2-projection. It is therefore natural to assume that the
1Of course δij is the usual Kronecker symbol, not to be confused with δi.
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anomalies should localise on these planes. Clearly, the entire setup is symmetric and
the two fixed planes should carry the same anomaly. In the case in which the radius
of S1 reduces to zero we get the usual ten-dimensional anomaly of a massless grav-
itino field. We conclude that in the case of finite radius the anomaly which is situated
on the ten-dimensional planes is given by exactly one half of the usual gravitational
anomaly in ten dimensions. This result has first been derived in [83]. Since the Z2-
projection gives a positive chirality spin-3
2
field and a negative chirality spin-3
2
field in
the Minkowskian, (recall ΓE = −ΓM), we are led to a negative chirality spin-3
2
and
a positive chirality spin-1
2
field in the Euclidean. The anomaly polynomial of these
so-called untwisted fields on a single fixed plane reads
I
(untwisted)
12(i) =
1
2
{
1
2
(−I(3/2)grav (Ri) + I(1/2)grav (Ri))} . (12.4)
The second factor of 1
2
arises because the fermions are Majorana-Weyl. i = 1, 2 denotes
the two planes, and Ri is the curvature two-form on the i-th plane. I
(3/2)
grav is obtained
from I
(3/2)
12 of Eq. (9.32) by setting F = 0, and similarly for I
(1/2)
grav .
So eleven-dimensional supergravity on M10 × S1/Z2 is anomalous and has to be
modified in order to be a consistent theory. An idea that has been very fruitful in
string theory over the last years is to introduce new fields which live on the singu-
larities of the space under consideration. Following this general tack we introduce
massless modes living only on the fixed planes of our orbifold. These so-called twisted
fields have to be ten-dimensional vector multiplets because the vector multiplet is the
only ten-dimensional supermultiplet with all spins ≤ 1. In particular, the multiplets
can be chosen in such a way that the gaugino fields have positive chirality (in the
Minkowskian). Then they contribute to the pure and mixed gauge anomalies, as well
as to the gravitational ones. The corresponding anomaly polynomial reads
I
(twisted)
12(i) = −
1
2
(
niI
(1/2)
grav (Ri) + I
(1/2)
mixed(Ri, Fi) + I
(1/2)
gauge(Fi)
)
, (12.5)
where the minus sign comes from the fact that the gaugino fields have negative chirality
in the Euclidean. ni is the dimension of the adjoint representation of the gauge group
Gi. Adding all the pieces gives
I
(fields)
12(i) = I
(untwisted)
12(i) + I
(twisted)
12(i)
= − 1
2(2π)56!
[
496− 2ni
1008
trR6i +
−224− 2ni
768
trR4i trR
2
i +
320− 10ni
9216
(trR2i )
3
+
1
16
trR4iTrF
2
i +
5
64
(trR2i )
2TrF 2i −
5
8
trR2iTrF
4
i + TrF
6
i
]
, (12.6)
where now Tr denotes the adjoint trace. To derive this formula we made use of the
general form of the anomaly polynomial as given in appendix E. The anomaly cancels
only if several conditions are met. First of all it is not possible to cancel the trR6 term
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by a Green-Schwarz type mechanism. Therefore, we get a restriction on the gauge
group Gi, namely
ni = 248. (12.7)
Then we are left with
I
(fields)
12(i) = −
1
2(2π)56!
[
−15
16
trR4i trR
2
i −
15
64
(trR2i )
3 +
1
16
trR4iTrF
2
i
+
5
64
(trR2i )
2TrF 2i −
5
8
trR2iTrF
4
i + TrF
6
i
]
. (12.8)
In order to cancel this remaining part of the anomaly we will apply a sort of Green-
Schwarz mechanism. This is possible if and only if the anomaly polynomial factorizes
into the product of a four-form and an eight-form. For this factorization to occur we
need
TrF 6i =
1
24
TrF 4i TrF
2
i −
1
3600
(TrF 2i )
3 . (12.9)
There is exactly one non-Abelian Lie group with this property, which is the exceptional
group E8. Defining tr :=
1
30
Tr for E8 and making use of the identities
TrF 2 =: 30 trF 2 , (12.10)
TrF 4 =
1
100
(TrF 2)2 , (12.11)
TrF 6 =
1
7200
(TrF 2)3 , (12.12)
which can be shown to hold for E8, we can see that the anomaly factorizes,
I
(fields)
12(i) = −
π
3
(I4(i))
3 − I4(i) ∧X8 , (12.13)
with
I4(i) :=
1
16π2
(
trF 2i −
1
2
trR2i
)
, (12.14)
andX8 as in (10.15). X8 is related to formsX7 andX6 via the usual descent mechanism
X8 = dX7, δX7 = dX6.
The modified Bianchi identity
So far we saw that M-theory on S1/Z2 is anomalous and we added new fields onto the
fixed planes to cancel part of that anomaly. But now the theory has changed. It no
longer is pure eleven-dimensional supergravity on a manifold with boundary, but we
have to couple this theory to ten-dimensional super-Yang-Mills theory, with action
SSYM = − 1
4λ2
∫
d10x
√
g10 trFµνF
µν , (12.15)
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where λ is an unknown coupling constant. The explicit coupling of these two theories
was determined in [83]. The crucial result of this calculation is that the Bianchi identity,
dG = 0, needs to be modified. It reads2
dG = −2κ
2
11
λ2
∑
i
δi ∧
(
trF 2i −
1
2
trR2
)
= −(4π)2 2κ
2
11
λ2
∑
i
δi ∧ I4(i) . (12.16)
Since δi has support only on the fixed planes and is a one-form ∼ dφ, only the values
of the smooth four-form I4(i) on this fixed plane are relevant and only the components
not including dφ do not vanish. The gauge part trF 2i always satisfies these conditions
but for the trR2 term this is non-trivial. In the following a bar on a form will indicate
that all components containing dφ are dropped and the argument is set to φ = φi.
Then the modified Bianchi identity reads
dG = γ
∑
i
δi ∧ I¯4(i) , (12.17)
where we introduced
γ := −(4π)22κ
2
11
λ2
. (12.18)
Define the Chern-Simons form
ω¯i :=
1
(4π)2
(
tr(AidAi +
2
3
A3i )−
1
2
tr(Ω¯idΩ¯i +
2
3
Ω¯3i )
)
, (12.19)
so that
dω¯i = I¯4(i) . (12.20)
Under a gauge and local Lorentz transformation with parameters Λg and ΛL indepen-
dent of φ one has
δω¯i = dω¯
1
i , (12.21)
where
ω¯1i :=
1
(4π)2
(
trΛgdAi − 1
2
trΛLdΩ¯i
)
. (12.22)
Making use of (12.2) we find that the Bianchi identity (12.17) is solved by
G = dC − (1− b)γ
∑
i
δi ∧ ω¯i + bγ
∑
i
ǫi
2
I¯4(i) − bγ
∑
i
dφ
2π
∧ ω¯i , (12.23)
where b is an undetermined (real) parameter. As G is a physical field it is taken to be
gauge invariant, δG = 0. Hence we get the transformation law of the C-field,
δC = dB12 − γ
∑
i
δi ∧ ω¯1i − bγ
∑
i
ǫi
2
dω¯1i , (12.24)
2This differs by a factor 2 from [83] which comes from the fact that our κ11 is the “downstairs”
κ. [83] use its “upstairs” version and the relation between the two is 2κdownstairs ≡ 2κ11 = κupstairs.
See [22] and [P3] for a careful discussion.
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with some two-form B12 . Recalling that Cµνρ is projected out, this equation can be
solved, because Cµνρ = 0 is only reasonable if we also have δCµνρ = 0. This gives
(dB12)µνρ =
bγ
2
∑
i
(ǫidω¯
1
i )µνρ , (12.25)
which is solved by
(B12)µν = γ
b
2
∑
i
ǫi(ω¯
1
i )µν . (12.26)
So we choose
B12 = γ
b
2
∑
i
ǫiω¯
1
i , (12.27)
and get
δC = γ
∑
i
[
(b− 1)δi ∧ ω¯1i −
b
2π
dφ ∧ ω¯1i
]
. (12.28)
Inflow terms and anomaly cancellation
In the last sections we saw that introducing a vector supermultiplet cancels part of
the gravitational anomaly that is present on the ten-dimensional fixed planes. Fur-
thermore, the modified Bianchi identity led to a very special transformation law for
the C-field. In this section we show that this modified transformation law allows us
to cancel the remaining anomaly, leading to an anomaly free theory. We start from
supergravity on M10 × I ∼= M10 × S1/Z2 and rewrite it in the upstairs formalism,
Stop = − 1
12κ211
∫
M10×I
C ∧ dC ∧ dC = − 1
24κ211
∫
M10×S1
C ∧ dC ∧ dC . (12.29)
However, we no longer have G = dC and thus it is no longer clear whether the correct
topological term is CdCdC or rather CGG. It turns out that the correct term is
the one which maintains the structure C˜dC˜dC˜ everywhere except on the fixed planes.
However, the field C has to be modified to a field C˜, similarly to what we did in chapter
10. To be concrete let us study the structure of G in more detail. It is given by
G = d
(
C +
b
2
γ
∑
i
ǫiω¯i
)
− γ
∑
i
δi ∧ ω¯i =: dC˜ − γ
∑
i
δi ∧ ω¯i . (12.30)
That is we have G = dC˜ except on the fixed planes where we get an additional
contribution. Thus, in order to maintain the structure of the topological term almost
everywhere we postulate [P3] it to read
S˜top = − 1
24κ211
∫
M10×S1
C˜ ∧G ∧G
= − 1
24κ211
∫
M10×S1
(
C˜ ∧ dC˜ ∧ dC˜ − 2C˜ ∧ dC˜ ∧ γ
∑
i
δi ∧ ω¯i
)
. (12.31)
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To see that this is reasonable let us calculate its variation under gauge transformations.
From (12.28) we have
δC˜ = d
(
γb
2
∑
i
ǫiω¯
1
i
)
− γ
∑
i
δi ∧ ω¯1i , (12.32)
and we find
δS˜top =
γ3b2
96κ211
∫
M10×S1
∑
i,j,k
(δiǫjǫk+2ǫiǫjδk)ω¯
1
i ∧ I¯4(j)∧ I¯4(k) =
γ3b2
96κ211
∑
i
∫
ω¯1i ∧ I¯4(i)∧ I¯4(i) ,
(12.33)
where we used (12.3). This δS˜top is a sum of two terms, and each of them is localised on
one of the fixed planes. The corresponding (Minkowskian) anomaly polynomial reads
I
(top)
12 =
∑
i
γ3b2
96κ211
(I¯4(i))
3 =:
∑
i
I
(top)
12(i) . (12.34)
If we choose γ to be
γ = −
(
32πκ211
b2
)1/3
(12.35)
and use (9.36) we see that this cancels the first part of the anomaly (12.13) through
inflow. Note that this amounts to specifying a certain choice for the coupling constant
λ.
This does not yet cancel the anomaly entirely. However, we have seen, that there
is yet another term, which can be considered as a first M-theory correction to eleven-
dimensional supergravity, namely the Green-Schwarz term3
SGS := − 1
(4πκ211)
1/3
∫
M10×I
G ∧X7 = − 1
2(4πκ211)
1/3
∫
M10×S1
G ∧X7 , (12.36)
studied in [131], [48], [P3]. X8 is given in (10.15) and it satisfies the descent equations
X8 = dX7 and δX7 = dX6. Its variation gives the final contribution to our anomaly,
δSGS = − 1
2(4πκ211)
1/3
∫
M10×S1
G ∧ dX16 =
∑
i
γ
2(4πκ211)
1/3
∫
M10
I¯4(i) ∧ X¯6 , (12.37)
where we integrated by parts and used the properties of the δi. The corresponding
(Minkowskian) anomaly polynomial is
I
(GS)
12 =
∑
i
γ
2(4πκ211)
1/3
I¯4(i) ∧ X¯8 =:
∑
i
I
(GS)
12(i) . (12.38)
3The reader might wonder why we use the form
∫
G ∧ X7 for the Green-Schwarz term, since we
used
∫
C˜ ∧ X8 in chapter 10, c.f. Eq. (10.19). However, first of all we noted already in chapter 10
that
∫
G˜ ∧X7 would have led to the same results. Furthermore, on M10 × S1 we have from (12.30)
that
∫
G∧X7 =
∫
C˜ ∧X8 − γ
∑
i
∫
ω¯i ∧X7. But the latter term is a local counterterm that does not
contribute to I12.
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which cancels the second part of our anomaly provided
γ = −(32πκ211)1/3 . (12.39)
Happily, the sign is consistent with our first condition (12.35) for anomaly cancellation
and it selects b = 1. This value for b was suggested in [22] from general considerations
unrelated to anomaly cancellation. Choosing γ (and thus the corresponding value for
λ) as in (12.39) leads to a local cancellation of the anomalies. Indeed let us collect all
the contributions to the anomaly of a single fixed plane, namely (12.13), (12.34) and
(12.38)
iI
(untwisted)
12(i) + iI
(twisted)
12(i) − iI(top)12(i) − iI(GS)12(i) = 0 . (12.40)
The prefactors of −i in the last two terms come from the fact that we calculated the
variation of the Minkowskian action, which has to be translated to Euclidean space
(c.f. Eq. 9.36). Note that the anomalies cancel separately on each of the two ten-
dimensional planes. In other words, we once again find local anomaly cancellation.
Chapter 13
Conclusions
We have seen that anomalies are a powerful tool to explore some of the phenomena of
M-theory. The requirement of a cancellation of local gauge and gravitational anomalies
imposes strong constraints on the theory, and allows us to understand its structure in
more detail. In the context of higher dimensional field theories anomalies can cancel in
two different ways. For instance, in the case of M-theory on the product of Minkowski
space with a compact manifold, anomalies can be localised at various points in the
internal space. The requirement of global anomaly cancellation then simply means
that the sum of all these anomalies has to vanish. The much stronger concept of
local anomaly cancellation, on the other hand, requires the anomaly to be cancelled
on the very space where it is generated. We have seen that for M-theory on singular
G2-manifolds and on M10×S1/Z2 anomalies do indeed cancel locally via a mechanism
known as anomaly inflow. The main idea is that the classical action is not invariant
under local gauge or Lorentz transformations, because of “defects” in the space on
which it is formulated. Such a defect might be a (conical or orbifold) singularity
or a boundary. Furthermore, we saw that the classical action had to be modified
close to these defects. Only then does the variation of the action give the correct
contributions to cancel the anomaly. These modifications of the action in the cases
studied above are modelled after the similar methods that had been used in [60] to
cancel the normal bundle anomaly of the M5-brane. Of course these modifications are
rather ad hoc. Although the same method seems to work in many different cases the
underlying physics has not yet been understood. One might for example ask how the
smooth function ρ (c.f Eq. (10.3)) is generated in the context of G2-compactifications.
Some progress in this direction has been made in [77], [24]. It would certainly be quite
interesting to further explore these issues.
There are no explicit examples of metrics of compact G2-manifolds with conical
singularities and therefore the discussion above might seem quite academic. However,
we were able to write down relatively simple metrics for a compact manifold with
two conical singularities and weak G2-holonomy. Although the corresponding effective
theory lives on AdS4 one expects that the entire mechanism of anomaly cancellation
should be applicable to this case as well, see e.g. [5] for a discussion. Therefore, our
explicit weak G2-metric might serve as a useful toy model for the full G2-case.
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Appendix A
Notation
Our notation is as in [P4]. However, for the reader’s convenience we list the relevant
details once again.
A.1 General notation
The metric on flat space is given by
η := diag(−1, 1, . . . 1) . (A.1)
The anti-symmetric tensor is defined as
ǫ˜012...d−1 := ǫ˜
012...d−1 := +1 , (A.2)
ǫM1...Md :=
√
g ǫ˜M1...Md . (A.3)
That is, we define ǫ˜ to be the tensor density and ǫ to be the tensor. We obtain
ǫ012...d−1 =
√
g = e := |det eAM | , (A.4)
ǫM1...Md = sig(g)
1√
g
ǫ˜ M1...Md , and (A.5)
ǫ˜ M1...MrP1...Pd−r ǫ˜N1...NrP1...Pd−r = r!(d− r)!δ[M1...Mr]N1...Nr . (A.6)
(Anti-)Symmetrisation is defined as,
A(M1...Ml) :=
1
l!
∑
π
AMpi(1)...Mpi(l) , (A.7)
A[M1...Ml] :=
1
l!
∑
π
sig(π)AMpi(1)...Mpi(l) . (A.8)
p-forms come with a factor of p!, e.g.
ω :=
1
p!
ωM1...Mpdz
M1 ∧ . . . ∧ dzMp . (A.9)
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The Hodge dual is defined as
∗ω = 1
p!(d− p)! ωM1...Mp ǫ
M1...Mp
Mp+1...Md
dzMp+1 ∧ . . . ∧ dzMd . (A.10)
A.2 Spinors
A.2.1 Clifford algebras and their representation
Definition A.1 A Clifford algebra in d dimensions is defined as a set containing d
elements ΓA which satisfy the relation
{ΓA,ΓB} = 2ηAB1 . (A.11)
Under multiplication this set generates a finite group, denoted Cd, with elements
Cd = {±1,±ΓA,±ΓA1A2 , . . . ,±ΓA1...Ad} , (A.12)
where ΓA1...Al := Γ[A1 . . .ΓAl]. The order of this group is
ord(Cd) = 2
d∑
p=0
(
d
p
)
= 2 · 2d = 2d+1 . (A.13)
Definition A.2 Let G be a group. Then the conjugacy class [a] of a ∈ G is defined
as
[a] := {gag−1|g ∈ G}. (A.14)
Proposition A.3 Let G be a finite dimensional group. Then the number of its irre-
ducible representations equals the number of its conjugacy classes.
Definition A.4 Let G be a finite group. Then the commutator group Com(G) of G
is defined as
Com(G) := {ghg−1h−1|g, h ∈ G} . (A.15)
Proposition A.5 Let G be a finite group. Then the number of inequivalent one-
dimensional representations is equal to the order of G divided by the order of the
commutator group of G.
Proposition A.6 Let G be a finite group with inequivalent irreducible representations
of dimension np, where p labels the representation. Then we have
ord(G) =
∑
p
(np)
2 . (A.16)
Proposition A.7 Every class of equivalent representations of a finite group G con-
tains a unitary representation.
For the unitary choice we get ΓAΓA
†
= 1 . From (A.11) we infer (in Minkowski space)
Γ0
†
= −Γ0 and (ΓA)† = ΓA for A 6= 0. This can be rewritten as
ΓA
†
= Γ0ΓAΓ0 . (A.17)
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Clifford algebras in even dimensions
Theorem A.8 For d = 2k + 2 even the group Cd has 2
d + 1 inequivalent representa-
tions. Of these 2d are one-dimensional and the remaining representation has (complex)
dimension 2
d
2 = 2k+1.
This can be proved by noting that for even d the conjugacy classes of Cd are given by{
[+1], [−1], [ΓA], [ΓA1A2], . . . , [ΓA1...Ad]} ,
hence the number of inequivalent irreducible representations of Cd is 2
d + 1. The
commutator of Cd is Com(Cd) = {±1} and we conclude that the number of inequivalent
one-dimensional representations of Cd is 2
d. From (A.16) we read off that the dimension
of the remaining representation has to be 2
d
2 .
Having found irreducible representations of Cd we turn to the question whether we
also found representations of the Clifford algebra. In fact, for elements of the Clifford
algebra we do not only need the group multiplication, but the addition of two elements
must be well-defined as well, in order to make sense of (A.11). It turns out that the
one-dimensional representation of Cd do not extend to representations of the Clifford
algebra, as they do not obey the rules for addition and subtraction. Hence, we found
that for d even there is a unique class of irreducible representations of the Clifford
algebra of dimension 2
d
2 = 2k+1.
Given an irreducible representation {ΓA} of a Clifford algebra, it is clear that
±{ΓA∗} and ±{ΓAτ} form irreducible representations as well. As there is a unique
class of representations in even dimensions, these have to be related by similarity
transformations,
ΓA
∗
= ±(B±)−1ΓAB± ,
ΓA
τ
= ±(C±)−1ΓAC± .
(A.18)
The matrices C± are known as charge conjugation matrices. Iterating this definition
gives conditions for B±, C±,
(B±)
−1 = b±B±
∗ , (A.19)
C± = c±C±
τ , (A.20)
with b± real, c± ∈ {±1} and C± symmetric or anti-symmetric.
Clifford algebras in odd dimensions
Theorem A.9 For d = 2k+3 odd the group Cd has 2
d+2 inequivalent representations.
Of these 2d are one-dimensional1 and the remaining two representation have (complex)
dimension 2
d−1
2 = 2k+1.
1As above these will not be considered any longer as they are representations of Cd but not of the
Clifford algebra.
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As above we note that for odd d the conjugacy classes of Cd are given by{
[+1], [−1], [ΓA], [ΓA1A2], . . . , [ΓA1...Ad ], [−ΓA1...Ad]}
and the number of inequivalent irreducible representations of Cd is 2
d+2. Again we find
the commutator Com(Cd) = {±1}, hence, the number of inequivalent one-dimensional
representations of Cd is 2
d. Now define the matrix
Γd := Γ0Γ1 . . .Γd−1 , (A.21)
which commutes with all elements of Cd. By Schur’s lemma this must be a multiple of
the identity, Γd = a−11 , with some constant a. Multiplying by Γd−1 we find
Γd−1 = aΓ0Γ1 . . .Γd−2 . (A.22)
Furthermore, (Γ0Γ1 . . .Γd−2)2 = −(−1)k+1. As we know from (A.11) that (Γd−1)2 = +1
we conclude that a = ±1 for d = 3 (mod 4) and a = ±i for d = 5 (mod 4). The ma-
trices {Γ0,Γ1, . . . ,Γd−2} generate an even-dimensional Clifford algebra the dimension
of which has been determined to be 2k+1. Therefore, the two inequivalent irreducible
representations of Cd for odd d must coincide with this irreducible representation when
restricted to Cd−1. We conclude that the two irreducible representations for Cd and odd
d are generated by the unique irreducible representation for {Γ0,Γ1,Γd−2}, together
with the matrix Γd−1 = aΓ0Γ1 . . .Γd−2. The two possible choices of a correspond to
the two inequivalent representations. The dimension of these representation is 2k+1.
A.2.2 Dirac, Weyl and Majorana spinors
Dirac spinors
Let (M, g) be an oriented pseudo-Riemannian manifold of dimension d, which is iden-
tified with d-dimensional space-time, and let {ΓA} be a d-dimensional Clifford algebra.
The metric and orientation induce a unique SO(d − 1, 1)-structure2 P on M . A spin
structure (P˜ , π) on M is a principal bundle P˜ over M with fibre Spin(d − 1, 1), to-
gether with a map of bundles π : P˜ → P . Spin(d − 1, 1) is the universal covering
group of SO(d − 1, 1). Spin structures do not exist on every manifold. An oriented
pseudo-Riemannian manifold M admits a spin structure if and only if w2(M) = 0,
where w2(M) ∈ H2(M,Z) is the second Stiefel-Whitney class of M . In that case we
call M a spin manifold.
Define the anti-Hermitian generators
ΣAB :=
1
2
ΓAB =
1
4
[ΓA,ΓB] . (A.23)
2Let M be a manifold of dimension d, and F the frame bundle over M . Then F is a principle
bundle over M with structure group GL(d,R). A G-structure on M is a principle subbundle P of F
with fibre G.
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Then the ΣAB form a representation of so(d − 1, 1), the Lie algebra of SO(d− 1, 1),
[ΣAB,ΣCD] = −ΣACgBD + ΣADgBC + ΣBCgAD − ΣBDgAC . (A.24)
In fact, ΣAB are generators of Spin(d−1, 1). Take ∆d to be the natural representation of
Spin(d−1, 1). We define the (complex) spin bundle S →M to be3 S := P˜×Spin(d−1,1)∆d.
Then S is a complex vector bundle over M , with fibre ∆d of dimension 2[d/2]. A
Dirac spinor ψ is defined as a section of the spin bundle S. Under a local Lorentz
transformation with infinitesimal parameter αAB = −αBA a Dirac spinor transforms
as
ψ′ = ψ + δψ = ψ − 1
2
αABΣ
ABψ . (A.25)
The Dirac conjugate ψ¯ of the spinor ψ is defined as
ψ¯ := iψ†Γ0 . (A.26)
With this definition we have δ(ψ¯η) = 0 and ψ¯ψ is Hermitian, (ψ¯ψ)† = ψ¯ψ.
Weyl spinors
In d = 2k + 2-dimensional space-time we can construct the matrix4
Γd+1 := (−i)kΓ0Γ1 . . .Γd−1 , (A.27)
which satisfies
(Γd+1)
2 = 1 , (A.28)
{Γd+1,ΓA} = 0 , (A.29)
[Γd+1,Σ
AB] = 0 . (A.30)
Then, we can define the chirality projectors
PL ≡ P− := 1
2
(1 − Γd+1) , PR ≡ P+ := 1
2
(1 + Γd+1) , (A.31)
satisfying
PL + PR = 1 ,
P 2L,R = PL,R ,
PLPR = PRPL = 0 ,
[PL,R,Σ
AB] = 0 .
(A.32)
3P˜×Spin(d−1,1)∆d is the fibre bundle which is associated to the principal bundle P˜ in a natural way.
Details of this construction can be found in any textbook on differential geometry, see for example
[109].
4This definition of the Γ-matrix in Minkowski space agrees with the one of [117]. Sometimes
it is useful to define a Minkowskian Γ-matrix as Γ = ikΓ0 . . .Γd−1 as in [P3]. Obviously the two
conventions agree in 2, 6 and 10 dimensions and differ by a sign in dimensions 4 and 8.
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A Weyl spinor in even-dimensional spaces is defined as a spinor satisfying the Weyl
condition,
PL,Rψ = ψ . (A.33)
Note that this condition is Lorentz invariant, as the projection operators commute
with ΣAB. Spinors satisfying PLψL = ψL are called left-handed Weyl spinors and those
satisfying PRψR = ψR are called right-handed. The Weyl condition reduces the number
of complex components of a spinor to 2k.
Obviously, under the projections PL,R the space ∆
d splits into a direct sum ∆d =
∆d+ ⊕∆d− and the spin bundle is given by the Whitney sum S = S+ ⊕ S−. Left- and
right-handed Weyl spinors are sections of S− and S+, respectively.
Majorana spinors
In (A.18) we defined the matrices B± and C±. We now want to explore these matrices
in more detail. For d = 2k+2 we define Majorana spinors as those spinors that satisfy
ψ = B+ψ
∗ , (A.34)
and pseudo-Majorana spinors as those satisfying
ψ = B−ψ
∗ . (A.35)
As in the case of the Weyl conditions, these conditions reduce the number of compo-
nents of a spinor by one half. The definitions imply
B∗+B+ = 1 ,
B∗−B− = 1 ,
(A.36)
which in turn would give b+ = 1 and b− = 1. These are non-trivial conditions since B±
is fixed by its definition (A.18). The existence of (pseudo-) Majorana spinors relies on
the possibility to construct matrices B+ or B− which satisfy (A.36). It turns out that
Majorana conditions can be imposed in 2 and 4 (mod 8) dimensions. Pseudo-Majorana
conditions are possible in 2 and 8 (mod 8) dimensions.
Finally, we state that in odd dimensions Majorana spinors can be defined in di-
mensions 3 (mod 8) and pseudo-Majorana in dimension 1 (mod 8)
Majorana-Weyl spinors
For d = 2k + 2 dimensions one might try to impose both the Majorana (or pseudo-
Majorana) and the Weyl condition. This certainly leads to spinors with 2k−1 compo-
nents. From (A.27) we get (Γd+1)
∗ = (−1)kB−1± Γd+1B± and therefore for d = 2 (mod
4)
P ∗L,R = B
−1
± PL,RB± , (A.37)
and for d = 4 (mod 4)
P ∗L,R = B
−1
± PR,LB± . (A.38)
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But this implies that imposing both the Majorana and the Weyl condition is consistent
only in dimensions d = 2 (mod 4), as we get
B±(PL,Rψ)
∗ = PL,RB±ψ
∗ ,
for d = 2 (mod 4), but
B±(PL,Rψ)
∗ = PR,LB±ψ
∗ (A.39)
for d = 4 (mod 4). We see that in the latter case the operator B± is a map between
states of different chirality, which is inconsistent with the Weyl condition. As the
Majorana condition can be imposed only in dimensions 2, 4 and 8 (mod 8) we conclude
that (pseudo-) Majorana-Weyl spinors can only exist in dimensions 2 (mod 8).
We summarize the results on spinors in various dimensions in the following table.
d Dirac Weyl Majorana Pseudo-Majorana Majorana-Weyl
2 4 2 2 2 1
3 4 2
4 8 4 4
5 8
6 16 8
7 16
8 32 16 16
9 32 16
10 64 32 32 32 16
11 64 32
12 128 64 64
The numbers indicate the real dimension of a spinor, whenever it exists.
A.3 Gauge theory
Gauge theories are formulated on principal bundles P → M on a base space M with
fibre G known as the gauge group. Any group element g of the connected component
of G that contains the unit element can be written as g := eΛ, with Λ := ΛaTa and Ta
basis vectors of the Lie algebra g := Lie(G). We always take Ta to be anti-Hermitian,
s.t. Ta =: −ita with ta Hermitian. The elements of a Lie algebra satisfy commutation
relations
[Ta, Tb] = C
c
abTc , [ta, tb] = iC
c
abtc , (A.40)
with the real valued structure coefficients Ccab.
Of course, the group G can come in various representations. The adjoint represen-
tation
(TAda )
b
c := −Cbca (A.41)
150 A Notation
is particularly important. Suppose a connection is given on the principal bundle. This
induces a local Lie algebra valued connection form A = AaTa and the corresponding
local form of the curvature, F = FaTa. These forms are related by
5
F := dA+
1
2
[A,A] ,
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] , (A.42)
F aµν = ∂µA
a
ν − ∂νAaµ + CabcAbµAcν .
In going from one chart to another they transform as
Ag := g−1(A+ d)g , F g := dAg +
1
2
[Ag, Ag] = g−1Fg . (A.43)
For g = eǫ = eǫaTa with ǫ infinitesimal we get Ag = A+Dǫ.
For any object on the manifold which transforms under some representation T˜ (with
T˜ anti-Hermitian) of the gauge group G we define a gauge covariant derivative
D := d+ A , A := AaT˜a . (A.44)
When acting on Lie algebra valued fields the covariant derivative is understood to be
D := d+ [A, ].
We have the general operator formula
DDφ = Fφ , (A.45)
which reads in components
[DM , DN ]φ = FMNφ . (A.46)
Finally, we note that the curvature satisfies the Bianchi identity,
DF = 0 . (A.47)
A.4 Curvature
Usually general relativity on a manifoldM of dimension d is formulated in a way which
makes the invariance under diffeomorphisms, Diff(M), manifest. Its basic objects are
tensors which transform covariantly under GL(d,R). However, since GL(d,R) does not
admit a spinor representation, the theory has to be reformulated if we want to couple
spinors to a gravitational field. This is done by choosing an orthonormal basis in
the tangent space TM , which is different from the one induced by the coordinate
system. From that procedure we get an additional local Lorentz invariance of the
theory. As SO(d − 1, 1) does have a spinor representation we can couple spinors to
this reformulated theory.
5The commutator of Lie algebra valued forms A and B is understood to be [A,B] :=
[AM , BN ] dz
M ∧ dzN .
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At a point x on a pseudo-Riemannian manifold (M, g) we define the vielbeins eA(x)
as
eA(x) := e
M
A (x)∂M , (A.48)
with coefficients e MA (x) such that the {eA} are orthogonal,
g(eA, eB) = e
M
A e
N
B gMN = ηAB . (A.49)
Define the inverse coefficients via e MA e
B
M = δ
B
A and e
A
Me
N
A = δ
N
M , which gives
gMN(x) = ηABe
A
M(x)e
B
N(x). The dual basis {eA} is defined as, eA := eAMdzM . The
commutator of two vielbeins defines the anholonomy coefficients Ω CAB ,
[eA, eB] := [e
M
A ∂M , e
N
B ∂N ] = Ω
C
AB eC , (A.50)
and from the definition of eA one can read off
Ω CAB (x) = e
C
N [e
K
A (∂Ke
N
B )− e KB (∂Ke NA )](x) . (A.51)
When acting on tensors expressed in the orthogonal basis, the covariant derivative
has to be rewritten using the spin connection coefficients ω AM B,
∇SMV AB...CD... := ∂MV AB...CD... + ω AM EV EB...CD... + . . .− ω EM CV AB...ED... . (A.52)
The object ∇S is called the spin connection6. Its action can be extended to objects
transforming under an arbitrary representation of the Lorentz group. Take a field φ
which transforms as
δφi = −1
2
ǫAB(T
AB)i jφ
j (A.53)
under the infinitesimal Lorentz transformation ΛAB(x) = δ
A
B+ǫ
A
B = δ
A
B+
1
2
ǫCD(T
CD
vec )
A
B,
with the vector representation (TCDvec )
A
B = (η
CAδDB−ηDAδCB). Then its covariant deriva-
tive is defined as
∇SMφi := ∂Mφi +
1
2
ωMAB(T
AB)i jφ
j . (A.54)
We see that the spin connection coefficients can be interpreted as the gauge field
corresponding to local Lorentz invariance. Commuting two covariant derivatives gives
the general formula
[∇SM ,∇SN ]φ =
1
2
RMNABT
ABφ . (A.55)
In particular we can construct a connection on the spin bundle S of M . As we know
that for ψ ∈ C∞(S) the transformation law reads (with ΣAB as defined in (A.24))
δψ = −1
2
ǫABΣ
ABψ , (A.56)
we find
∇SMψ = ∂Mψ +
1
2
ωMABΣ
ABψ = ∂Mψ +
1
4
ωMABΓ
ABψ . (A.57)
6Physicists usually use the term ”spin connection” for the connection coefficients.
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If we commute two spin connections acting on spin bundles we get
[∇SM ,∇SN ]ψ =
1
4
RMNABΓ
ABψ, (A.58)
where R is the curvature corresponding to ω, i.e. RAB = D(ω
A
M Bdz
M).
In the vielbein formalism the property ∇gMN = 0 translates to
∇SNeAM = 0 . (A.59)
In the absence of torsion this gives the dependence of ωMAB on the vielbeins. It can
be expressed most conveniently using the anholonomy coefficients
ωMAB(e) =
1
2
(−ΩMAB + ΩABM − ΩBMA) . (A.60)
If torsion does not vanish one finds
ωMAB = ωMAB(e) + κMAB , (A.61)
where κMAB is the contorsion tensor. It is related to the torsion tensor T by
κMAB = T LMN(eALe NB − eBLe NA ) + gMLT LNRe NA e RB . (A.62)
Defining ωAB := ω
A
M Bdz
M one can derive the Maurer-Cartan structure equations,
deA + ωAB ∧ eB = T A , dωAB + ωAC ∧ ωCB = RAB , (A.63)
where
T A = 1
2
T AMNdzM ∧ dzN , RAB =
1
2
RABMNdz
M ∧ dzN , (A.64)
and
T AMN = eAPT PMN , RABMN = eAQe PB RQPMN . (A.65)
These equations tell us that the curvature corresponding to ∇ and the one correspond-
ing to ∇S are basically the same. The Maurer-Cartan structure equations can be
rewritten as
T = De , R = Dω , (A.66)
where D = d+ ω. T and R satisfy the Bianchi identities
DT = Re , DR = 0 . (A.67)
The Ricci tensor RMN and the Ricci scalar R are given by
RMN := RMPNQgPQ ,R := RMNgMN . (A.68)
Finally, we note that general relativity is a gauge theory in the sense of appendix
A.3. If we take the induced basis as a basis for the tangent bundle the relevant group
is GL(d,R). If on the other hand we use the vielbein formalism the gauge group is
SO(d − 1, 1). The gauge fields are Γ and ω, respectively. The curvature of these
one-forms is the Riemann curvature tensor and the curvature two-form, respectively.
However, general relativity is a very special gauge theory, as its connection coefficients
can be constructed from another basic object on the manifold, namely the metric tensor
gMN or the vielbein e
M
A .
Appendix B
Some Mathematical Background
B.1 Useful facts from complex geometry
Let X be a complex manifold and define Λp,q(X) := Λp((T (1,0)X)∗) ⊗ Λq((T (0,1)X)∗).
Then we have the decomposition
Λk(T ∗X)⊗ C =
k⊕
j=0
Λj,k−j(X) . (B.1)
Λp,q(X) are complex vector bundles, but in general they are not holomorphic vector
bundles. One can show that the only holomorphic vector bundles are those with q = 0,
i.e. Λ0,0(X),Λ1,0(X), . . .Λm,0(X), where m := dimCX , [85]. Let s be a smooth section
of Λp,0(X) on X . s is a holomorphic section if and only if
∂¯s = 0 . (B.2)
Such a holomorphic section is called a holomorphic p-form. Thus, the Dolbeault group
H
(p,0)
∂¯
(X) is the vector space of holomorphic p-forms on X .
Definition B.1 Let X be a complex three manifold and p ∈ X . The small resolution
of X in p is given by the pair (X˜, π) defined s.t.
π : X˜ → X
π : X˜\π−1(p) → X\{p} is one to one. (B.3)
π−1(p) ∼= S2
The moduli space of complex structures
Proposition B.2 The tangent space of the moduli space of complex structures Mcs
of a complex manifold X is isomorphic to H1
∂¯
(TX).
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Loosely speaking, the complex structure on a manifold X with coordinates zi, z¯ i¯ tells
us which functions are holomorphic, ∂¯f(z, z¯) = 0. Changing the complex structure
therefore amounts to changing the operator ∂¯ := dz¯ i¯∂z¯i¯ . Consider
∂¯ → ∂¯′ := ∂¯ + A (B.4)
where A := Ai∂i = A
i∂zi and A
i is a one-form. Then linearizing (∂¯ + A)2 = 0
gives ∂¯A = 0. On the other hand a change of coordinates (z, z¯) → (w, w¯) with
zi = wi + vi(w¯j¯), z¯ i¯ = w¯i¯ leads to
∂¯ → ∂¯′ = ∂¯ + (∂¯vi)∂i . (B.5)
This means that those transformations of the operator ∂¯ that are exact, i.e. Ai = ∂¯vi,
can be undone by a coordinate transformations. For Ai closed but not exact on the
other hand, one changes the complex structure of the manifold. The corresponding A
lie in H1
∂¯
(TX) which was to be shown.
B.2 The theory of divisors
The concept of a divisor is a quite general and powerful tool in algebraic geometry.
We will only be interested in divisors of forms and functions on compact Riemann
surfaces. Indeed, the theory of divisors is quite convenient to keep track of the position
and degree of zeros and poles on a Riemann surface. The general concept is defined in
[71], we follow the exposition of [55].
Let then Σ be a compact Riemann surface of genus gˆ.
Definition B.3 A divisor on Σ is a formal symbol
A = P α11 . . . P
αk
k , (B.6)
with Pj ∈ Σ and αj ∈ Z.
This can be rewritten as
A =
∏
P∈Σ
P α(P ) , (B.7)
with α(P ) ∈ Z and α(P ) 6= 0 for only finitely many P ∈ Σ. The divisors on Σ form a
group, Div(Σ), if we define the multiplication of A with
B =
∏
P∈Σ
P β(P ) , (B.8)
by
AB :=
∏
P∈Σ
P α(P )+β(P ) , (B.9)
The inverse of A is given by
A−1 =
∏
P∈Σ
P−α(P ) . (B.10)
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Quite interestingly, there is a map from the set of non-zero meromorphic function
f on Σ to Div(Σ), given by
f 7→ (f) :=
∏
P∈Σ
P ordP f . (B.11)
Furthermore, we can define the divisor of poles,
f−1(∞) :=
∏
P∈Σ
Pmax{−ordP f,0} (B.12)
and the divisor of zeros
f−1(0) :=
∏
P∈Σ
Pmax{ordP f,0} . (B.13)
Clearly,
(f) =
f−1(0)
f−1(∞) . (B.14)
Let ω be a non-zero meromorphic p-form on Σ. Then one defines its divisor as
(ω) :=
∏
P∈Σ
P ordPω . (B.15)
Divisors on hyperelliptic Riemann surfaces
Let Σ be a hyperelliptic Riemann surface of genus gˆ, and P1, . . . P2gˆ+2 points in Σ. Let
further z : Σ→ C be a function on Σ, s.t. z(Pj) 6=∞. Consider the following function
on the Riemann surface,1
y =
√√√√2gˆ+2∏
j=1
(z − z(Pj)) . (B.16)
If Q,Q′ are those points on Σ for which z(Q) = z(Q′) =∞, i.e. QQ′ = z−1(∞) is the
polar divisor of z, then the divisor of y is given by
(y) =
P1 . . . P2gˆ+2
Qgˆ+1Q′gˆ+1
. (B.17)
To see this one has to introduce local coordinate patches around points P ∈ Σ. If P
does not coincide with one of the Pi or Q,Q
′ local coordinates are simply z − z(P ).
Around the points Q,Q′ we have the local coordinate 1/z, and finally around the Pi
one has
√
z − z(Pi).
Let R,R′ be those points on Σ for which z(R) = z(R′) = 0, i.e. RR′ = z−1(0) is
the divisor of zeros of z. The divisors for z reads
(z) =
z−1(0)
z−1(∞) =
RR′
QQ′
. (B.18)
1One can show that for two points P 6= P˜ on Σ for which z(P ) = z(P˜ ) one has y(P ) = −y(P˜ ).
These two branches of y are denoted y0 and y1 = −y0 in the main text.
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Furthermore, it is not hard to see that
(dz) =
P1 . . . P2gˆ+2
Q2Q′2
. (B.19)
By simply multiplying the corresponding divisors it is then easy to see that the forms
zkdz
y
are holomorphic for k < gˆ.
B.3 Relative homology and relative cohomology
A first introduction to algebraic topology can be found in [109], for a more compre-
hensive treatment of this beautiful subject see for example [125]. We only present
the definition of relative (co-)homology, a concept that is important in a variety of
problems in string theory. For example it appears naturally if one studies world-sheet
instantons in the presence of D-branes, since then the world-sheet can wrap around
relative cycles ending on the branes.
B.3.1 Relative homology
Let X be a triangulable manifold, Y a triangulable submanifold of X and i : Y → X
its embedding. Consider chain complexes C(X ;Z) := (Cj(X ;Z), ∂) and C(Y ;Z) :=
(Cj(Y ;Z), ∂) on X and Y . For the pair (X, Y ) we can define relative chain groups by
Cj(X, Y ;Z) := Cj(X ;Z)/Cj(Y ;Z) . (B.20)
This means that elements of Cj(X, Y ;Z) are equivalence classes {c} := c + Cj(Y ;Z)
and two chains c, c′ in Cj(X ;Z) are in the same equivalence class if they differ only by
an element c0 of Cj(Y ;Z), c
′ = c+ c0. The relative boundary operator
∂ : Cj(X, Y ;Z)→ Cj−1(X, Y ;Z) (B.21)
is induced by the usual boundary operator on X and Y . Indeed, two representatives c
and c′ = c + c0 of the same equivalence class get mapped to ∂c and ∂c
′, which satisfy
∂c′ = ∂c + ∂c0, and since ∂c0 is an element of Cj−1(Y ;Z) their images represent the
same equivalence class in Cj−1(X, Y ;Z).
Very importantly, the property ∂2 = 0 on C(X ;Z) and C(Y ;Z) implies ∂2 =
0 for the Cj(X, Y ;Z). All this defines the relative chain complex C(X, Y ;Z) :=
(Cj(X, Y ;Z), ∂). It is natural to define the relative homology as
Hj(X, Y ;Z) := Zj(X, Y ;Z)/Bj(X, Y ;Z) , (B.22)
where Zj(X, Y ;Z) := ker(∂) := {{c} ∈ Cj(X, Y ;Z) : ∂{c} = 0} and Bj(X, Y ;Z) :=
Im(∂) := {{c} ∈ Cj(X, Y ;Z) : {c} = ∂{cˆ} with {cˆ} ∈ Cj+1(X, Y ;Z)} = ∂Cj+1(X, Y ;Z).
Elements of ker(∂) are called relative cycles and elements of Im(∂) are called relative
boundaries. Note that the requirement that the class {c} has no boundary, ∂{c} = 0,
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or more precisely ∂{c} = {0}, does not necessarily mean that its representative has no
boundary. It rather means that it may have a boundary but this boundary is forced to
lie in Y . Note further that an element in Hj(X, Y ;Z) is an equivalence class of equiv-
alence classes and we will denote it by [{c}] := {c}+Bj(X, Y ;Z) for c ∈ Cj(X ;Z) s.t.
∂c ⊂ Y .
We have the short exact sequence of chain complexes
0→ C(Y ;Z) i→ C(X ;Z) p→ C(X, Y ;Z)→ 0 (B.23)
where i : Cj(Y ;Z) → Cj(X ;Z) is the obvious inclusion map and p : Cj(X ;Z) →
Cj(X, Y ;Z) is the projection onto the equivalence class, p(c) = {c}. Note that p is
surjective, i is injective and p ◦ i = {0}, which proves exactness. Every short exact
sequence of chain complexes comes with a long exact sequence of homology groups. In
our case
. . .→ Hj+1(X, Y ;Z) ∂∗→ Hj(Y ;Z) i∗→ Hj(X ;Z) p∗→ Hj(X, Y ;Z) ∂∗→ Hj−1(Y ;Z)→ . . . ,
(B.24)
Here i∗ and p∗ are the homomorphisms induced from i and p in the obvious way,
for example let [c] ∈ Hj(X ;Z) with c ∈ Zj(X ;Z) ⊂ Cj(X ;Z) then p∗([c]) := [p(c)].
Note that p(c) ∈ Zj(X, Y ;Z) and [p(c)] = p(c) + Bj(X, Y ;Z). The operator ∂∗ :
Hj(X, Y ;Z)→ Hj(Y ;Z) is defined as [{c}] 7→ [i−1(∂(p−1({c})))] = [∂c]. Here we used
the fact that ∂c has to lie in Y . The symbol [·] denotes both equivalence classes in
Hj(X ;Z) and Hj(Y ;Z).
B.3.2 Relative cohomology
Define the space of relative cohomologyHj(X, Y ;C) to be the dual space ofHj(X, Y ;Z),
Hj(X, Y ;C) := Hom(Hj(X, Y ;C),C), and similarly for Hj(X ;C), Hj(Y ;C). The
short exact sequence (B.23) comes with a dual exact sequence
0→ Hom(C(X, Y ;Z),C) p˜→ Hom(C(X ;Z),C) i˜→ Hom(C(Y ;Z),C)→ 0 . (B.25)
Here we need the definition of the dual homomorphism for a general chain mapping2
f : C(X ;Z)→ C(Y ;Z). Let φ ∈ Hom(C(Y ;Z),C), then f˜(φ) := φ ◦ f .
The corresponding long exact sequence reads
. . .→ Hj−1(X ;C) i∗→ Hj−1(Y ;C) d∗→ Hj(X, Y ;C) p∗→ Hj(X ;C) i∗→ Hj(Y ;C)→ . . . ,
(B.26)
where i∗ := i˜∗, p
∗ := p˜∗. For example let [Θ] ∈ Hj(X ;C). Then i∗([Θ]) = i˜∗([Θ]) =
[˜i(Θ)]. d∗ acts on [θ] ∈ Hj−1(Y ;C) as d∗([θ]) := [p˜−1(d(˜i−1(θ)))], and d := ∂˜ is the
coboundary operator.
2A chain mapping f : C(X ;Z)→ C(Y ;Z) is a family of homomorphisms fj : Cj(X ;Z)→ Cj(Y ;Z)
which satisfy ∂ ◦ fj = fj−1 ◦ ∂.
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So far we started from simplicial complexes, introduced homology groups on trian-
gulable spaces and defined the cohomology groups as their duals. On the other hand,
there is a natural set of cohomology spaces on a differential manifold, very familiar to
physicist, namely the de Rham cohomology groups. In fact, they encode exactly the
same topological information, as we have for any triangulable differential manifold X
that
HjdeRham(X ;C)
∼= Hjsimplicial(X ;C) . (B.27)
So we can interpret the spaces appearing in the long exact sequence (B.26) as de
Rham groups, and the maps i∗ and p∗ are the pullbacks corresponding to i and p.
Furthermore, the coboundary operator d ≡ ∂˜ is nothing but the exterior derivative.
In fact, on a differentiable manifold X with a closed submanifold Y the relative
cohomology groups Hj(X, Y ;C) can be defined from forms on X [88]. Let Ωj(X, Y ;C)
be the j-forms on X that vanish on Y , i.e.
Ωj(X, Y ;C) := ker(Ωj(X ;C)
i∗→ Ωj(Y )) (B.28)
where i∗ is the pullback corresponding to the inclusion i : Y → X . Then it is natural
to define
Zj(X, Y ;C) := {Θ ∈ Ωj(X, Y ;C) : dΘ = 0} ,
Bj(X, Y ;C) := {Θ ∈ Ωj(X, Y ;C) : Θ = dη for η ∈ Ωj−1(X, Y ;C)} , (B.29)
Hj(X, Y ;C) := Zj(X, Y ;C)/Bj(X, Y ;C) .
As for the cohomology spaces we have
HjdeRham(X, Y ;C)
∼= Hjsimplicial(X, Y ;C) . (B.30)
There is a pairing
〈., .〉 : Hj(X, Y ;Z)×Hj(X, Y ;C)→ C (B.31)
for [Γ] ∈ Hj(X, Y ;Z) and [Θ] ∈ Hj(X, Y ;C), defined as
〈[Γ], [Θ]〉 :=
∫
Γ
Θ . (B.32)
Of course, this pairing is independent of the chosen representative in the two equiv-
alence classes. For Γ′ := Γ + ∂Γˆ + Γ0 with Γ0 ⊂ Y this follows immediately from
the fact that Θ is closed and vanishes on Y . For Θ′ := Θ + dΛ this follows from∫
Γ
dΛ =
∫
∂Γ
Λ = 0, as Λ vanishes on Y .
This definition can be extended to the space of forms
Ω˜j(X, Y ;C) := {Θ ∈ Ωj(X ;C) : i∗Θ = dθ} . (B.33)
Then one first defines the space of equivalence classes
Ωˆj(X, Y ;C) := Ω˜j(X, Y ;C)/dΩj−1(X ;C) . (B.34)
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which is clearly isomorphic to Ωj(X, Y ;C). Note that an element of this space is an
equivalence class {Θ} := Θ+ dΩj−1(X ;C). Then one continues as before, namely one
defines
Zˆj(X, Y ;C) := {{Θ} ∈ Ωˆj(X, Y ;C) : d{Θ} = 0} ,
Bˆj(X, Y ;C) := {{Θ} ∈ Ωˆj(X, Y ;C) : {Θ} = d{η} for {η} ∈ Ωˆj−1(X, Y ;C)} ,
Hˆj(X, Y ;C) := Zˆj(X, Y ;C)/Bˆj(X, Y ;C) . (B.35)
Obviously, Hˆj(X, Y ;C) ∼= Hj(X, Y ;C). Element of Hˆj(X, Y ;C) are equivalence
classes of equivalence classes and we denote them by [{Θ}]. The natural pairing in this
case is given by
〈., .〉 : Hj(X, Y ;Z)× Hˆj(X, Y ;C)→ C
([Γ], [{Θ}]) 7→ 〈[Γ], [{Θ}]〉 :=
∫
Γ
Θ−
∫
Γ
dθ if i∗Θ = dθ ,
(B.36)
which again is independent of the representative.
The group Hˆj(X, Y ;C) can be characterised in yet another way. Note that a
representative Θ of Zˆ(X, Y ;C) has to be closed dΘ = 0 and it must pull back to an
exact form on Y , i∗Θ = dθ. This motives us to define an exterior derivative
d : Ωj(X ;C)× Ωj−1(Y ;C) → Ωj+1(X ;C)× Ωj(Y ;C)
(Θ, θ) 7→ d(Θ, θ) := (dΘ, i∗Θ− dθ) . (B.37)
It is easy to check that d2 = 0. If we define
Z(X, Y ;C) := {(Θ, θ) ∈ Ωj(X ;C)× Ωj−1(Y ;C) : d(Θ, θ) = 0} (B.38)
we find
Z(X, Y ;C) ∼= Zˆ(X, Y ;C) . (B.39)
Note further that Bˆj(X, Y ;C) ∼= Bj(X ;C), so we require that the representative Θ
and Θ + dΛ are equivalent. But i∗(Θ + dΛ) = d(θ + i∗Λ) so θ has to be equivalent to
θ + i∗Λ. This can be captured by
(Θ, θ) ∼ (Θ, θ) + d(Λ, λ) , (B.40)
and with
B(X, Y ;C) := {d(Λ, λ) : (Λ, λ) ∈ Ωj(X ;C)× Ωj−1(Y ;C)} (B.41)
we have
Hˆ(X, Y ;C) ∼= Z(X, Y ;C)/B(X, Y ;C) . (B.42)
B.4 Index theorems
It turns out that anomalies are closely related to the index of differential operators.
A famous theorem found by Atiyah and Singer tells us how to determine the index
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of these operators from topological quantities. In this section we collect important
index theory results which are needed to calculate the anomalies. [109] gives a rather
elementary introduction to index theorems. Their relation to anomalies is explained
in [11] and [12].
Theorem B.4 (Atiyah-Singer index theorem)
Let M be a manifold of even dimension, d = 2n, G a Lie group, P (M,G) the principal
bundle of G over M and let E the associated vector bundle with k := dim(E). Let A be
the gauge potential corresponding to a connection on E and let S± be the positive and
negative chirality part of the spin bundle. Define the Dirac operators D± : S± ⊗ E →
S∓ ⊗ E by
D± := iΓ
M
(
∂M +
1
4
ωMABΓ
AB + AM
)
P± . (B.43)
Then ind(D+) with
ind(D+) := dim(kerD+)− dim(kerD−) (B.44)
is given by
ind(D+) =
∫
M
[ch(F )Aˆ(M)]vol , (B.45)
Aˆ(M) :=
n∏
j=1
xj/2
sinh(xj/2)
, (B.46)
ch(F ) := tr exp
(
iF
2π
)
. (B.47)
The xj are defined as
p(E) := det
(
1 +
R
2π
)
=
[n/2]∏
j=1
(1 + x2j ) = 1 + p1 + p2 + . . . , (B.48)
where p(E) is the total Pontrjagin class of the bundle E. The xj are nothing but the
skew eigenvalues of R/2π,
R
2π
=

0 x1 0 0 . . .
−x1 0 0 0 . . .
0 0 0 x2 . . .
0 0 −x2 0 . . .
...
...
...
...
 . (B.49)
Aˆ(M) is known as the Dirac genus and ch(F ) is the total Chern character. The sub-
script vol means that one has to extract the form whose degree equals the dimension
of M .
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To read off the volume form both Aˆ(M) and ch(F ) need to be expanded. We get
[11], [12]
Aˆ(M) = 1 +
1
(4π)2
1
12
trR2 +
1
(4π)4
[
1
288
(trR2)2 +
1
360
trR4
]
+
1
(4π)6
[
1
10368
(trR2)3 +
1
4320
trR2trR4 +
1
5670
trR6
]
+
1
(4π)8
[
1
497664
(trR2)4 +
1
103680
(trR2)2trR4+
+
1
68040
trR2trR6 +
1
259200
(trR4)2 +
1
75600
trR8
]
+ . . . , (B.50)
ch(F ) := tr exp
(
iF
2π
)
= k +
i
2π
trF +
i2
2(2π)2
trF 2 + . . .+
is
s!(2π)s
trF s + . . . .
(B.51)
From these formulae we can determine the index of the Dirac operator on arbitrary
manifolds, e.g. for d = 4 we get
ind(D+) =
1
(2π)2
∫
M
(
i2
2
trF 2 +
k
48
trR2
)
. (B.52)
The Dirac operator (B.43) is not the only operator we need in order to calculate
anomalies. We also need the analogue of (B.45) for spin-3/2 fields which is given by
[11], [12]
ind(D3/2) =
∫
M
[Aˆ(M)(tr exp(iR/2π)− 1)ch(F )]vol
=
∫
M
[Aˆ(M)(tr(exp(iR/2π)− 1 ) + d− 1)ch(F )]vol . (B.53)
Explicitly,
Aˆ(M)tr (exp(R/2π)− 1 ) = − 1
(4π)2
2 trR2
+
1
(4π)4
[
−1
6
(trR2)2 +
2
3
trR4
]
+
1
(4π)6
[
− 1
144
(trR2)3 +
1
20
trR2trR4 − 4
45
trR6
]
+
1
(4π)8
[
− 1
5184
(trR2)4 +
1
540
(trR2)2trR4−
− 22
2835
trR2trR6 +
1
540
(trR4)2 +
2
315
trR8
]
+ . . . (B.54)
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Finally, in 4k + 2 dimensions there are anomalies related to forms with (anti-)self-
dual field strength. The relevant index is given by [11], [12]
ind(DA) =
1
4
∫
M
[L(M)]2n , (B.55)
where the subscript A stands for anti-symmetric tensor. L(M) is known as the Hirze-
bruch L-polynomial and is defined as
L(M) :=
n∏
j=1
xj/2
tanh(xj/2)
. (B.56)
For reference we present the expansion
L(M) = 1− 1
(2π)2
1
6
trR2 +
1
(2π)4
[
1
72
(trR2)2 − 7
180
trR4
]
+
1
(2π)6
[
− 1
1296
(trR2)3 +
7
1080
trR2trR4 − 31
2835
trR6
]
+
1
(2π)8
[
1
31104
(trR2)4 − 7
12960
(trR2)2trR4+
+
31
17010
trR2trR6 +
49
64800
(trR4)2 − 127
37800
trR8
]
+ . . . . (B.57)
Appendix C
Special Geometry and Picard-Fuchs
Equations
In section 4.2 we saw that the moduli space of a compact Calabi-Yau manifold carries a
Ka¨hler metric and that the Ka¨hler potential can be calculated from some holomorphic
function F , which itself can be obtained from geometric integrals. In this appendix we
will show that this moduli space is actually an example of a mathematical structure
known as special Ka¨hler manifold. We also explain how a set of differential equations,
the so called Picard Fuchs equations arise. In the case of compact Calabi-Yau manifolds
these are differential equations for the period integrals of Ω. This is interesting, since for
general Calabi-Yau manifolds it may well be simpler to solve the differential equation
than to explicitly calculate the period integral. During my thesis some progress on the
extension of the concept of special geometry to local Calabi-Yau manifolds has been
made [P5]. Unfortunately, the analogue of the Picard-Fuchs equations is still unknown
for these manifolds. A first attempt to set up a rigorous, coordinate free framework
for special Ka¨hler manifolds was made in [127]. Various properties of special geometry
and its relation to the moduli spaces of Riemann surfaces and Calabi-Yau manifolds,
as well as to Picard-Fuchs equations, were studied in [56], [36], [35]. For a detailed
analysis of the various possible definitions see [38].
C.1 (Local) Special geometry
We start with the definition of a (local) special Ka¨hler manifold, which is modelled after
the moduli space of complex structures of compact Calabi-Yau manifolds, and which
should be contrasted with rigid special Ka¨hler manifolds, that occur in the context of
Riemann surfaces.
Hodge manifolds
Consider a complex n-dimensional Ka¨hler manifold with coordinates zi, z¯j¯ and metric
gij¯ = ∂i∂¯j¯K(z, z¯) , (C.1)
163
164 C Special Geometry and Picard-Fuchs Equations
where the real function K(z, z¯) is the Ka¨hler potential, i, j, . . . , i¯, j¯, . . . ∈ {1, . . . , n}.
The Christoffel symbols and the Riemann tensor are calculated from the standard
formulae
Γijk = g
il¯∂jgkl¯ , R
i
jk¯l = ∂k¯Γ
i
jl , (C.2)
with gij¯g
kj¯ = δki , gik¯g
ij¯ = δj¯
k¯
, and the Ka¨hler form is defined as
ω := igij¯dz
i ∧ dz¯j¯ . (C.3)
Introduce the one-form
Q := −1
4
∂K +
1
4
∂¯K . (C.4)
Then under a Ka¨hler transformation,
K˜(z˜(z), ¯˜z(z¯)) = K(z, z¯) + f(z) + f¯(z¯) , (C.5)
g is invariant and
Q˜ = Q− 1
4
∂f +
1
4
∂¯f¯ . (C.6)
Clearly
ω = 2idQ . (C.7)
Definition C.1 A Hodge manifold is a Ka¨hler manifold carrying a U(1) line bundle
L, s.t. Q is the connection of L. Then the first Chern-class of L is given in terms of
the Ka¨hler class, 2c1(L) = 12π [ω]. Such a manifold is sometimes also called a Ka¨hler
manifold of restricted type.1
On a Hodge manifold a section of L of Ka¨hler weight (q, q¯) transforms as
ψ˜(z˜(z), ¯˜z(z¯)) = ψ(z, z¯)e
q
4
f(z)e−
q¯
4
f¯(z¯) (C.8)
when going from one patch to another. For these we introduce the Ka¨hler covariant
derivatives
Dψ :=
(
∂ − q
4
(∂K)
)
ψ , D¯ψ :=
(
∂¯ +
q¯
4
(∂¯K)
)
ψ , (C.9)
where ∂ := dzi∂i, ∂¯ := dz¯
i¯∂¯i¯ := dz¯
i¯ ∂
∂z¯i¯
. A Ka¨hler covariantly holomorphic section, i.e.
one satisfying D¯ψ = 0 is related to a purely holomorphic section ψhol by
ψhol = e
q¯
4
Kψ , (C.10)
since then ∂¯ψhol = 0. The Ka¨hler covariant derivative can be extended to tensors Φ
on the Hodge manifold M as
DΦ =
(
∇− q
4
(∂K)
)
Φ , D¯Φ =
(
∇¯+ q¯
4
(∂¯K)
)
Φ , (C.11)
1Following [38] we define the Hodge manifold to have a Ka¨hler form which, when multiplied by
1
2pi , is of even integer cohomology. In the mathematical literature it is usually defined as a manifold
with Ka¨hler form of integer homology, c1(L) = 12pi [ω].
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where ∇ is the standard covariant derivative.
Special Ka¨hler manifolds
Next we want to define the notion of a special Ka¨hler manifold, following the conven-
tions of [38]. There are in fact three different definitions that are useful and which are
all equivalent.
Definition C.2 A special Ka¨hler manifoldM is a complex n-dimensional Hodge man-
ifold with the following properties:
• On every chart there are complex projective coordinate functions XI(z), I ∈
{0, . . . , n}, and a holomorphic function F(XI), which is homogeneous of second
degree, i.e. 2F = XIFI := XI ∂∂XIF , s.t. the Ka¨hler potential is given as
K(z, z¯) = − log
[
iX¯I
∂
∂XI
F(XI)− iXI ∂
∂X¯I
F¯(X¯I)
]
. (C.12)
• On overlaps of charts, Uα, Uβ, the corresponding functions are connected by(
X
∂F
)
(α)
= e−f(αβ)M(αβ)
(
X
∂F
)
(β)
, (C.13)
where f(αβ) is holomorphic on Uα ∩ Uβ and M(αβ) ∈ Sp(2n+ 2,R).
• On the overlap of three charts, Uα, Uβ, Uγ , the transition functions satisfy the
cocycle condition,
ef(αβ)+f(βγ)+f(γα) = 1 ,
M(αβ)M(βγ)M(γα) = 1 .
(C.14)
Definition C.3 A special Ka¨hler manifoldM is a complex n-dimensional Hodge man-
ifold, s.t.
• ∃ a holomorphic Sp(2n+2,R) vector bundleH overM and a holomorphic section
v(z) of L ⊗H, s.t. the Ka¨hler form is
ω = −i∂∂¯ log(i〈v¯, v〉) , (C.15)
where L denotes the holomorphic line bundle over M that appeared in the defi-
nition of a Hodge manifold, and 〈v, w〉 := vτ℧w is the symplectic product on H;
• furthermore, this section satisfies
〈v, ∂iv〉 = 0 . (C.16)
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Definition C.4 Let M be a complex n-dimensional manifold, and let V (z, z¯) be a
2n+ 2-component vector defined on each chart, with transition function
V(α) = e
− 1
2
f(αβ)e
1
2
f¯(αβ)M(αβ)V(β) , (C.17)
where fαβ is a holomorphic function on the overlap andM(αβ) a constant Sp(2n+2,R)
matrix. The transition functions have to satisfy the cocycle condition. Take a U(1)
connection of the form κidz
i− κ¯i¯dz¯ i¯, under which V¯ has opposite charge as V . Define
Ui := DiV := (∂i + κi)V ,
D¯i¯V := (∂¯i¯ − κ¯i¯)V ,
U¯i¯ := D¯i¯V¯ := (∂¯i¯ + κ¯i¯)V¯ ,
DiV¯ := (∂i − κi)V¯ ,
(C.18)
and impose
〈V, V¯ 〉 = i ,
D¯i¯V = 0 ,
〈V, Ui〉 = 0 ,
D[iUj] = 0 .
(C.19)
Finally define
gij¯ := i〈Ui, U¯j¯〉 . (C.20)
If this is a positive metric on M then M is a special Ka¨hler manifold.
The first definition is modelled after the structure found in the scalar sector of four-
dimensional supergravity theories. It is useful for calculations as everything is given in
terms of local coordinates. However, it somehow blurs the coordinate independence of
the concept of special geometry. This is made explicit in the second definition which,
although somewhat abstract, captures the structure of the space. The third definition,
finally, can be used to show that the moduli space of complex structures of a Calabi-
Yau manifold is a special Ka¨hler manifold. The proof of the equivalence of these three
definitions can be found in [38].
Consequences of special geometry
In order to work out some of the implications of special geometry we start from a special
Ka¨hler manifold that satisfies all the properties of definition C.3. Clearly, (C.15) is
equivalent to K = − log(i〈v¯, v〉) and from the transformation property of K we deduce
that v is a field of weight (−4, 0) and v¯ of weight (0,4). In other words they transform
as
v˜ = e−fMv , ¯˜v = e−f¯Mv¯ , (C.21)
from one local patch to another. Here M ∈ Sp(2n+ 2,R). The corresponding deriva-
tives are
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Div = (∂i + (∂iK)) v ,
D¯i¯v = ∂¯i¯v ,
(C.22)
and their complex conjugates. Let us define
ui := Div ,
u¯i¯ := D¯i¯v¯ ,
(C.23)
i.e. ui is a section of T ⊗ L ⊗ H of weight (−4, 0) and u¯i¯ a section of T¯ ⊗ L¯ ⊗ H of
weight (0, 4). Here we denoted T := T (1,0)(M), T¯ := T (0,1)(M). Then the following
relations hold, together with their complex conjugates
D¯i¯v = 0 , (C.24)
Diu¯j¯ = [Di, D¯j¯]v¯ = gij¯ v¯ , (C.25)
[Di,Dj] = 0 , (C.26)
D[iuj] = 0 , (C.27)
〈v, v〉 = 0 , (C.28)
〈v, v¯〉 = ie−K , (C.29)
〈v, ui〉 = 0 , (C.30)
〈ui, uj〉 = 0 , (C.31)
〈v, u¯i¯〉 = 0 , (C.32)
〈ui, u¯j¯〉 = −igij¯e−K . (C.33)
(C.24) holds as v is holomorphic by definition, (C.25), (C.26) and (C.27) can be found
by spelling out the covariant derivatives, (C.28) is trivial. (C.29) is (C.15). Note that
(C.16) can be written as 〈v,Div〉 = 0 because of the antisymmetry of 〈., .〉, this gives
(C.30). Taking the covariant derivative and antisymmetrising gives 〈Div,Djv〉 = 0 and
thus (C.31). Taking the covariant derivative of (C.29) leads to (C.32). Taking another
covariant derivative leads to the last relation.
Next we define the important quantity
Cijk := −ieK〈DiDjv,Dkv〉 = −ieK〈Diuj, uk〉 , (C.34)
which has weight (−4,−4) and satisfies
Cijk = C(ijk) , (C.35)
D¯l¯Cijk = 0 , (C.36)
D[iCj]kl = 0 , (C.37)
Diuj = Cijku¯k , (C.38)
where u¯j := gjk¯u¯k¯. The first two relations can be proven readily from the equations
that have been derived so far. The third relation follows from 〈ui, [Dj,Dk]ul〉 = 0. In
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order to prove (C.38) one expands Diuj as2 Diuj = aijv + bkijuk + ck¯ij u¯k¯ + dij v¯, and
determines the coefficients by taking symplectic products with the basis vectors. The
result is that c k¯ij = C
k¯
ij and all other coefficients vanish. Considering 〈ui, [Dk, D¯l¯]u¯j¯〉
we are then led to a formula for the Riemann tensor,
Ri¯jk¯l = gjk¯gl¯i + glk¯gji¯ − CjlmC¯ mk¯i¯ . (C.39)
Here C¯i¯j¯k¯ is the complex conjugate of Cijk and C
m
k¯i¯
:= gmm¯Ck¯i¯m¯.
Matrix formulation
So far we collected these properties in a rather unsystematic and not very illuminating
way. In order to improve the situation we define the (2n+ 2)× (2n+ 2)-matrix
U :=

vτ
uj
τ
(u¯k¯)
τ
v¯τ
 , (C.40)
which satisfies
U℧U τ = ie−K

0 0 0 1
0 0 −gjk¯ 0
0 gk¯j 0 0
−1 0 0 0
 , (C.41)
as can be seen from (C.28)-(C.33). In other words one defines the bundle E := (L ⊕
(T ⊗ L) ⊕ (T¯ ⊗ L¯) ⊕ L¯) ⊗ H = span(v) ⊕ span(ui) ⊕ span(u¯i¯) ⊕ span(v¯) and U is a
section of E. Let us first study the transformation of U under a change of coordinate
patches. We find
U˜ = S−1UM τ (C.42)
where M ∈ Sp(2n+ 2,R),
S−1 =

e−f 0 0 0
0 e−fξ−1 0 0
0 0 e−f¯ ξ¯−1 0
0 0 0 e−f¯
 (C.43)
and ξ := ξij :=
∂z˜i
∂zj
, ξ¯ := ξ¯ i¯j¯ :=
∂ ˜¯zi¯
∂z¯j¯
. Using (C.23), (C.38), (C.25) and (C.24) one finds
that on a special Ka¨hler manifold the following matrix equations are satisfied3,
2To understand this it is useful to look at the example of the complex structure moduli space
Mcs of a Calabi-Yau manifold, which is of course the example we have in mind during the entire
discussion. As we will see in more detail below, v is given by the period vector of Ω and the ui have
to be interpreted as the period vectors of a basis of the (2, 1)-forms. Then it is clear that u¯i¯ should
be understood as period vectors of a basis of (1, 2)-forms and finally v¯ is given by the period vector
of Ω¯. The derivative of a (2, 1)-form can be expressed as a linear combination of the basis elements,
which is the expansion of Diuj in terms of v, ui, u¯i¯, v¯, which now is obvious as these form a basis of
three-forms.
3Note that the matrices C¯ and A¯ are not the complex conjugates of C and A.
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DiU = CiU ,
D¯i¯U = C¯i¯U ,
(C.44)
with
Ci =

0 δji 0 0
0 0 C k¯ij 0
0 0 0 gik¯
0 0 0 0
 , C¯i¯ =

0 0 0 0
gi¯j 0 0 0
0 C¯ ki¯j¯ 0 0
0 0 δk¯
i¯
0
 . (C.45)
Here δji is a row vector of dimension n with a 1 at position i and zeros otherwise, gik¯ is
a column vector of dimension n with entry gik¯ at position k¯, and C
k¯
ij is symbolic for
the n × n-matrix Ci with matrix elements (Ci) k¯j = C k¯ij . The entries of C¯i are to be
understood similarly. These matrices satisfy [Ci,Cj] = 0 and CiCjCkCl = 0. It will
be useful to rephrase these equations in a slightly different form. We introduce the
operator matrix D := Didz
i,
DiU := (∂i + Ai)U := (Di − Ci)U = (∂i + Γi − Ci)U = 0 ,
D¯i¯U := (∂¯i¯ + A¯i)U := (D¯i¯ − C¯i¯)U = (∂¯i¯ + Γ¯i¯ − C¯i¯)U = 0 ,
(C.46)
where
Γi :=

∂iK 0 0 0
0 δkj ∂iK − Γkij 0 0
0 0 0 0
0 0 0 0
 , Γ¯i¯ :=

0 0 0 0
0 0 0 0
0 0 δk¯
j¯
∂¯i¯K − Γ¯k¯i¯j¯ 0
0 0 0 ∂¯i¯K
 ,
(C.47)
and therefore
Ai :=

∂iK δ
j
i 0 0
0 δkj ∂iK − Γkij C k¯ij 0
0 0 0 gik¯
0 0 0 0
 , A¯i¯ :=

0 0 0 0
gi¯j 0 0 0
0 C¯ ki¯j¯ δ
k¯
j¯ ∂¯i¯K − Γ¯k¯i¯j¯ 0
0 0 δj¯
i¯
∂¯i¯K
 .
(C.48)
Let us see how D transforms when we change patches. From the transformation prop-
erties of D and C we find
A˜ = S−1AS + S−1dS ,
˜¯
A = S−1A¯S + S−1dS ,
(C.49)
for A := Aidz
i, so A is a connection. One easily verifies that
[Di,Dj] = [D¯i¯, D¯j¯] = 0 . (C.50)
Relation (C.39) for the Riemann tensor gives
[Di, D¯j¯]U = 0 . (C.51)
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All this implies that D is flat on the bundle E.
Special coordinates and holomorphic connections
We see that an interesting structure emerges once we write our equations in matrix
form. To push this further we need to apply the equivalence of definition C.3 and C.2.
In particular, we want to make use of the fact that locally, i.e. on a given chart onM,
we can write
v =
(
XI
∂F
∂XJ
)
, (C.52)
where XI = XI(z) and F = F(X(z)) are holomorphic. Furthermore, the XI can be
taken to be projective coordinates on our chart. There is a preferred coordinate system
given by
ta(z) :=
Xa
X0
(z) , a ∈ {1, . . . , n} , (C.53)
and the ta are known as special coordinates. To see that this coordinate system really
is useful, let us reconsider the covariant derivative Di on the special Ka¨hler manifold
M, which contains Γ(z, z¯), Ki(z, z¯) := ∂iK(z, z¯). If we make use of special coordinates
these split into a holomorphic and a non-holomorphic piece. We start from Γkij(z, z¯),
set e ai :=
∂ta(z)
∂zi
, which does depend on z but not on z¯, and write
Γkij = g
kl¯∂igjl¯ = g
ab¯(e−1) ka (e
−1) l¯b¯ e
c
i ∂c(e
d
j e
f¯
l¯
gdf¯ )
= e ci (∂ce
d
j )(e
−1) kd + e
c
i e
d
j (∂cgdf¯ )g
af¯(e−1) ka
=: Γˆkij(z) + T
k
ij(z, z¯) . (C.54)
Note that Γˆkij transforms as a connection under a holomorphic coordinate transforma-
tion z → z˜(z), whereas T kij transforms as a tensor. Similarly from (C.12) one finds
that
Ki(z, z¯) = −∂i log(X0(z))
−∂i log
[
i
X¯0(z¯)
X0(z)
(
∂
∂X0
F(X0(z), Xa(z)) + t¯a(z¯) ∂
∂Xa
F(X0(z), Xa(z))
)
−i ∂
∂X¯0
F¯(X¯0(z¯), X¯a(z¯))− ita(z) ∂
∂X¯a
F¯(X¯0(z¯), X¯a(z¯))
]
=: Kˆi(z) +Ki(z, z¯) . (C.55)
Clearly, Ki(z, z¯) is invariant under Ka¨hler transformations and Kˆi(z) transforms as
Kˆi(z) → Kˆi(z) + ∂if(z), which is precisely the transformation law of Ki(z, z¯). Thus,
the transformation properties of Γ and Ki are carried entirely by the holomorphic parts
and one can define holomorphic covariant derivatives for any tensor Φ onM of weight
(q, q¯),
DˆiΦ :=
(
∇ˆi − q
4
(∂iKˆ)
)
Φ ,
¯ˆDi¯Φ :=
(
¯ˆ∇i¯ + q¯
4
(∂¯i¯Kˆ)
)
Φ ,
(C.56)
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where ∇ˆ now only contains the holomorphic connection Γˆ. A most important fact is
that Γˆ is flat, i.e. the corresponding curvature tensor vanishes,
Rˆklij := ∂lΓˆ
k
ij − ∂iΓˆklj + Γˆmlj Γˆkmi − Γˆmlj Γˆkmi = 0 , (C.57)
which can be seen readily from the explicit form of Γˆ. Next we take ηab to be a constant,
invertible symmetric matrix and define
gˆij := e
a
i e
b
j ηab . (C.58)
It is not difficult to show that the Levi-Civita connection of gˆij is nothing but Γˆ. If we
take zi = ta one finds that
e ai = δ
a
i , Γˆ
k
ij = 0 , gˆij = ηij . (C.59)
So the holomorphic part of the connection can be set to zero if we work in special
coordinates. Special or flat coordinates are a preferred coordinate system on a chart
of our base manifoldM. But on such a chart v is only defined up to a transformation
v˜ = e−fMv. This tells us that we can choose a gauge for v such that X0 = 1. This is,
of course, the gauge in which the holomorphic part of the Ka¨hler connection vanishes
as well, Kˆi = 0.
Solving the Picard-Fuchs equation
The fact that the connections on a special Ka¨hler manifold can be split into a holo-
morphic connection part and a non-holomorphic tensor part is highly non-trivial. In
the following we present one very important consequence of this fact. Consider once
again the system
DU = 0 , D¯U = 0 (C.60)
which holds on any special Ka¨hler manifold. Now suppose we know of a manifold that
it is special Ka¨hler, but we do not know the holomorphic section v. Then we can
understand (C.60) as a differential system for U and therefore for v. These differential
equations are known as the Picard-Fuchs equations. As to solve this system consider
the transformation
U → W := R−1U ,
A → Aˆ := R−1(A+ ∂)R ,
A¯ → ¯ˆA := R−1(A¯+ ∂¯)R ,
(C.61)
where
R−1(z, z¯) =

1 0 0 0
∗ 1 0 0
∗ ∗ 1 0
∗ ∗ ∗ 1
 . (C.62)
Note that for such a matrix R−1 the matrix R will be lower diagonal with all diagonal
elements equal to one, as well. Clearly, this transformation leaves v invariant and
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DU = 0→ DˆW = 0 ,
D¯U = 0→ ¯ˆDW = 0 , (C.63)
with Dˆ := ∂ + Aˆ and
¯ˆ
D := ∂¯ +
¯ˆ
A. The crucial point is that the solution v that we are
after does not change under this transformation, i.e. we might as well study the system
DˆW = 0, ¯ˆDW = 0. Next we note that R−1(z, z¯) does not have to be holomorphic.
In fact, since the curvature of A¯ vanishes we can go into a system where
¯ˆ
A = 0 and
therefore A¯ = R∂¯R−1. In this gauge we have
∂¯W = 0 , (C.64)
and from (C.51) one finds
∂¯Aˆ = 0 , (C.65)
which tells us that the non-holomorphic parts of the connection Aˆ vanish and that the
matrices Ci are holomorphic. In other words we have Dˆi = Dˆi − Ci, where Dˆi is the
holomorphic covariant derivative of Eq. (C.56) including Kˆi(z) and Γˆ
k
ij only and we
are interested in the solutions of the holomorphic system
DˆW = 0 . (C.66)
Note that in this system we still have holomorphic coordinate transformations as a
residual symmetry. Furthermore, if we plug (C.52) in the definition of Cijk, we find in
the holomorphic system
Cijk = −ieKˆ
[
(DˆiDˆjXI)DˆkFI − (DˆiDˆjFI)DˆkXI
]
. (C.67)
In special coordinates this reduces to
Cabc = i∂a∂b∂cF . (C.68)
The strategy is now to solve the system in special coordinates first, and to find the
general solution from a holomorphic coordinate transformation afterwards. Let us then
choose special coordinates on a chart of M, together with the choice X0 = 1, and let
W =:

vτ
vτa
v˜τb
(v0)τ
 . (C.69)
In special coordinates the equation DˆaW = 0 reads (∂a − Ca)W = 0 with
Ca =

0 δba 0 0
0 0 C cab 0
0 0 0 ηac
0 0 0 0
 . (C.70)
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or
∂av = va ,
∂avb = C
c
ab v˜c ,
∂av˜c = ηacv
0 ,
∂av
0 = 0 .
(C.71)
Recalling (C.68) the solution can be found to be
vτ
vτb
v˜τc
(v0)τ
 =

1 td ∂dF 2F − te ∂eF
0 δdb ∂b∂dF ∂bF − te ∂e∂bF
0 0 −iηcd iteηec
0 0 0 i
 . (C.72)
Of course, the solution of DˆW = 0 in general (holomorphic) coordinates can then be
obtained from a (holomorphic) coordinate transformation of (C.72).
Special geometry and Calabi-Yau manifolds
It was shown in section 4.2 that the moduli space of complex structures of a compact
Calabi-Yau manifold is Ka¨hler with Ka¨hler potential K = − log (i ∫ Ω ∧ Ω¯). Let
V := e
K
2
∫
Γ
(3)
i
Ω(3,0) , (C.73)
where {Γ(3)i } = {ΓαI ,ΓβJ} is the set of all three-cycles in X . These cycles are only
defined up to a symplectic transformation and Ω is defined up to a transformation
Ω→ ef(z)Ω, see Eq. (4.38). Therefore V is defined only up to a transformation
V → V˜ = e− f2 e f¯2MV , (C.74)
with M ∈ Sp(2n+ 2;Z) and f(z) holomorphic. Next we set
Ui := DiV :=
(
∂i +
1
2
Ki
)
V =
(
∂i +
1
2
(∂iK)
)
V , (C.75)
D¯iV :=
(
∂¯i¯ −
1
2
(∂¯i¯K)
)
V . (C.76)
For vectors V =
∫
Γ
(3)
i
Ξ and W =
∫
Γ
(3)
i
Σ with Ξ, Σ three-forms on X there is a natural
symplectic product, 〈V,W 〉 := − ∫
X
Ξ ∧ Σ. Then it is easy to verify that (C.19)
holds and i〈Ui, U¯j¯〉 = −
∫
X
χi∧χ¯j¯∫
X
Ω∧Ω¯
is indeed nothing but G
(CS)
ij¯
. So we find that all the
requirements of definition C.4 are satisfied and Mcs is a special Ka¨hler manifold.
In the context of Calabi-Yau manifolds the projective coordinates are given by
the integrals of the unique holomorphic three-form Ω over the ΓαI -cycles and the
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holomorphic function F of definition C.2 is nothing but the prepotential constructed
from integrals of Ω over the ΓβJ -cycles,
XI =
∫
Γ
αI
Ω , FI =
∫
ΓβI
Ω . (C.77)
In other words the vector v of definition C.3 is given by the period vector of Ω and
the symplectic bundle is the Hodge bundle H. This is actually the main reason why
the structure of special geometry is so important for physicist. The integrals of Ω
over three cycles is interesting since it calculates the prepotential (and therefore the
physically very interesting quantity Cijk). On the other hand, using mirror symmetry
a period integral on one manifold can tell us something about the instanton structure
on another manifold. Unfortunately the integrals often cannot be calculated explic-
itly. However, in some cases it is possible to solve the ordinary linear differential
Picard-Fuchs equation for
∫
Ω, which therefore gives an alternative way of extracting
interesting quantities. Indeed, the differential equations that one can derive for
∫
Ω by
hand agree with the Picard-Fuchs equations of special geometry. Finally we note that
the matrix U is nothing but the period matrix of the Calabi-Yau,
U =

∫
Ω(3,0)∫
Ω
(2,1)
α∫
Ω
(1,2)
α∫
Ω(0,3)
 , (C.78)
which can be brought into holomorphic form by a (non-holomorphic) gauge transfor-
mation.
C.2 Rigid special geometry
The quantum field theories we are interested in are generated from local Calabi-Yau
manifolds, rather than from compact Calabi-Yau manifolds. We saw already that the
integrals of Ω over (relative) three-cycles maps to integrals on a Riemann surface. It
turns out that the moduli space of Riemann surfaces carries a structure which is very
similar to the special geometry of Calabi-Yau manifolds, and which is known as rigid
special geometry.
Rigid special Ka¨hler manifolds
Definition C.5 A complex n-dimensional Ka¨hler manifold is said to be rigid special
Ka¨hler if it satisfies:
• On every chart there are n independent holomorphic functionsX i(z), i ∈ {1, . . . , n}
and a holomorphic function F(X), s.t.
K(z, z¯) = i
(
X i
∂
∂X¯ i
F¯(X¯ i)− X¯ i ∂
∂X i
F(X i)
)
. (C.79)
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• On overlaps of charts there are transition functions of the form(
X
∂F
)
(α)
= eicαβMαβ
(
X
∂F
)
+ bαβ , (C.80)
with cαβ ∈ R, Mαβ ∈ Sp(2n,R), bαβ ∈ C2n.
• The transition functions satisfy the cocycle condition on overlaps of three charts.
Definition C.6 A rigid special Ka¨hler manifold is a Ka¨hler manifold M with the
following properties:
• There exists a U(1)×ISp(2n,R) vector bundle4 overM with constant transition
functions, in the sense of (E.8), i.e. with a complex inhomogeneous piece. This
bundle should have a holomorphic section V , s.t. the Ka¨hler form is
ω = −∂∂¯〈V, V¯ 〉 . (C.81)
• We have 〈∂iV, ∂jV 〉 = 0.
Definition C.7 A rigid special manifold is a complex n-dimensional Ka¨hler manifold
with on each chart 2n closed holomorphic 1-forms Uidz
i,
∂¯iUj = 0 , ∂[iUj] = 0 , (C.82)
with the following properties:
• 〈Ui, Uj〉 = 0 .
• The Ka¨hler metric is
gij = i〈Ui, U¯j〉 . (C.83)
• The transition functions read
Ui,(α)dz
i
(α) = e
icαβMαβUi,(β)dz
i
(β) (C.84)
with cαβ ∈ R, Mαβ ∈ Sp(2n,R).
• The cocycle condition holds on the overlap of three charts.
4This is a vector bundle with transition function V(α) = e
icαβM(αβ)V + bαβ , with cαβ ∈ R, Mαβ ∈
Sp(2n,R), bαβ ∈ C2n.
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For the proof of the equivalence of these definitions see [38].
Matrix formulation and Picard Fuchs equations
As before we want to work out some of the consequences of these definitions. Take the
Ui from Def. C.7 and define
V :=
(
U τi
U¯ τ
j¯
)
. (C.85)
Equations (C.82) and (C.83) can then be written in matrix form
V℧Vτ =
(
0 −igij¯
igji¯ 0
)
. (C.86)
Next we define the (2n× 2n)-matrix
Ai := −(∂iV)V−1 , (C.87)
which has the structure
Ai = −
(
G kij C
k¯
ij
0 0
)
, (C.88)
where G kij = G
k
(i,j) and C
k¯
ij = C
k¯
(i,j) , as can be seen from Eq. (C.82). Then one finds
Ai
(
0 −igkl¯
iglk¯ 0
)
= −(∂iV)ΩVτ
= −∂i
(
0 −igjl¯
iglj¯ 0
)
+ VΩ∂iVτ , (C.89)
but on the other hand
Ai
(
0 −igkl¯
iglk¯ 0
)
=
( −iC(i,j)l iG(i,j)l¯
0 0
)
, (C.90)
and therefore, taking the second line of (C.89) minus the transpose of the first,(
iC(i,j)l − iC(i,l)j −iG(i,j)l¯
iG(i,l)j¯ 0
)
= ∂i
(
0 −igjl¯
iglj¯ 0
)
. (C.91)
We deduce that C is symmetric in all its indices and that ∂[igj]l¯ = 0, i.e. it is Ka¨hler.
Hence, we can define the Levi-Civita connection and its covariant derivative
Γkij = g
kl¯∂jgil¯ , ∇iUj := ∂iUj − ΓkijUk , ∇iU¯j¯ := ∂iU¯j¯ . (C.92)
Clearly, G kij = Γ
k
ij and we find
(∂i + Ai)V = (∇i − Ci)V = 0 , (∂¯i¯ + A¯i¯)V = (∇¯i¯ − C¯i¯)V = 0 , (C.93)
with
A¯i¯ :=
(
0 0
−C¯ ki¯j¯ −Γ¯k¯i¯j¯
)
, Ci :=
(
0 C k¯ij
0 0
)
, C¯i :=
(
0 0
C¯ k
i¯j¯
0
)
(C.94)
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and symmetric Cijk. From [∇i,∇j]V = 0 we deduce that ∇[iCj] = 0 or
Cijk = ∇i∇j∇kS (C.95)
for some function S. Acting with [∇i, ∇¯j¯ ] on V gives the identity
Rij¯kl¯ = −CikmC¯j¯l¯m¯gmm¯ . (C.96)
Finally we define Di := ∇i − Ci and D¯i¯ := (∇¯i − C¯i) with the properties [Di,Dj] = 0,
[D¯i¯, D¯j¯ ] = 0 and [Di, D¯j¯]V = 0, so D is a flat connection.
Now we use the equivalence of the three definitions and define the special coordinates
to be the holomorphic functions
ta(z) := X i(z) . (C.97)
As above the Christoffel symbol splits into a tensor part and a holomorphic connection
part,
Γkij(z, z¯) = Γˆ
k
ij(z) + T
k
ij(z, z¯), (C.98)
and once again Γˆ is a flat connection, R(Γˆ) = 0, that vanishes if we use special
coordinates. We again define a holomorphic covariant derivative, ∇ˆ, that contains
only the holomorphic part of the connection. Its commutator gives the curvature of Γˆ
and therefore vanishes. Next we transform
V → X := S−1V ,
A → Aˆ := S−1(A+ ∂)S , (C.99)
A¯ → ¯ˆA := S−1(A¯+ ∂¯)S ,
where S is chosen such that
¯ˆ
A = 0. Then we are left with
(∇ˆα − Cˆ)X = 0 , ∂¯α¯X = 0 . (C.100)
In special coordinates Γˆ vanishes and this reads
∂aX =
(
0 C cab
0 0
)
X . (C.101)
Using the equivalence of the three definitions we find that
Ui = ∂i
(
Xj
∂jF
)
. (C.102)
Then, multiplying ∂aUb = C
d
ab U¯d by U
τ
c ℧ we find that in special coordinates
Cabc = i∂a∂b∂cF , (C.103)
which leads to the solution
X =
(
δdb ∂b∂dF
0 −iηcd
)
. (C.104)
178 C Special Geometry and Picard-Fuchs Equations
Rigid special geometry and Riemann surfaces
For a given Riemann surface Σ it is natural to try to construct a rigid special Ka¨hler
manifold using the gˆ holomorphic forms λi. However, the moduli space of a Riemann
surface has dimension 3gˆ−3 for gˆ > 1, whereas we can only construct a gˆ-dimensional
rigid special Ka¨hler manifold from our forms. That means that unless gˆ = 1 the special
manifold will be a submanifold of the moduli space of Σ.
Let thenW be a family of genus gˆ Riemann surfaces which are parameterised by only gˆ
complex moduli and let λi be the set of holomorphic one-forms on Σ. Then we identify
Ui =
( ∫
αj
λi∫
βk
λi
)
. (C.105)
∂¯j¯Ui = 0 tells us that the periods should depend holomorphically on the moduli. Using
Riemann’s second relation one can show that all requirements of definition (C.7) are
satisfied. (E.g. 〈Ui, Uj〉 = 0 follows immediately from the symmetry of the period
matrix; Riemann’s second relation gives the positivity of the metric.) The condition
∂[jUi] = 0 has to be checked for the particular example one is considering. On compact
Riemann surfaces it reduces to ∂[iλj] = (dη)ij. If the right-hand side is zero then
locally there exists a meromorphic one-form λ whose derivatives give the holomorphic
one-forms. Then, using
Ui = ∂i
(
Xj
∂kF
)
, (C.106)
we identify (
X i
∂jF
)
=
( ∫
αi
λ∫
βj
λ
)
. (C.107)
This implies that, similarly to the case of the Calabi-Yau manifold, the holomorphic
function X i and the prepotential F can be calculated from geometric integrals on the
Riemann surface. However, in contrast to the Calabi-Yau space, the form λ now is
meromorphic and not holomorphic.
Appendix D
Topological String Theory
One of the central building blocks of the web of theories sketched in Fig. 2.3 is the B-
type topological string. Indeed, although the relation between effective superpotentials
and matrix models can also be proven using field theory results only [42], [26], the string
theory derivation of this relation leads to the insight that many seemingly different
theories are actually very much related, and the topological string lies at the heart of
these observations. The reason for this central position of the topological string are a
number of its properties. It has been known for a long time [20] that the topological
string computes certain physical amplitudes of type II string theories compactified on
Calabi-Yau manifolds. Furthermore, it turns out that the string field theory of the open
B-type topological string on the simple manifolds Xres is an extremely simple gauge
theory, namely a holomorphic matrix model [43], as is reviewed in chapter 7. Finally,
we already saw in the introduction that the gauge theory/string theory duality can be
made precise if the string theory is topological. Here we review the definition of the
topological string, together with some of its elementary properties. Since topological
string theory is a vast and quickly developing subject, this review will be far from
complete. The reader is referred to the book of Hori et. al. [81], for more details and
references. For a review of more recent developments see for example [111]. Here we
follow the pedagogical introduction of [133].
D.1 Cohomological field theories
Before we embark on defining the topological string let us define a cohomological field
theory. It has the following properties:
• It contains a fermionic symmetry operator Q that squares to zero,
Q2 = 0 . (D.1)
Then the physical operators of the theory are defined to be those that are Q-
closed,
{Q,Oi} = 0 . (D.2)
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• The vacuum is Q-symmetric, i.e. Q|0〉 = 0. This implies the equivalence Oi ∼
Oi+{Q,Λ}, as can be seen from 〈Oi1 . . .Oik{Q,Λ}Oik+2 . . .〉 = 0, where we used
(D.2).
• The energy-momentum tensor is Q-exact,
Tαβ ≡ δS
δhαβ
= {Q,Gαβ} . (D.3)
This property implies that the correlation functions do not depend on the metric,
δ
δhαβ
〈Oi1 . . .Oin〉 =
δ
δhαβ
∫
Dφ Oi1 . . .OineiS[φ]
= i
∫
Dφ Oi1 . . .OineiS[φ]
δS
δhαβ
= i〈Oi1 . . .Oin{Q,Gαβ}〉 = 0 . (D.4)
Here we assumed that the Oi do not depend on the metric.
The condition (D.3) is trivially satisfied if the Lagrangian is Q-exact,
L = {Q, V } , (D.5)
for some operator V . For such a Lagrangian one can actually calculate the correlation
functions exactly in the classical limit. To see this note that
∂
∂~
〈Oi1 . . .Oin〉 =
∂
∂~
∫
Dφ Oi1 . . .Oin exp
(
i
~
{
Q,
∫
V
})
= 0 . (D.6)
Interestingly, from any scalar physical operator O(0), i.e. from one that does not
transform under coordinate transformation of M , where M is the manifold on which
the theory is formulated, one can construct a series of non-local physical operators,
which transform like forms. Integrating (D.3) over a space-like hypersurface gives
Pα = {Q,Gα} . (D.7)
Consider
O(1)α := i{Gα,O(0)} , (D.8)
and calculate
d
dxα
O(0) = i[Pα,O(0)]
= i[{Q,Gα},O(0)]
= ±i{{Gα,O(0)}, Q} − i{{O0, Q}, Gα}
= {Q,O1} . (D.9)
Let O1 := O1αdxα, then
dO0 = {Q,O1} . (D.10)
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Integrating this equation over a closed curve γ in M gives{
Q,
∫
γ
O(1)
}
= 0 . (D.11)
Therefore, the set of operators
∫
γ
O(1) are (non-local) physical operators. Repeating
this procedure gives
{Q,O(0)} = 0
{Q,O(1)} = dO(0)
{Q,O(2)} = dO(1)
. . .
{Q,O(n)} = dO(n−1)
0 = dO(n) , (D.12)
where n is the dimension of M . Hence, the integral of O(p) over a p-dimensional
submanifold of M is physical. In particular, we have{
Q,
∫
M
O(n)
}
= 0 . (D.13)
This implies that we can add terms taO(n)a , with ta arbitrary coupling constants to the
Lagrangian, and the “deformed” theory then will still be cohomological.
D.2 N = (2, 2) supersymmetry in 1+1 dimensions
The goal of this appendix is to construct the B-type topological string. This can be
done by twisting an N = (2, 2) supersymmetric theory in two (real) dimensions and
then coupling the twisted theory to gravity. Let us therefore start by studying two-
dimensional N = (2, 2) theories. Since we will only be interested in theories living
on complex one dimensional manifolds, which locally look like C, we will concentrate
on field theories on C with coordinates z = x1 + ix0. Here ix0 can be understood as
Euclidean time.
The Lorentz group on C is given by U(1), and Weyl spinors have only one complex
component1. On the other hand, these spinors transform under the U(1) Lorentz group
and one can classify them according to whether they have positive or negative U(1)-
charge. A theory with p spinor supercharges of positive and q spinor supercharges of
negative charge is said to be a N = (p, q) supersymmetric field theory.
Here we study N = (2, 2) theories which are best formulated on superspace with
coordinates z, z¯, θ±, θ¯±, where θ± are Grassmann variables satisfying (θ±)∗ = θ¯∓. The
superscript ± indicates how the spinors transform under Lorentz transformation, z →
z′ = eiαz, namely
θ± → (θ±)′ = e±iα/2θ± , θ¯± → (θ¯±)′ = e±iα/2θ¯± . (D.14)
1For a detailed description of spinors in various dimensions see appendix A.2.
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Functions that live on superspace are called superfields and because of the Grassman-
nian nature of the fermionic coordinates they can be expanded as
Ψ(z, z¯, θ+, θ−, θ¯+, θ¯−) = φ(z, z¯)+θ
+ψ+(z, z¯)+θ
−ψ−(z, z¯)+θ
+θ−F (z, z¯)+ . . . . (D.15)
Symmetries and the algebra
Having established superspace, consisting of bosonic coordinates z, z¯ and fermionic co-
ordinates θ±, θ¯± we might ask for the symmetry group of this space. In other words we
are interested in the linear symmetries which leave the measure dzdz¯dθ+dθ−dθ¯+dθ¯−
invariant. Clearly, part of this symmetry group is the two-dimensional Poincare´ sym-
metry. The translations are generated by
H = −i d
d(ix0)
= −i(∂z − ∂z¯) ,
P = −i d
dx1
= −i(∂z + ∂z¯) .
We saw already how the spinors θ±, θ¯± transform under Lorentz transformation, so the
generator reads
M = 2z∂z − 2z¯∂z¯ + θ+ d
dθ+
− θ− d
dθ−
+ θ¯+
d
dθ¯+
− θ¯− d
dθ¯−
, (D.16)
where M is normalised in such a way that e2πiM rotates the Grassmann variables once
and the complex variables twice. Other linear transformations are the translation of
the fermionic coordinates θ± generated by ∂
∂θ±
and a change of bosonic coordinates
z → z′ = z + ǫθ, generated by the eight operators θ±∂z , θ±∂z¯ , θ¯±∂z, θ¯±∂z¯. From these
various symmetry generators one defines differential operators on superspace,
Q± := ∂
∂θ±
+ iθ¯±∂± , (D.17)
Q± := − ∂
∂θ¯±
− iθ±∂± , (D.18)
D± :=
∂
∂θ±
− iθ¯±∂± , (D.19)
D± := − ∂
∂θ¯±
+ iθ±∂± , (D.20)
where we denoted ∂+ := ∂z and ∂− := ∂z¯ .
There are two more interesting linear symmetry transformations, known as the
vector and axial R-rotations of a superfield. They are defined as
RV (α) : (θ
+, θ¯+)→ (e−iαθ+, eiαθ¯+) , (θ−, θ¯−)→ (e−iαθ−, eiαθ¯−) ,
RA(α) : (θ
+, θ¯+)→ (e−iαθ+, eiαθ¯+) , (θ−, θ¯−)→ (eiαθ−, e−iαθ¯−) ,
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with the corresponding operators
FV = −θ+ d
dθ+
− θ− d
dθ−
+ θ¯+
d
dθ¯+
+ θ¯−
d
dθ−
,
FA = −θ+ d
dθ+
+ θ−
d
dθ−
+ θ¯+
d
dθ¯+
− θ¯− d
dθ−
.
(D.21)
Of course, a superfield Ψ might also transform under these transformations,
eiαFV : Ψ(xµ, θ±, θ¯±) 7→ eiαqVΨ(xµ, e−iαθ±, eiαθ¯±) , (D.22)
eiβFA : Ψ(xµ, θ±, θ¯±) 7→ eiβqAΨ(xµ, e∓iβθ±, e±iβ θ¯±) , (D.23)
where qV and qA are known as the vector and axial R-charge of Ψ.
From the operators constructed so far it is easy to derive the commutation relations.
One obtains the algebra of an N = (2, 2) supersymmetric theory
[M,H ] = −2P , [M,P ] = −2H
Q2+ = Q2− = Q
2
+ = Q
2
− = 0
{Q±,Q±} = H ± P
[M,Q±] = ∓Q± , [M,Q±] = ∓Q±
[FV ,Q±] = −Q± , [FV ,Q±] = +Q±
[FA,Q±] = ∓Q± , [FA,Q±] = ±Q± . (D.24)
Chiral superfields
A chiral superfield is a function on superspace that satisfies
D±Φ = 0 , (D.25)
and fields satisfying
D±Υ = 0 (D.26)
are called anti-chiral superfields. Note that the complex conjugate of a chiral superfield
is anti-chiral and vice-versa. A chiral superfield has the expansion
Φ(z, θ±, θ¯±) = φ(w, w¯) + θ
+ψ+(w, w¯) + θ
−ψ−(w, w¯) + θ
+θ−F (w, w¯) , (D.27)
where w := z − iθ+θ¯+ and w¯ := z¯ − iθ−θ¯−. Note that a Q-transformed chiral field is
still chiral, because the Q-operators and the D-operators anti-commute.
Supersymmetric actions
We are interested in actions that are invariant under the supersymmetry transformation
δ = ǫ+Q+ + ǫ−Q− + ǫ¯+Q+ + ǫ¯−Q− . (D.28)
Let K(Ψi, Ψ¯i) be a real differentiable function of superfields Ψi and consider the quan-
tity ∫
d2z d4θ K(Ψi, Ψ¯i)) :=
∫
dz dz¯ dθ+dθ−dθ¯+dθ¯−K(Ψi, Ψ¯i) . (D.29)
184 D Topological String Theory
Functionals of this form are called D-terms and it is not hard to see that they are
invariant under the supersymmetry transformation (D.28). If we require that for any
Ψi with charges q
i
V , q
i
A the complex conjugate field Ψ¯i has opposite charges −qV ,−qA,
the D-term is also invariant under the axial and vector R-symmetry.
Another invariant under supersymmetry can be constructed from chiral superfields Φi.
LetW (Φi) be a holomorphic function of the Φi, called the superpotential, and consider∫
d2z d2θ W (Φi) :=
∫
d2z dθ+dθ− W (Φi)
∣∣∣∣
θ¯±=0
(D.30)
This invariant is called an F-term. Clearly, this term is invariant under the axial R-
symmetry if the Φi have qA = 0. The vector R-symmetry, however, is only conserved
if we can assign vector R-charge two to the superpotential W (Φ). For monomial
superpotentials this is always possible.
It is quite interesting to analyse the action (D.29) in the case in which K is a
function of chiral superfields Φi and their conjugates. As to do so we want to spell out
the action in terms of the component fields and keep only those fields that contain the
fields φi. The coefficient of θ
+θ−θ¯+θ¯− can be read off to be
dK
dφi
∂+∂−φ
i +
d2K
dφidφj
∂+φ
i∂−φ
j = − d
2K
dφidφ¯j
∂+φ¯
j∂−φ
i + d
(
dK
dφi
∂−φ
i
)
. (D.31)
Of course, the last term vanishes under the integral. The φ¯i-dependent terms give the
same expression with + and − interchanged. This implies that the φ, φ¯-dependent
part of the D-term action can be written as
Sφ = −
∫
d2z gij¯η
αβ∂αφ
i∂βφ¯
j , (D.32)
with η+− = η−+ = 2, η++ = η−− = 0 and
gij¯(φ, φ¯) =
d2K
dφidφ¯j
. (D.33)
If we interpret the φi as coordinates on some target space M, we find that this space
carries as metric gij¯ which is Ka¨hler with Ka¨hler potential K. Of course, one could
also write down all the other terms appearing in the action (D.29), but the expression
would be rather lengthy. One the other hand it does not contain derivatives of the
Fi, and all Fi appear at most quadratically. Therefore, we can integrate over Fi in
the path integral and the result will be to substitute the value it has according to its
equation of motion. Then the action turns into the rather simple form
L = −gij¯∂αφi∂αφ¯j − 2igij¯ψ¯j−∆+ψi− − 2igij¯ψ¯j+∆−ψi+ − Rij¯kl¯ψi+ψk−ψ¯j+ψ¯l− , (D.34)
where
Rij¯kl¯ = g
mn¯∂l¯gmj¯∂kgn¯i − ∂k∂l¯gij¯ ,
∆±ψ
i = ∂±ψ
i + Γijk∂±φ
jψk , (D.35)
Γijk = g
il¯∂kgl¯j .
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Quantum theory and anomalies
When studying a quantum field theory it is always an interesting question whether the
symmetries of the classical actions persist on the quantum level, or whether they are
anomalous. Here we want to check whether the quantum theory with action (D.29),
and with chiral superfields Φi instead of the general fields Ψi, is still invariant under the
vector and axial symmetries. One possibility to analyse the anomalies of a quantum
theory is to study the path integral measure,∏
i
DφiDψi+Dψ
i
−DF
i × c.c. . (D.36)
If we take the charges qV , qA of all the Φi to zero, the φ
i do not transform under R-
symmetry and, as we just saw, the F i can be integrated out, so it remains to check
whether the fermion measure is invariant. To proceed one first of all assumes that the
size of the target manifold is large compared to the generic size of the world-sheet. In
this case the Riemann curvature will be small and one can neglect the last term in the
action (D.34). Then the path integral over ψ− has the form∫
Dψ−Dψ¯− exp(ψ¯−,∆+ψ−) , (D.37)
where the inner product is defined as (a, b) :=
∫
C
aibi. A quantity that will be important
in what follows is the index k of the operator ∆+,
k = dim Ker∆+ − dim Ker∆†+ . (D.38)
This quantity is actually a topological invariant, and the Atiyah-Singer index theorem
tells us that in this simple case it can be written as
k =
∫
φ(Σ)
c1(M) . (D.39)
Here Σ is the world-sheet, i.e. it is C in the case we studied so far, andM denotes the
target space. We will not address the problem of how to study the fermion measure
in detail, but we only list the results. First of all, because of the Grassmannian
nature of the integrals over the fermionic variables, one can show that the quantity∫
Dψ−Dψ¯− exp(ψ¯−,∆+ψ−) does actually vanish, unless k = 0. In order to obtain a
non-zero result for finite k one has to insert fermions into the path integral,∫
Dψ+Dψ−Dψ¯+Dψ¯−
(
gi1 j¯1ψ
i1
− (z1)ψ¯
j1
+ (z1) . . . gik j¯kψ
ik
− (zk)ψ¯
jk
+ (zk)
)
e−S . (D.40)
It is easy to see that these quantities are invariant under the vector symmetry, but
the axial symmetry is broken unless k = 0. This is a first indication why Calabi-Yau
manifolds are particularly useful for the topological string, since k = 0 implies that
c1(M) = 0.
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D.3 The topological B-model
The starting point of this section is once again the action
S =
∫
Σ
d2zd4θK(Φi, Φ¯i) (D.41)
with chiral superfields Φi, now formulated on an arbitrary Riemann surface Σ.
The N = (2, 2) supersymmetric field theories constructed so far are not yet coho-
mological theories. Note however, that
{Q+ +Q−,Q+ −Q−} = 2H ,
{Q+ +Q−,Q+ +Q−} = 2P ,
so if we define
QB := Q+ +Q− (D.42)
then
Q2B = 0 , (D.43)
and H and P are QB-exact. However, one of the central properties of a cohomological
theory is the fact that it is independent of the world-sheet metric, i.e. one should be
able to define it for an arbitrary world-sheet metric. This can be done on the level of
the Lagrangian, by just replacing partial derivatives with respect to the world-sheet
coordinates by covariant derivatives. However, one runs into trouble if one wants to
maintain the symmetry of the N = (2, 2) theory. In particular, the supersymmetries
should be global symmetries, not local ones. This amounts to saying that in the
transformation δΦi = ǫ+Q+Φi the spinor ǫ+ has to be covariantly constant with respect
to the world-sheet metric. But for a general metric on the world-sheet there are no
covariantly constant spinors. So, it seems to be impossible to construct a cohomological
theory from the N = (2, 2) supersymmetric one.
On the other hand, for a symmetry generated by a bosonic generator the infinitesi-
mal parameter is simply a number. In other words, it lives in the trivial bundle Σ×C
and can be chosen to be constant. This gives us a hint on how the above problem can
be solved. If we can somehow arrange for some of the Q-operators to live in a trivial
bundle, the corresponding symmetry can be maintained. Clearly, the type of bundle
in which an object lives is defined by its charge under the Lorentz symmetry. We are
therefore led to the requirement to modify the Lorentz group in such a way that the
QB-operator lives in a trivial bundle, i.e. has spin zero. This can actually be achieved
by defining
MB := M − FA (D.44)
to be the generator of the Lorentz group. One then finds the following commutation
relations
[MB,Q+] = −2Q+ , [MB ,Q−] = 2Q−
[MB,Q+] = 0 , [MB ,Q−] = 0 .
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Note that now the operator QB indeed is a scalar, and therefore the corresponding
symmetry can be defined on an arbitrary curved world-sheet. This construction is
called twisting and we arrive at the conclusion that the twisted theory truly is a co-
homological field theory. Of course, on the level of the Lagrangian one has to replace
partial derivatives by covariant ones for general metrics on the world-sheet, but now
the covariant derivatives have to be covariant with respect to the modified Lorentz
group.
So far our discussion was on the level of the algebra and rather general. Let us now
come back to the action (D.41) analysed in the last section. Note first of all that the
B-type twist (D.44) involves the axial vector symmetry, which remains valid on the
quantum level only if we take the target space to have c1 = 0. Therefore, we will take
the target space M to be a Calabi-Yau manifold from now on.
Let us then study in which bundles the various fields of our theory live after twisting.
It is not hard to see that
ψi+ ∈ Λ1,0(Σ)⊗ φ∗(T (1,0)(M)) ,
ψi− ∈ Λ0,1(Σ)⊗ φ∗(T (1,0)(M)) ,
ψ¯i+ ∈ φ∗(T (0,1)(M)) ,
ψ¯i− ∈ φ∗(T (0,1)(M)) ,
where ∈ means “is a section of”. This simply says that e.g. ψi+ transforms as a
(1, 0)-form on the world-sheet and as a holomorphic vector in space time, whereas e.g.
ψ¯i+ transforms as a scalar on the world-sheet, but as an anti-holomorphic vector in
space-time. It turns out that the following reformulation is convenient,
η i¯ := ψ¯i+ + ψ¯
i
− ,
θi := gij¯(ψ¯
j
+ − ψ¯j−) ,
ρiz := ψ
i
+ ,
ρiz¯ := ψ
i
− .
The twisted N = (2, 2) supersymmetric theory with a twist (D.44) and action (D.41)
is called the B-model. Its Lagrangian can be rewritten in terms of the new fields,
L = −t
(
gij¯η
αβ∂αφ
i∂βφ¯
j + igij¯η
j¯(∆z¯ρ
i
z +∆zρ
i
z¯) + iθi(∆z¯ρ
i
z −∆zρiz¯) +
1
2
R lij¯k ρ
i
zρ
k
z¯η
j¯θl
)
,
(D.45)
where t is some coupling constant. Here we still used a flat metric on Σ to write the
Lagrangian, but from our discussion above we know that we can covariantise it using
an arbitrary metric on the world-sheet, without destroying the symmetry generated by
QB. The Lagrangian can be rewritten in the form
L = −it{QB , V } − t
(
iθi(∆z¯ρ
i
z −∆zρiz¯) +
1
2
R lij¯k ρ
i
zρ
k
z¯η
j¯θl
)
, (D.46)
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with
V = gij¯
(
ρiz∂z¯φ¯
j + ρiz¯∂zφ¯
j
)
. (D.47)
Now it seems as if the B-model was not cohomological after all, since the second term
of (D.45) is not QB-exact. However, it is anti-symmetric in z and z¯, and therefore it
can be understood as a differential form. The integral of such a form is independent
of the metric and therefore the B-model is a topological quantum field theory.
We mention without proof that the B-model does depend on the complex structure
of the target space, but it is actually independent of its Ka¨hler structure [146]. The
idea of the proof is that the variation of the action with respect to the Ka¨hler form is
QB-exact.
Furthermore, the t-dependence of the second term in (D.45) can be eliminated
by a rescaling of θi. If one studies only correlation function which are homogeneous
in θ, the path integral only changes by an overall factor of t to some power. Apart
from this prefactor the correlation function is independent of t, as can be seen by
performing a calculation similar to the one in (D.6). But this means that to calculate
these correlation functions one can take the limit in which t is large and the result will
be exact. This fact has interesting consequences. For example consider the equations
of motion for φ and φ¯,
∂zφ
i = ∂z¯φ
i = ∂zφ¯
i = ∂z¯φ¯
i = 0 , (D.48)
which only have constant maps as their solutions. Since the “classical limit” t → ∞
gives the correct result for any t, up to an overall power of t, we find that in the path
integral for φ we only have to integrate over the space of constant maps, which is
simply the target space M itself.
A set of metric independent local operators can be constructed from
V := V
j1...jq
i¯1...¯ip
(φ, φ¯)dφ¯i¯1 ∧ . . .dφ¯i¯p ∂
∂φj1
. . .
∂
∂φjq
(D.49)
as
OV := V j1...jqi¯1...¯ip (φ, φ¯)η i¯1 . . . η i¯pθj1 . . . θjq . (D.50)
The transformation laws
{QB, φi} = 0 , {QB, φ¯i} = −η i¯ ,
{QB, θi} = 0 , {QB, η i¯} = 0 ,
can then be used to show that
{QB,OV } = −O∂¯V . (D.51)
We see that QB can be understood as the Dolbeault exterior derivative ∂¯ and the
physical operators are in one-to-one correspondence with the Dolbeault cohomology
classes.
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So far the metric on the world-sheet was taken to be a fixed background metric. To
transform the B-model to a topological string theory one has actually to integrate over
all possible metrics on the world-sheet. If one wants to couple an ordinary field theory
to gravity the following steps have to be performed.
• The Lagrangian has to be rewritten in a covariant way, by replacing the flat
metrics by dynamical ones, introducing covariant derivatives and multiplying
the measure by
√
deth
• One has to add an Einstein-Hilbert term to the action, plus possibly other terms,
to maintain the original symmetries of the theory.
• The path integral measure has to include a factorDh, integrating over all possible
metrics.
Here we only provide a sketch of how the last step of this procedure might be
performed. We start by noting that, once we include the metric in the Lagrangian, the
theory becomes conformal. But this means that one can use the methods of ordinary
string theory to calculate the integral over all conformally equivalent metrics. An
important issue that occurs at this point in standard string theory is the conformal
anomaly. To understand this in our context let us review the twisting from a different
perspective. We start from the energy momentum tensor Tαβ , which in conformal
theories is known to have the structure Tzz¯ = Tz¯z = 0, Tzz = T (z) and Tz¯z¯ = T¯ (z¯).
One expands T (z) =
∑∞
m=−∞ Lmz
−m−2, and the Virasoro generators satisfy
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm,−n . (D.52)
c is the central charge and it depends on the theory. Technical problems occur for
non-zero c, since the equation of motion for the metric reads
δS
δhαβ
= Tαβ = 0 . (D.53)
In conformal theories this equation is imposed as a constraint, i.e. one requires that a
physical state |ψ〉 satisfies
Lm |ψ〉 = 0 ∀m ∈ Z . (D.54)
This is compatible with the Virasoro algebra only if c = 0. If c 6= 0 one speaks of a
conformal anomaly. Let us then check whether we have a central charge in the case of
the twisted theory.
Note from (D.21) that FV +FA acts on objects with a + index, i.e. on left-moving
quantities, whereas FV − FA acts on objects with a minus index, i.e. on right-moving
quantities. Therefore we define FL := FV + FA and FR := FV − FR. It can be shown
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that these two symmetries can be identified with the two components of a single global
U(1) current. To be more precise we have
FL =
∫
z=0
J(z)dz , (D.55)
and similarly for FR. Expanding the current as
J(z) =
∞∑
m=−∞
Jmz
−m−1 (D.56)
gives FL = 2πiJ0. Now recall that MB = M − FA = M − 12(FL − FR) and from
M = 2πi(L0 − L¯0) we find
L0,B = L0 − 1
2
J0 , L¯0,B = L¯0 − 1
2
J¯0 . (D.57)
This twisted Virasoro generator can be obtained from
TB(z) = T (z) +
1
2
∂J(z) , (D.58)
with generators
Lm,B = Lm − 1
2
(m+ 1)Jm (D.59)
The algebra of these modified generators can be calculated explicitly and one finds
[Lm,B, Ln,B] = (m− n)Lm+n,B . (D.60)
We find that the central charge is automatically zero, and as a consequence the topo-
logical string is actually well-defined in any number of space-time dimensions.
Now we can proceed as in standard string theory, in other words we sum over all
genera gˆ of the world-sheet, integrate over the moduli space of a Riemann surface of
genus gˆ and integrate over all conformally equivalent metrics on the surface. In close
analogy to what is done in the bosonic string the free energy at genus gˆ of the B-model
topological string is given by (c.f. Eq. (5.4.19) of [117])
Fgˆ :=
∫
Mgˆ
〈
3gˆ−3∏
i=1
(
dmi ∧ dm¯i¯
∫
Σ
Gzz(µi)
z
z¯
∫
Σ
Gz¯z¯(µ¯i¯)
z¯
z
)〉
, (D.61)
whereMgˆ is the moduli space of a Riemann surface of genus gˆ. As usual the (µi)zz¯ are
defined from the change of complex structure, dzi → dzi + ǫ(µi)zz¯dz¯, and the dmi are
the dual forms of the µi. Furthermore, the quantity Gzz is the Q-partner of the energy
momentum tensor component Tzz. Interestingly, one can show that the Fgˆ vanish for
every gˆ > 1, unless the target space of the topological string is of dimension three.
This elementary definition of the B-type topological string is now the starting point
for a large number of interesting applications. However, we will have to refrain from
explaining further details and refer the interested reader to the literature [81], [133],
[111].
Appendix E
Anomalies
Anomalies have played a fascinating role both in quantum field theory and in string
theory. Many of the results described in the main text are obtained by carefully
arranging a given theory to be free of anomalies. Here we provide some background
material on anomalies and fix the notation. A more detailed discussion can be found
in [P4]. General references are [11], [12], [13], [134] and [139]. In this appendix we
work in Euclidean space.
E.1 Elementary features of anomalies
In order to construct a quantum field theory one usually starts from a classical theory,
which is quantized by following one of several possible quantization schemes. Therefore,
a detailed analysis of the classical theory is a crucial prerequisite for understanding
the dynamics of the quantum theory. In particular, the symmetries and the related
conservation laws should be mirrored on the quantum level. However, it turns out that
this is not always the case. If the classical theory possesses a symmetry that cannot
be maintained on the quantum level we speak of an anomaly.
A quantum theory containing a massless gauge field A is only consistent if it is
invariant under the infinitesimal local gauge transformation
A′(x) = A(x) +Dǫ(x) . (E.1)
The invariance of the action can be written as
DM(x)
δS[A]
δAaM (x)
= 0 , (E.2)
where A = AaTa = AaMTadx
M . Then we can define a current corresponding to this
symmetry,
JMa (x) :=
δS[A]
δAaM(x)
, (E.3)
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and gauge invariance (E.2) of the action tells us that this current is conserved,
DMJ
M
a (x) = 0 . (E.4)
Suppose we consider a theory containing massless fermions ψ in the presence of an
external gauge field A. In such a case the expectation value of an operator is defined
as1
〈O〉 =
∫
DψDψ¯ O exp(−S[ψ,A])∫
DψDψ¯ exp(−S[ψ,A]) , (E.5)
and we define the quantity
exp(−X [A]) :=
∫
DψDψ¯ exp(−S[ψ,A]) . (E.6)
Then it is easy to see that
〈JMa (x)〉 =
δX [A]
δAaM(x)
. (E.7)
An anomaly occurs if a symmetry is broken on the quantum level, or in other words
if X [A] is not gauge invariant, even though S[ψ,A] is. The non-invariance of X [A]
can then be understood as coming from a non-trivial transformation of the measure.
Indeed, if we have
DψDψ¯ → exp
(
i
∫
ddx ǫa(x)Ga[x;A]
)
DψDψ¯, (E.8)
then the variation of the functional (E.6) gives
exp(−X [A])
∫
ddx DM〈JMa (x)〉ǫa(x) =
∫
ddx
∫
DψDψ¯[iGa[x;A]ǫa(x)] exp(−S) .
(E.9)
This means that the quantum current will no longer be conserved, but we get a gen-
eralised version of (E.4),
DM〈JMa (x)〉 = iGa[x;A] . (E.10)
Ga[x;A] is called the anomaly.
Not every symmetry of an action has to be a local gauge symmetry. Sometimes
there are global symmetries of the fields
Φ′ = Φ+ iǫ∆Φ . (E.11)
These symmetries lead to a conserved current as follows. As the action is invariant
under (E.11), for
Φ′ = Φ + iǫ(x)∆Φ (E.12)
1We work in Euclidean space after having performed a Wick rotation. Our conventions in the
Euclidean are as follows: SM = iSE , ix
0
M = x
1
E , x
1
M = x
2
E , . . . x
d−1
M = x
d
E ; iΓ
0
M = Γ
1
E , Γ
1
M =
Γ2E , . . .Γ
d−1
M = Γ
d
E ; ΓE := i
d
2 Γ1E , . . . ,Γ
d
E . For details on conventions in Euclidean space see [P3].
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we get a transformation of the form
δS[Φ] = −
∫
ddx JM (x)∂Mǫ(x) . (E.13)
If the fields Φ now are taken to satisfy the field equations then (E.13) has to vanish.
Integrating by parts we find
∂MJ
M(x) = 0 , (E.14)
the current is conserved on shell.2 Again this might no longer be true on the quantum
level. An anomaly of a global symmetry is not very problematic. It simply states that
the quantum theory is less symmetric than its classical origin. If on the other hand
a local gauge symmetry is lost on the quantum level the theory is inconsistent. This
comes about as the gauge symmetry of a theory containing massless spin-1 fields is
necessary to cancel unphysical states. In the presence of an anomaly the quantum
theory will no longer be unitary and hence useless. This gives a strong constraint for
valid quantum theories as one has to make sure that all the local anomalies vanish.
The chiral anomaly
Consider the specific example of non-chiral fermions ψ in four dimensions coupled to
external gauge fields A = AaTa = AaµTadx
µ with Lagrangian
L = ψ¯iγµDµψ = ψ¯iγµ(∂µ + Aµ)ψ . (E.15)
It is invariant under the global transformation
ψ′ := exp(iǫγ5)ψ , (E.16)
with ǫ an arbitrary real parameter. This symmetry is called the chiral symmetry. The
corresponding (classical) current is
Jµ5 (x) = ψ¯(x)γ
µγ5ψ(x) ,
and it is conserved ∂µJ
µ
5 = 0, by means of the equations of motion. For this theory
one can now explicitly study the transformation of the path integral measure [62], see
[P4] for a review. The result is that
G[x;A] =
1
16π2
tr[ǫµνρσFµν(x)Fρσ(x)] . (E.17)
We conclude that the chiral symmetry is broken on the quantum level and we are left
with what is known as the chiral anomaly
∂µ〈Jµ5 (x)〉 =
i
16π2
ǫµνρσtrFµν(x)Fρσ(x) . (E.18)
2This can be generalized to theories in curved space-time, where we get ∇MJM (x) = 0, with the
Levi-Civita connection ∇.
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The non-Abelian anomaly
Next we study a four-dimensional theory containing a Weyl spinor χ coupled to an
external gauge field A = AaTa. Again we take the base manifold to be flat and four-
dimensional. The Lagrangian of this theory is
L = χ¯iγµDµP+χ = χ¯iγµ(∂µ + Aµ)P+χ . (E.19)
It is invariant under the transformations
χ′ = g−1χ ,
A′ = g−1(A+ d)g ,
(E.20)
with the corresponding current
Jµa (x) := iχ¯(x)Taγ
µP+χ(x) . (E.21)
Again the current is conserved on the classical level, i.e. we have
DµJ
µ
a (x) = 0 . (E.22)
In order to check whether the symmetry is maintained on the quantum level, one once
again has to study the transformation properties of the measure. The result of such a
calculation (see for example [134], [109]) is3
Dµ〈Jµa (x)〉 =
1
24π2
ǫµνρσtr[Ta∂µ(Aν∂ρAσ +
1
2
AνAρAσ)] . (E.23)
If the chiral fermions couple to Abelian gauge fields the anomaly simplifies to
Dµ〈Jµa (x)〉 = −
i
24π2
ǫµνρσ∂µA
b
ν∂ρA
c
σ · (qaqbqc) = −
i
96π2
ǫµνρσF bµνF
c
ρσ · (qaqbqc) . (E.24)
Here we used Ta = iqa which leads to D = d + iqaAa, the correct covariant derivative
for Abelian gauge fields. The index a now runs from one to the number of Abelian
gauge fields present in the theory.
Consistency conditions and descent equations
In this section we study anomalies related to local gauge symmetries from a more
abstract point of view. We saw above that a theory containing massless spin-1 particles
has to be invariant under local gauge transformations to be a consistent quantum
theory. These transformations read in their infinitesimal form Aµ(y)→ Aµ(y)+Dµǫ(y).
This can be rewritten as Aµb(y)→ Aµb(y)− i
∫
d4x ǫa(x)Ta(x)Aµb(y), with
−iTa(x) := − ∂
∂xµ
δ
δAµa(x)
− CabcAµb(x) δ
δAµc(x)
. (E.25)
3Note that this anomaly is actually purely imaginary as it should be in Euclidean space, since it
contains three factors of Ta = −ita.
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Using this operator we can rewrite the divergence of the quantum current (E.10) as
Ta(x)X [A] = Ga[x;A] . (E.26)
It is easy to show that the generators Ta(x) satisfy the commutation relations
[Ta(x), Tb(y)] = iCabcTc(x)δ(x− y) . (E.27)
From (E.26) and (E.27) we derive the Wess-Zumino consistency condition [136]
Ta(x)Gb[y;A]− Tb(y)Ga[x;A] = iCabcδ(x− y)Gc[x;A] . (E.28)
This condition can be conveniently reformulated using the BRST formalism. We in-
troduce a ghost field c(x) := ca(x)Ta and define the BRST operator by
sA := −Dc , (E.29)
sc := −1
2
[c, c] . (E.30)
s is nilpotent, s2 = 0, and satisfies the Leibnitz rule s(AB) = s(A)B ± As(B), where
the minus sign occurs if A is a fermionic quantity. Furthermore, it anticommutes with
the exterior derivative, sd+ ds = 0. Next we define the anomaly functional
G[c;A] :=
∫
d4x ca(x)Ga[x;A] . (E.31)
For our example (E.23) we get
G[c;A] = − i
24π2
∫
tr
{
c d
[
AdA+
1
2
A3
]}
. (E.32)
Using the consistency condition (E.28) it is easy to show that
sG[c;A] = 0 . (E.33)
Suppose G[c;A] = sF [A] for some local functional F [A]. This certainly satisfies (E.33)
since s is nilpotent. However, it is possible to show that all these terms can be cancelled
by adding a local functional to the action. This implies that anomalies of quantum
field theories are characterized by the cohomology groups of the BRST operator. They
are the local functionals G[c;A] of ghost number one satisfying the Wess-Zumino con-
sistency condition (E.33), which cannot be expressed as the BRST operator acting on
some local functional of ghost number zero.
Solutions to the consistency condition can be constructed using the Stora-Zumino
descent equations. To explain this formalism we take the dimension of space-time to
be 2n. Consider the (2n+ 2)-form
chn+1(A) :=
1
(n+ 1)!
tr
(
iF
2π
)n+1
, (E.34)
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which is called the (n+1)-th Chern character4. As F satisfies the Bianchi identity we
have dF = [A, F ], and therefore, trF n+1 is closed, d trF n+1 = 0. One can show (see
[P4] for details and references) that on any coordinate patch the Chern character can
be written as
chn+1(A) = dΩ2n+1, (E.35)
with
Ω2n+1(A) =
1
n!
(
i
2π
)n+1 ∫ 1
0
dt tr(AF nt ) . (E.36)
Here Ft := dAt +
1
2
[At, At], and At := tA interpolates between 0 and A, if t runs
from 0 to 1. Ω2n+1(A) is known as the Chern-Simons form of chn+1(A). From the
definition of the BRST operator and the gauge invariance of trF n+1 we find that
s(trF n+1) = 0. Hence d(sΩ2n+1(A)) = −sdΩ2n+1(A) = −s(chn+1(A)) = 0, and, from
Poincare´’s lemma,
sΩ2n+1(A) = dΩ
1
2n(c, A) . (E.37)
Similarly, d(sΩ12n(c, A)) = −s2Ω2n+1(A) = 0, and therefore
sΩ12n(c, A) = dΩ
2
2n−1(c, A) . (E.38)
(E.37) and (E.38) are known as the descent equations. They imply that the integral of
Ω12n(c, A) over 2n-dimensional space-time is BRST invariant,
s
∫
M2n
Ω12n(c, A) = 0 . (E.39)
But this is a local functional of ghost number one, so it is identified (up to possible
prefactors) with the anomaly G[c;A]. Thus, we found a solution of the Wess-Zumino
consistency condition by integrating the two equations dΩ2n+1(A) = chn+1(A) and
dΩ12n(c, A) = sΩ2n+1(A). As an example let us consider the case of four dimensions.
We get
Ω5(A) =
1
2
(
i
2π
)3 ∫ 1
0
dt tr(AF 2t ) , (E.40)
Ω14(c, A) =
i
48π3
tr
{
c d
[
AF − 1
2
A3
]}
. (E.41)
Comparison with our example of the non-Abelian anomaly (E.32) shows that indeed
G[c;A] = −2π
∫
Ω14(c, A) . (E.42)
4A more precise definition of the Chern character is the following. Let Let E be a complex vector
bundle over M with gauge group G, gauge potential A and curvature F . Then ch(A) := tr exp
(
iF
2pi
)
is called the total Chern character. The jth Chern character is chj(A) :=
1
j! tr
(
iF
2pi
)j
.
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Having established the relation between certain polynomials and solutions to the Wess-
Zumino consistency condition using the BRST operators it is actually convenient to
rewrite the descent equations in terms of gauge transformations. Define
G[ǫ;A] :=
∫
d4x ǫa(x)Ga[x;A] . (E.43)
From (E.29) it is easy to see that we can construct an anomaly from our polynomial
by making use of the descent
chn+1(A) = dΩ2n+1(A) , δǫΩ2n+1(A) = dΩ
1
2n(ǫ, A), (E.44)
where δǫA = Dǫ. Clearly we find for our example
Ω14(ǫ, A) = −
i
48π3
tr
{
ǫ d
[
AF − 1
2
A3
]}
. (E.45)
and we have
G[ǫ, A] = 2π
∫
Ω14(ǫ, A) . (E.46)
We close this section with two comments.
• The Chern character vanishes in odd dimension and thus we cannot get an anomaly
in these cases.
• The curvature and connections which have been used were completely arbitrary.
In particular all the results hold for the curvature two-form R. Anomalies related to
a breakdown of local Lorentz invariance or general covariance are called gravitational
anomalies. Gravitational anomalies are only present in 4m+ 2 dimensions.
E.2 Anomalies and index theory
Calculating an anomaly from perturbation theory is rather cumbersome. However,
it turns out that the anomaly G[x;A] is related to the index of an operator. The
index in turn can be calculated from topological invariants of a given quantum field
theory using powerful mathematical theorems, the Atiyah-Singer index theorem and
the Atiyah-Patodi-Singer index theorem5. This allows us to calculate the anomaly
from the topological data of a quantum field theory, without making use of explicit
perturbation theory calculations. We conclude, that an anomaly depends only on the
field under consideration and the dimension and topology of space, which is a highly
non-trivial result.
Indeed, for the operator iγµDµ appearing in the context of the chiral anomaly the
Atiyah-Singer index theorem (c.f. appendix B.4 and theorem B.45) reads
ind(iγµDµ) =
∫
M
[ch(F )Aˆ(M)]vol . (E.47)
5The latter holds for manifolds with boundaries and we will not consider it here.
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We studied the chiral anomaly on flat Minkowski space, so Aˆ(M) = 1 . Using (B.51)
we find
ind (iγµDµ) = − 1
8π2
∫
trF 2 . (E.48)
and
G[x;A] =
1
16π2
tr[ǫµνρσFµν(x)Fρσ(x)] , (E.49)
which is the same result as (E.17). We see that it is possible to determine the structure
of G[x;A] using the index theorem.
Unfortunately, in the case of the non-Abelian or gravitational anomaly the calcula-
tion is not so simple. The anomaly can be calculated from the index of an operator in
these cases as well. However, the operator no longer acts on a 2n-dimensional space,
but on a space with 2n+2 dimensions, where 2n is the dimension of space-time of the
quantum field theory. Hence, non-Abelian and gravitational anomalies in 2n dimen-
sions can be calculated from index theorems in 2n + 2 dimensions. Since we do not
need the elaborate calculations, we only present the results. They were derived in [13]
and [12] and they are reviewed in [11].
We saw already that it is possible to construct solutions of the Wess-Zumino con-
dition, i.e. to find the structure of the anomaly of a quantum field theory, using the
descent formalism. Via descent equations the anomaly G[c;A] in dimension 2n is re-
lated to a unique 2n+2-form, known as the anomaly polynomial. It is this 2n+2-form
which contains all the important information of the anomaly and which can be cal-
culated from index theory. Furthermore, the 2n + 2-form is unique, but the anomaly
itself is not. This can be seen from the fact that if the anomaly G[c;A] is related to
a 2n + 2-form I, then G[c, A] + sF [A], with a 2n-form F [A] of ghost number zero, is
related to the same anomaly polynomial I. Thus, it is very convenient, to work with
anomaly polynomials instead of anomalies.
The only fields which can lead to anomalies are spin-1
2
fermions, spin-3
2
fermions and
also forms with (anti-)self-dual field strength. Their anomalies were first calculated in
[13] and were related to index theorems in [12]. The result is expressed most easily in
terms of the non-invariance of the Euclidean quantum effective action X . The master
formula for all these anomalies reads
δX = i
∫
I12n , (E.50)
where dI12n = δI2n+1 , dI2n+1 = I2n+2. The 2n + 2-forms for the three possible
anomalies are
I
(1/2)
2n+2 = −2π
[
Aˆ(M2n) ch(F )
]
2n+2
, (E.51)
I
(3/2)
2n+2 = −2π
[
Aˆ(M2n)
(
tr exp
(
i
2π
R
)
− 1
)
ch(F )
]
2n+2
, (E.52)
IA2n+2 = −2π
[(
−1
2
)
1
4
L(M2n)
]
2n+2
. (E.53)
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To be precise these are the anomalies of spin-1
2
and spin-3
2
particles of positive chirality
and a self-dual form in Euclidean space under the gauge transformation δA = Dǫ and
the local Lorentz transformations δω = Dǫ. All the objects which appear in these
formulae are explained in appendix B.4.
Let us see whether these general formula really give the correct result for the
non-Abelian anomaly. From (E.8) we have δX = −i ∫ ǫ(x)G[x;A] = −iG[ǫ;A].
Next we can use (E.46) to find δX = −2πiΩ14(ǫ, A). But −2πΩ14(ǫ, A) is related to
−2πchn+1(A) = −2π[ch(F )]2n+2 via the descent (E.44). Finally −2π[ch(F )]2n+2 is ex-
actly (9.31) as we are working in flat space where Aˆ(M)=1.
The spin-1
2
anomaly6 is often written as a sum
I(1/2) = I(1/2)gauge + I
(1/2)
mixed + nI
(1/2)
grav , (E.54)
with the pure gauge anomaly
I(1/2)gauge := [ch(A)]2n+2 = chn+1(A) , (E.55)
a gravitational anomaly
I(1/2)grav = [Aˆ(M)]2n+2 , (E.56)
and finally all the mixed terms
I
(1/2)
mixed := I
(1/2) − I(1/2)gauge − nI(1/2)grav . (E.57)
n is the dimension of the representation of the gauge group under which F transforms.
Anomalies in four dimensions
There are no purely gravitational anomalies in four dimensions. The only particles
which might lead to an anomaly are chiral spin-1/2 fermions. The anomaly polynomials
are six-forms and they read for a positive chirality spinor in Euclidean space7
I(1/2)gauge(F ) = −2π ch3(A) =
i
(2π)23!
trF 3 . (E.58)
The mixed anomaly polynomial of such a spinor is only present for Abelian gauge fields
as tr(Ta)Fa vanishes for all simple Lie algebras. It reads
I
(1/2)
mixed(R,F ) = −
i
(2π)23!
1
8
trR2trF =
1
(2π)23!
1
8
trR2F aqa . (E.59)
6We use the term “anomaly” for both G[x;A] and the corresponding polynomial I.
7Note that the polynomials are real, since we have, as usual, A = AaTa and Ta is anti-Hermitian.
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Anomalies in ten dimensions
In ten dimensions there are three kinds of fields which might lead to an anomaly.
These are chiral spin-3/2 fermions, chiral spin-1/2 fermions and self-dual or anti-self-
dual five-forms. The twelve-forms for gauge and gravitational anomalies are calculated
using the general formulae (9.31) - (9.33), together with the explicit expressions for
Aˆ(M) and L(M) given in appendix B.4. One obtains
I(1/2)gauge(F ) =
1
(2π)56!
TrF 6
I
(1/2)
mixed(R,F ) =
1
(2π)56!
(
1
16
trR4TrF 2 +
5
64
(trR2)2TrF 2 − 5
8
trR2TrF 4
)
I(1/2)grav (R) =
1
(2π)56!
(
− 1
504
trR6 − 1
384
trR4trR2 − 5
4608
(trR2)3
)
I(3/2)grav (R) =
1
(2π)56!
(
55
56
trR6 − 75
128
trR4trR2 +
35
512
(trR2)3
)
I(5−form)grav (R) =
1
(2π)56!
(
−496
504
trR6 +
7
12
trR4trR2 − 5
72
(trR2)3
)
. (E.60)
The Riemann tensor R is regarded as an SO(9, 1) valued two-form, the trace tr is over
SO(1, 9) indices. It is important that these formulae are additive for each particular
particle type. For Majorana-Weyl spinors an extra factor of 1
2
must be included,
negative chirality spinors (in the Euclidean) carry an extra minus sign.
Part IV
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