Abstract. The order of approximation of the first derivative of four types of interpolating cubic splines are found. The splines are defined by a variety of endpoint conditions and include the natural cubic spline and the periodic cubic spline. It is found that for two types there is an increase in the order of approximation when equal intervals are used, and that for a special distribution of knots the same order can be realized for the natural spline.
Introduction.
The cubic spline is now a well established tool for smooth interpolation in a table of a function defined at a discrete set of points. A useful account of the basic properties of this spline and an algorithm for constructing it can be found in [1] , and an analysis of the convergence of the spline to the function it interpolates is given in [4] .
The present paper is devoted to an investigation of the problem of finding how well the first derivative, taken at the knots, of the spline approximates the first derivative of the interpolated function there. It was shown in [4] that there is 0(h3) approximation uniformly over the range of the knots, as the maximum interval tends to zero, but as it is often the case that the derivative is taken at the knots, it is felt that the results may be of some value.
2. Notation. The set of real numbers, t0, h, • • • , tN, will be called knots and will satisfy -oo <to < f, < ... < tN_, < t" < co , n ^ 2.
The interval tt rg t ti+1 will have length /z, = ti+1 -r" / = 0(l)N -1, and the maximum interval length will be h, that is, h = max hi.
OSiSAT-l y will denote a cubic spline with the above knots. As stated in Section 1, more than one kind of spline will be considered but they will have the common property that each is a member of C2(-oo, oo) and that in each interval they are polynomials of degree at most three.
x will be a member of C5[t0, tN] and will be the function with which the spline agrees at the knots. For brevity, define d. kershaw The norms which will be used are the uniform norms for functions, vectors and matrices, namely, ||x|| = max |x(/)|, ||z|| = max ||^|| = max £ \au\.
The domain of the suffixes in the vector and matrix norms will be clear from the context. It is convenient to define here
The first and last columns of the (n + 1) X (« + 1) unit matrix will be written respectively as e0, e"; the jth element of the vector x will be denoted by [x],.
3. The Cubic Splines. Four types of cubic splines will be described in this section. Cubic splines are usually characterized by the value of their second derivative at each of the knots (see for example [1] ), but for the purpose of this note, an alternative method will be used.
then, if y(t) takes the same value as x(j) at each of the knots, it follows from Hermite's two point interpolation formula that, for tt g ; g rj+1,
A simple calculation shows that (2) hh™ = 6(*i + 1 -x,) -A<(4X, + 2Xi+a), hb?+\ --6(x, + i -x.) + km* + 4X<+1).
:■' -si* späl tevwiBi at tsdt ho»(«j«» -) j to t^q| Now, as v G C2(-=°, the two expressions for j>-2) from the equations which arise from the intervals (?,_!, /,), (*,, ti+1) must be equal. The identification gives the equations: = -d
Finally, the use of Peano's method for finding remainders gives the result that
where <,_, g r. -£ /j+" z = 1(1)^ -I. The sets of Eqs. (3), (4) are satisfied by X0, Xls • • • , Xjv for each of the splines to be considered. Clearly, two further relations are needed in order that a unique interpolating spline may be found. The equations (3) are the useful ones for the actual calculation of the splines and, for completeness, the two relations to be adjoined to (3) will be given for the different types of splines to be described. For this note, however, (4) are the useful equations and these relations will have to be written in a form similar to (4).
(A) Natural Cubic Spline. The relations which help to define this spline are [1] y(0" = = 0, whence, from (2), the equations additional to (3) are 
Xtf_i + 2X.v -, (xtf Xff-i) -\-htf-ixli).
Peano's theorem gives the results
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On comparison with the corresponding ones for the cubic spline, namely (5b), it is seen that the matrix equation for this spline is identical with (5c) except that the terms x£2) and 4. Error in the First Derivatives of the Splines at the Knots. It will be noticed that the matrices which occurred in Section 3 for each of the splines are strictly diagonally dominant, and so the equations can be solved. Further, if A represents any of them then, with the uniform norm \\A~1\\ ^ 1. This follows from the observation that if \\Ax\\ £ 1 for ||x|| = 1, then g 1. Now, A = 21 + B, where g 1 and so ||^x|| ^ 2||x|| -||5x|| and, as ||fix|| g ^ 1, the result is proved. The remaining types of splines will be taken together as the analysis is common to them both. The equations for the natural cubic spline are given by (5c). Denote by A the matrix. Then, after multiplying (5c) by A'1 it will easily be seen that Clearly, the nonvanishing of the multipliers of [A~1e0]i, [^"'cat], have an adverse effect on the approximations in (12) when the intervals are equal, and for the natural spline this is apparently disastrous, even when the intervals are equal. But, on examination, it is seen that to increase the order of approximation in both cases it is necessary only to make the first and last intervals small enough. The situations can be saved a little in the general case of unequal intervals as shown in the following theorems. (For simplicity of presentation, the factor f which should occur in these inequalities when a = 2 and the factor 2 -a/3 when a = 2 + a/3 have been replaced by unity.)
As a > 1, it follows that a~' decreases with increasing j, and so a~' ^ hr for all j }z p where the integer satisfies a~v ^ A' < a-"*1, that is -r log A/log a p < 1 -r log A/log a.
Similarly, a'~" ^ Ar for all j ^ q where the integer q satisfies N -1 -f r log A/log ex < £? S= A + r log A/log <*• In order that p < q, it is sufficient that A -1 -r log A/log a -1 -/■ log A/log a ^ 0 which is equivalent to A 2 -2r log A/log a.
It remains to note that tv -to ä> ph < A[l -r log A/log a], «V -t" ^ (AT -q)h < A[l -r log A/log a].
(The inequality N Je 2 -2r log h/log a will be satisfied for sufficiently large N as Conclusions. The approximation of the first derivative at the knots is best when equal intervals are used both for the cubic spline Dl and the periodic cubic spline. In each case, the approximation is 0(h*). When unequal intervals are used, it drops to 0(h3). For the cubic spline D2, the order is generally 0(h3) whether the intervals are equal or not, but with equal intervals and for a large enough number of points, the order is 0(h4) at a number of internal knots.
The first derivative of the natural cubic spline is only an 0(h) approximation to the first derivative of the interpolated function at the knots, although for a sufficiently large number of knots the order can be made 0(h3) or 0(h*) at a range of internal points if the intervals are respectively unequal or equal.
Similar theorems can be proved for other types of cubic splines with mixed end conditions. It is worth remarking that if one end only is 'natural', for example = 0, then the effect of this on the approximation will decrease rapidly as this point is left (by a factor of 2 -a/3 for equal intervals and 0.5 for unequal intervals).
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