Abstract: Based on high-density gauge precipitation observations, high-resolution weather radar quantitative precipitation estimation (QPE) and seamless satellite-based precipitation estimates, a 1-km experimental gauge-radar-satellite merged precipitation dataset has been developed using the proposed local gauge correction (LGC) and optimal interpolation (OI) merging strategies. First, hourly precipitation analyses from approximately 40,000 automatic weather stations at 0.01 • resolution were used to correct bias in the radar QPE Group System (QPEGS), developed by the China Meteorological Administration (CMA) and the Climate Prediction Center Morphing (CMORPH) precipitation products. As precipitation events tend to have a more localized distribution at the hourly and 0.01 • resolutions, three core parameters were improved using the OI method. (a) The spatial dependence of the error variance for radar QPE was accounted for over six sub-regions in China and is shown as a non-linear function of the gauge precipitation analysis. (b) The spatial dependence of error correlation for the radar QPE decreased exponentially with distance. (c) The error of the hourly gauge-based precipitation analysis was quantified as a function of the precipitation amount and the gauge network density, using the Monte Carlo method to randomly sample the gauge observations over the dense gauge network. The performance of the 1-km experimental gauge-radar-satellite merged precipitation dataset (named as China Merged Precipitation Analysis: CMPA_1km) was assessed at 6 h-temporal resolutions and 0.03 • × 0.03 • spatial resolution using precipitation observations from 208 independent hydrological stations as a reference. Compared with radar QPE and CMORPH, the CMPA-1km showed obviously better accuracy in all sub-regions and during all seasons. In contrast, gauge analysis and CMPA-1km shared similar accuracy, but the latter could estimate heavy precipitation more accurately than the former, as well as the latter has the advantage of seamless spatial coverage. However, the CMPA-1km exhibits larger uncertainty during the cold season compared to the warm season, which will need further improvement in future work. The downscaled bias-corrected 0.01 • resolution CMORPH was employed to fill the gaps in regions, mainly in Western China and the Tibetan Plateau, where gauge and radar measurements are limited.
Introduction
Urban floods, flash floods and landslides due to heavy rainfall are a few of the world's most severe natural disasters. In China, these disasters can result in thousands of deaths and injuries and huge economic losses. According to a report from the State Flood Control and Drought Relief Headquarters office, 20 rounds of severe rainstorms across 26 provinces in China resulted in 32 million injuries and 186 deaths during the months of June and July in 2016 [1] . Therefore, with the development of the regional, high spatiotemporal, numerical weather prediction (NWP) model and the distributed precipitation estimate is a good alternative to fill the gaps. Therefore, this paper aims to make full use of the multi-source precipitation measurements and to develop an integrated algorithm to merge the hourly gauge, radar and satellite precipitation estimates at the 0.01° × 0.01° resolution over China. The key step of this algorithm is to correct the bias of the weather radar QPE and satellite precipitation estimates and to then reduce the random error in the bias-corrected radar QPE using gauge analysis. Emphasis will be placed on tuning regional parameters in OI at the hourly and 0.01° resolutions. At a fine resolution like 1 km, the error parameters of the observed and first-guess precipitation fields are strongly dependent on the resolutions of the product and rainfall. The error relationship for the observed and first-guess precipitation fields is nonlinear with the precipitation at the 1-km resolution, which is dramatically different from those at the 0.1° resolution. Besides, the parameters under the different gauge density and complicated topography also need to be validated for the applicability of this algorithm.
This paper mainly describes the LGC-OI combined merging algorithm, which is organized as follows: Section 2 describes the data used in this research. Section 3 outlines the merging methodology and describes how to improve the regional merging parameters. Section 4 present the independent validation results at 6-h temporal resolutions and 0.03° × 0.03° spatial resolution. This is followed by conclusions and future research recommendations in Section 5.
Data

Merging Data
In this study, we used the hourly Automatic Weather Station (AWS) precipitation observations, weather radar-and satellite-based precipitation products in this study to obtain the three-source merged precipitation analysis at the 0.01° × 0.01° resolution.
AWS Hourly Precipitation Observations
The AWS network has been set up gradually since 2006 by the China Meteorological Administration (CMA), and stations numbered more than 40,000 in 2015. The AWS measures the hourly precipitation from May-September and ceases measurements from October to the following April over Northern and Western China due to low temperatures. However, the spatial distribution of the gauges is still highly inhomogeneous, as shown in Figure 1a . In Southeastern China, the gauge density is high with the mean distance between a gauge and its nearest gauge 9.6 km, compared to more than 500 km over Northwestern China, especially over the Tibetan Plateau. The quality-controlled procedure in the real-time basis has been developed and applied for hourly precipitation observations since 2010 [21, 22] . In this process, climatologically extreme value check, regional limit value check and spatiotemporal consistent check are conducted sequentially. The quality-controlled result is classified as correct, dubious or wrong data. The number of quality-controlled AWS changes over time, and Figure 1c shows the gauge number in July 2015 (a total of 744 h). A maximum gauge number of 38,721 occurred at 09 UTC on 31 July 2015. 
Radar-Based QPE
A radar QPE Group System (QPEGS) has been developed by the CMA and can provide a 10-min precipitation field at the 0.01° × 0.01° resolution [23] . The distribution of weather radar stations is spatially heterogeneous, as shown in Figure 1b , with each grey circle representing one radar's coverage. There are S-band and C-band weather radar in China with the maximum range 460 km and 300 km, but the optimal ranges of 230 km and 150 km are used to estimate the precipitation. The typical scanning strategy is VCP 21 (Volume Coverage Pattern), which has nine elevation angles and completes 11 azimuthal scans in six minutes. In the QPEGS system, the radar base data are first collected and pre-processed to remove the noise and echoes arising from non-meteorological objects and false weather signals [23] . Up to 10 different predefined "a" and "b" coefficients of the Z = a * R b relationship, in which Z is the radar reflectivity and R is the precipitation estimate, are used by local historical or real-time precipitation data [23] , with the most common ones a = 200 and 300 and the corresponding b = 1.6 and 1.4. These coefficients area applied to estimate the regional and seasonal precipitation from the radar reflectivity precipitation type. The validation results indicate that the relative error of the hourly radar QPE during the year 2003 was about 40% with more than 90% coefficient values of "a" and "b" being 200-1.6 and 300-1.4 [23] . The hourly radar QPE from 00Z 1 January 1 to 23Z 31 December 2015 is used in this paper.
Satellite-Based Precipitation Product
The Global CMORPH precipitation estimate developed by NOAA's CPC is used in this paper [4] . By morphing relatively accurate PMW retrieved precipitation with high-spatiotemporal cloud information from IR, CMORPH can cover the area between 60°S and 60°N in a 30-min temporal resolution and on an 8 km × 8 km grid. It has been reprocessed and bias-corrected from January 1998 [5] . The validation, based on the gauge-based precipitation analysis, shows that the CMORPH product can capture the precipitation pattern relatively well compared to six satellite-based precipitation products over China [6] . Among the individual scale conversion methods, inverse distance weight (IDW) is simple, but very efficient. In this research, CMORPH was accumulated from 30-min-1-h temporal intervals and then interpolated using the inverse distance weight (IDW) [24] method to a spatial resolution of 0.01° × 0.01°. In this process, the surrounding 3 × 3 8-km grid boxes at the target 0.01° × 0.01° grid box are selected to interpolate the precipitation at each 1-km grid box. The weight for the IDW is inversely proportional to the distance between the target grid box and the surrounding one [24] . The reprocessed CMORPH data are for the one-year period of 00 UTC 1 January to 23Z 31 December 2015. 
Independent Ground Observations and Evaluation Criteria
Radar-Based QPE
A radar QPE Group System (QPEGS) has been developed by the CMA and can provide a 10-min precipitation field at the 0.01 • × 0.01 • resolution [23] . The distribution of weather radar stations is spatially heterogeneous, as shown in Figure 1b , with each grey circle representing one radar's coverage. There are S-band and C-band weather radar in China with the maximum range 460 km and 300 km, but the optimal ranges of 230 km and 150 km are used to estimate the precipitation. The typical scanning strategy is VCP 21 (Volume Coverage Pattern), which has nine elevation angles and completes 11 azimuthal scans in six minutes. In the QPEGS system, the radar base data are first collected and pre-processed to remove the noise and echoes arising from non-meteorological objects and false weather signals [23] . Up to 10 different predefined "a" and "b" coefficients of the Z = a * R b relationship, in which Z is the radar reflectivity and R is the precipitation estimate, are used by local historical or real-time precipitation data [23] , with the most common ones a = 200 and 300 and the corresponding b = 1.6 and 1.4. These coefficients area applied to estimate the regional and seasonal precipitation from the radar reflectivity precipitation type. The validation results indicate that the relative error of the hourly radar QPE during the year 2003 was about 40% with more than 90% coefficient values of "a" and "b" being 200-1.6 and 300-1.4 [23] . The hourly radar QPE from 00Z 1 January 1 to 23Z 31 December 2015 is used in this paper.
Satellite-Based Precipitation Product
The Global CMORPH precipitation estimate developed by NOAA's CPC is used in this paper [4] . By morphing relatively accurate PMW retrieved precipitation with high-spatiotemporal cloud information from IR, CMORPH can cover the area between 60 • S and 60 • N in a 30-min temporal resolution and on an 8 km × 8 km grid. It has been reprocessed and bias-corrected from January 1998 [5] . The validation, based on the gauge-based precipitation analysis, shows that the CMORPH product can capture the precipitation pattern relatively well compared to six satellite-based precipitation products over China [6] . Among the individual scale conversion methods, inverse distance weight (IDW) is simple, but very efficient. In this research, CMORPH was accumulated from 30-min-1-h temporal intervals and then interpolated using the inverse distance weight (IDW) [24] method to a spatial resolution of 0.01 • × 0.01 • . In this process, the surrounding 3 × 3 8-km grid boxes at the target 0.01 • × 0.01 • grid box are selected to interpolate the precipitation at each 1-km grid box. The weight for the IDW is inversely proportional to the distance between the target grid box and the surrounding one [24] . The reprocessed CMORPH data are for the one-year period of 00 UTC 1 January to 23Z 31 December 2015.
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Independent Ground Observations and Evaluation Criteria
Observed precipitation, collected from 208 hydrological stations, is shared between the MWR (Ministry of Water Resources of the People's Republic of China) and CMA and serves as a valuable independent precipitation source, which is used to evaluate the precipitation estimates in this study. These stations can observe 6-h and daily accumulated precipitation. The times for the 6-h accumulated precipitation begin with 00Z, 06Z, 12Z and 18Z, respectively. The spatial distribution of the 208 hydrological stations, concentrated primarily in the middle and lower reaches of the Yangtze River and the middle reaches of the Yellow, Huaihe and Songhuajiang Rivers, is shown in Figure 2 . Using the 32 • N and 40 • N latitude lines as boundaries, approximately corresponding to the annual 800-mm and 400-mm precipitation contours, China can be divided into three sub-regions: Region I, Region II and Region III, in which precipitation decreases gradually from south to north. The number of hydrological stations in Regions I, II and III is 15, 73 and 120, respectively. The data used in this research are from January-December 2015.
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Observed precipitation, collected from 208 hydrological stations, is shared between the MWR (Ministry of Water Resources of the People's Republic of China) and CMA and serves as a valuable independent precipitation source, which is used to evaluate the precipitation estimates in this study. These stations can observe 6-h and daily accumulated precipitation. The times for the 6-h accumulated precipitation begin with 00Z, 06Z, 12Z and 18Z, respectively. The spatial distribution of the 208 hydrological stations, concentrated primarily in the middle and lower reaches of the Yangtze River and the middle reaches of the Yellow, Huaihe and Songhuajiang Rivers, is shown in Figure 2 . Using the 32°N and 40°N latitude lines as boundaries, approximately corresponding to the annual 800-mm and 400-mm precipitation contours, China can be divided into three sub-regions: Region I, Region II and Region III, in which precipitation decreases gradually from south to north. The number of hydrological stations in Regions I, II and III is 15, 73 and 120, respectively. The data used in this research are from January-December 2015. Within the CMA, more than 2400 national automatic stations are considered benchmark stations, owing to the high reporting rate and accuracy of precipitation observations [21] . The MWR observed daily precipitation is checked against that of the benchmark stations. Statistical metrics, defined in Section 2.2, were used to compare data from each hydrological station to its nearest benchmark station for the year 2015, as shown in Table 1 . The MWR observed precipitation is highly consistent with the benchmark station observations. The correlation coefficient (CC) was 0.857 for the annual time scale and was slightly higher during the cold season (0.895) than during the warm season (0.839), the difference arising primarily from the individual scales of precipitation dominant during different seasons. Large-scale (localized) precipitation events tend to dominate in the cold (warm) season, leading to a relatively higher (lower) CC. The RMSE and bias also exhibited seasonal dependence. RMSE was higher during the warm season (7.803 mm/d) than during the cold season (3.412). The MWR precipitation observations underestimated precipitation at both annual and seasonal time scales. For example, the mean bias at the annual time scale was −0.362 mm/d. Furthermore, CC, bias and RMSE were plotted with respect to the distance between each hydrological station and its nearest benchmark station, as shown in Figure 3 . The CC (RMSE) gradually decreased (increased) as the distance increased. However, bias did not vary significantly with distance, and bias for 188 among the 208 hydrological stations was within ±1.0 mm/day. Generally speaking, the MWR of observed precipitation agrees well with that of the benchmark stations and can be considered sufficiently reliable to validate the gauge-observed precipitation Within the CMA, more than 2400 national automatic stations are considered benchmark stations, owing to the high reporting rate and accuracy of precipitation observations [21] . The MWR observed daily precipitation is checked against that of the benchmark stations. Statistical metrics, defined in Section 2.2, were used to compare data from each hydrological station to its nearest benchmark station for the year 2015, as shown in Table 1 . The MWR observed precipitation is highly consistent with the benchmark station observations. The correlation coefficient (CC) was 0.857 for the annual time scale and was slightly higher during the cold season (0.895) than during the warm season (0.839), the difference arising primarily from the individual scales of precipitation dominant during different seasons. Large-scale (localized) precipitation events tend to dominate in the cold (warm) season, leading to a relatively higher (lower) CC. The RMSE and bias also exhibited seasonal dependence. RMSE was higher during the warm season (7.803 mm/d) than during the cold season (3.412 mm/d). The MWR precipitation observations underestimated precipitation at both annual and seasonal time scales. For example, the mean bias at the annual time scale was −0.362 mm/d. Furthermore, CC, bias and RMSE were plotted with respect to the distance between each hydrological station and its Remote Sens. 2018, 10, 264 6 of 27 nearest benchmark station, as shown in Figure 3 . The CC (RMSE) gradually decreased (increased) as the distance increased. However, bias did not vary significantly with distance, and bias for 188 among the 208 hydrological stations was within ±1.0 mm/day. Generally speaking, the MWR of observed precipitation agrees well with that of the benchmark stations and can be considered sufficiently reliable to validate the gauge-observed precipitation analysis, radar QPE, satellite precipitation estimates and the gauge-radar-satellite merged precipitation product at a resolution of 0.01 • . analysis, radar QPE, satellite precipitation estimates and the gauge-radar-satellite merged precipitation product at a resolution of 0.01°. Some commonly-used evaluation metrics, such as bias, RMSE and CC, were selected to evaluate the accuracy of the precipitation datasets against the hydrological observed precipitation. Bias ranges from negative infinity to infinity, with zero representing the best result. RMSE ranges from zero to infinity, with a value of zero representing the best result. CC ranges from −1-1, with one representing the best result. The formulas are as follows: Some commonly-used evaluation metrics, such as bias, RMSE and CC, were selected to evaluate the accuracy of the precipitation datasets against the hydrological observed precipitation. Bias ranges Remote Sens. 2018, 10, 264 7 of 27 from negative infinity to infinity, with zero representing the best result. RMSE ranges from zero to infinity, with a value of zero representing the best result. CC ranges from −1-1, with one representing the best result. The formulas are as follows:
where p i is the precipitation value from the gauge, radar or the satellite precipitation estimates and p is the average value of the related estimates; g i is the hydrological observed precipitation; and g is the average for g i . N is the number of observed points or the number of time steps. Additionally, some categorical verification statistics were used to reveal the skill of precipitation products, including the equitable threat score (ETS), probability of detection (POD) and False alarm rate (FAR) [11] . These statistics can be calculated using the following equations:
The terms of the equations are defined in a contingency table ( Table 2 ). The POD measures the fraction of observed events that were correctly diagnosed. The FAR gives the fraction of diagnosed events that did not actually happen. All of these scores range from 0-1; zero is the worst score, and one is the best score for POD, TS and ETS, while zero is the best score and one is the worst score for FAR. 
Method
A four-step flowchart displays the steps used to merge gauge, radar and satellite precipitation, as shown in Figure 4 . The first step is to pre-process the gauge observations from points to the 0.01 • × 0.01 • horizontal resolution using the climatology-adjusted OI [25, 26] . The second step is to correct the bias of the hourly radar and satellite precipitation estimates at 0.01 • × 0.01 • resolution using the LGC method developed by [17] . The radar precipitation estimate shows the region-dependent error distribution, which is defined as a function of the gauge-based precipitation analysis at the hourly and 0.01 • resolutions. precipitation field. Therefore, the bias-corrected radar precipitation estimate and gauge analysis are taken as the first-guess and measured field, respectively, which are combined using the OI method and used to improve the parameters in Section 3.4.
Finally, the satellite-based precipitation product is used to fill the gaps that result from the limited coverage of gauge and radar observations, especially in Northwestern China and the Tibetan Plateau, to obtain the seamless precipitation analysis. Then, the performances of the radar QPE and CMORPH products at the hourly and 0.01 • resolution are evaluated and compared to provide quantitative information for selecting the first-gauss field of the OI algorithm. The precipitation estimates at the nearest grid box both from the radar QPE and CMORPH products were matched with the point observed precipitation at the hydrological station. Using the independent six-hour precipitation data observed by hydrological stations from June-August 2015 as a reference, the correlation coefficient and RMSE for radar and satellite precipitation estimates were calculated and presented in Figure 5a ,b. The correlation coefficient/RMSE between radar precipitation and the hydrological observed precipitation was consistently higher/lower than that between CMORPH and the hydrological observed precipitation, as shown in Figure 5a ,b. Therefore, at the 0.01 • × 0.01 • grid box, the radar precipitation estimate is more reliable than the CMORPH estimate and can be considered a more accurate first-guess precipitation field. Therefore, the bias-corrected radar precipitation estimate and gauge analysis are taken as the first-guess and measured field, respectively, which are combined using the OI method and used to improve the parameters in Section 3.3.
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Gauge-Based Precipitation Analysis
Interpolating gauge-observed point precipitation to the grid-box precipitation analysis is an efficient way to reduce spatial sampling error. Our precipitation interpolation strategy, known as the three-step OI algorithm of [27] , was first proposed by [28] and developed by [25, 26] . This algorithm was developed at the daily time scale based on the daily climatological precipitation field (1981-2010), which was first converted to the hourly time scale by dividing by 24. Next, the ratio of hourly gauge precipitation observations and the corresponding hourly precipitation climatology were computed at each gauge location. This ratio was then interpolated to the 0.01 • × 0.01 • grid. Finally, the gridded ratio field was multiplied by the related precipitation climatology, resulting in the gauge-based hourly precipitation analysis on a 0.01 • × 0.01 • lat./lon. grid. The daily climatological precipitation field was introduced and corrected for the topography effect by the Precipitation-elevation Regressions on Independent Slopes Model (PRISM) [29] , a particularly important step for areas, such as Northwestern China, that are dominated by complex terrain.
The searching radius and the number of gauges within the radius were considered together in the OI method to interpolate the point precipitation observations to the grid-box precipitation analysis. According to the regional gauge network density and different topography, China can be divided into three sub-regions by the 40 • N latitude and 100 • E longitude lines, as shown in Figure 1a . Region I includes most of the areas of Inner Mongolia and Northwestern China. Region II (III) is the area with the highest (lowest) network density. A cross-validation experiment was conducted to judge the reasonable searching radius and the number of influence gauges in the three regions of China. In this experiment, RMSE and the average searching distance were calculated, with the number of influenced gauges ranging from 1-15, as shown in Figure 6 . The RMSE initially decreased with an increase in gauge number. However, when the gauges number is four or larger, the RMSE became relatively stable. Therefore, we concluded that when using the OI method for the hourly precipitation, the number of influence gauges at a specific grid box should be at least four, with a number between five and seven being the most highly preferred. In addition, the maximum searching radii for the three regions were set to approximately 25 km, 12 km and 50 km, respectively, which are smaller than the radii used by OI at the daily scale, because the hourly and 0.01 • resolutions tend to represent more localized precipitation events.
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Local Bias Correction
In China, due to the mixed S-band and C-band radar types and complex topography, the radar precipitation dataset contained notable bias and random errors [30] . The work of Zhang et al. [17] proposed the LGC method, which uses rain gauge observations to correct the bias of the radar QPE product. The approach can be summarized in the following steps:
(1) Calculate the radar QPE bias corresponding to gauge observed precipitation at each gauge point i according to Equation (8):
where Ri and Gi are the precipitation measured by radar QPE and gauge, respectively. (2) Interpolate the point bias to the radar QPE coverage with 0.01 • × 0.01 • resolution based on a modified IDW [24] . The key in this step is to calculate the interpolation weight coefficient. However, in regions with sparse rain gauge distribution, sometimes only one gauge is available for interpolation within a certain radius, resulting in a constant error within the searching radius. This is especially obvious in the Tibetan Plateau. In order to decrease error with increasing distance between the target pixel and gauges, a normally distributed error estimate is used to calculate the following value (alpha) for each radar pixel:
where D is the influence radius, n is the number of gauges within D and d i is the distance between the target pixel and the i-th gauge. If α > 1, there are enough interpolated rainfall observations in the specified searching radius. If α < 1, the weighting factor w i is multiplied by the formula below:
In order to improve the operational efficiency, the values for D are regionally dependent and are the same as those used in Section 3, with values of 25 km, 12 km and 50 km for the three sub-regions of China, respectively, in this research. For comparison, Zhang et al. [17] used values of D ranging from 10 km-500 km at an interval of 10 km. The value for b is the same as that used in [17] and ranges from 0.5-3.0 at an interval of 0.5. The value for b is determined when the mean squared error (MSE) is lowest in the cross-validation (CV). The CV is performed by extracting 10% of the samples as the test dataset to validate the interpolated results using the other 90% samples. This process repeats 10 times, and each sample is only extracted once. CV is performed at each time step, meaning that the value of b varies.
Parameters in OI-Based Merging Method
After the LGC, the radar QPEs are merged with the gauge analysis using the OI algorithm. The OI framework can be demonstrated as the formula below:
where F k is the first-guess field, which is the LGC-corrected hourly radar QPE from Section 3.2. O i . is the observed field at the grid box I where observations are available. The essence of OI method is to properly define the weight W ki , which is a function of the error variance, σ f i (σ o i ), and error correlation, µ f ij (µ o ij ), for the first-guess (observed) precipitation fields as below:
where
, which is the ratio of the error variance between the observed and first-guess field. However, the spatial resolution of the LGC-corrected hourly radar QPE used in this study (0.01 • ) is much higher than that used by [15] (0.1 • ). In order to obtain the analysis at the target grid box, an influence range is first set at a given grid box and the deviation between the observed and first-guess precipitation field then corrected according to weight. If there is no observation in the given range, the analysis value at the target grid retains the value from the first-guess field. When each grid box in the research domain has been analyzed once, the resulting analysis is a blend of the first-guess and the observed precipitation. The essence of OI method is to properly define the weight, which is determined from the error variance, σ f i (σ o i ), and error correlation, µ f ij (µ o ij ), for the first-guess (observed) precipitation fields. However, the OI skill has been shown to be sensitive to error and error covariance, which are dependent on the spatiotemporal scale of the product and the precipitation value considered [15, 31] . Therefore, at the hourly and 0.01 • resolutions, errors for the gauge precipitation analysis and the local-gauge-corrected radar QPE need to be tuned regionally because they tend to be more localized.
Error Variance Estimate for the Radar QPE: σ f i
In the development of the hourly gauge-satellite merged precipitation analysis at the 0.1 • × 0.1 • grid box, the error is defined by limited samples at a specific region [15] . However, at the 0.01 • × 0.01 • grid box, the characteristics of precipitation and precipitation error are more regionally dependent, so the spatial dependence of the error for radar QPE needs to be accounted for first. Considering the hourly gauge-based precipitation analysis at the grid box with gauges as the "truth", the regional error variances for the radar QPE were fitted at six sub-regions according to the climate division research of [32] , as shown in Figure 7 . In all six sub-regions, the error curves increased non-linearly with increasing precipitation and tended to be a multiplicative model [7, 33] . However, the coefficients of the error fitting curves were different due to the different precipitation values in the six sub-regions. The error values for North, South, Southwest China and Jianghuai area were larger than those of Northeast and Northwest China.
" 
Error Correlation Estimate for the Radar QPE:
f ij μ The error correlation for the first-guess field is defined as the correlation coefficient of the difference between the bias-corrected radar QPE and the gauge-based precipitation analysis at the grid box with gauges as the true value. We conducted the error correlation estimates for each of the six sub-regions, selecting a 0.7° × 0.7° window at the center grid to explore the relationship between the error correlation coefficient and the department distance between any two grids. The window was enlarged at an interval of 0.2° × 0.2° in order to guarantee that a sufficient number (more than 20 pairs) of no-zero rainfall samples was obtained. Error correlation coefficients decreased exponentially with distance, as shown in Figure 8 . The correlation coefficient dropped to 1/e (about 0.37), representing the e-folding distance. The hourly e-folding distance for the satellite precipitation estimate was about 20 km at a sample region of 107°E-117°E and 25°N-35°N at the 0.1° resolution. The error correlation for the first-guess field is defined as the correlation coefficient of the difference between the bias-corrected radar QPE and the gauge-based precipitation analysis at the grid box with gauges as the true value. We conducted the error correlation estimates for each of the six sub-regions, selecting a 0.7 • × 0.7 • window at the center grid to explore the relationship between the error correlation coefficient and the department distance between any two grids. The window was enlarged at an interval of 0.2 • × 0.2 • in order to guarantee that a sufficient number (more than 20 pairs) of no-zero rainfall samples was obtained. Error correlation coefficients decreased exponentially with distance, as shown in Figure 8 . The correlation coefficient dropped to 1/e (about 0.37), representing the e-folding distance. The hourly e-folding distance for the satellite precipitation estimate was about 20 km at a sample region of 107 • E-117 • E and 25 • N-35 • N at the 0.1 • resolution. At the 0.01 • resolution, the error correlation coefficient for the radar QPE decreased exponentially with regional distance, and the e-folding distance was less than 10 km. A smaller e-folding distance value is indicative of a more localized precipitation event.
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Error Estimate for the Observed Field:
In the process of interpolating from uneven point precipitation observations to the gridded analysis, the bias is supposed to be zero. However, random error arises from the spatial differences between the point and the grid box, known as the sampling error. The error can be quantified by comparing the difference between the gauge precipitation analysis and the "true" value in a high-density gauge network. Assuming that the error of the gauge-based precipitation analysis was regionally independent, they simulated the error at this target grid box to represent the error in the entire study area. However, due to the individual precipitation characteristics and gauge network densities over China, the assumption of regional independence for error of the gauge-based precipitation analysis is often inaccurate. The construction of the high-density AWS network in China provides an unprecedented opportunity to have multiple precipitation observations within a specific grid box because their average can be treated as the "true" value according to the research of [15] . In the existing gauge network, there are 13 grid boxes with more than three and up to six gauges in each when the grid resolution is 0.05°. Up to 14 and 43 gauges can be found at grid resolutions of 0.10° and 0.25°, respectively. The region covered by 28.5°-31.5°N and 116.5°-119.5°E was selected where four among the 13 grid boxes are located. The error of the hourly gauge-based precipitation analysis was quantified as a function of precipitation amount and gauge network density in this research area. Figure 7 , but for the error correlation coefficient of the radar QPE with the distance between any two points.
Error Estimate for the Observed Field: σ o i
In the process of interpolating from uneven point precipitation observations to the gridded analysis, the bias is supposed to be zero. However, random error arises from the spatial differences between the point and the grid box, known as the sampling error. The error can be quantified by comparing the difference between the gauge precipitation analysis and the "true" value in a high-density gauge network. Assuming that the error of the gauge-based precipitation analysis was regionally independent, they simulated the error at this target grid box to represent the error in the entire study area. However, due to the individual precipitation characteristics and gauge network densities over China, the assumption of regional independence for error of the gauge-based precipitation analysis is often inaccurate. The construction of the high-density AWS network in China provides an unprecedented opportunity to have multiple precipitation observations within a specific grid box because their average can be treated as the "true" value according to the research of [15] . In the existing gauge network, there are 13 grid boxes with more than three and up to six gauges in each when the grid resolution is 0.05 • . Up to 14 and 43 gauges can be found at grid resolutions of 0.10 • and 0.25 • , respectively. The region covered by 28.5 • -31.5 • N and 116.5 • -119.5 • E was selected where four among the 13 grid boxes are located. The error of the hourly gauge-based precipitation analysis was quantified as a function of precipitation amount and gauge network density in this research area.
The gauge network density, N eg , is introduced to represent the target grid box with its surrounding ones and is defined the same as in the research of [14] :
where N g0, N g1 and N g2 represent the number of gauges inside the target grid box, the number of gauges surrounding the target grid box and the number of gauges one layer away, respectively. The values of N g1 and N g2 can be considered the contribution of the surrounding gauges to the target grid box in the gridding process.
There are a total of 986 gauges in the research area with an average distance between a gauge and its most proximate neighbor being 9.5 km. The minimum threshold values for the number of gauges are 5, 10 and 28 at resolutions of 0.05 • , 0.10 • and 0.25 • , respectively, when the arithmetic mean of gauge observations is assumed to be the "truth" within the grid box. The Monte Carlo method was used to randomly sample the gauge observations by generating a number of normally-distributed, randomly-assigned numbers ranging from 1-986, corresponding to the 986 gauges. Reordering the random numbers changes the related gauges accordingly. The number of gauges was randomly selected for 100, 200, 300, 400, 500, 600, 700, 800 and 900, respectively, and spatial interpolation was conducted 100 times for each case. The data for the period of June-August 2009-2011 were selected with a total of 6624 h. The gauge precipitation observations for each time step were gridded 900 times to ensure that there were sufficient samples to define the error of the gauge precipitation analysis as a function of gauge network density and precipitation amount. The gridded method is the same as that outlined in Section 3.
At a specific time, the error variance of gauge-based precipitation analysis at a grid box is calculated as the deviation square between the analysis from the randomly-sampled observations and the corresponding "truth" from the arithmetic mean of gauge observations. The parameter for the number of equivalent gauges can be defined as 1/ N eg + 1 . According to the value of the equivalent gauge number and the "truth" precipitation, several intervals were divided separately. The average of the error variance was plotted against each interval of the "truth" precipitation ( Figure 8a ) and the number of equivalent gauges (Figure 8b) , respectively. Figure 9 shows that at a specific resolution, the error variance for the hourly gauge-based precipitation analysis increased with precipitation. When precipitation was ≥10.0 mm/h, the error increased non-linearly. Comparing the three resolutions, Figure 9 shows that error variance decreased with increasing precipitation when the grid resolution was changed from 0.05 • to 0.25 • . When the grid resolution was varied from 0.10 • -0.25 • , the error was significantly decreased. Moreover, at any given resolution, the error variance increased with gauge network density, 1/ N eg + 1 , meaning that error decreases as the number of gauges increases. For example, when N eg was increased from one to two, the error variance of the gauge precipitation analysis was reduced by about 50% from 1.6 (mm/h) 2 to 0.8 (mm/h) 2 at the 0.05 • and 0.10 • resolutions and from about 1.0 (mm/h) 2 to 0.5 (mm/h) 2 at the 0.25 • resolution.
The results displayed in Figure 9 show that the error variance of the hourly gauge precipitation analysis varies non-linearly and is proportional (inversely proportional) to precipitation (the number of equivalent gauges (N eg )). The assumed error variance of the gauge-based precipitation analysis, written as a multiplicative model, is as follows:
where E 2 represents the error variance of the hourly gauge precipitation analysis, R is the precipitation and 1/ N eg + 1 indicates the gauge network density. The coefficients, a, b and c, are obtained using the least squares method (minimizing the sum of square of error between the simulated and observed data) by fitting the samples at the given grid resolution, as shown in Table 3 .
with precipitation. When precipitation was ≥10.0 mm/h, the error increased non-linearly. Comparing the three resolutions, Figure 9 shows that error variance decreased with increasing precipitation when the grid resolution was changed from 0.05° to 0.25°. When the grid resolution was varied from 0.10°-0.25°, the error was significantly decreased. Moreover, at any given resolution, the error variance increased with gauge network density, 1 + 1 ⁄ , meaning that error decreases as the number of gauges increases. For example, when was increased from one to two, the error variance of the gauge precipitation analysis was reduced by about 50% from 1.6 (mm/h) 2 to 0.8 (mm/h) 2 at the 0.05° and 0.10° resolutions and from about 1.0 (mm/h) 2 to 0.5 (mm/h) 2 at the 0.25° resolution. The results displayed in Figure 9 show that the error variance of the hourly gauge precipitation analysis varies non-linearly and is proportional (inversely proportional) to precipitation (the number of equivalent gauges ( )). The assumed error variance of the gauge-based precipitation analysis, written as a multiplicative model, is as follows: Using the fitting coefficients in Table 3 , three plots were created to simulate the effects of precipitation, grid resolution and gauge network density on error variance of the gauge-based precipitation analysis, as shown in Figure 10 . Here, N eg is selected to be 0, 1, 2 and 5, respectively. Consistent with the expected results, the simulation results showed that error variance of the hourly gauge precipitation analysis increased with precipitation. At the same level of precipitation, a larger N eg value corresponded to a smaller error variance. 
where represents the error variance of the hourly gauge precipitation analysis, is the precipitation and 1 + 1 ⁄ indicates the gauge network density. The coefficients, a, b and c, are obtained using the least squares method (minimizing the sum of square of error between the simulated and observed data) by fitting the samples at the given grid resolution, as shown in Table  3 . Using the fitting coefficients in Table 3 , three plots were created to simulate the effects of precipitation, grid resolution and gauge network density on error variance of the gauge-based precipitation analysis, as shown in Figure 10 . Here, is selected to be 0, 1, 2 and 5, respectively. Consistent with the expected results, the simulation results showed that error variance of the hourly gauge precipitation analysis increased with precipitation. At the same level of precipitation, a larger value corresponded to a smaller error variance. 
Error Correlation for the Observed Field: µ o ij
Assuming there is no correlation between gauge data errors at two different grid boxes, the observation error correlation can be defined as:
Actually, the error of the gauge-based analysis at grid i is correlated with grid j in the interpolation of the gauge observations. However, due to the high density of the gauge network over Eastern China, resulting in a searching radius less than 25 km, the error correlation of gauge data approximately met this formula.
Result
The Result of LGC
The greatest rainfall in China occurs in July. Based on the hourly gauge-based precipitation analysis developed in Section 3.2 for the period of July 2015 (a total of 744 h), the LGC scheme is applied to cross-validate the hourly radar-and satellite-based precipitation estimates at the 0.01 • × 0.01 • horizontal resolution. Figures 11-13 show the spatial distribution of bias, RMSE and the correlation coefficient for the radar and satellite estimates with and without the LGC method. As can be seen in Figure 11 , the bias of the radar and satellite estimates was region dependent and underestimated the precipitation without the LGC. The application of the LGC corrected the bias in the radar and satellite estimates, making them closer to the gauge precipitation analysis. Additionally, the RMSE of radar and satellite products was significantly reduced after the correction. As shown in Figure 12 , the RMSE of the radar estimates was predominantly red, indicative of values greater than 3.0 mm/h. With the correction, the RMSE was predominantly green and yellow, indicative of values between 1.0 and 2.5 mm/h. A decrease in RMSE with the correction was similarly observed for the CMORPH, as shown in Figure 12 . Prior to the application of the LGC, the correlation coefficient between the radar estimate and the gauge precipitation analysis showed dramatic regional variation, with values ranging from 0.3-0.6. Following the correction, the correlation coefficient reached as high as 0.9 (0.6) for the radar (satellite), as shown in Figure 13 . Table 4 shows the CV results for the whole month of July 2015, totaling 744 h with and without the LGC for the radar and CMORPH estimates. Prior to the correction, the bias of the CMORPH was less than that of the radar estimate. The relative bias of the CMORPH satellite precipitation product was −5.4%, while that of the radar QPE was −18.3%. The bias of the radar precipitation estimate was reduced from −18.3% without the LGC to 5.1% with the LGC. In addition, RMSE decreased and the correlation coefficient increased for both radar and satellite precipitation estimates following the application of the LGC. Actually, we also calculated the CV results for 04Z 1 July 2015 owing to the heavy rainfall occurred; the relatively bias (correlation coefficient) is −49.8% (0.182) before LGC, although it is improved to −15.8% (0.799) after LGC. Therefore, we think that the algorithm of the CMORPH product needs to be urgently updated in order to meet the weather application need. Figure 13 . The same as Figure 11 , but for correlation coefficient. Table 4 shows the CV results for the whole month of July 2015, totaling 744 h with and without the LGC for the radar and CMORPH estimates. Prior to the correction, the bias of the CMORPH was less than that of the radar estimate. The relative bias of the CMORPH satellite precipitation product was −5.4%, while that of the radar QPE was −18.3%. The bias of the radar precipitation estimate was reduced from −18.3% without the LGC to 5.1% with the LGC. In addition, RMSE decreased and the correlation coefficient increased for both radar and satellite precipitation estimates following the application of the LGC. Actually, we also calculated the CV results for 04Z 1 July 2015 owing to the heavy rainfall occurred; the relatively bias (correlation coefficient) is −49.8% (0.182) before LGC, although it is improved to −15.8% (0.799) after LGC. Therefore, we think that the algorithm of the CMORPH product needs to be urgently updated in order to meet the weather application need. 
Evaluation of the CMPA_1km
Selection of Matching Data Pairs
Evaluation of the CMPA_1km
Selection of Matching Data Pairs
Several factors (such as wind) may cause gauge-observed precipitation to shift spatially, especially for high-resolution precipitation products, up to 0.01 • . Therefore, the strategy of matching data pairs should consider this spatial displacement in the statistical analysis. In order to verify this idea, we designed three spatial windows using the hydrological station's position as the target grid box: (1) at this target grid box (single grid box, wd0), (2) in the 3 × 3 window at the center of the target box (9nine grid boxes, wd1) and (3) in the 5 × 5 window at the center of the target box (25 grid boxes, wd2), to match the gauge-based precipitation analysis and radar QPE with the hydrological observed daily precipitation. In the three windows, the values closest to the hydrological observations were selected from the gauge analysis and radar QPE to calculate statistical metrics, including CC, RMSE and bias, between gauge analysis, radar QPE and hydrological observations. Figures 14-16 show the time series of CC, RMSE and bias in the three windows, respectively. It can be seen from Figure 14 that there are obvious differences in the CC between the 3 × 3 and 5 × 5 windows and the single grid box. The CC for the 3 × 3 and 5 × 5 windows was larger than that for the single grid box. A trend was similarly observed with RMSE for both the gauge analysis (Figure 15a ) and radar QPE (Figure 15b) , where RMSE for the 3 × 3 and 5 × 5 windows was consistently lower than that at the single grid box. For the time series of bias, the gauge analysis was more affected by the sampling window (Figure 16a ) than radar QPE (Figure 16b ). These results indicate that the statistical metrics of gauge precipitation analysis and radar QPE, especially CC and RMSE, at the 0.01 • resolution are influenced by the sampling windows. The effect of the sampling window and localized precipitation on the accuracy of the product can be considered together in the statistical evaluation. Therefore, in this study, the 3 × 3 window was designed to match the gauge, radar and satellite precipitation estimates with the hydrological observations.
Several factors (such as wind) may cause gauge-observed precipitation to shift spatially, especially for high-resolution precipitation products, up to 0.01°. Therefore, the strategy of matching data pairs should consider this spatial displacement in the statistical analysis. In order to verify this idea, we designed three spatial windows using the hydrological station's position as the target grid box: (1) at this target grid box (single grid box, wd0), (2) in the 3 × 3 window at the center of the target box (9nine grid boxes, wd1) and (3) in the 5 × 5 window at the center of the target box (25 grid boxes, wd2), to match the gauge-based precipitation analysis and radar QPE with the hydrological observed daily precipitation. In the three windows, the values closest to the hydrological observations were selected from the gauge analysis and radar QPE to calculate statistical metrics, including CC, RMSE and bias, between gauge analysis, radar QPE and hydrological observations. Figures 14-16 show the time series of CC, RMSE and bias in the three windows, respectively. It can be seen from Figure 14 that there are obvious differences in the CC between the 3 × 3 and 5 × 5 windows and the single grid box. The CC for the 3 × 3 and 5 × 5 windows was larger than that for the single grid box. A trend was similarly observed with RMSE for both the gauge analysis (Figure 15a ) and radar QPE (Figure 15b) , where RMSE for the 3 × 3 and 5 × 5 windows was consistently lower than that at the single grid box. For the time series of bias, the gauge analysis was more affected by the sampling window (Figure 16a ) than radar QPE (Figure 16b ). These results indicate that the statistical metrics of gauge precipitation analysis and radar QPE, especially CC and RMSE, at the 0.01° resolution are influenced by the sampling windows. The effect of the sampling window and localized precipitation on the accuracy of the product can be considered together in the statistical evaluation. Therefore, in this study, the 3 × 3 window was designed to match the gauge, radar and satellite precipitation estimates with the hydrological observations. 
Evaluations in Heavy Rainfall Events
Using the LGC-OI methods and the newly-defined regional error parameters in Section 3, we first corrected the bias for the radar QPE and CMORPH products using the LGC method. Then, we merged the bias-corrected radar QPE with the gauge-based analysis to generate an hourly merged precipitation product with a horizontal resolution of 0.01° from January-December 2015. Finally, the bias-corrected CMOPRH product was used to fill gaps not covered by either gauge or radar QPE.
Influenced by a high-altitude trough and a low-level shear, a heavy rainstorm occurred in the region of north-central Guangxi province, south-central Hunan province, north-central Jiangxi 
Using the LGC-OI methods and the newly-defined regional error parameters in Section 3, we first corrected the bias for the radar QPE and CMORPH products using the LGC method. Then, we merged the bias-corrected radar QPE with the gauge-based analysis to generate an hourly merged precipitation product with a horizontal resolution of 0.01 • from January-December 2015. Finally, the bias-corrected CMOPRH product was used to fill gaps not covered by either gauge or radar QPE.
Influenced by a high-altitude trough and a low-level shear, a heavy rainstorm occurred in the region of north-central Guangxi province, south-central Hunan province, north-central Jiangxi province and most of Zhejiang province in China from 8-9 June 2015. Figure 17 exhibits the 0.01 • spatial distribution of the precipitation event at 11Z on 8 June 2015 as depicted by the gauge-based precipitation analysis (Figure 17a ), radar QPE (Figure 17b ), CMORPH product (Figure 17c ) and the gauge-radar-satellite merged precipitation product (Figure 17d ). Each precipitation product effectively captured the rainfall belt in Southeast China very well. However, the CMORPH product underestimated precipitation. Radar QPE provided a better precipitation distribution compared to the gauge-based precipitation analysis, but still experienced incomplete spatial coverage, especially in the large majority of Western China (west of 100 • E), north of Inner Mongolia and Heilongjiang province. The gauge-radar-satellite merged 0.01 • precipitation product depicts a more detailed rain belt and full spatial coverage, reflecting the characteristics of the high-resolution precipitation product and achieving the goal of the multi-source measured precipitation combination. (Figure 17a ), radar QPE (Figure 17b ), CMORPH product (Figure 17c ) and the gauge-radar-satellite merged precipitation product (Figure 17d ). Each precipitation product effectively captured the rainfall belt in Southeast China very well. However, the CMORPH product underestimated precipitation. Radar QPE provided a better precipitation distribution compared to the gauge-based precipitation analysis, but still experienced incomplete spatial coverage, especially in the large majority of Western China (west of 100°E), north of Inner Mongolia and Heilongjiang province. The gauge-radar-satellite merged 0.01° precipitation product depicts a more detailed rain belt and full spatial coverage, reflecting the characteristics of the high-resolution precipitation product and achieving the goal of the multi-source measured precipitation combination. Using the hydrological station precipitation observations as an independent data source, the evaluation metrics for individual precipitation products at the 1-km, 6-h resolution were calculated during the heavy rainfall event from 8-9 June 2015, as shown in Table 5 . The CC of CMPA-1km was 0.8821, which was the highest among the gauge, radar and satellite precipitation products. The RMSE of CMPA-1km was 2.1580 mm/6 h, which was the lowest of all ground, radar and satellite precipitation measurements. CMORPH had the smallest mean bias (0.0583 mm/6 h) and relative bias (5.15%) compared to gauge, radar QPE and CMPA-1km products. The results indicate that the CMORPH precipitation product has a tendency to either overestimate or underestimate precipitation, depending on the region and season [6] . This over-and under-estimation offsets the bias, which then tends to have a value close to zero. The CC (RMSE) of the radar QPE was higher Using the hydrological station precipitation observations as an independent data source, the evaluation metrics for individual precipitation products at the 1-km, 6-h resolution were calculated during the heavy rainfall event from 8-9 June 2015, as shown in Table 5 . The CC of CMPA-1km was 0.8821, which was the highest among the gauge, radar and satellite precipitation products. The RMSE of CMPA-1km was 2.1580 mm/6 h, which was the lowest of all ground, radar and satellite precipitation measurements. CMORPH had the smallest mean bias (0.0583 mm/6 h) and relative bias (5.15%) compared to gauge, radar QPE and CMPA-1km products. The results indicate that the CMORPH precipitation product has a tendency to either overestimate or underestimate precipitation, depending on the region and season [6] . This over-and under-estimation offsets the bias, which then tends to have a value close to zero. The CC (RMSE) of the radar QPE was higher (lower) than that of the CMORPH product, indicating that radar QPE may be superior for monitoring heavy rainfall. Using the independent precipitation observations, Wu et al. [34] examined the performance of the MRMS product developed by NSSL at a 6-h and 1-km resolution over the CONUS (CONtinental United States). The CC was 0.855, and the RMSE was 2.1 mm/6 h, which indicates that the MRMS product has the same level of accuracy as the CMPA-1km product over China. 
Evaluations in Summer and Winter Seasons
The statistical indexes of gauge analysis, radar QPE, CMORPH and CMPA-1km in the summer and winter seasons were calculated at a 6-h temporal resolution, as shown in Table 6 . Generally, the result in the summer was better than that in the winter. For example, the CC of CMPA-1km was 0.80 (0.93), and the relative bias was 18.36% (−4.71%) in the winter (summer). ETS and TS for CMPA-1km were almost at the same level, but the POD and FAR were seasonally dependent. POD (FAR) for CMPA-1km was 0.8 was (0.15) in the winter and 0.83 (0.18) in the summer. In addition, comparison with individual precipitation measurements showed that the gauge-based precipitation analysis was the closest to the hydrological station observations. The RMSE and bias of the gauge-based precipitation analysis were the smallest among those of CMPA-1km, radar QPE and CMORPH products for both the summer and winter. For example, in the summer, the RMSE was 1.7984 mm/6h, and the bias was −0.0146 mm/6 h. The CC of the gauge-based precipitation analysis in the summer was 0.9418, which is higher than that of the CMPA-1km (0.9257), radar QPE (0.7416) and CMORPH products (0.5324). Therefore, in view of the RMSE, bias and CC values, the accuracy of the gauge precipitation analysis is higher than that of the CMPA-1km, radar QPE and CMORPH products. This can be partially explained by the fact that the MWR stations used in this study are mainly distributed in Southeast China (Figure 2) , where the automatic weather stations have the highest density [15] . However, the gauge-based precipitation analysis is not able to accurately capture the precipitation structure over Northwest and Northeast China, especially in the Tibetan Plateau, because of the uneven and limited distribution of gauges. Although RMSE, bias and CC for CMPA-1km are less accurate than those for the gauge analysis, CMPA-1km has advantages in depicting precipitation structures owing to its relatively complete spatial coverage for the precipitation field. Therefore, it is essential to develop some parameters that can be used to characterize the high-resolution precipitation structure, which will enhance the assessment of precipitation structures. In addition, the radar QPE products showed an overestimation of 4.48% for the winter precipitation and an underestimation of up to −35.11% for summer precipitation. Further examination of the spatial distribution of the radar QPE showed that the overestimation in the winter is mainly related to local precipitation in South China. For example, the gauge-observed precipitation was 6 mm/h on 4 December 2015, while the precipitation from the radar QPE was up to 20-25 mm/h. It is also noted that although CC and RMSE for CMORPH are not as good as radar QPE, bias for the CMORPH product is only 0.1300 mm/6 h in the summer. The RMSE and bias for CMORPH are relatively large in the winter due to its limited capability to detect light and solid precipitation [35] . In terms of the indexes that can be used to express the accuracy of the precipitation location, the values of ETS, TS and POD for gauge analysis, radar QPE, CMORPH and CMPA-1km products are equal to 1.0, and FAR is equal to 0.0 when the precipitation threshold is selected to be 0.0 mm, indicating that these products are able to capture the precipitation area very well (results not shown). Table 6 only shows the results when the threshold value was 1.0 mm. The values of TS and POD for the individual precipitation product were relatively higher in summer than those in winter. For example, the TS value for CMORPH increased from 0.30 in winter to 0.41 in summer, and the POD value for CMPA-1km increased from 0.80 in winter to 0.83 in summer. However, the FAR value for all precipitation products was higher in summer than that in winter. For instance, FAR values for CMPA-1km were 0.15 in winter and 0.18 in summer, which were dramatically lower than the related values for radar QPE (0.28 in winter and 0.29 in summer) and CMORPH (0.20 in winter and 0.44 in summer) and similar to the values for gauge analysis (0.13 in winter and 0.15 in summer).
Evaluations over Different Regions
Evaluations for individual precipitation products were conducted over the three sub-regions, as defined in Figure 2 , during summer and winter ( Table 7 ). The performance of the four precipitation products indicated seasonal and regional dependence. Over Region I, the CC and relative bias for the four products were invalid in winter because observed precipitation at the hydrological stations and the CMORPH precipitation were both 0.0 mm, resulting in RMSE and bias values of zero. During the summer, the radar QPE performed better in Region II than in Regions I and III, where the CC was 0.7771 and relative bias was −12.0%. However, the CC (relative bias) for the CMORPH product was 0.4551 (26.13%) in Region II, which was lower than that in Region I (0.5746 (−11.77%)) and Region III (0.5540 (8.70%)). The performance of CMPA-1km in Region III had a higher CC (0.9388 in summer and 0.8771 in winter) and lower RMSE (2.1545 mm/6 h in summer and 1.3662 mm/6 h in winter) and bias (−0.0476 mm/6 h in summer and 0.1266 mm/6 h in winter) than radar QPE and CMORPH. The accuracy of CMPA-1km is almost the same as that of gauge analysis, but CMPA-1km has the advantage of seamless spatial coverage. Figure 18 . The results indicate that these indices for the four products are dependent on the precipitation threshold values. With an increase in threshold values, ETS, TS and POD tended to decrease, while FAR increased slightly. The values of the gauge analysis and CMPA-1km were much closer and significantly better than those of radar QPE and CMORPH. In addition, when the precipitation threshold value was selected to be 5.0 mm/6 h, the radar QPE had higher ETS and TS values than CMORPH. When the precipitation threshold value was 10.0 mm/6 h, the ETS and TS values of radar QPE and CMORPH were very close. When the precipitation threshold value was greater than 10.0 mm/6 h, CMORPH performed better than radar QPE. However, POD and FAR values of CMORPH were larger than those of radar QPE regardless of the precipitation threshold value, which indicates that CMORPH tends to have a greater precipitation spatial coverage. Figure 18 . The results indicate that these indices for the four products are dependent on the precipitation threshold values. With an increase in threshold values, ETS, TS and POD tended to decrease, while FAR increased slightly. The values of the gauge analysis and CMPA-1km were much closer and significantly better than those of radar QPE and CMORPH. In addition, when the precipitation threshold value was selected to be 5.0 mm/6 h, the radar QPE had higher ETS and TS values than CMORPH. When the precipitation threshold value was 10.0 mm/6 h, the ETS and TS values of radar QPE and CMORPH were very close. When the precipitation threshold value was greater than 10.0 mm/6 h, CMORPH performed better than radar QPE. However, POD and FAR values of CMORPH were larger than those of radar QPE regardless of the precipitation threshold value, which indicates that CMORPH tends to have a greater precipitation spatial coverage. 
Conclusions and Future Research Recommendations
The merging algorithm for the high-resolution, multi-source precipitation analysis is needed to correct the drawbacks and enhance the advantages of individual precipitation measurements. In this Figure 18 . Values of ETS, TS, POD and FAR for gauge analysis, radar QPE, CMORPH and CMPA-1km products at a 6-h temporal resolution in 2015 with different precipitation threshold values.
The merging algorithm for the high-resolution, multi-source precipitation analysis is needed to correct the drawbacks and enhance the advantages of individual precipitation measurements. In this study, we propose an hourly merging strategy at the 0.01 • × 0.01 • horizontal resolution to combine the gauge-based precipitation analysis, radar QPE and downscaled CMORPH product.
A simplified optimal interpolation (OI) scheme was employed to interpolate the hourly gauge observations to a gauge-based precipitation analysis at the 0.01 • lat./lon. grid. We improved the regional searching radius and the number of influence gauges at three sub-regions in China and concluded that there should be at least four gauges, preferably between five and seven, to obtain a gauge analysis at a given grid box and maximum search radii of about 25 km, 12 km and 50 km in the three sub-regions, respectively.
The merging step was then applied to correct the bias inherent in the radar QPE and satellite precipitation estimate using the local gauge correction (LGC) method developed by [17] . After the LGC processing, the bias of radar QPE and satellite CMORPH was significantly reduced. The bias-corrected radar QPE, as the first-guess field, was then combined with the gauge analysis, as the observed field, through the OI scheme [14, 15] . An improved treatment of the parameters in OI was conducted regionally in three steps.
Supported by ground observations measured at 208 hydrological stations over mainland China, the experimental CMPA-1km dataset from 1 January-31 December 2015 was evaluated at 6-h temporal resolutions and 0.03 • × 0.03 • spatial resolution and compared with CMORPH, radar QPE and gauge analysis. The results indicate that: (1) the accuracy of this new dataset is obviously better than CMORPH and radar QPE; and (2) although the CMPA-1km did not show superior performance compared to gauge analysis, the former is more capable of estimating heavy precipitation and monitor precipitation over remote and mountainous regions with a sparse and unevenly-distributed rain gauge network.
The hourly, 0.01 • merging technique proposed in the paper is still highly uncertain in regions with sparse data, mainly in Western China and the Tibetan Plateau. In terms of future high-resolution merging algorithm development, there are two competing strands. The first concentrates on improving the radar QPE through the development of quality-control for the radar base data over China in the real-time application and in retrospective processing from 2008 onwards for the climatic application. The Multi-Radar/Multi-Sensor (MRMS) system [16] has provided a good prototype from which to learn. The second aims to comprehensively use multiple-source measurements related to precipitation and the numerical weather or hydrological models to improve the analyzed or assimilated techniques in regions with sparse data [36] . The parameters of OI will be adjusted when new datasets are introduced to minimize the potential uncertainty brought by them. Besides, more attention will be paid to how to generate a more accurate first-gauss field of OI under the support of numerical weather or hydrological models.
