Knowledge graphs store facts using relations between pairs of entities. In this work, we address the question of link prediction in knowledge bases where each relation is defined on any number of entities. We represent facts in a knowledge hypergraph: a knowledge graph where relations are defined on two or more entities. While there exist techniques (such as reification) that convert the non-binary relations of a knowledge hypergraph into binary ones, current embedding-based methods for knowledge graph completion do not work well out of the box for knowledge graphs obtained through these techniques. Thus we introduce HypE, a convolution-based embedding method for knowledge hypergraph completion. We also develop public benchmarks and baselines for our task and show experimentally that HypE is more effective than proposed baselines and existing methods.
: Converting non-binary relations into binary ones. In this example, the three facts in the original graph (a) show that Turing received his PhD from Princeton and his undergraduate degree from King's College Cambridge. Figures (b) and (c) show two methods of converting this ternary relation into three binary ones.
convolutions are parameter-efficient, fast to compute on a GPU, and have various robust methods to prevent overfitting. We evaluate the proposed method on standard binary and non-binary datasets.
The contributions of this work are: (1) HypE, an embedding-based method for knowledge hypergraph completion that outperforms the baselines for beyond-binary knowledge graphs, (2) a set of baselines for knowledge hypergraph completion, obtained by extending current embedding-based methods and introducing new ones, and (3) two new knowledge hypergraphs obtained from subsets of Freebase, and that can serve as a new benchmark for evaluating knowledge hypergraph completion methods.
Motivation and Related Work
Knowledge hypergraph completion is a relatively under-explored area with most of the effective models designed for binary relations. We motivate our current work on link prediction for relations defined on more than two entities by outlining that simply adjusting current approaches to work with hypergraphs do not yield satisfactory results. Existing models can be used in the non-binary setting in either of two possible ways: (1) extending known models to work with non-binary relational data, or (2) converting the non-binary relations into binary ones (using methods such as reification or star-to-clique [35] ), and then applying known knowledge graph completion methods.
In the first case, the only known example that extends a known model to work directly with non-binary relations is m-TransH [35] , which is an extension of TransH [34] . We describe m-TransH briefly later in this section, and compare its performance to that of our model in Section 6.
The second case is about adjusting the dataset to work with current knowledge graph models. We describe two approaches that could be used to convert the non-binary relations of a knowledge hypergraph into binary. The first approach is reification: to reify means to "make into an entity". In order to reify a fact with a relation defined on k entities, we first create a new entity and then create k facts, each defining a relation between the new entity and each of the k entities in the given fact. See Figure 1b . The second approach is star-to-clique, which converts a fact defined on k entities into Both conversion approaches have their caveats when current embedding-based methods are applied to the resulting graphs. Consider the example in Figure 1 . The three facts in this example (Figure 1a ) pertain to the relation DEGREE_FROM_UNIVERSITY, and show that Turing received his PhD from Princeton and his undergraduate degree from King's College Cambridge, while Michelle Obama received her undergraduate degree from Princeton. When we reify the hypergraph in this example (Figure 1b) , we add three new reified entities. Even as this reified knowledge graph has only binary relations and can be used to train an existing model for knowledge graph completion, at test time, we first need to reify the test samples and define a way to embed the newly created entities -about which we have very little information (see Section 5.2 for an example of how we define embeddings for reified entities and how this method compares to our results). On the other hand, when we transform non-binary relations in a knowledge hypergraph into binary through the star-to-clique method, we lose some of the information that we otherwise had in the original hypergraph. In Figure 1c , we can tell that Turing has graduate and undergraduate degrees and that he attended Princeton and King's College Cambridge; but it is no longer clear which degree was granted by which institution.
Other existing methods that relate to our work in this paper can be grouped into three main categories: knowledge graph completion, knowledge hypergraph completion, and learning on hypergraphs. In the remainder of this section, we briefly discuss these approaches.
Knowledge graph completion. Embedding-based models have proved effective for knowledge graphs where all relations are binary. These approaches can be grouped in three main categories: translational, bilinear, and deep models. Translational approaches [3, 34] , represent relations as translations in the embedding space. For instance, if a triple is true, then the embedding of the head entity plus the embedding of the relation is close to the embedding of the tail. Bilinear approaches [38, 31, 17] define the score of a triple as the product v T h M r v t (where v h and v t are the vector embeddings of the head and tail entities, and M r is the matrix embedding of the relation between them). Finally, deep models [22, 29] use neural networks to learn embeddings for each of head, relation, and tail, and compute a score for every triple.
Knowledge hypergraph completion. There is a large family of link prediction models based on soft first-order logic rules [26, 6, 18] . While these models can easily handle variable arity relations and have the advantage of being interpretable, they are known to only learn a subset of patterns that exist in knowledge graphs, and thus are limited in their learning capacity [24] . The model presented in this paper is different from such completion methods, as our method is embedding-based, and consequently is more powerful than soft-rule approaches. The embedding-based work that is closest to our work is m-TransH [35] which extends TransH [34] to knowledge hypergraph completion. Kazemi and Poole [17] (Proposition 2) prove that TransH and other variants of translational approaches are not fully expressive and have restrictions in modeling relations. Similar to TransH, m-TransH is not fully expressive as it inherits the restrictions of TransH in modeling relations. We show in Section 4.1 that our proposed model is fully expressive and compare it to m-TransH in Section 6.
Learning on hypergraphs. Hypergraph learning has been employed to model high-order correlations among data in many computer vision tasks, such as in video object segmentation [14] and in modeling image relationships and image ranking [15] . There is also a line of work extending graph neural network frameworks to hypergraph neural networks [11] and hypergraph convolution networks [37] . On the other hand, graph neural network models are designed for settings where the hypergraph is undirected, with edges that are not labeled (no relations). Knowledge hypergraphs have a different setup, in which predicting a link between (ordered) entities is also a function of the relation combining them. As there is no clear or easy way of extending these graph neural network models to our knowledge hypergraph setting, we do not consider them as baselines for our experiments.
Definition and Notation
A world consists of a finite set of entities E, a finite set of relations R, and a set of tuples τ defined over E and R. Each tuple in τ is of the form r(v 1 , v 2 , . . . , v k ) where r ∈ R is a relation and each v i ∈ E is an entity, for all i = 1, 2, . . . , k. We define the arity |r| of a relation r as the number of arguments that the relation takes and is fixed for each relation. A world specifies what is true: all the tuples in τ are true, and the tuples that are not in τ are false. A knowledge hypergraph consists of the entities and relations of the world, and a subset of the tuples τ ⊆ τ . Link prediction in knowledge hypergraphs is the problem of predicting the missing tuples in τ , that is, finding the tuples τ \ τ .
An embedding is a function that converts an entity or a relation into a vector (or sometimes a higher order tensor) over a field (typically the real numbers) We use bold lower-case for vectors, that is, e ∈ R k is an embedding of entity e, and r ∈ R l is an embedding of a relation r.
Let v 1 , v 2 , . . . , v k be a set of vectors. The variadic function concat(v 1 , . . . , v k ) outputs the concatenation of its input vectors. The 1D convolution operator * takes as input a vector v and a convolution weight filter ω, and outputs the convolution of v with the filters ω. We define the variadic function () to be the sum of the element-wise product of its input vectors, namely
where each vector v i has the same length, and v j (i) is the i-th element of vector v j .
For the task of knowledge graph completion, an embedding-based model defines a function φ that takes a tuple x as input, and generates a prediction, e.g., a probability (or score) of the tuple being true. A model is fully expressive if given any complete world (full assignment of truth values to all tuples), there exists an assignment of values to the embeddings of the entities and relations that accurately separates the tuples that are true in the world from those that are false.
HypE: a Knowledge Hypergraph Embedding Method
In this work we propose HypE, a novel embedding-based method for link prediction in knowledge hypergraphs. The idea at the core of our model is that the way an entity representation is used to make predictions is affected by the role that the entity plays in a given relation. In the example in Figure 1 , Turing plays the role of a student at a university, but he may have a different role (e.g. 'professor') in another relation. This means that the way we use Turing's embedding may need to be different for computing predictions for each of these roles.
In several embedding-based methods for knowledge graph completion, such as canonical polyadic [13, 19] , ComplEx [31] , and SimplE [17] , the prediction depends on the position of an entity in a relation. In particular, SimplE learns two embedding vectors e (1) and e (2) for an entity e and two embedding vectors r (1) and r (2) for a relation r, and computes the score of a triple as φ(r(e 1 , e 2 )) = (r (1) , e
(1)
2 ) + (r (2) , e
2 , e
1 ). SimplE can be viewed as a special case of HypE. In what follows, we first provide our formulation of SimplE in terms of convolutions with fixed positiondependent filters; we then build on this formulation to lay out the details of HypE.
SimplE embeds each entity e as a single vector e = concat(e (1) , e (2) ) and each relation r as a single vector r = concat(r (1) , r When an entity h appears as head, SimplE usesĥ = concat(h * ω 11 , h * ω 12 ) and when an entity t appears as tail, it usest = concat(t * ω 21 , t * ω 22 ). In this setting, SimplE computes the score of r(h, t) as φ(r(h, t)) = (r,ĥ,t).
Instead of using fixed position-dependent filters, HypE learns the filters from the data. The main advantage of learning the filters is that it facilitates extending the formulation to beyond binary, as we can have different (learned) filters for each position. Thus, our model learns embeddings for entities and relations, as well as convolutional weight filters that transform the entity embeddings depending on the position of each in a given relation. For each fact, the transformed entity embeddings are then combined with the embedding of the relation to produce a score, e.g., a probability value that the input tuple is true. The architecture of HypE is summarized in Figure 2 .
Let n, l, d, and s denote the number of filters per position, the filter-length, the embedding dimension and the stride of the convolution, respectively. Let ω i ∈ R n ×R l be the convolutional filters associated with an entity at position i, and let ω ij ∈ R l be the jth row of ω i . We denote by P ∈ R nq × R d the projection matrix, where q = (d − l)/s + 1 is the feature map size. For a given tuple, define f (e, i) = concat(e * ω i1 , . . . , e * ω in )P to be a function that returns a vector of size d based on the entity embedding e and it's position i in the tuple. Thus, each entity embedding e appearing at position i in a given tuple is convolved with the set of position-specific filters ω i to give n feature maps of size q. All n feature maps corresponding to an entity are concatenated to a vector of size nq and projected to the embedding space by multiplying it by P . The projected vectors of entities and the embedding of the relation are then combined by an inner-product to define the score function:
φ(r(e 1 , . . . , e |r| )) = (r, f (e 1 , 1), . . . , f (e |r| , |r|))
Full Expressivity
Full expressivity of models has been the focus of several studies [10, 32, 36] . A model that is not fully expressive can easily overfit to the training data. The following theorem establishes the full expressivity of HypE. We defer its proof to the Appendix. Theorem 1 (Expressivity) Let τ be a set of true tuples defined over entities E and relations R, and let δ = max r∈R (|r|) be the maximum arity of the relations in R. There exists a HypE model with embedding vectors of size at most max(δ|τ |, δ) that assigns 1 to the tuples in τ and 0 to others. (e 1 , . . . , e |r| )) gets as input a tuple. The transformed entity embeddings are then combined with r.
Objective Function and Training
To learn a HypE model, we use stochastic gradient descent with mini-batches. In each learning iteration, we iteratively take in a batch of positive tuples from the knowledge hypergraph. As we only have positive instances available, we need also to train our model on negative instances. For this purpose, for each positive instance, we produce a set of negative instances. For negative sample generation, we follow the contrastive approach of Bordes et al. [3] for knowledge graphs and extend it to knowledge hypergraphs: for each tuple, we produce a set of negative samples of size N |r| by replacing each of the entities with N random entities in the tuple, one at a time. Here, N is the ratio of negative samples in our training set, and is a hyperparameter.
Given a knowledge hypergraph defined on τ , we let τ train , τ test , and τ valid denote the train, test, and validation sets, respectively, so that τ = τ train ∪ τ test ∪ τ valid . For any tuple x in τ , we let T neg (x) be a function that generate a set of negative samples through the process described above. We define the following cross entropy loss, which is a combination of softmax and negative log likelihood loss, and has been shown to be effective for link prediction [16] :
Here, {r} represents relation embeddings, {e} represents entity embeddings, and φ is the function given by equation (1) that maps a tuple to a score.
Experimental Setup
In this section, we introduce the datasets and the baselines we use to compare to our proposed model. At the end of the section, we discuss the evaluation metrics and implementation details.
Datasets
We conduct experiments on a total of 5 different datasets (two containing only binary relations, and three with relations of arity 2 to 7). For the experiments on datasets with binary relations, we use two standard benchmarks for knowledge graph completion: WN18 [4] and FB15k [3] . WN18 is a subset of WORDNET [20] and FB15k is a subset of FREEBASE [2] . We use the train, validation, and test split proposed by Bordes et al. [3] .
The experiments on knowledge hypergraph completion are conducted on three datasets. The first is JF17K proposed by Wen et al. [35] ; as no validation set is proposed for JF17K, we randomly select 20% of the train set as validation. We also create two datasets FB-AUTO and M-FB15K from FREEBASE. Note first that FREEBASE is a reified dataset; that is, it is created from a knowledge base having facts with relations defined on two or more entities. To obtain a knowledge hypergraph H from FREEBASE, we perform an inverse reification process by following the steps below. Table 1 summarizes the statistics of the datasets.
(a) From FREEBASE, remove the facts that have relations defined on a single entity, or that contain numbers or enumeration as entities. (b) Convert the triples in FREEBASE that share the same entity into facts in H. For example, the triples r 0 (id123, e i ), r 1 (id123, e j ), and r 2 (id123, e k ), which were originally created by the addition of the (unique) reified entity id123, now represent fact r(e i , e j , e k ) in H.
(c) Create the FB-AUTO dataset by selecting the facts from H whose subject is 'automotive'.
(d) Create the M-FB15K dataset by following a strategy similar to that proposed by Bordes et al. [3] : select the facts in H that pertain to entities present in the Wikilinks database [27] .
(e) Split the facts in each of FB-AUTO and M-FB15K randomly into train, test, and validation sets.
Baselines
To compare our results to that of existing work, we first need to come up with some baselines for knowledge hypergraph completion. We achieve this by either extending current models on knowledge graph completion or by introducing new ones. The baselines we introduce in this work are grouped into the following three categories: (1) methods that work with binary relations and that are easily extendable to higher-arity: r-SimplE, m-DistMult, and m-CP; (2) simple (but non-trivial) extensions of current methods: m-SimplE, Shift1Left; and (3) existing methods that can handle higher-arity relations: m-TransH. Below we give some details about these proposed baselines:
r-SimplE: To test how well a model trained on reified data performs in practice, we converted higherarity relations in the train set to binary relations through reification. We then use the SimplE model (that we call r-SimplE) to train and test on this reified data. In this setting, at test time higher-arity relations are first reified to a set of binary relations; this process creates new auxiliary entities for which the model has no learned embeddings. To embed the auxiliary entities for the prediction step, we use the observation we have about them at test time. For example, a higher-arity relation r(e 1 , e 2 , e 3 ) is reified at test time by being replaced by three facts: r 1 (id123, e 1 ), r 2 (id123, e 2 ), and r 3 (id123, e 3 ). When predicting the tail entity of r 1 (id123, ?), we use the other two reified facts to learn an embedding for entity id123. Because id123 is added only to help represent the higher-arity relations as a set of binary relations, we only do tail prediction for reified relations.
m-DistMult: DistMult [38] defines a score function φ(r(e i , e j )) = (r, e i , e j ). To accommodate non-binary relations, we redefine this score function as φ(r(e i , . . . , e j )) = (r, e i , . . . , e j ).
m-CP: Canonical Polyadic (CP) decomposition [13] embeds each entity e as two vectors e (1) and e (2) , and each relation r as a single vector r. CP defines the score function φ(r(e i , e j )) = (r, e
i , e
j ). We extend CP to a variant (m-CP) that accommodates non-binary relations, and which embeds each entity e as δ different vectors e (1) , .., e (δ) , where δ = max r∈R (|r|).
m-CP computes the score of a tuple as φ(r(e i , . . . , e j )) = (r, e (1) i , ..., e
(|r|) j
).
m-SimplE: SimplE [17] embeds each entity e as two vectors e (1) and e (2) , and each relation r as two vectors r (1) and r (2) . We reformulate SimplE as embedding each e and r as vectors e and r, and defining the score as φ(r(e i , e j )) = (r, e i , shif t(e j , len(e j )/2)). Here, shif t(a, x) shifts vector a to the left by x steps and len(e) returns length of vector e. The encoding of SimplE is a special instance of the above encoding, with e = concat(e 1 , e 2 ) and r = concat(r 1 , r 2 ). The m-SimplE score function is defined as φ(r(e i , e j , . . . , e k )) = (r, e i , shif t(e j , len(e j )/δ), ..., shif t(e k , len(e k ) * (δ − 1)/δ) where δ = max r∈R (|r|).
Shift1Left: Shift1Left works similar to m-SimplE. Shift1Left shifts entity embeddings to the left and computes the score with φ(r(e i , e j , ..., e k ) = (r, e i , shif t(e j , 1), ..., shif t(e k , |r| − 1)). 
Evaluation Metrics
Given a knowledge hypergraph on τ , we evaluate various completion methods using a train and test set τ train and τ test . We use two evaluation metrics: Hit@t and Mean Reciprocal Rank (MRR). Both these measures rely on the ranking of a tuple x ∈ τ test within a set of corrupted tuples. For each tuple r(e 1 , . . . , e k ) in τ test and each entity position i in the tuple, we generate |E| − 1 corrupted tuples by replacing the entity e i with each of the entities in E \ {e i }. For example, by corrupting entity e i , we would obtain a new tuple r(e 1 , . . . , e c i , . . . , e k ) where e c i ∈ E \ {e i }. Let the set of corrupted tuples, plus r(e 1 , . . . , e k ), be denoted by θ i (r(e 1 , . . . , e k )). Let rank i (r(e 1 , . . . , e k )) be the ranking of r(e 1 , . . . , e k ) within θ i (r(e 1 , . . . , e k )) based on the score φ(x) for each x ∈ θ i (r(e 1 , . . . , e k )).
In an ideal knowledge hypergraph completion method, the rank rank i (r(e 1 , . . . , e k )) is 1 among all corrupted tuples. We compute the MRR as
|r| is the number of prediction tasks. Hit@t measures the proportion of tuples in τ test that rank among top t in their corresponding corrupted sets. We follow Bordes et al. [3] and remove all corrupted tuples that are in τ from our computation of MRR and Hit@t.
Implementation Details
We implement HypE and the baselines in PyTorch [25] . We use Adagrad [9] as the optimizer and dropout [30] to regularize our model and baselines. We tune our hyperparameters over the validation set, and fix the maximum number of epochs to 500 and batch size to 128. We set the embedding size and negative ratio to 200 and 10 respectively. We compute the MRR of models over the validation set every 50 epochs and select the epoch that results the best. The learning rate and dropout rate of all models are tuned. HypE has n, l and s as hyperparameters. We select the hyperparameters of HypE and baselines via the same grid search based on MRR on the validation. The code of the proposed model, the baselines, and the datasets will be available upon acceptance of the paper.
Experiments
In this section, we evaluate HypE on binary and non-binary facts. Our method clearly outperforms m-TransH and the proposed baselines. As ablation study, we compute the breakdown performance of the models on different arities. To assess the performance of our method on binary relations, we evaluate it on WN18 and FB15K. We test our model on WN18 and FB15K, as the methods we compare against report results on only these datasets. Table 2 shows the knowledge hypergraph completion results for the proposed baselines and HypE across three datasets. Our model outperforms the proposed baselines on JF17K, FB-AUTO, and M-FB15K by a large margin. These results represent the clear advantage of HypE when higher-arity relations are available. The results also show that reification for the r-SimplE model does not work well; this is probably because the reification process introduces auxiliary entities that appear in very few facts, based on which the model is not able to learn an appropriate embedding. Comparing Table 4 : Knowledge graph completion results on WN18 and FB15K for baselines and our model. Our model performs similar to the best baselines for knowledge graphs with binary relations.
Knowledge Hypergraph Completion Results

WN18 FB15k
Model MRR Hit@1 Hit@3 Hit@10 MRR Hit@1 Hit@3 Hit@10 CP [13] 0 the results on r-SimplE and m-SimplE we can also see that extending a model works better than reification when higher-arity relations are present.
Ablation Study on Different Arities
For each of the baselines and HypE, we break down the performance across relations with different arities. Table 3 shows Hit@10 of the models for each arity in JF17K. We observe that HypE outperforms the baselines in all arities except arity 5. Its improved performance for relations with arity more than 2 may be one reason why its performance on binary relations improves as well. Note that HypE is designed to handle relations of any arity. Table 4 shows link prediction results on WN18 and FB15K. Baseline results are taken from the original papers except that of m-TransH, which we implement it ourself. To be fair when comparing our model to the baselines, we follow the Kazemi and Poole [17] setup with the same grid search approach: we set n = 2, l = 2, and s = 2 so our models have the same number of parameters. This makes our our results directly comparable to knowledge graph completion methods, which sohw that HypE outperforms m-TransH on WN18 and FB15K. As we show in Section 4, SimplE can be formulated as a special case of HypE. This is also reflected in the results, as SimplE and HypE get comparable outcomes in the binary setting when they have the same number of parameters.
Knowledge Graph Completion Results
Conclusion and Future Work
In this paper, we represent facts as a knowledge hypergraph: a graph where labeled edges are defined on two or more nodes. We propose HypE, a knowledge hypergraph completion method that embeds entities and relations, and predicts new links in a knowledge hypergraph. We introduce baselines for completing knowledge hypergraphs by extending current methods and introducing new ones. We also introduce two datasets for evaluating knowledge hypergraph completion methods by compiling subsets of Freebase. Based on our benchmarks, HypE achieves results comparable to the baselines for knowledge graph completion (having only binary relations), and outperforms the state of the art by a large margin for knowledge hypergraphs (having relations that are defined on two or more entities).
A Appendix
Proof of Theorem 1 Theorem 1 (Expressivity) Let τ be a set of true tuples defined over entities Eand relations R, and let δ = max r∈R (|r|) be the maximum arity of the relations in R. Then there exists a HypE model with embedding vectors each of size at most max(δ|τ |, δ) that assigns 1 to the tuples in τ and 0 to tuples not in τ .
Proof:
To prove the theorem, we show an assignment of embedding values for each of the entities and relations in τ such that the scoring function of HypE is as follows:
We begin the proof by first describing the embeddings of each of the entities and relations in HypE; we then proceed to show that with such an embedding, HypE can represent any world accurately.
Let us first assume that |τ | > 0 and let f p be the pth fact in τ . We let each entity e ∈ E be represented with a vector of length δ|τ | in which the pth block of δ-bits is the one-hot representation of e in fact f p : if e appears in fact f p at position i, then the ith bit of the pth block is set to 1, and to 0 otherwise. Each relation r ∈ R is then represented as a vector of length τ whose pth bit is equal to 1 if fact f p is defined on relation r, and 0 otherwise.
HypE defines different convolutional weight filters for each entity position within a tuple. As we have at most δ possible positions, we define each convolutional filter ω i as a vector of length δ where the ith bit is set to 1 and all others to 0, for each i = 1, 2, . . . , δ. When the scoring function φ is applied to some tuple x, for each entity position i in x, convolution filter ω i is applied to the entity at position i in the tuple as a first step; the () function is then applied to the resulting vector and the relation embedding to obtain a score.
Given any tuple x, we want to show that φ(x) = 1 if x ∈ τ and 0 otherwise. First assume that x = f p is the pth fact in τ that is defined on relation r and entities where e i is the entity at position i. Convolving each e i with ω i results in a vector of length |τ | where the pth bit is equal to 1 (since both ω i and the pth block of e i have a 1 at the ith position) (See Figure 3 . Then, as a first step, function () computes the element-wise multiplication between the embedding of relation r (that has 1 at position p) and all of the convolved entity vectors (each having 1 at position p); this results in a vector of length |τ | where the pth bit is set to 1 and all other bits set to 0. Finally, (()) sums the outcome of the resulting products to give us a score of 1.
To show that φ(x) = 0 when x / ∈ τ , we prove the contrapositive, namely that if φ(x) = 1, then x must be a fact in τ . We proceed by contradiction. Assume that there exists a tuple x / ∈ τ such that φ(x) = 1. This means that at the time of computing the element-wise product in the () function, there was a position j at which all input vectors to () had a value of 1. This can happen only when (1) applying the convolution filter w j to each of the entities in x produces a vector having 1 at position j, and (2) the embedding of relation r ∈ x has 1 at position j.
The first case can happen only if all entities of x appear in the jth fact f j ∈ τ ; the second case happens only if relation r ∈ x appears in f j . But if all entities of x as well as its relation appear in fact f j , then x ∈ τ , contradicting our assumption. Therefore, if φ(x) = 1, then x must be a fact in τ .
To complete the proof, we consider the case when |τ | = 0. In this case, since there are no facts, all entities and relations are represented by zero-vectors of length δ. Then, for any tuple x, φ(x) = 0. This completes the proof.
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