In the above-mentioned paper, Henrichon and Fu present a nonparametric procedure for multivariate, multiclass pattern classification. They obtain a confidence bound on the probability of error through the theory of distribution-free tolerance regions. However, their procedure for obtaining a confidence bound on the basis of a sample from each class is not valid.
Comments on "A Nonparametric Partitioning Procedure for Pattern Classification"'
In the above-mentioned paper, Henrichon and Fu present a nonparametric procedure for multivariate, multiclass pattern classification. They obtain a confidence bound on the probability of error through the theory of distribution-free tolerance regions. However, their procedure for obtaining a confidence bound on the basis of a sample from each class is not valid.
Consider the following counterexample which is pictured in Fig. 1 . The probability density for class I is uniform over [-1, 1 ]. The probability density for class II is uniform over [-3, -2] with height q and [2, 3] with height (1 -q). Suppose one observation is taken from each class. Let the class I observation be represented by an x and the class II observation by a y.
If one applies the empirical processing algorithm2 with ni = 1, n2 =l, K=-\/2, co=l, cl=1, and C2=l, the decision regions are as shown in Fig. 1(b) 
Equations (2) and (3) are clearly inconsistent. Note that although the precise form of (3) depends on the fact that the decision boundary passes through the y, the qualitative argument is not changed as long as the decision boundary passes through a point between the x and the y for which the probability density of the class II observations is not zero. To illustrate this further, suppose that it is essentially certain that X =0, i.e., suppose that the X distribution is uniform over a very small range near zero.
Suppose class II is uniformly distributed over [-1, 0] with height q and over [0, 1 ] with height 1 -q. This configuration is shown in Fig. 2 . Suppose that here the decision boundary is drawn midway between the x and the y. Then
If q=4It
(4) We remark in passing that (3) and (4) both show that the procedure is not distribution-free since the result depends on q.
It might be argued that one is interested in the probability that class II observations subsequent to the first are misclassified into class I, i.e., E{ Pr(YGI) Y1 }. However, this expectation is also not distribution-free; in fact, for our first example, 
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expect these boundaries to be distribution-free.4 This is not to say that the boundaries may not be useful from other points of view. In our example a valid procedure for obtaining a distribution-free boundary would be to choose region I a priori as the interval (y, co), regardless on which side of the x the y observation comes. This procedure might appear to yield poor classification results if the y turns out to be positive, but its use results in an expected probability of misclassifying a new class II observation into class I:
E{Pr (Y E I)) =[iq + (1-q) + J( q)2 = 1/2. This is the result expected from the theory of distribution-free tolerance regions. Note that there is no objection to the use of ordering functions that depend on observations from one class to order the observations from the other class. Thus, another valid procedure applicable to our example is to define region I as the interval of length 21 y -x I, centered at the x. This is distribution-free, and the expected error probability is again i. 
