Key rate for calibration robust entanglement based BB84 quantum key
  distribution protocol by Gittsovich, Oleg & Moroder, Tobias
ar
X
iv
:1
30
3.
34
84
v1
  [
qu
an
t-p
h]
  1
4 M
ar 
20
13
Key rate for calibration robust entanglement based BB84 quantum key distribution
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We apply the approach of verifying entanglement, which is based on the sole knowledge of the
dimension of the underlying physical system to the entanglement based version of the BB84 quantum
key distribution protocol. We show that the familiar one-way key rate formula holds already if one
assumes the assumption that one of the parties is measuring a qubit and no further assumptions
about the measurement are needed.
PACS numbers: 03.67.Mn, 03.65.Ud, 03.67.Dd
I. INTRODUCTION
Entanglement verification is known to be a prerequi-
site sub-protocol in quantum key distribution (QKD) [1].
In physical implementations of QKD protocols, it is of-
ten hard to justify a particular theoretical assumption;
no matter how advanced our current technologies are,
one inevitably faces experimental imperfections. For ex-
ample, in the entanglement based version of the BB84
protocol [2, 3], one assumes that the parties are able to
perform projective measurements in two mutually unbi-
ased bases. This cannot be realized with an absolute
certainty in experiments. Abandoning this assumption
leads to a completely device independent version of QKD,
where the only way to prove security is to show that cor-
relations violate one of the Bell inequalities. However,
this case can appear as another extreme, where the com-
plete knowledge of the system is substituted by complete
ignorance of what the system might be.
A certain degree of trust in the underlying physical
system is, however, not so far off from the reality. The
example given is a cold atom in an ion trap. This system
can be considered as a qubit with a very high precision.
In Ref. [4], we developed an approach for entanglement
verification based on different forms of partial informa-
tion, like knowing the underlying dimension or further
measurement properties such as sharpness or orthogo-
nality; for other alternatives see Ref. [5]. In this note we
apply this method in order to derive a key formula for
the entanglement based BB84 protocol. In particular,
we show that if one registers the standard observations
(symmetric bit error and no correlations if one measures
in different bases) then one can use the same one-way key
rate formula as in the completely characterized scheme.
II. KEY RATE FORMULA
In the BB84 setting, Alice and Bob perform two dif-
ferent dichotomic ± measurements each, which give rise
to random variables (data) X, X′ and Y, Y′ at Alice’s
and Bob’s stations respectively. For the description of
a hypothetical situation, when Alice is able to perform
sharp and orthogonal measurements, i.e., standard pro-
jections in two mutually unbiased bases, we use random
variables X, X
′
. Here X results from the perfect projec-
tive measurement that gave rise to the random variable
X [4], while X
′
results from any projective measurement
performed in a mutually unbiased bases with respect to
the one that produces X. This means that X can be
achieved from X by performing a classical postprocess-
ing. The key rate using one-way classical postprocessing
from Alice to Bob is given by [6]
R→ ≥ min[I(X : Y) − I(X : E)]
≥ I(X : Y)−max I(X : E)
≥ I(X : Y)−max(1−H(X|E))
≥ I(X : Y)−maxH(X
′
|Y), (1)
where the first inequality is the data processing inequal-
ity I(X : E) ≤ I(X : E), the second readily follows from
the definition of the mutual information I and from the
bound H(X) ≤ − log |X| = 1 and the third is the en-
tropic uncertainty relation [7]. Note that at this stage
one does not need the quantum description of the mea-
surements on Bob’s side anymore.
The data which Alice and Bob record after the quan-
tum stage of the protocol can be presented in a data
matrix of the form
D =

 1 E(Y) E(Y
′)
E(X) E(XY) E(XY′)
E(X′) E(X′Y) E(X′Y′)

 , (2)
which completely characterizes the probability distribu-
tion. This matrix can be transformed to another data
matrix which contains the hypothetical random variables
X and X
′
on Alice’s side by D = R · S ·D [4], with
S =

 1 0 0x1 x2 0
x3 0 x4

 , R =

 1 0 00 1 0
0 − cot θ csc θ

 , (3)
with real parameters x2 ≥ 1 + |x1|, x4 ≥ 1 + |x3| that
characterize unsharpness of Alice’s measurements and
θ ∈ [0, pi] the relative angle between the measurements’
directions.
2Assume now that we observe the data which is common
in the BB84 protocol, i.e., symmetric bit error, no cor-
relations if one measures in different bases and uniform
marginals. This corresponds to a diagonal matrix
D =

 1 0 00 σ 0
0 0 σ

 (4)
and hence one obtains
D =

 1 0 0x1 σx2 0
x3 −σx4 cot θ σx4 csc θ

 . (5)
First of all, we note that H(X|Y) = h2(
1−σ
2
) with
h2(x) = −x log2 x − (1 − x) log2(1 − x). Second, from
D we can extract the upper bound on maxH(X
′
|Y′)
maxH(X
′
|Y′) ≤ maxh2
[
1
2
(1− E(X
′
Y
′))
]
≤ max
x4,θ
[
h2
(
1
2
(1 − σx4 csc θ)
)]
= h2
(
1− σ
2
)
, (6)
where the first inequality follows from the classical data
processing inequality, while the last equality follows from
the minimization with constraints x4 ≥ 1, sin θ ∈ [0, 1].
By noting that Q = (1−σ)/2 corresponds to quantum bit
error rate after parameter estimation and plugging Eq.
(6) into Eq. (1), we arrive at the same key rate formula
as in Ref. [3]:
R→ ≥ 1− 2h2 (Q) . (7)
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