Abstract In this paper, we use a new decomposition technique to suggest and consider some new iterative methods for solving system of linear equations. We prove that these iterative methods are similar to the iterative methods derived by using homotopy perturbation method and Adomian decomposition method. We consider the elliptic partial differential equation along with other several numerical examples to illustrate the efficiency and performance of our results. Our results can be viewed as an improvement and extensions of the previously known results.
Introduction
In recent years, several methods and techniques have been developed to solve system of linear equations. Liu (2011) , Keramati (2009) , Noor (2010) and Noor et al. (2013a) have used homotopy perturbation method to derive iterative methods for solving linear (nonlinear) equations. Noor et al. (2013b) have used Adomian decomposition method to develop iterative methods for system of linear equations. Babolian et al. (2004) have used Adomian decomposition method to derive an iterative method similar to the Jacobi iterative method for solving system of linear equations. Allahviranloo (2005) used Adomian decomposition method for fuzzy system of linear equations. There are many publication in the field of analytical surveys using homotopy perturbation methods and other techniques, see, for example, Ganji (2006 Ganji ( , 2012 , Ganji and Sadighi (2006) , , 2011 , 2012 . In the implementation of the Adomian (1989 Adomian ( , 1994 decomposition method, one has to calculate the derivatives of the so-called Adomian polynomials, which is itself a difficult problem. To overcome this drawback, we use a different type of decomposition which is essentially due to Daftardar-Gejji and Jafari (2006) , to develop the iterative methods for solving the system of linear equations. Noor (2006 Noor ( ,2007 , Noor and Noor (2006a,b) , Noor et al. (2006c) and Noor et al. (2010a,b) have used the same decomposition technique for solving nonlinear equations. This decomposition method does not involve the high-order differentials of the function and is very simple as compared with Adomian decomposition technique. In this paper, we use this new decomposition method to develop iterative methods for solving system of linear equations. We show that our results obtained by using new decomposition technique are the same as derived by Liu (2011) and Noor et al. (2013b) by using the homotopy perturbation method and Adomian decomposition method, respectively. This is the main motivation of this paper. By using new iterative methods we solve the elliptic partial differential equation and it is well known that the elliptic partial differential equations have applications in almost all areas of mathematics and frequent applications in engineering and physics. We also give several numerical examples to demonstrate the efficiency and performance of our results.
Iterative methods
Consider the system of linear equations
where
It is well-known that systems of linear Eq. (2.1) arise in studies in many areas such as engineering, industrial science and so on. For example, in digital image and signal processing, especially in compressed sensing, biomedical engineering, systems and control science, machine learning and so on. For the formulation and applications of the system of linear Eq. (2.1), see Burden and Faires (2001) and the references therein. We decompose the system of linear Eq. (2.1) in such way, which is useful in developing the iterative methods. For an auxiliary parameter ⁄ " 0, any splitting matrix Q and an auxiliary matrix H, we can decompose the system of linear Eq. (2.1) as follows:
Let W 0 be the initial approximation of X, then, Eq. (2.2) can be written as: 
Here we use a new decomposition technique, which is mainly due to Daftardar-Gejji and Jafari (2006) , to construct a family of iterative methods. In this technique, the decomposition of the operator M(X) is quite different than that of Adomian (1989 Adomian ( , 1994 decomposition. See also He (1999) , Babolian et al. (2004) and Yusufoglu (2009) for other techniques.
The main idea of this technique is to look for a solution of Eq. (2.4) having the series form
The operator M is decomposed (Daftardar-Gejji and Jafari (2006)) as
Combining (2.4), (2.8), and (2.9), we have
ð2:10Þ
By using (2.5) and (2.10), we have
ð2:11Þ
Thus, we have the following iterative scheme:
. . .
ð2:12Þ
From (2.7) and (2.12), we have
ð2:13Þ
From (2.13), we get
Taking initial approximation W 0 = ⁄Hb, we have
Thus, from (2.8) and (2.15), we have the series solution
Formula (2.16) gives exactly the same series solution obtained by using homotopy perturbation technique in Liu (2011) and Adomian decomposition method Noor et al. (2013b) . However, our technique of the derivation of the series solution is quite easy and natural one. This technique does not involve the computation of the Adomian polynomials, which is itself a difficult problem. For the convergence analysis of series (2.16), see Liu (2011) . The series (2.16) converges if and only if q(IÀ⁄Q À1 HA) < 1, see Liu (2011) . The auxiliary parameter ⁄ " 0, and the auxiliary matrix H are chosen properly so that the series (2.16) converges.
Using (2.16), we suggest the following iterative scheme:
H)b, compute the approximate solution X (k) by the following iterative scheme:
We now discuss some special cases, which can be obtained from our new Algorithm 2.1.I. If Q = D, where
. . . 0 0 Á Á Á 0 a n;n 2 6 6 6 6 6 4 3 7 7 7 7 7 5 ; then, Algorithm 2.1 reduces to the following method:
H)b, compute the approximate solution X (k) by the following iterative scheme: 
Numerical examples
In this section, we consider the elliptic partial differential equation and some other numerical examples to illustrate the efficiency of the newly developed methods in this paper. We compare the Jacobi method (JC) and Gauss-Seidel method (GS) (Burden and Faires (2001) We consider the following examples to illustrate the implementation of the iterative methods. . . . More precisely the above system of linear equations is given by
The numerical results for the above system of linear equations are presented in Table 3 .2. Table 3 .2 shows that the spectral radius q for Algorithm 2.3 is 0.06 at ⁄ = 1.06 which is less than the spectral radius q of all other methods presented in the Table 3.2. And hence Algorithm 2.3 is more efficient as compared to all other methods. The optimal value of ⁄ for Algorithm 2.3 is 1.06 and for Algorithm 2.2 is 1. Fig. 3 .2 shows the residual fall of different method for this problem. The numerical results for this problem are presented in Table 3 .3. Residual fall of different method for this problem 
is also shown in Fig. 3 .3. It is clear from Table 3 .3 and Fig. 3 .3 that Algorithm 2.3 is much efficient at optimal value ⁄ = 1.26.
Example 3.4. Consider the following elliptic partial differential equation
; 1 6 x 6 2; 1 6 y 6 2; ð3:1Þ with uðx; 1Þ ¼ xlnx; uðx; 2Þ ¼ xlnð4x 2 Þ; 1 6 x 6 2; uð1; yÞ ¼ ylny; uð2; yÞ ¼ 2ylnð2yÞ; 1 6 y 6 2:
Consider the following partition of the intervals:
For each mesh point in the interior of the grid, (x i , y j ), for each i = 1,2,Á Á Á,nÀ1 and j = 1,2,Á Á Á,mÀ1, we use the Taylor series in the variable x about x i to generate the centered-difference formula:
We also use the Taylor series in the variable y about y j to generate the centered-difference formula Figure 3 .4 Residual fall for Example 3.4.
ð3:4Þ
The linear system involving the unknowns w i,j is expressed for matrix calculations more efficiently if a re-labeling of the interior mesh points is introduced, as under:
where l = i + (mÀ1Àj) (nÀ1), for each i = 1,2,Á Á Á,nÀ1 and j = 1,2,Á Á Á,mÀ1.
In particular, we use n = m = 10 and obtain the following system of linear equations AX = b, where the entries of A are j ¼ i þ 9 and i ¼ 1; 2; ÁÁÁ; 72; j ¼ i À 9 and i ¼ 10; 11; ÁÁÁ;81; and The numerical results for above system of linear equations are presented in Table 3 .4 and the Fig. 3 .4 shows the residual fall of different method for this problem. It is clear from the Table 3 .4 and Fig. 3 .4 that Algorithm 2.3 provides results in very small number of iterations as compared to the other methods.
Conclusions
In this paper, we have used a new decomposition technique to derive iterative methods for solving system of linear equations. Our method of derivation of the iterative methods is very simple as compared with the Adomian decomposition technique and homotopy perturbation method. This new technique does not involve the differentiation and easy to implement. From the Tables 3.1-3.4 and Figs. 3.1-3 .4, it is clear that the new iterative methods obtained in this paper perform much better than the previously known methods. The technique and ideas of this paper may be extended for solving the system of nonlinear equations, see, for example, Noor et al. (2010a,b) .
