Abstract. Volumetric-modulated arc therapy (VMAT) treatment planning is an 10 efficient treatment technique with a high degree of flexibility in terms of dose rate, 11 gantry speed, and aperture shapes during rotation around the patient. However, the 12 dynamic nature of VMAT results in a large-scale nonconvex optimization problem.
t h , to simplify the model.
147
The absorbed dose is estimated by the product of dose intensity and time, which 148 makes the model nonlinear. To avoid this nonlinearity, we replace ρ h t h by a new variable 149 called the fluence rate, γ h . We assume that the dose absorbed by a given voxel can be 150 determined by summing the dose from each of the beamlets comprising the aperture.
151
Thus, the dose received at voxel j, z j , is calculated as z j = h∈H D j (A h ) γ h , where 152 D j (A h ) denotes the total dose received by voxel j of aperture h, A h . We measure the 23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 same structure or be independent. We adjust these parameters in Section 2.2 to obtain 160 clinically acceptable treatment plans. sub-problems are then solved repeatedly until no improving column is available:
165
• RMP: Given a set of columns (K ⊆ K), we select the best subset that covers all the 166 sectors, optimizing the intensities, gantry speed, and dose distribution.
167
• SP: Given the extra voxel information from the RMP and the effects of the beamlets 168 on the dose distribution, we generate promising columns and add them to the RMP 169 to improve its objective function.
170
Restricted master model: In the RMP, we determine the best combination of columns
171
around the patient and optimize the corresponding fluence rates. We define the binary based on y k . The formulation of the restricted master problem is described in Appendix
176
Appendix A.
177
Although the fluence rate is fixed for the sectors in a given column, it can change 178 between columns. Moreover, the gantry speed can change between sectors. To make CG 179 more efficient in this phase, we use the voxel aggregation algorithm of Mahnam et al.
180
(2017) to cluster similar voxels and decrease the number of constraints.
181
After selecting the final apertures at the end of CG, we use a post-optimization increase of one unit of intensity:
188
where f is the gradient of the objective function f . We then use a graph approach 
194
The network takes into account the MLC constraints by eliminating infeasible graph 195 nodes and edges. These constraints avoid collisions of leaves with ∆ min > 0 and also
196
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To implement this general model in the course of column generation algorithm,
222
we first find the treatment plan subject to the delivery constraints at each iteration.
223
We then evaluate its DVH criteria, v, and update the weight vector w based on the 224 formulation. This process continues until we find an acceptable DVH or the stopping 225 criteria are satisfied. The details of the algorithm are provided in subsequent sections.
226
In the structure-based weight vector, all voxels in a structure have the same 
Similarly, we can compute the total underdose of structure s, δA each voxel j we modify the weight at iteration k + 1 as follows:
where V ( π(d 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 The difference between the actual and desired DVH criteria, especially in the final 260 iterations of the algorithm, is usually insignificant. For example, V 30 = 80.01% while 261 the desired volume is 80%. In these cases, the weight of just few voxels will be modified 262 during the weight adjustment, and the unsatisfied DVH goal will not be improved.
263
Thus, in addition to α, which controls the intention of the weight adjustment, we need 
Proposed strategy.
In the proposed CG, we dynamically update the weight 270 vector. To this end, we must determine (1) the adjustment approach, (2) the best 271 iteration for the adjustment, (3) a DVH evaluation heuristic, and (4) the post-272 optimization (PO). These strategies are explained in more detail below.
273
Adjustment approach: We first choose between structure-based adjustment (SA-CG)
274
and voxel-based adjustment (VA-CG), explained in Section 2.2.1. The former has a 275 smaller solution space and the latter has more flexibility.
276
Adjustment iteration: We perform the adjustment every p iterations. For small values of 277 p, the objective function will change frequently, and our method approximates a greedy 278 algorithm. On the contrary, when p is large, the weight adjustment will be less effective.
279
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Results

321
We implemented the algorithms in C++ and used IBM ILOG CPLEX 12.6.2 for the 322 mathematical models. The computational experiments were run on a 2.67 GHz Intel(R)
323
Xeon(R) E7-8837 Linux workstation. To improve the efficiency of the algorithm for the 324 subproblem, we used parallel programming techniques with a maximum of 10 threads.
325
We solved the quadratic RMP at each iteration using the CPLEX Barrier Optimizer,
326
which is based on an interior-point method.
327
To assess the effectiveness of the proposed algorithm in the prostate and head-and-
328
neck cases, we randomly generated 15 scenarios for the initial weights of the structures Then, we tested the generated scenarios on 15 strategies, where each strategy is a 333 combination of an adjustment approach (adjust. method), the frequency of the weight 334 adjustment (p ), and a DVH evaluation heuristic (DVH eval.).
335
The adjustment approach is structure-or voxel-based, and we adjust the weights The details of the strategies and the results are summarized in The cumulative number of instances with acceptable plans at the end of iterations 
351
The results indicate that the simple strategy S-P-1 finds just three clinically Number of plans S-P-2 S-P-3 S-P-4 S-P-5 S-P-6 S-P-7 S-P-8 a) Structure-based adjustment approach Number of plans S-P-9 S-P-10 S-P-11 S-P-12 S-P-13 S-P-14 S-P-15 b) Voxel-based adjustment approach 
361
To compare the trends of the structure-and voxel-based strategies during PO phase, 362 Figure 3 indicates the cumulative number of obtained acceptable plans at each iteration. 
Head-and-neck case
383
In the large and challenging head-and-neck case, the goal of the treatment plan is to cover 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Figure 4 . DVH of the prostate treatment plan for instance #1 in two strategies: S-P-1 (solid line) as simple VMAT and S-P-10 (dashed line) as the best found approach. Empty circles ( ) indicate overdosage and solid circles ( ) indicate underdosage DVH criteria. An arrow with a letter above indicates the direction of allowed curves for the specified structure. "B" is the bladder, "R" the rectum, "FM" the femoral heads; "56" indicates PTV-56 and "68" indicates PTV-68. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The arrow with a letter above indicates the direction of allowed curves for the specified structure. "B" is the brainstem, "S" the spinal cord, and "P" the parotids; "56" indicates PTV-56, "63" indicates PTV-63, and "70" indicates PTV-70.
Discussion
416
The main difficulty in VMAT optimization is the large number of potential apertures 417 and voxel-based constraints which does not allow additional DVH based constraints in 418 the model. Therefore, to integrate the DVH criteria in the column generation technique,
419
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• To the best of our knowledge, most studies and software take into account DVH 477 criteria as constraints in the mathematical model which makes the model non-linear 478 or large and consequently more costly to solve.
479
• The DVH based models are mostly considered only in FMO while the current work 480 is on VMAT and such an approach could be effective because of the large scale of 481 the VMAT problem.
482
• The proposed algorithms integrating DVH constraints and direct aperture for VMAT.
485
• In this paper, we incorporate the sequencing and intensity optimization using 486 column generation. Thus, the deliverability of the plan is considered at the same 487 time of weight adjustment; Then, both the dosimetric-derived nonconvexity, i.e.,
488
the DVH criteria, and the hardware-derived nonconvexity, i.e., the MLC apertures,
489
are taken into account, simultaneously.
490
• Less trial-and-error in the search for clinically acceptable plans increase the 491 efficiency of the software and also the center. 
Conclusion
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