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On the well-posedness of solutions with finite energy for
nonlocal equations of porous medium type
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Dedicated to Helge Holden, who never stops inspiring us, on the occasion of
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Abstract. We study well-posedness and equivalence of different notions of solutions
with finite energy for nonlocal porous medium type equations of the form
∂tu−Aϕ(u) = 0.
These equations are possibly degenerate nonlinear diffusion equations with a general
nondecreasing continuous nonlinearity ϕ and the largest class of linear symmetric non-
local diffusion operators A considered so far. The operators are defined from a bilinear
energy form E and may be degenerate and have some x-dependence. The fractional
Laplacian, symmetric finite differences, and any generator of symmetric pure jump
Lévy processes are included. The main results are (i) an Ole˘ınik type uniqueness
result for energy solutions; (ii) an existence (and uniqueness) result for distributional
solutions with finite energy; and (iii) equivalence between the two notions of solution,
and as a consequence, new well-posedness results for both notions of solutions. We
also obtain quantitative energy and related Lp-estimates for distributional solutions.
Our uniqueness results are given for a class of functions defined from test functions by
completion in a certain topology. We study rigorously several cases where this space
coincides with standard function spaces. In particular, for operators comparable to
fractional Laplacians, we show that this space is a parabolic homogeneous fractional
Sobolev space.
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1. Introduction
In this paper we study uniqueness and existence of solutions with finite energy
of the following two related Cauchy problems of nonlocal porous medium type,
∂tu−Aλ[ϕ(u)] = 0 in QT := RN × (0, T ), (1.1)
u(x, 0) = u0(x) on R
N , (1.2)
and
∂tu− Lµ[ϕ(u)] = 0 in QT , (1.3)
u(x, 0) = u0(x) on R
N , (1.4)
where u = u(x, t) is the solution, T > 0, Aλ and Lµ are nonlocal (convection-)
diffusion operators, the nonlinearity ϕ is any continuous nondecreasing func-
tion, and u0 ∈ L1 ∩ L∞. The problems are nonlinear degenerate parabolic
and include the fractional porous medium equations [26] where Lµ = −(−∆)α2
and ϕ(u) = u|u|m−1 for α ∈ (0, 2) and m > 0. Included are also Stefan prob-
lems, filtration equations, and generalized porous medium equations, see the
introductions of [26, 24, 22] for more information.
Both problems are connected to a bilinear energy form defined as
Eλ[f, g] := 1
2
¨
RN×RN\D
(
f(y)− f(x))(g(y)− g(x))Λ(dx, dy), (1.5)
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where D := {(x, x) : x ∈ RN} is the diagonal and Λ is a nonnegative Radon
measure on RN × RN \D. The operator Aλ is the generator of Eλ defined by
Eλ[f, g] = −
ˆ
RN
fAλ[g] dx (1.6)
(see Corollary 1.3.1 in [29]), while Lµ = Aλ for the special case where Λ =
µ(x + dy)dx. In general Aλ is symmetric, x-dependent, and has no closed
expression, while Lµ is an x-independent operator with integral representation
Lµ[φ](x) =
ˆ
RN\{0}
(
φ(x+ z)− φ(x)− z ·Dφ(x)1|z|≤1
)
µ(dz), (1.7)
whereD is the gradient, 1|z|≤1 an indicator function, and µ a symmetric (even)
nonpositive Lévy measure satisfying
´ |z|2 ∧ 1µ(dz) <∞. The operator Lµ is
nonnegative and symmetric and the fractional Laplacian is an example.
A first warning is that Aλ is not a pure diffusion operator in general: Under
density and symmetry assumptions on Λ, Aλ will have an integral represen-
tation like (1.7) with x-depending µ plus an additional drift term! A second
warning is that the x-dependence in Aλ is restricted, e.g. −a(x)(−∆)α2 is not
covered! We refer to Section 2.1 for precise assumptions and to Section 2.4 for
a discussion and examples of Aλ.
The inspiration for this work were the two recent papers [24] and [22] which
contain well-posedness results for energy (or weak) solutions of (1.1)–(1.2) and
distributional (or very weak) solutions of (1.3)–(1.4) respectively. These very
general results requires different techniques and formulations. The uniqueness
argument of [22] is based on a complicated resolvent approximation procedure
of Brézis and Crandall [18], while in [24] it is based on an easier and more
direct argument by Ole˘ınik et al. [32].
The first part of this paper is devoted to Ole˘ınik type uniqueness arguments
for (1.1)–(1.2). We try to push this argument as far as possible, and in the
process we extend some of the results and arguments of [24]. E.g., we remove
absolute continuity, symmetry, and comparability assumptions. We also dis-
cuss the applicability and limitations of the method. Our uniqueness results
are given for a class of functions defined from test functions by completion
in a certain topology. We study rigorously several cases where this space co-
incides with standard function spaces. In particular, for operators (globally)
comparable to fractional Laplacians, we show that this space is a parabolic ho-
mogeneous fractional Sobolev space. In an appendix we also provide rigorous
definitions and results of these spaces, some of which we were not able to find
in the literature.
In the second part of the paper we study the equivalence between energy
and distributional formulations in the setting of (1.3)–(1.4). A main result
is a new existence result for distributional solutions with finite energy. This
existence result and the uniqueness result of [22] is then transported from
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distributional solutions to energy solutions by equivalence, while the Ole˘ınik
uniqueness results of the first part is transported in the other direction. These
result are all either new, or for the Ole˘ınik results, represent a much simpler
approach to obtaining uniqueness compared to [22]. At the end, we give several
new quantitative energy and related Lp-estimates for distributional solutions.
The type of bilinear form defined in (1.5) plays a central role in probability
theory. It is associated with a Dirichlet form and a corresponding symmetric
Markov process, see e.g. [29] for a general theory. The type of “nonlocal”
bilinear form we consider here is similar to those studied in e.g. [35, 5]. In the
linear case (ϕ(u) = u), equations (1.1) and (1.3) are (at least formally) Kol-
mogorov equations for the transition probability densities of the corresponding
Markov processes (see e.g. Section 3.5.3 in [4]).
Let us now give a brief summary of previous works on (1.1)–(1.2) and
(1.3)–(1.4). We focus first on the x-dependent equation (1.1). In the linear
case there is a large amount of literature. Some of the main trends in the more
PDE oriented community are described in the two surveys [31, 37] (along with
extensions to other types of nonlinear equations). When ϕ is nonlinear, we
are not aware of any other result than the ones presented in [24]. There the
authors consider operators Aλ where the densities of the measures are com-
parable to the density of the fractional Laplacian. Existence and uniqueness
is discussed in the first part, but the main focus of the paper is to prove
continuity/regularity and long time asymptotics for energy solutions.
There is a vast literature on special cases of (1.3)–(1.4). In the linear
fractional case ∂tu + (−△)α2 u = 0 for α ∈ (0, 2), we have well-posedness
even for measure data and solutions growing at infinity [6, 13]. If we replace
(−△)α2 by an operator L whose measure has integrable density, well-posedness
results can be found in [17]. In the case of the fractional porous medium
equation (see above), existence, uniqueness and a priori estimates are proven
for (strong) L1-energy solutions in [25, 26]. We also mention that there are
results for that equation in weighted L1-spaces [14], with logarithmic diffusion
(ϕ(u) = log(1+u)) [27], singular or ultra fast diffusions [11], weighted equations
with measure data [30], and problems on bounded domains [12, 15, 16]. There
are other ways to investigate these equations: In [10, 19, 38, 9, 40], the authors
consider a so-called porous medium equation with fractional pressure, and
in [3] they consider bounded diffusion operators that can be represented by
nonsingular integral operators on the form (1.7). Finally, we mention that
in the presence of (nonlinear) convection in (1.3)–(1.4), additional entropy
conditions are needed to have uniqueness [1, 20, 21]; a counterexample for
uniqueness of distributional solutions is given in [2].
Outline. In Section 2 we state the assumptions and present and discuss our
main results. The main uniqueness result is proven in Section 3. Properties
such as equivalence of distributional and energy solutions, existence of distri-
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butional solutions with finite energy, and energy and Lp-estimates are finally
proven in Section 4. In Appendices A, B, and C we give rigorous results on the
Sobolev spaces we use in this paper along with the proofs of characterizations
of the uniqueness function class in terms of common function spaces.
Notation. We use the same notation as in [22] except for the ones we explic-
itly mention here: The (Borel) measure µ is said to be even if µ(B) = µ(−B)
for all Borel sets B. We say that the (Borel) measure Λ(dx, dy) is symmetric
if Λ(dx, dy) = Λ(dy, dx). A kernel λ(x, dy) on RN ×B(RN \ {x}) satisfies: (i)
B 7→ λ(x,B) is a positive measure on B(RN \ {x}) for each fixed x ∈ RN ; and
(ii) x 7→ λ(x,B) is a Borel measurable function for every B ∈ B(RN \ {x}).
An operator L is symmetric on L2 if (u, Lv)L2 = (Lu, v)L2 . From the bilinear
form Eλ defined in (1.5) we define a seminorm (the energy) and a space,
|f |2Eλ := Eλ[f, f ] and Eλ(RN ) :=
{
f is measurable : |f |Eλ <∞
}
,
and the related parabolic (energy) seminorm and space,
|f |2T,Eλ :=
ˆ T
0
|f(·, t)|2Eλ dt,
L2(0, T ;Eλ(R
N )) :=
{
f : QT → R is measurable : |f |T,Eλ <∞
}
.
The Cauchy-Schwartz inequality holds in this setting (cf. Lemma 3.1):∣∣∣∣∣
ˆ T
0
Eλ[f(·, t), g(·, t)] dt
∣∣∣∣∣ ≤ |f |T,Eλ |g|T,Eλ .
2. Main results
In this section we give the assumptions, main results, and a discussion of
these. There are two sections with results. Section 2.2 contains a sequence of
uniqueness results for energy solutions of (1.1)–(1.2), while Section 2.3 con-
tains results about (1.3)–(1.4). There we prove the equivalence of energy and
distributional solutions with finite energy, the existence of the latter type of
solutions, and transport uniqueness and existence results between the two for-
mulations. The results we obtain are either new or represent a much more
efficient way to obtain such results compared to previous arguments.
2.1. Assumptions. We start by the bilinear form Eλ defined in (1.5). To
have a more practical formulation of the assumptions, we first rewrite (1.5): We
assume that Λ has as kernel λ˜ ≥ 0 with respect to dx, Λ(dx, dy) = λ˜(x, dy)dx,
change variables y → x+ z, and set λ(x, dz) := λ˜(x, x+ dz) to obtain
Eλ[f, g] = 1
2
ˆ
RN
ˆ
|z|>0
(
f(x+ z)− f(x))(g(x+ z)− g(x))λ(x, dz)dx. (2.1)
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Our assumptions on Eλ can then be formulated as follows:
(Aλ0) Λ has as kernel λ˜ ≥ 0 on RN × B(RN \ {x}),
Λ(dx, dy) = λ˜(x, dy)dx.
(Aλ1) The translated kernel λ(x, dz) := λ˜(x, x+ dz) satisfies
(i) Σλ(x) :=
´
0<|z|≤1
|z|2λ(x, dz) ∈ L1loc(RN ); and
(ii) Πλ(x) :=
´
|z|>1
λ(x, dz) ∈ L1loc(RN ).
(Aλ2) Λ is symmetric,ˆ
A
ˆ
B
Λ(dx, dy) =
ˆ
B
ˆ
A
Λ(dx, dy) for all Borel A×B ⊂ RN×RN\D.
In some results, we need to strengthen assumption (Aλ1).
(Aλ1’) Assumption (Aλ1) holds and in addition
(i) Πλ ∈ L∞(RN ); and
(ii) λ(x, dz) is locally shift-bounded: For some constant C > 0,
λ(x+h,B) ≤ Cλ(x,B) for all x, h ∈ RN , |h| ≤ 1, Borel B ⊂ B(0, 1)\{0}.
(Aλ1”) Assumption (Aλ1) holds and in addition
mµα(dz) ≤ λ(x, dz) ≤Mµα(dz) where µα(dz) = cN,αdz|z|N+α ,
for some 0 < m ≤M , α ∈ (0, 2), and every x ∈ RN .
The remaining assumptions we will use in this paper are given below.
(Aµ) µ ≥ 0 is an even Radon measure on RN \ {0} satisfyingˆ
|z|≤1
|z|2 µ(dz) +
ˆ
|z|>1
1µ(dz) <∞.
(Aϕ) ϕ : R→ R is continuous and nondecreasing.
(Au0) u0 ∈ L1(RN ) ∩ L∞(RN ).
Remark 2.1. (a) By (Aλ0) and (Aλ1), Eλ[·, ·] is well-defined on C∞c (RN ),
nonnegative and symmetric,
Eλ[f, f ] ≥ 0 and Eλ[f, g] = Eλ[g, f ] for f, g ∈ C∞c (RN ).
Moreover, by Example 1.2.4 in [29], (Eλ, C∞c (RN )) is a closable Markovian
form on L2(RN ) and its closure a regular Dirichlet form.
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(b) It is easy to check that (Aλ1”) ⇒ (Aλ1’) ⇒ (Aλ1), see also the remarks
on locally shift-bounded kernels in Section 2.4. Assumption (Aλ1”) implies
that Aλ is comparable to −(−∆)α2 , and local shift-boundedness in (Aλ1’)
is used to show that functions with finite energy can be approximated by
test functions (cf. Theorem 2.6).
(c) By (Aµ), the operator Lµ defined by (1.7) is well-defined on C2(RN ) ∩
L∞(RN ), nonpositive and symmetric. The generator of any symmetric
pure jump Lévy process is included, like e.g. the fractional Laplacian and
symmetric finite difference operators.
(d) If λ(x, dz) = µ(dz), then
(Aµ) =⇒ (Aλ0), (Aλ1’), and (Aλ2).
The first two trivially hold, while (Aλ2) holds by e.g. Lemma 6.4 in [22].
(e) Without loss of generality we can assume ϕ(0) = 0 (by adding a constant).
2.2. Uniqueness results for energy solutions. In this section we give
several uniqueness results for energy (or weak) solutions of (1.1)–(1.2). These
results follow from an extension of the Ole˘ınik argument.
Definition 2.2 (Energy solutions). A function u ∈ L1loc(QT ) is an energy
solution of (1.1)–(1.2) if
(i) ϕ(u) ∈ L2(0, T ;Eλ(RN )); and
(ii) for all ψ ∈ C∞c (RN × [0, T )),
ˆ T
0
(ˆ
RN
u∂tψ dx− Eλ[ϕ(u), ψ]
)
dt+
ˆ
RN
u0(x)ψ(x, 0) dx = 0.
Remark 2.3. (a) The integrals in (ii) are well-defined by (Aλ0), (Aλ1’), (Au0),
and the regularity of u and ϕ(u). From (ii) it follows that the initial con-
dition u0 is assumed in the distributional sense (u0 is a weak initial trace):
ess lim
t→0+
ˆ
RN
u(x, t)ψ(x, t)dx =
ˆ
RN
u0(x)ψ(x, 0)dx ∀ψ ∈ C∞c (RN×[0, T )).
(b) By the support of the test functions, we could take L2loc([0, T );Eλ(R
N )) in (i).
To state the uniqueness results, we will introduce spaces in which the
Ole˘ınik argument works. A particular requirement is that test functions are
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dense in these spaces w.r.t. to the weakest convergence that can be used in
the proof. This is encoded in the following space:
X :=
{
f ∈ L∞(QT ) ∩ L2(0, T ;Eλ(RN )) :
there exists {ψn}n∈N ⊂ C∞c (RN × [0, T )) such that
|ψn − f |T,Eλ → 0 as n→∞, and¨
QT
ψnφ dxdt→
¨
QT
fφ dxdt for all φ ∈ L1(QT ) as n→∞
}
.
Below we show that limits can be avoided to get more useful characterizations
of such spaces if we (i) go to subspaces, e.g.
X ∩ L2(QT ) = L2(QT ) ∩ L∞(QT ) ∩ L2(0, T ;Eλ(RN )); (2.2)
or (ii) restrict the operator by assuming (Aλ1”) which implies
X = L∞(QT ) ∩ L2(0, T ;Eµα(RN )). (2.3)
We refer to Theorem 2.6 below for precise statements.
Our most general uniqueness result applies to energy solutions in the fol-
lowing class of functions:
U C :=
{
u ∈ L1(QT ) ∩ L∞(QT ) : ϕ(u) ∈ X
}
.
Theorem 2.4 (Uniqueness 1). Assume (Aϕ), (Aλ0), (Aλ1), and (Au0). Then
there is at most one energy solution u of (1.1)–(1.2) in U C .
A proof can be found in Section 3.
Remark 2.5. A similar but less general uniqueness result is given by Theorem
1.1 in [24]. They assume that λ(x, dz) is absolutely continuous with a density
comparable to the Lévy measure of the α-stable process, and hence Aλ is com-
parable to −(−∆)α2 . In this case (Aλ1’) is satisfied in view of the discussion
in Section 2.4.
Note that in general the uniqueness class U C is smaller than the natural
existence class
E C :=
{
u ∈ L1(QT ) ∩ L∞(QT ) : ϕ(u) ∈ L2(0, T ;Eλ(RN ))
}
.
This is an intrinsic problem with the Ole˘ınik argument when it is extended
to such general settings as we consider here, and it is also observed in [24].
However, the two classes may coincide under additional assumptions, e.g. if
ϕ(u) also belongs to L2 ∩ L∞ or if Aλ is comparable to −(−∆)α2 . This is a
consequence of the following result.
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Theorem 2.6. Assume (Aλ0) and (Aλ2).
(a) If (Aλ1’) holds, then (2.2) holds.
(b) If (Aλ1”) holds, then (2.3) holds.
The proofs are given in Appendices A and C respectively. See also Sec-
tion 2.4 for a possible alternative based on recurrence. By Theorem 2.4 and
Theorem 2.6, we now have:
Corollary 2.7 (Uniqueness 2). Assume (Aλ0), (Aλ2), (Aϕ), and (Au0) hold.
(a) If (Aλ1’) holds, then there is at most one energy solution u of (1.1)–(1.2)
such that u ∈ E C and ϕ(u) ∈ L2(QT ).
(b) If (Aλ1”) holds, then there is at most one energy solution u of (1.1)–(1.2)
such that u ∈ E C .
Remark 2.8. When the operator Aλ is comparable to the fractional Laplacian
−(−∆)α2 for α ∈ (0, 2) (i.e. (Aλ1”) holds), the uniqueness and existence
classes coincide, and if N > α they satisfy
U C = E C =
{
u ∈ L1(QT ) ∩ L∞(QT ) : ϕ(u) ∈ L2(0, T ; H˙ α2 (RN ))
}
. (2.4)
The latter space is often used in the porous medium setting [43, 26], see also
[24]. See Appendix B for rigorous definitions and properties of the homoge-
neous fractional Sobolev spaces H˙
α
2 (RN ) and L2(0, T ; H˙
α
2 (RN )), some of these
we were not able to find in the literature.
Note that if (Aϕ) holds and u ∈ L∞(QT ), then ϕ(u) ∈ L∞(QT ). Now let
β ∈ (0, 1] and assume ϕ is locally β-Hölder continuous at 0:
sup
|s|<R
|ϕ(s)− ϕ(0)|
|s|β <∞ for all R > 0. (2.5)
Then, since ϕ(0) = 0 and u ∈ L∞(QT ),
u ∈ L2β(QT ) =⇒ ϕ(u) ∈ L2(QT ).
By interpolation, functions u ∈ L1 ∩ L∞ belongs to L2β for β ∈ [12 , 1]. This
leads us to our next result:
Corollary 2.9 (Uniqueness 3). Assume (Aϕ), (Aλ0), (Aλ1’), (Aλ2), and (Au0)
hold. If in addition (2.5) holds for some β ∈ [12 , 1], then there is at most one
energy solution u of (1.1)–(1.2) such that u ∈ E C .
Now we specialize to the case λ(x, dz) = µ(dz) and Aλ = Lµ. Equation
(1.1) then becomes equation (1.3). From all the above uniqueness results and
Remark 2.1 (d) we obtain the following uniqueness results for (1.3)–(1.4).
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Corollary 2.10 (Uniqueness 4). Assume (Aϕ), (Aµ), and (Au0) hold.
(a) There is at most one energy solution u of (1.3)–(1.4) in U C .
(b) There is at most one energy solution u of (1.3)–(1.4) such that u ∈ E C
and ϕ(u) ∈ L2(QT ).
(c) If in addition (2.5) holds for some β ∈ [12 , 1], then there is at most one
energy solution u of (1.3)–(1.4) such that u ∈ E C .
2.3. Equivalence with distributional solutions and consequences. In
this section we study the connection between distributional (or very weak)
solutions and energy (or weak) solutions. We focus on the simpler case where
Aλ = Lµ, and hence the measure λ(x, dz) = µ(dz) is independent of x. In
other words, we consider the Cauchy problem (1.3)–(1.4). In general, Aλ will
have an additional drift/convection term compared to Lµ, see Section 2.4. This
gives rise to a nonlinear convection term in the equation and the possibility
that solutions develop shocks (cf. e.g. [20] and references therein). Whether
this happens or not here is not known and another reason to avoid this case
now.
We state an equivalence result for the two solution concepts, existence
and uniqueness results for distributional solutions with finite energy, and then
transport these results from distributional solutions to energy solutions. The
uniqueness results of the previous section are transported in the opposite di-
rection, and the different uniqueness results are then compared. We also give
quantitative energy and related Lp-estimates for distributional solutions.
Definition 2.11 (Distributional solutions). A function u ∈ L1loc(QT ) is a
distributional solution of (1.3)–(1.4) if
¨
QT
(
u∂tψ+ϕ(u)Lµ[ψ]
)
dxdt+
ˆ
RN
u0(x)ψ(x, 0) dx = 0 ∀ψ ∈ C∞c (RN×[0, T )).
The integral is well-defined under the assumptions (Aϕ), (Aµ), and (Au0)
if also ϕ(u) ∈ L∞ (which is the case when u ∈ L∞). This weaker notion of
solutions does not require finite energy, but when the energy is finite, the two
notions of solutions will be equivalent.
Theorem 2.12 (Equivalent notions of solutions). Assume (Aϕ), (Aµ),
u0 ∈ L∞(RN ), and u ∈ L∞(QT ). Then the following statements are equiva-
lent:
(a) u is an energy solution of (1.3)–(1.4).
(b) u is a distributional solution of (1.3)–(1.4) such that
ϕ(u) ∈ L2(0, T ;Eµ(RN )).
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We prove this result in Section 4.1. In the setting of this paper, it turns
out that there always exists distributional solutions with finite energy.
Theorem 2.13 (Existence 1). Assume (Aϕ), (Aµ), and (Au0). Then there
exists a distributional solution u of (1.3)–(1.4) satisfying
(i) u ∈ L1(QT ) ∩ L∞(QT ) ∩C([0, T ];L1loc(RN )); and
(ii) ϕ(u) ∈ L2(0, T ;Eµ(RN )).
This is one of the main results of this paper and will be proven at the
end of Section 4.2. For such solutions we have a new uniqueness result by
equivalence, Theorem 2.12, and the uniqueness result for energy solutions in
Corollary 2.10.
Corollary 2.14 (Uniqueness 5). Assume (Aϕ), (Aµ), and (Au0) hold.
(a) There is at most one distributional solution u of (1.3)–(1.4) in U C .
(b) There is at most one distributional solution u of (1.3)–(1.4) such that
u ∈ E C and ϕ(u) ∈ L2(QT ).
(c) If in addition (2.5) holds for some β ∈ [12 , 1], then there is at most one
distributional solution u of (1.3)–(1.4) such that u ∈ E C .
Note that we have uniqueness in a smaller class than we have existence
for by Theorem 2.13. This uniqueness result should also be compared to our
recent general uniqueness result from [22].
Theorem 2.15 (Uniqueness 6, Theorem 2.8 in [22]). Assume (Aϕ), (Aµ),
and (Au0). Then there is at most one distributional solution u of (1.3)–(1.4)
satisfying
u ∈ L1(QT ) ∩ L∞(QT ) ∩ C([0, T ];L1loc(RN )).
In particular, any solution from Theorem 2.13 is unique. This result is more
general than Corollary 2.14, but the proof is also more complicated. When
Corollary 2.14 applies, a greatly simplified uniqueness argument is available
(as we have seen).
In view of the equivalence in Theorem 2.12, we can also transport results in
the other direction: from distributional solutions to energy solutions. First we
obtain a new existence result as an immediate consequence of Theorem 2.13.
Corollary 2.16 (Existence 2). Assume (Aϕ), (Aµ), and (Au0). Then there
exists an energy solution u of (1.3)–(1.4) satisfying
u ∈ L1(QT ) ∩ L∞(QT ) ∩ C([0, T ];L1loc(RN )).
In the case of x-independent operators, this existence result is much more
general than the result given in Theorem 1.1 in [24]. Uniqueness results for
energy solutions of (1.3)–(1.4) are given in Corollary 2.10. These results hold
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for a smaller class of functions than the above existence results. However, a
(more) general uniqueness result can be obtained from the result for distribu-
tional solutions in Theorem 2.15 and equivalence.
Corollary 2.17 (Uniqueness 6). Assume (Aϕ), (Aµ), and (Au0). Then there
is at most one energy solution u of (1.3)–(1.4) satisfying
u ∈ L1(QT ) ∩ L∞(QT ) ∩ C([0, T ];L1loc(RN )).
The proof is immediate. The solutions of Corollary 2.16 are therefore
unique, and this result is stronger than the Ole˘ınik type result Corollary 2.10.
In view of the well-posedness of both energy and distributional solutions and
the equivalence between the two notions of solutions, we now have a full equiv-
alence result under assumptions (Aϕ), (Aµ), and (Au0).
Corollary 2.18 (Equivalent notions of solutions 2). Assume (Aϕ), (Aµ),
(Au0), and u ∈ L1(QT ) ∩ L∞(QT ) ∩ C([0, T ];L1loc(RN )). Then u is an en-
ergy solution of (1.3)–(1.4) if and only if it is a distributional solution.
We end this section by new quantitative energy and related Lp-estimates for
the unique distributional solution u provided by Theorems 2.13 and 2.15. This
type of estimates are widely used for different local and nonlocal equations of
porous medium type, see the discussion in Section 2.4. All proofs are given in
Section 4.2. Now, define Φ : R→ R by Φ(w) = ´ w
0
ϕ(ξ)dξ. Then we have:
Theorem 2.19 (Energy inequality). Assume (Aϕ), (Aµ), and (Au0). Then
the distributional solution u of (1.3)–(1.4) satisfies
ˆ
RN
Φ(u(x, τ))dx+ |ϕ(u)|2τ,Eµ ≤
ˆ
RN
Φ(u0)dx for τ ∈ (0, T ].
Since Φ ≥ 0, we immediately have a quantitative bound on the energy.
Corollary 2.20. Assume (Aϕ), (Aµ), and (Au0). Then the distributional
solution u of (1.3)–(1.4) satisfies
|ϕ(u)|2T,Eµ ≤ ‖ϕ(u0)‖L∞(RN )‖u0‖L1(RN ) <∞.
There is also a second type of energy inequality that implies Lp-bounds.
Theorem 2.21 (Lp-bounds). Assume (Aϕ), (Aµ), and (Au0). Then the dis-
tributional solution u of (1.3)–(1.4) satisfies, for 0 < τ ≤ T ,
ˆ
RN
|u(x, τ)|pdx ≤
ˆ
RN
|u0(x)|pdx for all p ∈ [1,∞),
and in the case p =∞,
‖u(·, τ)‖L∞(RN ) ≤ ‖u0‖L∞(RN ).
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2.4. Remarks.
Locally shift-bounded kernels. Let µ(dz) be a nonnegative locally finite
Borel measure on RN \ {0} and j(x, z) a measurable function satisfying
0 < m ≤ j(x, z) ≤M <∞.
Then the kernel
λ(x, dz) = j(x, z)µ(dz)
is not only locally, but also globally, shift-bounded in the sense that for all
x, h ∈ RN and Borel B ⊂ RN \ {0},
λ(x+ h,B)
λ(x,B)
≤ M
m
.
Examples of µ are Lévy measures of Lévy processes, e.g. µ(dz) =
cN,α
|z|N+αdz for
the α-stable process (α ∈ (0, 2)) with the fractional Laplacian as generator.
The latter case corresponds exactly to assumption (Aλ1”).
Recurrence and alternative characterization of X. In Theorem 2.6 (a)
approximation by test functions is obtained by an additional assumption on
the function class. Alternatively, as in part (b), we can keep the original func-
tion class, but restrict the bilinear form Eλ (and hence the generator Aλ). In
the elliptic setting such results are given in Theorem 3.2 in [36] under the as-
sumptions that (Aλ0), (Aλ1’) and (Aλ2) hold and the closure of (Eλ, C∞c (RN ))
is recurrent. A condition ensuring recurrence for symmetric Lévy processes is
given in Section 37 in [34]. E.g. the fractional Laplacian−(−∆)α2 for α ∈ (0, 2)
is recurrent if N ≤ α – which is a rather restrictive assumption! Similar results
are true in our parabolic setting. Assuming recurrence, or rather, assuming
existence of the sequence of cut-off functions mentioned in Lemma 3.1 in [36],
we get
X = L∞(QT ) ∩ L2(0, T ;Eλ(RN )).
The proof is an easy modification of the proof of Theorem 3.2 in [36] if we
assume (Aλ0), (Aλ1’), and (Aλ2) hold (as in Theorem 2.6 (a)) and, in ad-
dition,
˜ |x − y|2Λ(dx, dy) < ∞. Note that the latter condition implies´ T
0
Eλ[φn, φn]dt→ 0 for any φn ∈ C1c (QT ) such that φn → 1 a.e. and ‖Dφn‖L∞ →
0. However, this extra condition excludes all Lévy processes and all x-independent
generators.
Integral representations of the operators Aλ. In general the operator
Aλ is abstractly defined from Eλ by formula (1.6). However explicit inte-
gral representation formulas exist under additional assumptions on the kernel
λ(x, dz) (cf. (2.1)). We follow [35] and assume (Aλ0) and (Aλ1) hold and
λ(x, dz) = λ˜(x, x+ dz) = j(x, x+ z)dz,
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where j ≥ 0 is a symmetric measurable function on RN × RN \ {x} such that
ˆ
|z|≤1
|z|∣∣j(x, x+ z)− j(x, x− z)∣∣dz <∞.
Symmetric here means that j(x, y) = j(y, x). Note that now Λ(dx, dy) =
j(x, y) dxdy in (1.5). By Theorem 2.2 in [35], it then follows that
Aλ[φ](x) :=
ˆ
|z|>0
(
φ(x+ z)− φ(x)− z ·Dφ(x)1|z|≤1
)
j(x, x+ z)dz
+
1
2
ˆ
|z|>0
z1|z|≤1
(
j(x, x+ z)− j(x, x− z))dz ·Dφ(x)
for φ ∈ C2c (RN ). Compare with (1.7) and note that the second integral is like
a drift term that vanishes if j(x, x+ z) = j(x, x− z). Under slightly stronger
assumptions, this Aλ coincides on C2c (R
N ) with the generator of the closure
of (Eλ, C∞c (RN )) in L2(RN ) – see Proposition 2.5 in [35].
Let us simplify and assume that
j(x, y) = j1(x, y)µ(x− y)
for j1 symmetric, j1(x, x+ z) = j1(x, x− z), and µ even. This j is symmetric
and j(x, x+ z) = j(x, x− z). Taking j1(x, y) = a(x)+ a(y) and µ(z) = cN,α|z|N+α ,
the Lévy density of the fractional Laplacian, we get an x-depending fractional
Laplace like operator:
Aλ1 [φ](x) =− a(x)(−∆)
α
2 φ(x)
+
ˆ
|z|>0
(
φ(x+ z)− φ(x)− z ·Dφ(x)1|z|≤1
)
a(x+ z)
cN,α
|z|N+αdz.
From this example we also learn that our class of operators does not include
the simplest and most natural x-depending fractional Laplace operator,
−a(x)(−∆)α2 φ(x),
since it only satisfies the symmetry assumption on j (or (Aλ2)) if a is constant!
On Lp-estimates. If ϕ(u) = u|u|m−1 and Lµ = −(−∆)σ2 , then by [26] the
estimate corresponding to Theorem 2.21 takes the form
ˆ
RN
|u(x, τ)|pdx+
ˆ τ
0
ˆ
RN
∣∣∣(−∆)σ4 |u| p+m−12 ∣∣∣2 dxdt ≤ ˆ
RN
|u0(x)|pdx. (2.6)
Note the additional energy term. A closer look at our proof, see Corollary 4.12
and the proof of Theorem 2.21, reveals that we could also have an Lp-estimate
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with some energy. However, this energy is only a limit and hard to characterize
under our weak assumptions.
Such Lp type decay estimates are an essential tool for nonlinear diffusion
equations of porous medium type. They imply that |u| p+m−12 belongs to some
Sobolev space. This estimate and the Nash-Gagliardo-Nirenberg inequality
can be used in a Moser iteration argument to obtain an L1 − L∞ smoothing
effect and then existence of energy solutions with initial data merely in L1
[42, 43, 26, 27, 24]. The other main application of the Lp-energy estimates is
as key steps in Sobolev or Simon type compactness arguments. Such arguments
are used in [42, 10, 9, 38, 39, 40] to prove existence of energy solutions through
the resolution of a sequence of smooth approximate problems and passing to
the limit in view of compactness.
3. Proof of uniqueness for energy solutions
In this section we prove Theorem 2.4. We start by some preliminary results.
Lemma 3.1 (Cauchy-Schwartz). Assume (Aλ1). If f, g ∈ L2(0, T ;Eλ(RN )),
then ∣∣∣∣∣
ˆ T
0
Eλ[f(·, t), g(·, t)] dt
∣∣∣∣∣ ≤ |f |T,Eλ |g|T,Eλ .
The proof is as for the classical Cauchy-Schwartz and we omit it.
Lemma 3.2. Assume (Aλ1). If f ∈ L2(0, T ;Eλ(RN )) and g(x, t) =
´ T
t
f(x, s)ds,
then |g|2T,Eλ ≤ T
2
2 |f |2T,Eλ .
Proof. By Jensen’s inequality and Tonelli’s lemma,
|g|2T,Eλ ≤
ˆ T
0
1
2
¨
(T − t)
ˆ T
t
|f(x+ z, s)− f(x, s)|2 dsλ(x, dz)dxdt
=
ˆ T
0
(T − t)
(ˆ T
t
|f(·, s)|2Eλds
)
dt,
and the result follows.
Since an energy solution has some regularity, the weak formulation of the
equation will hold also with less regular test functions. We will now formulate
such a type of result in the relevant setting for the Ole˘ınik argument.
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Lemma 3.3. Let u be an energy solution of (1.1)–(1.2). If u ∈ L1(QT ),
u0 ∈ L1(RN ), and ϕ(u) ∈ L2(0, T ;Eλ(RN )), then for any φ ∈ X,
ˆ T
0
(
−
ˆ
RN
uφ dx− Eλ
[
ϕ(u),
ˆ T
t
φ(·, s)ds
])
dt
+
ˆ
RN
u0(x)
(ˆ T
0
φ(x, s) ds
)
dx = 0.
In other words, we may take ψ(x, t) =
´ T
t
φ(x, s) ds in Definition 2.2 for
φ ∈ X. Note that the integrals are well-defined: see Lemma 3.2. From the
proof below it follows that the choice of space X is (close to) optimal.
Proof. From the definition of X there is C∞c (R
N × [0, T )) ∋ φn → φ ∈ X for
the convergence in X as n→∞. Let
ψ(x, t) :=
ˆ T
t
φ(x, s) ds and ψn(x, t) :=
ˆ T
t
φn(x, s) ds.
Observe that ψn ∈ C∞c (RN× [0, T )) since φn is. By Cauchy-Schwartz’ inequal-
ity, Lemma 3.2, and the convergence in X, we see that
ˆ T
0
Eλ
[
ϕ(u), (ψn − ψ)
]
dt ≤ |ϕ(u)|T,Eλ
T 2
2
|φn − φ|T,Eλ → 0 as n→∞.
Since u ∈ L1(QT ) and φn converges in X, we also have¨
QT
u(∂tψn − ∂tψ) dxdt = −
¨
QT
u(φn − φ) dxdt→ 0 as n→∞.
In a similar way,
´
RN
u0(x)(ψn−ψ)(x, 0) dx→ 0. The result now follows from
taking ψ = ψn in the definition of energy solutions (Definition 2.2), and using
the above estimates to pass to the limit.
Remark 3.4. A closer inspection of the proof reveals that strong | · |T,Eλ
convergence cannot be replaced by the corresponding weak convergence. The
reason is that the weak convergence property for the test functions φn is lost
when they are integrated in time to yield the ψn’s.
Note that for the proof of Lemma 3.3, the definition of X is essential in
the sense that we take those functions which can be approximated by C∞c -
functions. This lemma is crucial in the Ole˘ınik argument below because we
want to take
ψ(x, t) =
ˆ T
t
(ϕ(u)− ϕ(v))(x, s) ds
as a test function. By Lemma 3.3, we need that ϕ(u), ϕ(v) ∈ X for this to be
possible, and this explains this strange assumption and space.
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Proof of Theorem 2.4 (Uniqueness 1). Assume there are two different energy
solutions u and v of (1.1) with the same initial data (1.2). Let U = u − v
and Φ = ϕ(u)−ϕ(v), and note that the proof is complete if we can show that
U = 0 a.e. in QT .
To show that, we subtract the energy formulation of the equations for u
and v (Definition 2.2). Since the initial data are the same, this leads to
ˆ T
0
(ˆ
RN
U∂tψdx− Eλ[Φ, ψ]
)
dt = 0 for all ψ ∈ C∞c (RN × [0, T )). (3.1)
Now we adapt the classical argument of Ole˘ınik et al. [32] and seek to take
ζ(x, t) =
{´ T
t
Φ(x, s) ds 0 ≤ t < T
0 t ≥ T,
as a test function. Since Φ ∈ X (by the definition of U C ), this can be done
by Lemma 3.3, and hence
ˆ T
0
(
−
ˆ
RN
UΦdx− Eλ[Φ, ζ]
)
dt = 0. (3.2)
Since
´ T
0
|Eλ[Φ, ζ]|dt <∞ by Lemma 3.2, we have by Fubini’s theorem
ˆ T
0
Eλ[Φ, ζ]dt
=
1
2
ˆ T
0
ˆ
RN
ˆ
|z|>0
(
Φ(x+ z, t)− Φ(x, t))(ζ(x+ z)− ζ(x))λ(x, dz)dxdt
=
1
2
ˆ
RN
ˆ
|z|>0
ˆ T
0
(
Φ(x+ z, t)− Φ(x, t))×
×
ˆ T
t
(
Φ(x+ z, s)− Φ(x, s))dsdtλ(x, dz)dx.
Then by the identity for F ∈ L1((0, T )),
ˆ T
0
F (t)
(ˆ T
t
F (s)ds
)
dt =
ˆ T
0
ˆ T
t
F (t)F (s) dsdt =
1
2
(ˆ T
0
F (t) dt
)2
(follows easily since
´ T
0
´ T
t
. . . dsdt =
´ T
0
´ s
0
. . .dtds),
ˆ T
0
Eλ[Φ, ζ]dt = 1
4
ˆ
RN
ˆ
|z|>0
(ˆ T
0
(
Φ(x+ z, t)− Φ(x, t))dt
)2
λ(x, dz)dx ≥ 0.
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Returning to (3.2), we then find that
ˆ T
0
ˆ
RN
UΦdxdt ≤ 0.
Since ϕ is nondecreasing by (Aϕ), UΦ ≥ 0 a.e., and it then follows that
UΦ = 0 a.e. in QT . This means that at a.e. point, either U = 0 or Φ = 0, and
hence since U = 0 implies Φ = 0 by definition,
Φ = 0 a.e. in QT .
Then by equation (3.1),
ˆ T
0
ˆ
RN
U∂tψ dxdt = 0 for all ψ ∈ C∞c (RN × [0, T )).
Since ψ(x, t) :=
´ T
t
φ(x, s) ds ∈ C∞c (RN × [0, T )) for arbitrary φ ∈ C∞c (QT ),
−
ˆ T
0
ˆ
RN
Uφ dxdt = 0 for all φ ∈ C∞c (QT ),
and hence U = 0 a.e. in QT by du Bois-Reymond’s lemma.
4. Distributional solutions with finite energy
Our main focus in this section is to prove Theorems 2.12, 2.13, 2.19, and 2.21.
First, we prove the equivalence of notions of solutions. Second, we consider
an approximate problem of (1.3)–(1.4). The energy and Lp-estimates are then
shown to hold for the solution of that problem. A compactness result will
give us convergence of solutions of the approximate problem, and we thus
obtain existence of some limit solution of the full problem satisfying the same
estimates.
We recall that (i) Lµ[ψ] is well-defined for ψ ∈ C2(RN ) ∩ L∞(RN ); (ii)
Lµ[ψ] is bounded in L1/L∞ for ψ ∈ W 2,1/W 2,∞; and (iii) Lµ is symmetric
for e.g. functions in W 2,1/W 2,∞ (see Lemma 3.5 in [22]). Note also that for
µ replaced by µr := µ1|z|>r, (i)–(iii) holds when we only assume that ψ is in
L∞, L1/L∞, and L1/L∞ (see Remark 3.6 (b) in [22]).
4.1. Equivalent notions of solutions. We establish the relation between
the (x-independent) bilinear form and our Lévy operator, as a consequence, we
get equivalence of energy and distributional solutions under certain conditions.
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Proposition 4.1. Assume (Aµ). For any ψ ∈ C∞c (RN ), and v ∈ L∞(RN ) ∩
Eµ(R
N ), we have
ˆ
RN
v(x)Lµ[ψ](x) dx
= −1
2
ˆ
RN
ˆ
|z|>0
(
v(x+ z)− v(x))(ψ(x+ z)− ψ(x))µ(dz)dx = −Eµ[v, ψ].
Remark 4.2. The result holds as long as both sides make sense.
Lemma 4.3. Assume that ν ≥ 0 is an even Radon measure with ν(RN ) <∞,
and 1 ≤ p, q ≤ ∞ with 1
p
+ 1
q
= 1. For any f ∈ Lp(RN ) and g ∈ Lq(RN ), we
have ˆ
RN
g(x)Lν [f ](x) dx = −Eν [f, g].
This proof is postponed to Appendix D.
Proof of Proposition 4.1. Replace ν by µr = µ1|z|>r in Lemma 4.3, and let
g = v and f = ψ. Then the result follows by Lebesgue’s dominated convergence
theorem as r → 0+ since 1|z|>r ≤ 1.
Proof of Theorem 2.12 (Equivalent notions of solutions). (a) =⇒ (b) In Def-
inition 2.2, we have that |ϕ(u)|T,Eµ <∞, and then we can use Proposition 4.1
to obtain (note that ϕ(u) ∈ L∞(RN ))
ˆ T
0
ˆ
RN
u∂tψ+ϕ(u)Lµ[ψ]dxdt+
ˆ
RN
u0(x)ψ(x, 0)dx = 0 ∀ψ ∈ C∞c (RN×[0, T )).
(b) =⇒ (a) We write Definition 2.11 in the following way
ˆ T
0
( ˆ
RN
u∂tψdx+
ˆ
RN
ϕ(u)Lµ[ψ]dx
)
dt
+
ˆ
RN
u0(x)ψ(x, 0)dx = 0 ∀ψ ∈ C∞c (RN × [0, T )).
By the assumptions, |ϕ(u)|T,Eµ < ∞, and hence, we can use Proposition 4.1
in the other direction to get energy solutions.
4.2. The approximate problem of (1.3)–(1.4). By using a priori and ex-
istence results for a simplified version of (1.3)–(1.4), we can take the limit of
a sequence of solutions of such problems, and then conclude that some limit
solution of the full problem exists and enjoys the energy and Lp-estimates.
Let ωn be a family of mollifiers defined by
ωn(σ) := n
Nω (nσ) (4.1)
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for fixed 0 ≤ ω ∈ C∞c (RN ) with suppω ⊆ B(0, 1), ω(σ) = ω(−σ),
´
ω = 1,
and define
ϕn(x) := ϕ ∗ ωn(x)− ϕ ∗ ωn(0) where ωn is given by (4.1) with N = 1. (4.2)
Now, consider the following approximation of (1.3)–(1.4) where the measure
µ is replaced by µr = µ1|z|>r and the nonlinear diffusion flux ϕ is replaced by
ϕn:
∂tur,n −Lµr [ϕn(ur,n)] = 0 in QT , (4.3)
ur,n(x, 0) = u0(x) on R
N , (4.4)
with
Lµr [ψ](x) =
ˆ
|z|>0
(
ψ(x+ z)− ψ(x))µr(dz).
Note that ϕn ∈ C∞(R) (and hence, locally Lipschitz), ϕn(0) = 0, and ϕn → ϕ
locally uniformly on R by (Aϕ), the properties of mollifiers, and Remark 2.1
(f). Furthermore, recall that for any r > 0, the operator Lµr [ψ] is well-defined
for merely bounded ψ.
Remark 4.4. Since (4.3)–(4.4) is just a special case of (1.3)–(1.4), existence,
uniqueness, (uniform) L1-, L∞-bounds, and time regularity holds for (4.3)–
(4.4) by Theorem 2.10 in [22] or by [23] through limit procedures and compact-
ness results for entropy or numerical solutions.
Theorem 4.5 (Existence and uniqueness, Theorem 2.8 in [22]). Assume (Aϕ),
(Aµ), and (Au0). Then there exists a unique distributional solution ur,n of
(4.3)–(4.4) satisfying
ur,n ∈ L1(QT ) ∩ L∞(QT ) ∩ C([0, T ];L1loc(RN )).
Now we first prove that (4.3) holds a.e., and then we deduce energy and
clean Lp-estimates (the latter by a Stroock-Varopoulos type result) from the
rather general inequality in Proposition 4.7 below.
Lemma 4.6. Assume (Aϕ), (Aµ), and (Au0). Then the distributional solution
ur,n of (4.3)–(4.4) with initial data u0 satisfies
∂tur,n ∈ L1(QT ) ∩ L∞(QT ) and ∂tur,n = Lµr [ϕn(ur,n)] a.e. in QT .
Proof. By the definition of distributional solutions for (4.3)–(4.4) and the sym-
metry of Lµr ,
−
¨
QT
ur,n∂tψ dxdt =
¨
QT
ϕn(ur,n)Lµr [ψ] dxdt =
¨
QT
Lµr [ϕn(ur,n)]ψ dxdt.
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Hence, Lµr [ϕn(ur,n)] is the weak time derivative of ur,n. Since ϕn ∈W 1,∞(R),
ϕn(ur,n) ∈ L1 ∩ L∞ and hence, we get that g := Lµr [ϕn(ur,n)] ∈ L1(QT ) ∩
L∞(QT ).
Assume also ur,n ∈ C1. Then ∂tur,n = g and we can use the Fundamental
theorem of calculus to see that∥∥∥∥ur,n(·, ·+ h)− ur,nh − g
∥∥∥∥
L1(QT )
≤
ˆ 1
0
‖g(·, ·+ sh)− g‖L1(QT )ds.
By an approximation argument in L1, this inequality holds also without the
C1 assumption. Taking the limit as h → 0+ (the right-hand side goes to
zero by Lebesgue’s dominated convergence theorem since translations in L1
are continuous), we obtain that
lim
h→0+
ur,n(x, t+ h)− ur,n(x, t)
h
= g(x, t) in L1(QT ),
and hence, ∂tur,n exists and equals g a.e. in QT .
To prove the next result, we need to define cut-off functions: Consider
X ∈ C∞c (RN ) such that X ≥ 0, X = 1 when |x| ≤ 1, and X = 0 when |x| > 2,
and define
XR(·) := X
( ·
R
)
∈ C∞c (RN ) for R > 0. (4.5)
Proposition 4.7. Assume (Aϕ), (Aµ), (Au0), and 0 < τ ≤ T . Let Ψ ∈
W 1,∞loc (R) with Ψ(0) = 0. Then the distributional solution ur,n of (4.3)–(4.4)
satisfies
ˆ
RN
Ψ(ur,n(x, τ))dx−
ˆ τ
0
ˆ
RN
Ψ′(ur,n(x, t))Lµr [ϕn(ur,n(x, t))]dxdt
=
ˆ
RN
Ψ(u0(x))dx.
Remark 4.8. On page 1256 in [26], a similar result as the above is obtained
for Ψ(u) nonnegative, nondecreasing and convex.
Proof. Observe that we may assume Ψ ∈ W 1,∞(R) since Ψ ∈ W 1,∞loc (R) and
ur,n, u0 ∈ L∞. By Lemma 4.6, ∂tur,n = Lµr [ϕn(ur,n)] a.e. in QT . Multiply
this a.e.-equation by Ψ′(ur,n(x, t))XR(x) (where XR is defined in (4.5)) and
integrate (in x) over RN to get
ˆ
RN
∂tur,nΨ
′(ur,n)XR dx =
ˆ
RN
Lµr [ϕn(ur,n)]Ψ′(ur,n)XR dx.
By Lemma 4.6 and the Sobolev chain rule given by Theorem 2.1.11 in [44], the
left-hand side equals
´
RN
∂tΨ(ur,n)XR dx. Note that the function XR converges
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pointwise to 1, is bounded by 1, and is integrable. Hence we can move the time
derivative outside the integral on the left-hand side by Lebesgue’s dominated
convergence theorem and Lemma 4.6 since |∂tΨ(ur,n)XR| ∈ L1(RN ):
d
dt
ˆ
RN
Ψ(ur,n)XR dx =
ˆ
RN
Lµr [ϕn(ur,n)]Ψ′(ur,n)XR dx.
We integrate in time from t = 0 to t = τ , and use that ur,n ∈
C([0, T ];L1loc(R
N )) (cf. Theorem 4.5) and XR ∈ C∞c (RN ) to obtainˆ
RN
Ψ(ur,n(x, τ))XR(x)dx−
ˆ
RN
Ψ(u0(x))XR(x)dx
=
ˆ τ
0
ˆ
RN
Lµr [ϕn(ur,n(·, t))](x)Ψ′(ur,n(x, t))XR(x)dxdt.
(4.6)
Since Ψ ∈ W 1,∞(R) and Ψ(0) = 0, |Ψ(w)| ≤ ‖Ψ′(w)‖L∞ |w| ∈ L1 for w =
ur,n, u0. Moreover, since ur,n, ϕn(ur,n) and hence also Lµr [ϕn(ur,n)] is inte-
grable, we get |Lµr [ϕn(ur,n)]Ψ′(ur,n)XR| ∈ L1(RN × (0, τ)). Then Lebesgue’s
dominated convergence theorem can be used on both sides of (4.6) as R→∞
to complete the proof.
Corollary 4.9 (Energy estimate). Let Φn(w) :=
´ w
0
ϕn(ξ)dξ. Under the as-
sumptions of Proposition 4.7,ˆ
RN
Φn(ur,n(x, τ))dx+ |ϕn(ur,n)|2τ,Eµr =
ˆ
RN
Φn(u0(x))dx.
In particular,
|ϕn(ur,n)|τ,Eµr ≤
ˆ
RN
Φn(u0(x))dx ≤ ‖ϕn(u0)‖L∞(RN )‖u0‖L1(RN ) <∞.
Proof. We observe that Φn : R→ R is C1 and Φn(0) = 0. Moreover, Φ′n(w) =
ϕn(w) which is bounded when w =: ur,n, u0 ∈ L∞ by (Aϕ) and (4.2). Hence,
Φn is Lipschitz, and thus, we can replace Ψ by Φn in Proposition 4.7 to getˆ
RN
Φn(ur,n(x, τ))dx−
ˆ τ
0
ˆ
RN
ϕn(ur,n(x, t))Lµr [ϕn(ur,n(·, t))](x)dxdt
=
ˆ
RN
Φn(u0(x))dx.
Since (4.2) hold and Lµr [ϕ(ur,n)] is integrable, we conclude the first part by
Lemma 4.3 (take f = ϕn(ur,n) = g). For the last part, we use that Φn(u0) =
|Φn(u0)| ≤ ‖Φ′n(u0)‖L∞ |u0|, and hence, since Φn ≥ 0,
|ϕn(ur,n)|2τ,Eµr ≤
ˆ
RN
Φn(u0(x))dx ≤ ‖ϕn(u0)‖L∞‖u0‖L1
which completes the proof.
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Lemma 4.10 (General Stroock-Varopoulos). Assume (Aλ1), Q,R, S ∈ C1(R),
(S′)2 ≤ Q′R′, and |Q(ψ)|T,Eλ , |R(ψ)|T,Eλ <∞ for some ψ : QT → R. Then
ˆ T
0
Eλ[Q(ψ(·, t)), R(ψ(·, t))]dt ≥ |S(ψ)|T,Eλ .
Proof. Assume without loss of generality that b > a. By the Fundamental
theorem of calculus, Cauchy-Schwartz’ inequality, and Q′R′ ≥ (S′)2, we obtain
(Q(b)−Q(a))(R(b)−R(a)) =
ˆ b
a
(√
Q′(t)
)2
dt
ˆ b
a
(√
R′(t)
)2
dt
≥
(ˆ b
a
√
Q′(t)R′(t) dt
)2
≥
(ˆ b
a
S′(t)dt
)2
= (S(b)− S(a))2.
By the definition of Eλ and | · |T,Eλ , the result follows.
Remark 4.11. (a) See Proposition 4.11 in [17] for a similar result.
(b) Observe that the same lemma holds for a nonnegative even Radon measure
ν with ν(RN ) < ∞ under the simplified assumption Q(ψ) ∈ Lp(QT ) and
R(ψ) ∈ Lq(QT ) with 1 ≤ p, q ≤ ∞ and 1p + 1q = 1.
Corollary 4.12 (Lp-bound). Let Λ(ξ) = |ξ|p and Ξn(w) =
´ w
0
√
Λ′′(ξ)ϕ′n(ξ)dξ.
Under the assumptions of Proposition 4.7 and p ∈ (1,∞),
ˆ
RN
|ur,n(x, τ)|pdx+ |Ξn(ur,n)|2τ,Eµr dt ≤
ˆ
RN
|u0(x)|pdx
In particular,
ˆ
RN
|ur,n(x, τ)|pdx ≤
ˆ
RN
|u0(x)|pdx <∞.
Remark 4.13. The above result also ensures that |Ξn(ur,n)|2τ,Eµr is uniformly
bounded in r and n.
Proof. Observe that ur,n ∈ Lp(QT ) for p ∈ (1,∞) by standard interpolation
in Lp-spaces.
Case 1: p ∈ [2,∞). The function Λ is convex, Λ ∈W 1,∞loc (R), and Λ(0) =
0. That is, we can replace Ψ by Λ in Proposition 4.7 to get
ˆ
RN
Λ(ur,n(x, τ))dx−
ˆ τ
0
ˆ
RN
Λ′(ur,n(x, t))Lµr [ϕn(ur,n(·, t))](x)dxdt
=
ˆ
RN
Λ(u0(x))dx
(4.7)
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Note that Λ′(ξ) = p|ξ|p−2ξ and Λ′′(ξ) = p(p − 1)|ξ|p−2. Since Λ′ ∈ W 1,∞loc (R),
ur,n ∈ L2(QT ) ∩ L∞(QT ), and (4.2) holds, g := Λ′(ur,n(·, t)) ∈ L2(RN ) and
f := ϕn(ur,n(·, t)) ∈ L2(RN ). By Lemma 4.3,
−
ˆ τ
0
ˆ
RN
Λ′(ur,n)Lµr [ϕn(ur,n)] dxdt =
ˆ τ
0
Eµr [Λ′(ur,n), ϕn(ur,n)] dt.
Then by Lemma 4.10 and Remark 4.11 (b) (take Q := Λ′ and R := ϕn),ˆ τ
0
Eµr [Λ′(ur,n(·, t)), ϕn(ur,n(·, t))]dt ≥ |Ξn(ur,n)|2τ,Eµr ≥ 0,
since Ξn satisfies (Ξ
′
n)
2 ≤ Λ′′ϕ′n. Hence the corollary follows by (4.7).
Case 2: p ∈ (1, 2). We follow the idea of the proof of Corollary 5.12 in [9].
For each δ > 0, consider the function Λδ such that
Λδ(0) = Λ
′
δ(0) = 0 and Λ
′′
δ (ξ) = p(p− 1)
(
(δ2 + ξ2)
p−2
2 − δp−2
)
.
Note that 0 ≤ Λ′′δ (ξ) ≤ p(p− 1)|ξ|p−2, and then,
|Λ′δ(ξ)| =
∣∣∣∣∣
ˆ ξ
0
Λ′′δ (s)ds
∣∣∣∣∣ ≤ p|ξ|p−1 and |Λδ(ξ)| ≤
∣∣∣∣∣
ˆ ξ
0
Λ′δ(s)ds
∣∣∣∣∣ ≤ |ξ|p.
Since g := Λ′δ(ur,n(·, t)) ∈ L∞(RN ) and f := ϕn(ur,n(·, t)) ∈ L1(RN ), we get
– by following the calculations in Case 1 – thatˆ
RN
Λδ(ur,n(x, τ))dx+ |Ξn,δ(ur,n)|2τ,Eµr ≤
ˆ
RN
Λδ(u0(x))dx (4.8)
with
Ξn,δ(ur,n) =
ˆ ur,n
0
√
Λ′′δ (ξ)ϕ
′
n(ξ)dξ ≥ 0.
By a direct argument, using Λ′′δ ,Λ
′′, ϕ′n ≥ 0 and Cauchy-Schwartz’s inequality,
we obtain
|Ξn,δ(ur,n)− Ξn(ur,n)| ≤
ˆ ur,n
0
√
|Λ′′δ (ξ)− Λ′′(ξ)|
√
ϕ′n(ξ) dξ
≤
√ˆ ur,n
0
|Λ′′δ (ξ)− Λ′′(ξ)|dξ
√ˆ ur,n
0
ϕ′n(ξ)dξ
≤ ‖ϕn(ur,n)‖
1
2
L∞(QT )
√ˆ ur,n
0
|Λ′′δ (ξ)− Λ′′(ξ)|dξ.
(4.9)
Since the integrand in the last inequality is dominated by 2p(p − 1)|ξ|p−2
which integrates to 2p|ur,n|p−2ur,n, we use Lebesgue’s dominated convergence
theorem to conclude that Ξn,δ → Ξn as δ → 0+. Taking the limit as δ →
0+ in (4.8), by using Fatou’s lemma on the left-hand side and Lebesgue’s
dominated convergence theorem (|Λδ(u0(x))| ≤ |u0(x)|p) on the right-hand
side, the corollary follows.
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Remark 4.14. Observe that by (4.9),
|Ξn,δ(ur,n)| ≤ p‖ϕn(ur,n)‖
1
2
L∞(QT )
‖ur,n‖
p−1
2
L∞(QT )
<∞,
and similarly for Ξn(ur,n). Hence, both are well-defined for all p ∈ (1,∞).
The existence of a distributional solution of (1.3)–(1.4) with finite energy
(cf. Theorem 2.13) will follow from the following compactness theorem:
Theorem 4.15 (Compactness). Assume (Aϕ), (Aµ), and (Au0). Let {ur,n}r,n∈N
be a sequence of distributional solutions of (4.3)–(4.4). Then there exists a
subsequence {urj ,nj}j∈N and a u ∈ C([0, T ];L1loc(RN )) such that
urj ,nj → u in C([0, T ];L1loc(RN )) as j →∞.
Moreover, u ∈ L1(QT ) ∩ L∞(QT ) ∩ C([0, T ];L1loc(RN )) is a distributional so-
lution of (1.3)–(1.4).
Remark 4.16. We have that ‖u‖L1/L∞ ≤ ‖u0‖L1/L∞ by Fatou’s lemma and
Remark 4.4 (the limit of a uniformly bounded sequence is uniformly bounded
by the same bound).
Proof. Observe that the sequence {urj ,nj}j∈N enjoy L1-, L∞-bounds, and time
regularity by Remark 4.4, and that these bounds are independent of j (see
Section 4 in [22]).
Moreover, for any ψ ∈ C∞c (RN ),
(Lµ − Lµrj )[ψ](x) =
ˆ
|z|≤rj
(
ψ(x+ z)− ψ(x)− z ·Dψ(x))µ(dz),
and hence, Lµrj [ψ] → Lµ[ψ] in L1(RN ) as rj → 0+ by Lebesgue’s dominated
convergence theorem. We also have,
sup
rj>0
ˆ
|z|>0
min{|z|2, 1}dµrj(z) ≤
ˆ
|z|>0
min{|z|2, 1}dµ(z) <∞,
and ϕnj → ϕ locally uniformly as nj → ∞ by (4.2). Thus, we are in the
setting of Theorem 2.12 in [22] and the result follows.
We are now ready to prove Theorems 2.13, 2.19, and 2.21.
Proof of Theorem 2.13 (Existence 1). In light of Theorem 4.15, it only remains
to prove that the limit u is such that ϕ(u) ∈ L2(0, T ;Eµ(RN )). Recall that
Φnj (w) =
´ w
0
ϕnj (ξ)dξ and Φ(w) =
´ w
0
ϕ(ξ)dξ. Now,∣∣∣∣
ˆ
RN
Φ(u0)dx−
ˆ
RN
Φnj (u0)dx
∣∣∣∣ ≤
ˆ
RN
|Φ(u0)− Φnj (u0)|dx
≤
ˆ
RN
ˆ u0
0
|ϕ(ξ)− ϕnj (ξ)|dξdx
≤ ‖u0‖L1 sup
|ξ|≤‖u0‖L∞
|ϕ(ξ)− ϕnj (ξ)|,
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and since ϕnj → ϕ locally uniformly, limnj→∞
´
RN
Φnj (u0)dx =
´
RN
Φ(u0)dx.
Observe also that by Theorem 4.15 (and Remark 4.4), (4.2), and the proof of
Theorem 2.6 in [22], we can take a further subsequence to get that ϕnj (urj ,nj )→
ϕ(u) a.e. in QT as j →∞.
For any R ≥ rj > 0, |ϕnj (urj ,nj )|2EµR ≤ |ϕnj (urj ,nj )|
2
Eµrj
, and thus, by the
second part of Corollary 4.9,
ˆ τ
0
|ϕnj (urj ,nj )|2EµRdt ≤
ˆ
RN
Φnj (u0)dx.
Taking the limit as j → ∞, we obtain, by Fatou’s lemma, the above calcula-
tions, and the estimate Φ(u0) ≤ ‖ϕ(u0)‖L∞ |u0|, that
ˆ τ
0
|ϕ(u)|2EµRdt ≤
ˆ
RN
Φ(u0)dx ≤ ‖ϕ(u0)‖L∞‖u0‖L1 .
Another application of Fatou’s lemma, as R→ 0+, and the choice τ = T yield
|ϕ(u)|T,Eµ ≤ ‖ϕ(u)‖L∞(RN )‖u0‖L1(RN ) <∞.
The proof is complete.
By Theorem 2.15, we know that any subsequence of {ur,n}r,n∈N converges
to the same limit, and hence, the whole sequence converges since it is bounded
by Remark 4.4. Let us then continue with the proof of the energy and Lp-
estimates for the distributional solution of (1.3)–(1.4).
Proof of Theorem 2.19 (Energy inequality). By Remark 4.16,
|Φ(u(x, t))− Φn(ur,n(x, t))|
≤ sup
|ξ|≤2‖u0‖L∞
|ϕ(ξ)||u(x, t) − ur,n(x, t)|+ ‖u0‖L∞ sup
|ξ|≤‖u0‖L∞
|ϕ(ξ)− ϕn(ξ)|.
Since ϕn → ϕ locally uniformly and we can find a subsequence of {ur,n}r,n such
that urj ,nj → u a.e. in QT as j → ∞ by Theorem 4.15, Φnj (urj ,rj (x, t)) →
Φ(u(x, t)) pointwise a.e. in QT as j → ∞. The conclusion then follows by
Corollary 4.9, Fatou’s lemma, and the proof of Theorem 2.13.
Proof of Theorem 2.21 (Lp-bounds). By Fatou’s lemma and Theorem 4.15, we
can take the limit as j → ∞ (since urj ,nj → u a.e. in QT as j → ∞ by
considering a further subsequence in Theorem 4.15) in the second estimate in
Corollary 4.12 to obtain the result. The cases p = 1 and p =∞ are explained
in Remark 4.16.
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A. Proof of Theorem 2.6 (a)
Obviously X ∩L2(QT ) ⊂ L2(0, T ;Eλ(RN ))∩L∞(QT )∩L2(QT ), and we must
show the opposite inclusion: Any
f ∈ L2(0, T ;Eλ(RN )) ∩ L∞(QT ) ∩ L2(QT )
belongs to X ∩ L2(QT ). To do so, we must prove that f can be suitably
approximated by functions in C∞c (R
N × [0, T )). We will now explain how to
build such an approximation.
Let δ > 0 and gδ : R
N+1 → R be defined by
gδ(x, t) := f(x, t)1[2δ,T−3δ](t)
and mollify gδ to get
Gδ(x, t) := gδ ∗x,t ρδ(x, t) =
¨
RN+1
gδ(y, s)ρδ(x− y, t− s) dyds
where ρδ is defined by ρδ(σ, τ) :=
1
δN+1
ρ
(
σ
δ
, τ
δ
)
for a fixed 0 ≤ ρ ∈ C∞c (RN+1)
satisfying suppρ ⊆ B(0, 1)× [−1, 1], ρ(σ, τ) = ρ(−σ,−τ), and ˜ ρ = 1. Note
that |gδ| ≤ |f | and Gδ ∈ C∞(RN+1) with support in RN × [δ, T − 2δ].
Lemma A.1. Assume (Aλ0), (Aλ1’), (Aλ2), and f ∈ L2(0, T ;Eλ(RN )) ∩
L∞(QT ) ∩ L2(QT ).
(a) Gδ ∈ C0(RN+1).
(b) |Gδ|2T,Eλ ≤ C|f |2T,Eλ + 4‖f‖2L2(QT )‖Πλ‖L∞(RN ) for some constant C ≥ 0.
Remark A.2. If λ is globally shift-bounded, that is, we replace the statement
“B ⊂ B(0, 1) \ {0}” with “for all B ∈ RN \ {0}” in (Aλ1’), then in (b) we get
|Gδ|2T,Eλ ≤ C|f |2T,Eλ .
In this case, we do not have to assume Πλ ∈ L∞(RN ) and (Aλ2).
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Proof. (a) Since the Fourier transforms of gδ and ρδ are both in L
2(RN+1),
the properties of the Fourier transform and Hölder’s inequality yield
F(Gδ) = F(gδ ∗ ρδ) = F(gδ)F(ρδ) ∈ L1(RN+1). (A.1)
The result then follows by the Riemann-Lebesgue lemma which gives that
Gδ = F−1(F(Gδ)) ∈ C0(RN+1).
(b) The proof is a straightforward adaptation of the proof of Lemma 2.2 in
[36] and the estimate |gδ| ≤ |f |.
Next, we recall a useful truncation from [36]: Let Tδ : R→ R be defined by
Tδ(x) := min
{
max
{
−1
δ
, x−min{max{−δ, x}, δ}
}
,
1
δ
}
for all x ∈ R.
Observe that for all x, y ∈ R
|Tδ(x)| ≤ |x|, |Tδ(x)− Tδ(y)| ≤ |x− y|, and Tδ(x)→ x as δ → 0+. (A.2)
We can now define a C∞c -approximation of f :
wδ(x, t) := Tδ[Gδ] ∗x,t ρδ(x, t). (A.3)
Lemma A.3. Assume (Aλ0), (Aλ1’), (Aλ2), and f ∈ L2(0, T ;Eλ(RN )) ∩
L∞(QT ) ∩ L2(QT ). Then:
(a) wδ ∈ C∞c (RN+1) and suppwδ ⊂ RN × [0, T − δ].
(b) ‖wδ − f‖L2(QT ) → 0 as δ → 0+.
(c) For some K ≥ 0, ‖wδ‖L2(QT ) + ‖wδ‖L∞(QT ) + |wδ|T,Eλ ≤ K for all δ > 0.
Remark A.4. If f ∈ Lp for some p ∈ [1,∞), similar arguments show that (b)
can be replaced by ‖wδ − f‖Lp(QT ) → 0 as δ → 0+. Moreover, if the measure
λ is globally shift-bounded, then we can relax assumption (Aλ1’) as in Remark
A.2, and replace the previous uniform bound of |wδ|T,Eλ by C|f |T,Eλ in (c).
Proof. (a) Since Gδ vanishes at infinity, Tδ[Gδ] has compact support, and
therefore wδ := Tδ[Gδ] ∗x,t ρδ ∈ C∞c (RN+1). Moreover, suppTδ[Gδ] ⊂ RN ×
[δ, T − δ] and hence suppwδ ⊂ RN × [0, T − δ]. As a consequence, wδ ⊂
C∞c (R
N × [0, T )).
(b) Note that |Tδ[Gδ]|2 ≤ |Gδ|2 by (A.2), ‖Gδ‖L2 ≤ ‖gδ‖L2, and |gδ|2 ≤ |f |2,
and thus, all these functions are in L2. Hence,
‖wδ − f‖L2(QT ) ≤ ‖wδ −Gδ‖L2(QT ) + ‖Gδ − gδ‖L2(QT ) + ‖gδ − f‖L2(QT )
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and by the properties of mollifiers and (A.2),
‖wδ −Gδ‖L2 ≤‖Tδ[Gδ] ∗x,t ρδ − Tδ[gδ] ∗x,t ρδ‖L2 + ‖Tδ[gδ] ∗x,t ρδ −Gδ‖L2
≤‖Tδ[Gδ]− Tδ[gδ]‖L2 + ‖Tδ[gδ]− gδ‖L2
≤‖Gδ − gδ‖L2 + ‖Tδ[gδ]− gδ‖L2 .
Finally, we can use Lebesgue’s dominated convergence theorem (|Tδ[gδ]|2 ≤
|gδ|2 by (A.2) and |gδ|2 ≤ |f |2) and the properties of mollifiers to conclude.
(c) According to Lemma A.1 (b),
|wδ|2T,Eλ ≤ C|Tδ[Gδ]|2T,Eλ + 4‖Tδ[Gδ]‖2L2(QT )‖Πλ‖L∞(RN ),
and then by (A.2),
|Tδ[Gδ]|2T,Eλ ≤ |Gδ|2T,Eλ and ‖Tδ[Gδ]‖2L2(QT ) ≤ ‖Gδ‖2L2(QT ).
So, by another application of Lemma A.1, the properties of mollifiers, |gδ| ≤
|f |, and |gδ(x, t)− gδ(y, t)| ≤ |f(x, t)− f(y, t)|, we have
|wδ|2T,Eλ ≤ C
(
|f |2T,Eλ + ‖f‖2L2(QT )‖Πλ‖L∞(RN )
)
.
Note also that by part (b), ‖wδ‖L2(QT ) ≤ ‖f‖L2(QT ), and moreover, by the
properties of mollifiers, (A.2), and the definition of gδ,
‖wδ‖L∞(QT ) ≤ ‖Tδ[Gδ]‖L∞(RN+1) ≤ ‖Gδ‖L∞(RN+1) ≤ ‖f‖L∞(QT ).
This completes the proof.
To prove Theorem 2.6 (a), we will define from {wδ}δ>0 a C∞c -sequence that
converges also in | · |T,Eλ .
Proof of Theorem 2.6 (a). This proof is an adaptation the proof of Theorem
2.4 in [36]. Note that by standard arguments L2(QT ) ∩ L2(0, T ;Eλ(RN )) is
a Hilbert space with inner product 〈·, ·〉L2(QT ) +
´ T
0
Eλ[·, ·]dt. By Lemma A.3
(c) and Banach-Saks’ theorem, there is a subsequence {wδk}k∈N such that the
Césaro mean of this subsequence converges to some function f˜ ∈ L2(QT ) ∩
L2(0, T ;Eλ(R
N )):∥∥∥∥∥ 1n
n∑
k=1
wδk − f˜
∥∥∥∥∥
2
L2(QT )
+
∣∣∣∣∣ 1n
n∑
k=1
wδk − f˜
∣∣∣∣∣
2
T,Eλ
→ 0 as n→∞.
Let φn =
1
n
∑n
k=1 wδk . Then φn ∈ C∞c (RN × [0, T )) and is uniformly bounded
in L∞(QT ) since wδ is (cf. Lemma A.3 (c)). By Banach-Alaoglu’s theorem,
we can take a further subsequence (also denoted φn) such that
φn
∗
⇀ f in L∞(QT ) as n→∞.
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Since wδ → f in L2(QT ) as δ → 0+ by Lemma A.3 (b), any subsequence
and any Césaro mean of this subsequence converges to f ∈ L2(QT ). All three
notions of convergence implies distributional convergence, and hence, the result
follows since by uniqueness of limits, f = f˜ = f in D′(RN × [0, T )) and then
a.e.
B. On the spaces H˙
α
2 (RN) and L2(0, T ; H˙
α
2 (RN))
In the first part of this section we prove the equivalence between three dif-
ferent definitions of the homogeneous Sobolev space H˙
α
2 (RN ) when N > α.
These results are well-known, but we were unable to find proofs that directly
apply to our setting. Then in the second part, we define the parabolic space
L2(0, T ; H˙
α
2 (RN )) and show some of its properties. Note that we do not define
this space as a Bochner space, but rather as an iterated L2-H˙
α
2 space. Our
discussion heavily relies on [8], [7], [36], and [33].
In the next section we use these results to prove Theorem 2.6 (b).
Proposition B.1. Assume α ∈ (0, 2) and N > α. Let f ∈ S ′(RN ), a tempered
distribution, F{f} its Fourier transform, and
|f |2
H˙
α
2 (RN )
:=
ˆ
RN
|ξ|α|F{f}(ξ)|2dξ <∞.
The following definitions of H˙
α
2 (RN ) are equivalent:
(a) H˙
α
2
1 (R
N ) := {f ∈ S ′(RN ) : F{f} ∈ L1loc(RN ) and |f |H˙ α2 (RN ) <∞},
(b) H˙
α
2
2 (R
N ) := C∞c (R
N )
|·|
H˙
α
2 (RN ) , and
(c) H˙
α
2
3 (R
N ) := {f ∈ L 2NN−α (RN ) : |f |
H˙
α
2 (RN )
<∞}.
Proof. 1) By Propositions 1.34 and 1.37 and Theorem 1.38 in [7], H˙
α
2
1 (R
N )
is a Hilbert space with the norm
|f |
H˙
α
2 (RN )
=
ˆ
RN
|ξ|α|F{f}(ξ)|2dξ = cN,α
ˆ
RN
ˆ
|z|>0
|f(x+ z)− f(x)|2
|z|N+α dzdx,
and H˙
α
2
1 (R
N ) is continuously embedded in L
2N
N−α (RN ) with
‖f‖
L
2N
N−α (RN )
≤ C|f |
H˙
α
2 (RN )
. (B.1)
We also note that 2NN−α ∈ (2,∞) as long as N > α.
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2) H˙
α
2
2 (R
N ) ⊂ H˙ α21 (RN ): For any f ∈ H˙
α
2
2 (R
N ), it is clear that f is a tem-
pered distribution and |f |
H˙
α
2
(RN ) <∞. Furthermore, F{f} ∈ L1loc(RN ) since
for any compact K ⊂ RN , we use Hölder’s inequality to get
ˆ
K
|F{f}|dξ ≤
(ˆ
RN
|ξ|α|F{f}|2dξ
) 1
2
(ˆ
K
|ξ|−αdξ
) 1
2
<∞. (B.2)
3) H˙
α
2
1 (R
N ) ⊂ H˙
α
2
2 (R
N ): Due to Remark A.4, we can proceed as in Section
A (or Theorem 2.4 in [36]): For any f ∈ H˙ α21 (RN ), we construct an C∞c -
approximation wδ satisfying
‖wδ − f‖
L
2N
N−α (RN )
δ→0+−→ 0 and |wδ|H˙ α2 (RN ) ≤ C|f |H˙ α2 (RN ). (B.3)
Hence since H˙
α
2
1 (R
N ) is a Hilbert space, Banach-Saks’ theorem ensures the
existence of a subsequence {wδk}k∈N and f˜ ∈ H˙
α
2
1 (R
N ) such that∣∣∣∣∣ 1n
n∑
k=1
wδk − f˜
∣∣∣∣∣
2
H˙
α
2 (RN )
→ 0 as n→∞.
By (B.1), these Césaro means converge to f˜ in L
2N
N−α . But by (B.3), they also
converge to f in L
2N
N−α , and hence f = f˜ a.e.
4) H˙
α
2
3 (R
N ) ⊂ H˙
α
2
1 (R
N ): Since f ∈ L 2NN−α (RN ), it is a tempered distribution,
and F{f} ∈ L1loc(RN ) by (B.2).
5) H˙
α
2
1 (R
N ) ⊂ H˙ α23 (RN ): This is just a consequence of (B.1).
We now define and analyze the parabolic space L2(0, T ; H˙
α
2 (RN )). In the
proof we will use the following iterated Lp-space [8]:
L2(0, T ;Lq(RN )) =
{
f : RN×(0, T )→ R measurable |
ˆ T
0
‖f(·, t)‖2Lqdt <∞
}
,
for some q ∈ (1,∞). Note that this space is not a priori a Bochner space.
Lemma B.2. Let α ∈ (0, 2), N > α, and µα(dz) := cN,αdz|z|N+α . Then the space
L2(0, T ; H˙
α
2 (RN )) := L2(0, T ;L
2N
N−α (RN )) ∩ L2(0, T ;Eµα(RN ))
is a Hilbert space with inner product
〈ψ, φ〉 :=
ˆ T
0
ˆ
RN
|ξ|αF{ψ(·, t)}(ξ)F{φ(·, t)}(ξ)dξdt = cN,α
ˆ T
0
Eµα [ψ, φ]dt.
Moreover, L2(0, T ; H˙
α
2 (RN )) = C∞c (R
N × [0, T ))
√
〈·,·〉
.
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Proof. 1) Embedding. Since f ∈ L2(0, T ; H˙ α2 (RN )), we have as a conse-
quence of properties of iterated Lp-spaces [8] and Fubini’s theorem that
‖f(·, t)‖
L
2N
N−α (RN )
∈ L2(0, T ) and |f(·, t)|
H˙
α
2 (RN )
∈ L2(0, T ).
It follows that for a.e. t ∈ (0, T ), f(·, t) ∈ L 2NN−α (RN ) ∩ Eµα(RN ), and then
f(·, t) ∈ H˙ α21 (RN ) by Proposition B.1 (c). By (B.1), we can then conclude that
ˆ T
0
‖f(·, t)‖2
L
2N
N−α (RN )
dt ≤ C
ˆ T
0
|f(·, t)|2
H˙
α
2 (RN )
dt. (B.4)
2) Inner product space. Obviously 〈·, ·〉 = ´ T
0
| · |2
H˙
α
2 (RN )
dt = | · |2T,Eµα defines
(the square of) a seminorm. By (B.4),
´ T
0
|f(·, t)|2
H˙
α
2 (RN )
dt = 0 implies f = 0
a.e. in QT , and hence the seminorm is a full norm. Now it is easy to check
that the space is an inner product space.
3) Completeness. Let {fn}n∈N be a Cauchy sequence in L2(0, T ; H˙ α2 (RN )).
By definition and (B.4), it follows that
ˆ T
0
‖fn(·, t)− fm(·, t)‖2
L
2N
N−α (RN )
dt ≤
ˆ T
0
|fn(·, t)− fm(·, t)|2H˙ α2 (RN )dt→ 0
as n,m→∞. Hence the sequence is Cauchy also in L2(0, T ;L 2NN−α (RN )). By
[8], this space is complete, and sequences converging in norm contain pointwise
a.e. converging subsequences. Therefore there is f ∈ L2(0, T ;L 2NN−α (RN )) such
that ˆ T
0
‖fn(·, t)− f(·, t)‖
L
2N
N−α (RN )
→ 0 as n→∞,
and a subsequence fnk → f a.e. in QT as n→∞. By Fatou’s lemma,
ˆ T
0
|fm(·, t)− f(·, t)|2H˙ α2 (RN )dt =
ˆ T
0
|fm(·, t)− lim
k→∞
fnk(·, t)|2H˙ α2 (RN )dt
≤ lim inf
k→∞
ˆ T
0
|fm(·, t)− fnk(·, t)|2H˙ α2 (RN )dt,
which goes to zero as m→∞. Hence fn → f in L2(0, T ; H˙ α2 (RN )), and then
by the triangle inequality f ∈ L2(0, T ; H˙ α2 (RN )).
4) Density. For any f ∈ L2(0, T ; H˙ α2 (RN )), the C∞c (RN × [0, T )) functions
wδ defined in (A.3) in Appendix A satisfy
‖wδ − f‖
L2(0,T ;L
2N
N−α (RN ))
δ→0+−→ 0 and |wδ|T,Eµα ≤ C|f |T,Eµα . (B.5)
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This follows from Remark A.4, and the fact that the iterated Lp-spaces have
similar properties as the usual Lp-spaces with respect to mollifications (by [8],
inequalities for convolutions, continuity of translations, dominated convergence
etc. are similar). Since L2(0, T ; H˙
α
2 (RN )) is a Hilbert space, Banach-Saks’
theorem implies there is a subsequence {wδk}k∈N and f˜ ∈ L2(0, T ; H˙
α
2 (RN ))
such that ∣∣∣∣∣ 1n
n∑
k=1
wδk − f˜
∣∣∣∣∣
2
T,Eµα
→ 0 as n→∞.
By (B.4), these Césaro means converge to f˜ in L2(0, T ;L
2N
N−α (RN )). But by
(B.5), they also converge to f in this space, and hence f = f˜ a.e.
C. Proof of Theorem 2.6 (b)
1) By (Aλ1”), the measure λ is globally shift-bounded and the (semi)norms
on Eλ and H˙
α
2 are comparable: m|f |
H˙
α
2
≤ |f |Eλ ≤M |f |H˙ α2 . The latter gives
Eλ(R
N ) = {f is measurable : |f |
H˙
α
2
<∞} = Eµα(RN ).
2) For N ≤ α, the fractional Laplacian (and hence also Aλ) is recurrent. In
this case an easy modification of the proof of Theorem 3.1 in [36] yields
X = L∞(QT ) ∩ L2(0, T ;Eµα(RN )).
See the discussion on recurrence in Section 2.4 for more details.
3) For N > α, we always have X ⊂ L∞(QT ) ∩ L2(0, T ;Eµα(RN )). To
prove the reverse inclusion, we must show that C∞c is dense in L
∞(QT ) ∩
L2(0, T ;Eµα(R
N )). This will follow from Lemma B.2 if we can show that
L∞(QT ) ∩ L2(0, T ;Eµα(RN )) ⊂ L2(0, T ; H˙
α
2 (RN )).
To prove this, we must show that any g ∈ L∞(QT ) ∩ L2(0, T ;Eµα(RN )) also
belongs to L2(0, T ;L
2N
N−α (RN )).
Let h(t) := ‖g(·, t)‖2
L
2N
N−α (RN )
for t ∈ (0, T ). By Section 252P in [28] and
measurability of g on RN×(0, T ), h is a measurable function on (0, T ). We need
to prove that h belongs to L1(0, T ). As a consequence of Fubini’s theorem,
‖g(·, t)‖L∞(RN ) ∈ L∞(0, T ) and |g(·, t)|H˙ α2 (RN ) ∈ L2(0, T ),
and then g(·, t) ∈ L∞(RN ) ∩ Eµα(RN ) for a.e. t ∈ (0, T ). Hence for such
t, g(·, t) is a tempered distribution and belongs to H˙
α
2
1 (R
N ) by the argument
of Step 4) in the proof of Proposition B.1. Then by the embedding (B.1),
h(t) ≤ C|g(·, t)|2
H˙
α
2 (RN )
for a.e. t, and hence since |g(·, t)|2
H˙
α
2 (RN )
∈ L1(0, T ), it
follows that h ∈ L1(0, T ) and g ∈ L2(0, T ;L 2NN−α (RN )). The proof is complete.
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D. Proof of Lemma 4.3
1) Assume 1 < p, q < ∞. Consider fn(x) := (f ∗ ωn)(x) and gn(x) :=
(g ∗ ωn)(x) for ωn defined by (4.1). By a direct computation,
(fngn)(x+ z)− (fngn)(x)− z ·D(fngn)(x)
= fn(x) (gn(x+ z)− gn(x)− z ·Dgn(x))
+ gn(x) (fn(x+ z)− fn(x)− z ·Dfn(x))
+ (fn(x+ z)− fn(x))(gn(x+ z)− gn(x))
Integrate the above equality against ν(dz)dx to get
ˆ
RN
Lν [fngn](x)dx
=
ˆ
RN
fn(x)Lν [gn](x)dx+
ˆ
RN
gn(x)Lν [fn](x)dx+ 2Eν [fn, gn].
The three terms on the right-hand side are well-defined by Hölder’s inequality
since the measure ν is finite. By Fubini’s theorem,
´
RN
Lν [fngn](x)dx = 0 and
thus, we obtain
0 =
ˆ
RN
fn(x)Lν [gn](x)dx+
ˆ
RN
gn(x)Lν [fn](x)dx+ 2Eν [fn, gn]. (D.1)
By standard estimates for mollifiers, Tonelli’s lemma, and Hölder’s inequality,∣∣∣∣
ˆ
RN
fnLν [gn]dx−
ˆ
RN
fLν [g]dx
∣∣∣∣
≤ 2ν(RN ) (‖g‖Lq(RN )‖fn − f‖Lp(RN ) + ‖f‖Lp(RN )‖gn − g‖Lq(RN )) ,
and ∣∣2Eν [fn, gn]− 2Eν [f, g]∣∣
≤ 4ν(RN ) (‖g‖Lq(RN )‖fn − f‖Lp(RN ) + ‖f‖Lp(RN )‖gn − g‖Lq(RN )) .
Note that a similar argument holds for
´
RN
gnLν [fn]dx. Taking the limit as
n→∞ and using the properties of mollifiers, we obtain (D.1) for f, g replacing
fn, gn respectively. Since Lν is symmetric, we obtainˆ
RN
g(x)Lν [f ](x)dx = −Eν [f, g].
2) Assume p = 1, q = ∞. Again we mollify, fn(x) := (f ∗ ωn)(x) and
gm(x) := (g ∗ ωm)(x), and we obtain (D.1) as above. We deduce (almost as
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before) that∣∣∣∣
ˆ
RN
fnLν [gm]dx−
ˆ
RN
fLν [g]dx
∣∣∣∣
≤ 2ν(RN )‖g‖L∞(RN )‖fn − f‖L1(RN )
+
ˆ
RN
ˆ
RN
|fn(x)| |(gm(x+ z)− g(x+ z))− (gm(x)− g(x))| ν(dz)dx,
and
∣∣2Eν [fn, gm]− 2Eν [f, g]∣∣ ≤
ˆ
RN
ˆ
RN
|fn(x+ z)− fn(x)| ×
× |(gm(x+ z)− g(x+ z))− (gm(x)− g(x))| ν(dz)dx
+ 4ν(RN )‖g‖L∞(RN )‖fn − f‖L1(RN )
Note that |(gm(x+ z)− g(x+ z))− (gm(x)− g(x))| ≤ 4‖g‖L∞(RN ) and
|fn(x)| ∈ L1(RN ). Hence, for fixed n, we may sendm→∞ by Lebesgue’s dom-
inated convergence theorem to obtain (D.1) for fn, g. Then we send n → ∞
to obtain the same for f, g. Again, we use the symmetry of Lν to complete
the proof.
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