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Performance Analysis of SIMO Space–Time
Scheduling With Convex Utility Function:
Zero-Forcing Linear Processing
Vincent K. N. Lau, Senior Member, IEEE, and Yu-Kwong Kwok, Senior Member, IEEE
Abstract—In a multiple-antenna system, an optimized design
across the link and scheduling layers is crucial toward fully
exploiting the temporal and spatial dimensions of the commu-
nication channel. In this paper, based on discrete optimization
techniques, we derive a novel analytical framework for designing
optimal space–time scheduling algorithms with respect to general
convex utility functions. We focus on the reverse link (i.e., client
to base station) and assume that the mobile terminal has a single
transmit antenna while the base station has receive antennas.
In order that our proposed framework is practicable and can be
implemented with a reasonable cost in a real environment, we
further assume that the physical layer involves only linear-pro-
cessing complexity in separating signals from different users. As
an illustration of the efficacy of our proposed analytical design
framework, we apply the framework to two commonly used
system utility functions, namely maximal throughput and propor-
tional fair. We then devise an optimal scheduling algorithm based
on our design framework. However, in view of the formidable
time complexity of the optimal algorithm, we propose two fast
practical scheduling techniques, namely the greedy algorithm and
the genetic algorithm (GA). The greedy algorithm, which is similar
to the one widely used in 3G1X and Qualcomm high-data-rate
(HDR) systems (optimal when = 1), exhibits significantly
inferior performance when 1 as compared with the optimal
approach. On the other hand, the GA is quite promising in terms
of performance complexity tradeoff, especially for a system with
a large number of users with even a moderately large . As a
case in point, for a system with 20 users and = 4, the GA is
more than 36 times faster than the optimal while the performance
degradation is less than 10%, making it an attractive choice in the
practical implementation for real-time link scheduling.
Index Terms—Fairness, genetic algorithm (GA), multiple
antenna, optimal algorithm, scheduling, single-input–mul-
tiple-output (SIMO), utility functions.
I. INTRODUCTION
AS GOVERNED by the traditional design, the achievablebit rate of a wireless communication link is limited by the
available bandwidth and power. Given a fixed power budget, the
only way to increase the bit rate is to increase the transmission
bandwidth. Recently, however, there is an intense interest in pur-
suing an interesting approach for increasing the bit rate without
increasing the bandwidth or power budget by making use of
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multiple transmit and receive antennas. The wireless communi-
cation channel with multiple antennas is then transformed into
a multiple-input–multiple-output (MIMO) channel, for which
the link capacity gain is contributed by the spatial channels
induced by the array of antennas. It is shown in [2] and [22]
that the channel capacity of an MIMO system is proportional
to , where is the number of transmit an-
tenna and is the number of receive antenna, with the help
of intelligent signal-processing techniques [5], [6], [16], [24].
A plethora of research efforts have been devoted to enhancing
the link level throughput by multiple-antenna technologies [19],
[20]. For example, a number of contributions are recently re-
ported for boosting the data rate of universal mobile terrestrial
service (UMTS) to 20 Mb/s, utilizing MIMO techniques. There
is also a remarkable volume of high-quality work on how to
design space–time code with full link-level diversity order. For
example, [21] describes space–time trellis codes designed with
full rank criteria to achieve the maximum link-level diversity.
Furthermore, [14] suggests space–time turbo codes that are also
designed with full rank criteria. However, although these lines
of research are crucial, optimizing the MIMO link performance
is insufficient from a system perspective. Indeed, it is also very
important to consider the resource-management dimension at
the system level to effectively exploit the performance potential
of multiple-antenna technologies.
In multiuser systems with bursty data sources, we are more
concerned about the system-level performance. In addition to
the physical (or link) layer, the scheduling algorithm in the mul-
tiple access control (MAC) layer plays a critical role in de-
termining the multiuser system performance. Specifically, in
a -user system, system performance is usually expressed as
, which is the value of a utility function of in-
dividual user throughput, denoted by . Here, is
the average throughput of user . For example, to maximize the
system capacity, the utility function is given by
(1)
Schedulers designed to optimize such an utility function will
result in the highest system capacity. However, users with a
poor channel condition could be discriminated (e.g., always
get assigned a zero value of in the optimization process)
and, thus, could suffer from starvation. This unfair situation is
clearly undesirable [17], [18]. On the other hand, proportional
fairness (PF) [8] is another popular criterion that was introduced
to strike a balance between system capacity and fairness among
0018-9545/04$20.00 © 2004 IEEE
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users. In formal terms, a scheduler is called proportional fair
if it optimizes the utility function defined as
(2)
Traditionally, the design of the link and MAC layers is
done separately (modular design to cope with the complexity
involved). This approach is effective for fixed-line systems in
which the physical layer is essentially time invariant. However,
for wireless systems, the physical-layer (link-layer) perfor-
mance is time varying (driven by the time-varying wireless
channel conditions due to fading effects). Thus, optimizing the
link level alone does not always result in an optimal system
level performance. As reported in [9] and [10], a joint design of
the MAC and link layers can achieve a significant performance
gain over the isolated design approach for single-antenna
systems. This gain is contributed by the multiuser diversity,
which is achieved by allocating system resource adaptively to
the user(s) with the best channel condition. For multiple-an-
tenna systems, it is also recently shown in [11] and [27] that
maximizing the link diversity order (which maximizes the
link capacity) does not always result in the optimal system
capacity. Thus, it is apparent that joint optimization between
the MAC and link layers is very important to the system-level
performance of wireless systems [12], [13], [26].
Unfortunately, cross optimization between the link and MAC
layers is generally ignored in traditional MAC layer design
due to the formidable complexity involved. Nevertheless, there
have been some recent attempts that try to take advantage
of the optimization gap by cooperative scheduling, which
takes the link-level metrics into account in making scheduling
decisions [1], [7]. For example, the scheduling efficiency is
shown to be greatly enhanced in a single-input–single-output
(SISO) system with a variable-throughput adaptive phys-
ical layer in [10] by a jointly adaptive approach in which a
scheduling decision is made by considering the instantaneous
throughput that is achievable by the user. However, all the
abovementioned approaches are designed based on a heuristic
approach and performance is evaluated through simulations.
With the heuristic approach, we do not have an accurate design
insight and we do not know how far is the performance of the
algorithm from the optimal. In [23], an analytical framework
has been proposed to optimize the scheduling algorithm for a
SISO multiuser system with average power constraint based
on an information theoretical approach with respect to the
utility function . It is shown that the optimal scheduling
policy is to allocate resources to, at most, a single user (with
the best channel condition) at a time. In [5] and [24], downlink
broadcast channel scheduling is considered. However, when
multiple antennas are introduced to the multiuser system, the
resource space is expanded to include the spatial dimension as
well and the framework and results do not apply to multiuser
multiple-antenna systems.
In this paper, we propose a general analytical framework
for the optimal space–time scheduler design of multiuser
single—input–multiple-output (SIMO) systems. The frame-
work is general in that it can be applied to capture the
space–time scheduler design for a wide class of multimedia
applications with different convex utility functions. We con-
sider the reverse link performance with slow fading. Channel
encoding and decoding frames are short bursts that are much
shorter than the coherence time of the fading channel. This
short-burst model1 is realistic for practical systems [such as
HSDPA and high data rate (HDR)] with slow mobility where a
typical burst duration lasts for 2 ms, which is much shorter than
the coherence time of fading channels with pedestrian mobility.
In summary, the contributions of the paper are listed here.
• An analytical framework for SIMO multiuser
space–time scheduler design with respect to convex
utility functions. The framework is based on an infor-
mation theoretic approach with one important practical
constraint of linear-processing complexity at the physical
layer of the base station. The significance of the analytical
framework lies in providing an optimal performance ref-
erence for heuristic scheduler design so that we can have
a better idea of the performance–complexity tradeoff.
• Design of low-complexity space–time scheduler using
and as examples. Since the optimal algo-
rithm is too complex to realize in practice, we have
to use heuristic algorithms. In this paper, we will con-
sider two heuristic algorithms, namely the greedy- and
genetic-based algorithms. Note that the greedy-based
algorithms2 are widely used in the wireless industry (e.g.,
HS–DPA and 3G1x), which is optimal for . As we
will illustrate in this paper, there is a large performance
penalty with the greedy-type algorithm for .
On the other hand, the genetic-based algorithm has a
promising complexity–performance tradeoff.
This paper is organized as follows. In Section II, we outline
the multiuser SIMO channel model, the multiuser link layer
model, and the MAC layer model. In Section III, we formulate
the analytical design framework for space–time scheduling
with convex utility functions. The optimization problem is
shown to be a mixed nonlinear integer programming problem
and the optimal solution is derived. In Section IV, we propose
two heuristic suboptimal algorithms for the optimization
problem with low implementation complexity. Specifically, we
illustrate with maximal throughput and proportional fair utility
functions as examples. In Section V, we present numerical
results to evaluate the performance of the optimal and low
complexity space–time schedulers. Finally, we conclude with a
brief summary of results in Section VI.
1Shannon’s channel coding requires very large number of coded bits in a
frame. At a given bandwidth and a frame duration constraint, the number of bits
in a frame would be limited. However, in a practical sense [say, in high-speed
downlink packet access (HSDPA)], a frame duration is 2 ms (which is short
enough for constant fading assumption) and, with turbo coding, the error per-
formance is already quite close to the Shannon’s limit. Therefore, we believe
it is still within practical limit to have 1) frame duration small enough with re-
spect to channel coherence and 2) a number of coded bits large enough for ideal
channel coding.
2By greedy algorithm, we refer to those algorithms that make a scheduling
decision by a single-pass inspection of all the K users. In 3G1x or UMTS, the
scheduler used is proportional fair but is, at the same time, the greedy type be-
cause they select one user (with the largest r = R ) out of theK users in a single
pass.
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Fig. 1. Block diagram of the zero-forcing multiuser detection (MUD) at the base station with n receive antennas.
II. MULTIUSER SIMO SYSTEM MODEL
In this section, we describe the multiuser SIMO channel
model, the link layer model, and the MAC layer model.
A. Channel Model
We consider a wireless communication system with mo-
bile terminals having single transmit antenna and a base station
with receive antennas. This is a realistic model because most
mobile-client devices that are available today and in the foresee-
able future can afford to only have single transmit antenna. The
channel fading between different users and different antenna are
modeled as independent identically distributed (i.i.d.) complex
Gaussian process with unit variance. Furthermore, it is assumed
that the encoding and decoding frames are short bursts that are
much shorter than the coherence time of the fading channel.
This is a reasonable assumption because most high-speed wire-
less data systems operate in short-burst mode. For example, in
UMTS–HSDPA, a typical burst only lasts for 2 ms, which is
much shorter than the coherence time of slow fading channels
(at pedestrian speed). Thus, the fading coefficients are highly
correlated within a coding frame. With rate feedback informa-
tion to the mobile terminal (elaborated in Section II-C), nonzero
ergodic capacity can be achieved.
The channel-fading coefficient between the th mobile ter-
minal and the base station is characterized by the dimen-
sion channel matrix . The received signal at the base station
is
(3)
where is the transmit symbol from the th mobile terminal,
is the –dimension Gaussian noise with covariance given
by , and is the -dimension vector of received
symbols at the base station. We assume that the channel matrices
of all users are available to the base station at the start of
scheduling. This can be practically achieved by the provisioning
of pilot channels from the mobile terminals to the base station,
similar to 3G1X, HDR, or UMTS systems.
B. Multiuser Link Layer Model
In order to isolate the performance of the link level from
specific implementation details of modulation and channel
coding, we take an information theoretic approach. Specifically,
the maximum achievable rate at the link layer (with arbitrarily
low error probability) is specified by the maximum mutual
information and the transmitted power. We make use of the
following assumptions in the parameters.
1) Linear-Processing Multiuser Detection Con-
straint: According to multiuser information theory, when
mobile terminals are transmitting simultaneously, individual
signals from simultaneous transmitting mobile terminals
can be separated through multiuser detection. However, the
implementation complexity of the optimal multiuser detector is
shown to be exponential [15] and is too complicated to realize
with respect to today’s technologies. In order to have a more
realistic design, we assume a linear-processing constraint on
the link layer of the base station. Specifically, at any fading
block, a number of users are selected to transmit information to
the base station (the indices of the selected users are contained
in an admissible set ). At the base station, signals from the
selected users are obtained independently by forming strong
beams to the desired user and nulls to the interfering users,
which is illustrated in Fig. 1. Although the interference nulling
will result in noise enhancement, such a scheme is shown to
be optimal with respect to the near–far problem in [15] and
[25]. Furthermore, asymptotically at large transmit power,
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Fig. 2. Block diagrams of the MAC layer. (a) Timing of access and frame format. (b) Model of the scheduling layer.
the interference nulling scheme approaches the minimum
mean-square error (MMSE) scheme.
Now, given the channel matrices of all users ,
we multiply the received signal vector by an weight
vector in order to extract information from user (where
denotes complex transpose). The received signal after the linear
spatial processing for user is given by
(4)
where the first term represents the desired signal, the middle
term represents the interference terms, and the last term repre-
sents the residual noise after spatial processing. For interference
nulling, the weight vector should be chosen according to
.
(5)
Since there are degrees of freedom and equations, we
can only form at most nulls with antennas. Thus,
the cardinality of is restricted to be less than or equal to .
When , (5) can uniquely determine3 the weight ,
which is given by
(6)
where is the –dimension aggregate channel matrix
with columns obtained from the channel matrix indexed by the
admissible set and is an column binary matrix with
all zero elements except the th element. On the other hand,
when , there are more degrees of freedom than the
number of equations in (5) and, hence, we can further specify
the weight by minimizing the noise variance in (4). That is
(7)
where satisfies (5) as a constraint. Let be an
–dimensional matrix with columns spanning
the -dimension orthogonal subspace of the
3When jAj = n , the rank ofH is n with probability 1.
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-dimension interference space spanned by
. That is
.
(8)
Observe that constraint (5) is satisfied if and only if be-
longs to the orthogonal subspace spanned by the columns of
. Thus, for some -dimension
column vector . The optimization problem in (7) reduces to
(9)
The solution to (9) is given by
(10)
The algorithm to obtain is outlined in Appendix A.
Since the residual noise after linear spatial processing is still
Gaussian, the input capacity achieving distribution for is
Gaussian and the maximum achievable date rate of the th user
during this fading block is given by
(11)
where is the transmitted power of user ,
.
2) Mobile Power Constraint: Due to the short burst dura-
tion, power adaptation within a coding frame is unnecessary
because the channel fading will be highly correlated within the
entire coding frame. The average transmitted power of the th
mobile terminal is assumed to be constrained (where the aver-
aging window is over one encoding frame) to . Thus, given
any channel-fading realization, the transmitted power of user ,
, is constrained by
(12)
C. MAC Layer Model
The scheduling algorithm in the MAC layer is responsible
for the allocation of channel resources at every fading instance.
The system resource is partitioned into frames, as illustrated by
Fig. 2(a). A frame is divided into two parts, namely the request
contention mini-slots and the payload transmission slot. At the
start of every fading block, mobile terminals with backlogged
data transmit access preambles to the base station. Based on
the survived access preamble after contention, the base station
measures the channel matrix from all the participating users.
To decouple the scheduler design from the data source model
and the contention dynamics, we assume that the data buffer
in all the mobile terminals are sufficiently large so that there
will be no empty payload slot due to empty source buffers in
the mobile terminals. In other words, we assume that all the
mobile terminals are competing for system resource at every
scheduling instance.
After the base station collects all the requests from the
participating mobile terminals, the estimated channel states
are passed to the scheduling algorithm in the
MAC layer, as illustrated in Fig. 2(b). The outputs of the sched-
uler consist of an admissible set ,
which is the set of user indices with nonzero power allocated at
the current fading block, the corresponding power-allocation
, as well as the rate feedback4 for the selected users. Thus,
the scheduler is modeled as an optimization algorithm with
respect to a system-utility function. Note that with the linear
processing constraint, the order of indices in the admissible set,
is irrelevant to the utility function.
III. GENERAL FORMULATION OF THE SPACE–TIME SCHEDULER
In this section, we describe our formulation of the optimal
space–time scheduling problem based on the channel, link-laye,
and MAC modelsintroduced in Section II. In general, the solu-
tion to the scheduling problem will be very tedious if the utility
function is expressed in the general form be-
cause it contains the average throughput . To sim-
plify the problem, we shall restrict the class of utility functions
to be of the form
(13)
where is a convex function in and
the expectation is taken over all channel matrix realization. So
that the optimization is well defined, we constrain the utility
function to be
(14)
Introduce a binary indication variable for user
. Note that if user and if . The
optimization problem is given by the following.
Problem 1: Given any channel matrices realization for
all mobile terminals , determine the optimal
and the corresponding power allocation
so that the system-utility function
is maximized and .
Observe that the optimization problem above is a mixed
nonlinear integer-programming problem. The standard com-
putational procedure for obtaining the optimal solution is to
discretize the resource space so that discrete optimization tech-
niques can be applied to the space–time scheduler design.
A. Optimal Solution—Integer Programming
Observe that the mixed nonlinear integer-programming
problem in Problem 1 can be transformed into a pure in-
teger-programming problem as a result of the lemma here.
Lemma 1: Given any admissible set and convex utility
function , the optimizing power-allocation is
given by for all .
Proof 1: For any given admissible set , assume that
the optimal power allocation is , where
for some and the corresponding rate vector is
given by . Consider another power alloca-
tion, . From (11), the corresponding
rate vector is given by where
. Since the utility function is convex,
we have .
4The rate feedback is used to ensure nonzero ergodic capacity at the current
fading block.
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Fig. 3. Illustration of crossover operation in genetic algorithm (GA).
This implies that is the optimizing power allocation, which
contradicts the original assumption.
Due to the above lemma, the search space for the scheduling
policies is discretized and we apply conventional discrete-opti-
mization techniques [4] to solve the problem. The optimization
problem is defined here.
Problem 2: Given any channel matrices realization for all
mobile terminals , find the optimal ,
such that and is max-
imized. The power allocation is given by
.
(15)
Computational complexity of the optimal solution depends
critically on the form of the utility function. Obviously, the com-
putational complexity is upper bounded by the size of the search
space, which is given by . For even moderate and
, the total search space becomes exceedingly large. Thus, low
complexity suboptimal heuristics are much needed for feasible
implementation.
IV. LOW-COMPLEXITY SPACE-TIME SCHEDULER DESIGN
While integer programming offers the optimal solution, the
computational complexity exceeds the implementation limita-
tion in most designs. In this section, we introduce two heuristic
space–time scheduling algorithms with respect to the convex
utility function. They are, namely, the greedy algorithm and the
genetic algorithm (GA). We evaluate their performance by com-
paring them with the optimal solution in Section V.
A. Suboptimal Solution A—Greedy Algorithm
The greedy algorithm is widely used in commercial systems
such as 3G1X and Qualcomm HDR due to its simplicity. The
algorithm is described here.
Algorithm 1
Step 1) For , , initialize
(the only
nonzero element is in the
th position). Calculate
based on .
Step 2) Sort according to the de-
scending order of , cal-
culated in Step 1).
Step 3) The admissible set is ob-
tained by including the first
indices in the sorted list
in Step 2).
Observe that the greedy algorithm complexity involves
function evaluations plus sorting operation. Furthermore, it is
the optimal algorithm when .
B. Suboptimal Solution B—GA
As we will illustrate in the next section, the performance gap
between the greedy algorithm and the optimal algorithm is quite
large for . Thus, this motivates the design of other subop-
timal algorithms with better performance–complexity tradeoff.
In this section, we describe our proposed GA to the space–time
scheduling problem.
GA is a family of computational models inspired by evolu-
tion and is first investigated by Holland [3]. These algorithms
encode a potential solution to a specific problem with a simple
chromosome-like data structure and apply recombination oper-
ators to a set of these structures to preserve critical informa-
tion. A chromosome, in its simpliest form, is a string of bits that
uniquely represents the independent variable of the optimization
problem. An implementation of a GA begins with a population
of random chromosomes. The main template of GA is illustrated
here.
Algorithm 2
Step 1) Initialization: Initialize a
population with chromosomes.
Step 2) Selection: Construct an in-
termediate population based on
selection according to the fit-
ness of chromosomes in the ini-
tial population.
Step 3) Breeding: Randomly select a
pair of chromosomes in the in-
termediate population and re-
combine the two parents into
two offspring according to
crossover and mutation rules.
The crossover operation is
characterized by a crossover
probability . For every se-
lected pairs of parents, there
is probability of performing
a crossover operation. By
crossover, a randomly selected
crossover point (between 1 and
) is selected for the pair of
chromosomes. The two parents
are split, respectively, in the
crossover point selected and
the two offsprings are obtained
by crossing the fragments of
the two parents, as illustrated
in Fig. 3. For every bit in the
chromosomes of the offspring,
there is a (mutation rate)
chance of toggling the bit.
This is called the mutation
operation.
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Step 4) Termination: Replace the
original population with the
new population and repeat Steps
2) and 3) until the number of
iterations reaches .
Note that GA is well suited for the space–time scheduling
problem. This is because the optimizing variable
is a binary string and is represented naturally by the chromosome
of GAs without extra encoding efforts. Second, the GA can be
applied for general utility functions. Instead of the regular ver-
sion of the GA, we apply adaptive a mutation rate based on the
diversity of the population. Detailed steps of the GA specific to
our problem is elaborated here.
Chromosome: A chromosome is a sample of the opti-
mizing variable , where .
Population Initialization: A population is a set of
chromosomes. The starting population is initialized with
randomly picked chromosomes satisfying the con-
straint .
Selection: During Step 2), an intermediate generation
(which is a set of chromosomes) is formed based on
the current population and the selection rule. The selection
process we adopt is the remainder stochastic sampling.
For each randomly selected chromosome in the current
population , we evaluate the fitness
based on the utility function . Let
be the average fitness within the
current population. The integer portion of indicates
how many copies of that chromosome are directly placed
in the intermediate population. An additional copy of
that chromosome is placed in the intermediate population
with a probability equal to the fractional part of .
For example, a chromosome with places
one copy in the intermediate generation and receives
a 0.36 chance of placing a second copy. The selection
process carries on until all the slots in the intermediate
generation have been filled up. In this manner, we see
that chromosomes that are fitter will be allowed more of a
chance to propagate into the next population.
Adaptive Mutation Rate: After selection is completed,
we perform breeding as in Step 3). The breeding process
consists of two stages, namely the crossover and the muta-
tion. These two processes introduce randomness into the
intermediate generation so that the new population will
be a combination of the best chromosome in the current
population as well as some new random elements. This is
necessary to avoid the algorithm getting stuck at local op-
tima. In fact, the performance of the GA is found to be
quite sensitive to the mutation probability. A large muta-
tion probability introduces variability into the population,
but too much is deleterious. The right value of is usu-
ally problem specific. In this paper, we dynamically adjust
the mutation rate based on the diversity of the fitness in
the current population. The key to this strategy lies with
recognizing that as long as the population is broadly dis-
tributed in the parameter space (large variance in fitness),
the crossover operation leads to a pretty efficient search as
it recombines fragments of existing solutions, which are
hopefully the “ingredients” of a better solution. However,
once the population has converged (small variance in fit-
ness), a high mutation rate is needed to reinject variability
into the population. Specifically, the mutation rate of cur-
rent generation is given by
(16)
where is the standard derivation and is the mean of
the fitness of the current population (before selection).
and are two constants.5
Elitism and Constraints: An additional feature is added to
the GA to preserve the fittest member in the current popu-
lation. Specifically, the fitness chromosome in the current
population is saved and inserted into the next population.
This is a safeguard against the possibility that the breeding
process destroys the current best solution. Furthermore, all
members of the next population are checked against the
constraint . If any chromosome violates this
constraint, 0 is inserted into a randomly selected bit po-
sition in the violating chromosome until the constraint is
satisfied.
The computation complexity of GA involves func-
tion evaluations. As will be illustrated in the next section, this
represents significant computational savings as compared with
the optimal algorithm.
C. Example 1: Maximal System Capacity
We illustrate the space–time scheduler design based on a
common utility function, the total system capacity. The utility
function is given by
(17)
Maximizing the above utility function implies optimized
system capacity. However, there might be problems of starva-
tion when the users are heterogeneous. That is, mobile terminals
at shadowed locations may suffer from discrimination due to
persistently poor channel conditions. Thus, we usually operate
the network with fairness constraint.
D. Example 2: Proportional Fair
Another commonly used utility function is proportional fair
scheduler, which is applied in Qualcomm’s HDR [7] and 3G1X
systems. The utility function is given by
(18)
Any scheduler that maximizes is called a proportional
fair scheduler. The proportional fairness has the advantage of
5In this paper,  = 1:2 and  = 10 for the maximal throughput and
proportional fair-utility functions.
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Fig. 4. Performance of the maximal throughput scheduler at various n .K = 10. (a) Total system capacity versus signal-to-noise ratio (SNR) and n . (b) Total
system capacity versus K and n . (SNR = 10 dB).
achieving a reasonable tradeoff between fairness and system
capacity. It also enjoys simple implementations for single-an-
tenna systems. For instance, at any scheduling instance, the
user with the largest is selected to transmit. However,
such a scheduling rule does not achieve proportional fairness
for .
Note that the above utility function does not correspond to
the general form discussed in the previous section. In order to
transform that into an appropriate form of the utility functions
we considered, we consider the following lemmas.
Lemma 2: If a scheduler that achieves the average
throughput satisfies
(19)
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Fig. 5. Performance of proportional fair space–time scheduler at various n . K = 10 and t = 1000. (a) Utility function versus SNR and n . (b) Illustration
of fairness. Cumulative distribution function (CDF) of mobile terminal’s data rate at SNR = 10 dB, n = 2.
where is the average throughput of any other
scheduler, then it maximizes .
Proof 2: This is proven in [8].
Thus, the equivalent utility function for proportional fairness
is given by
(20)
where the terms is the average throughput of user , which
depends on the heterogeneous level among users . Due to
the causality requirement upon obtaining , we approximate
with the moving average throughput. Let denotes the th
scheduling instance, the moving average throughput at the
th scheduling instance is defined as
(21)
where is the time constant of the averaging window.
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V. NUMERICAL RESULTS AND DISCUSSION
In this section, we compare the performance of the
space–time schedulers with respect to the maximal throughput
and the proportional fair utility functions. We compare the per-
formance with respect to the random and optimal schedulers.
The random scheduler selects randomly users irrespective
of their channel matrices at every fading block, which serves as
performance lower bound. The optimal scheduler performance
is used as a performance upper bound. The focus is on the
performance of the heuristic algorithms.
A. Performance of Maximal System Capacity Scheduler
Fig. 4(a) illustrates the scheduling performance of the max-
imal throughput scheduler with respect to and SNR. 10 000
realization of i.i.d. channel matrices for the users are gen-
erated for each performance point. The channel matrices are
zero-mean circular symmetric complex distributed. Upon each
realization, the scheduling algorithm is applied to the users
and the assigned rates of the selected users are calculated based
on (11). All mobile users are assumed to have the same transmit
power. We observe that a significant gain in capacity is achieved
by increasing the number of receive antenna , which is at-
tributed to the distributed configuration. For example,
there is a 2 and 4 times of total system capacity gain as compared
with at for , 4, respectively. On
the other hand, observe that the performance of the greedy al-
gorithm coincides with the optimal scheduler when .
However, there is a 2.5 and 4.5 dB of SNR penalties between
the greedy and optimal performance at , 4, respectively,
(at ). This motivates the GA. Observe that the GA
has negligible performance loss as compared with the optimal
scheduler.
Fig. 4(b) illustrates the scheduling performance at
with respect to . As increases, the efficiency of mul-
tiuser selection diversity increases because, at any scheduling
instance, it is more likely to select a user with good channel con-
ditions. However, supporting a large would induce a large
signaling overhead for channel estimation at the base station.
From the results, we conclude that would be sufficient
to realize a significant portion of the multiuser diversity gain.
B. Performance of Proportional Fair Scheduler
Fig. 5(a) illustrates the scheduling performance of the propor-
tional fair scheduler with respect to and SNR. Mobile users
are assumed to have heterogeneous path loss of variance 2 dB.
The performance is represented by the utility function value.
Similar to the maximal throughput utility function, significant
gain is observed for and . Similarly, the greedy
algorithm achieves optimal performance only when .
For large , there is remarkably large performance gap be-
tween the optimal and greedy algorithms. On the other hand,
GA can fill up a majority of the performance gap at various .
Another way to visualize the fairness dimension of the sched-
uler performance is given in Fig. 5(b) where the cumulative dis-
tribution function (CDF) of a mobile terminal’s throughput is
plotted for and . The axis illustrates
TABLE I
COMPARISON OF THE COMPUTATIONAL COMPLEXITY OF GREEDY,
GENETIC, AND OPTIMAL ALGORITHMS
the probability of mobile terminals acquiring a throughput less
than or equal to the value in the axis. Observe that while
a maximal throughput scheduler can achieve the highest total
system capacity, the chance of mobile terminals achieving such
a throughput is very low. On the other hand, for the PF scheduler,
although the absolute maximum throughput achieved by any
mobile terminal is small than the maximal throughput sched-
uler, mobile terminals have higher chance of achieving a decent
throughput. For example, at a CDF level of 90%, only 10% of
the mobile terminals will have a throughput given by the -axis
value of the CDF curve. Thus, at 10% service guarantee (90%
CDF level), the data rate of maximal throughput scheduler is 0.7
while that of the PF scheduler is just 0.25. On the other hand, at
90% service guarantee level (10% CDF level), the data rate of
maximal throughput scheduler is essentially 0 while the rate of
the PF scheduler is 0.2. This demonstrates the fairness dimen-
sion of the system performance. Furthermore, observe that the
performance gap of the greedy algorithm against the optimal PF
is quite large and is filled up by the GA.
C. Complexity Comparisons
Table I compares the number of function evaluations of the
optimal algorithm, the greedy algorithm and the GA at various
and . Observe that there is an 8 and 36 times speedup in the
computation of GA (as compared with the optimal algorithm)
when and (20, 4), respectively.
VI. CONCLUSION
In this paper, we introduce an analytical framework for the
space–time scheduling problem with convex utility functions.
There are mobile terminals with single transmit antenna
and one base station with receive antennas. Furthermore,
we assume short burst transmission and linear processing at
the physical layer of the base station. The scheduling algo-
rithm is modeled as an integer programming problem. Optimal
performance is obtained for maximal throughput and propor-
tional fair utility functions as a performance upper bound. For
computational feasible solutions, we introduce two heuristics,
namely the greedy algorithm and the GA, and compare their
performances at different SNR and . It is found that the
widely used greedy algorithm, although optimal when ,
suffers enormous performance gap as compared with the op-
timal solution. This motivates the investigation of the second
heuristic algorithm, namely the GA for . It is found
that GA offers remarkable computational speedup as compared
with the optimal algorithm and is an attractive candidate given
its performance–complexity tradeoff.
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APPENDIX A
FORMATION OF ORTHOGONAL BASIS GIVEN AND
Without a loss of generality, let
and . Let be the orthonormal
basis of the vector subspace spanned by the column vec-
tors . (The orthonormal basis can be obtained
easily by Gram–Schmidt process.) Thus, can be expressed as
(22)
Let where is a a
column vector representing the basis of the orthogonal space of
. We require
(23)
An obvious choice of is given by
(24)
which is the orthogonal projection of over .
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