Spatial process models popular in geostatistics often represent the observed data as the sum of a smooth underlying process and white noise. The variation in the white noise is attributed to measurement error, or micro-scale variability, and is called the "nugget". We formally establish results on the identifiability and consistency of the nugget in spatial models based upon the Gaussian process within the framework of in-fill asymptotics, i.e. the sample size increases within a sampling domain that is bounded. Our work extends results in fixed domain asymptotics for spatial models without the nugget. More specifically, we establish the identifiability of parameters in the Matérn covariance function and the consistency of their maximum likelihood estimators in the presence of discontinuities due to the nugget. We also present simulation studies to demonstrate the role of the identifiable quantities in spatial interpolation.
I. Introduction
The analysis of point-referenced spatial data relies heavily on stationary Gaussian processes for modelling spatial dependence. Let y(s) be the outcome measured at a location s ∈ D ⊂ d , where D is a bounded region within d . The outcome is customarily modelled as y(s) = µ(s) + w(s) + (s), s ∈ S ⊂ R d , (I.1) where µ(s) models the trend, w(s) is a Gaussian process capturing spatial dependence, and (s) is a white noise process modelling measurement error or micro-scale variation. Matérn (1986) introduced a flexible class of covariance functions for modelling w(s) that has been widely used in spatial modelling ever since it was recommended in Stein (1999) . The finite dimensional realizations of (s) are modelled independently and identically as N(0, τ 2 ) over any finite collection of locations. The variance parameter τ 2 is called the "nugget".
Our intended contribution in this article is to formally establish the identifiability and consistency of the process parameters in (I.1) in the presence of an unknown nugget under infill or fixed domain asymptotics, where the sample size increases with increasing numbers of locations within a domain that is fixed and does not expand. This distinguishes the article from existing results on inference for process parameters in Matérn models that have, almost exclusively, been studied without the presence of an unknown nugget. Zhang and Zimmerman (2005) compared infill and expanding domain asymptotic paradigms and elucidate a preference for the former for analysing the limiting distributions of parameters in the Matérn family. Zhang (2004) showed that not all parameters in the Matérn family can be consistently estimated under infill asymptotics, but certain microergodic parameters are consistently estimable. Du et al. (2009) derived the asymptotic normality of the maximum likelihood estimator for such microergodic parameters. Kaufman and Shaby (2013) extended these asymptotic results for Gaussian processes to the case of jointly estimating the spatial range and the variance parameters in the Matérn family. provide good parameter estimates and predictions for relatively small sample sizes.
These studies have focused upon settings without the presence of a nugget. In practice, modelling the measurement error, or nugget effect, in (I.1) is prevalent in geostatistical modelling. Zhang and Zimmerman (2005) offered some heuristic arguments for the consistency and asymptotic normality of the maximum likelihood estimators of microergodic parameters in (I.1). Chen et al. (2000) demonstrated that the presence of measurement error can have a big impact on the parameter estimates for Ornstein-Uhlenbeck processes over bounded intervals. Their proof exploits the Markovian property as well as the explicit formula of the maximum likelihood estimator of the one-dimensional Ornstein-Uhlenbeck process that are not available in the case of Matérn model over d with d ≥ 2.
Returning to (I.1), it will be sufficient for our subsequent development to assume that µ(s) = 0, i.e., the data have been de-trended. We specify {w(s) : s ∈ D ⊂ R d } as a zero-centered stationary Gaussian process with isotropic Matérn covariogram,
where σ 2 > 0 is called the partial sill or spatial variance, φ > 0 is the scale or decay parameter, ν > 0 is a smoothness parameter, Γ(·) is the Gamma function, and K ν (·) is the modified Bessel function of order ν (Abramowitz and Stegun, 1965, Section 10) . The corresponding spectral density is 
Hence, a Matérn model with measurement error is a stationary Gaussian process with covariogram
Our approach will depend upon identifying microergodic parameters in the above model. The remainder of the article evolves as follows. We review the discussion in Zhang (2004) for the Matérn model with measurement error, claiming that only θ = {σ 2 φ 2ν , τ 2 } can have infill consistent estimators when d ≤ 3. Subsequently, we establish that the maximum likelihood estimates for θ are consistent and are asymptotically normal. This extends the main results in Chen et al. (2000) to the case with dimension d ≤ 3. The asymptotic properties of interpolation are explored mainly through simulations, and we demonstrate the role of θ in interpolation. We conclude with some insights and directions for future work.
II. Asymptotic theory for estimation and prediction I. Identifiability Zhang (2004) showed that for the Matérn model without measurement error, when fixing the smoothness parameter ν > 0 and d ≤ 3, there are no (weakly) infill consistent estimators for either the partial sill σ 2 or the scale parameter φ. Such results rely upon the equivalence and orthogonality of Gaussian measures. Two probability measures P 1 and P 2 on a measurable space (Ω, F ) are said to be equivalent, denoted P 1 ≡ P 2 , if they are absolutely continuous with respect to each other. Thus, P 1 ≡ P 2 implies that for all A ∈ F , P 1 (A) = 0 if and only if P 2 (A) = 0. On the other hand, P 1 and P 2 are orthogonal, denoted P 1 ⊥ P 2 , if there exists A ∈ F for which P 1 (A) = 1 and P 2 (A) = 0. While measures may be neither equivalent nor orthogonal, Gaussian measures are in general one or the other. For a Gaussian probability measure P θ indexed by a set of parameters θ, we say that θ is microergodic if P θ 1 ≡ P θ 2 if and only if θ 1 = θ 2 . For further background, see Chapter 6 in Stein (1999) and Zhang (2012) . Furthermore, two Gaussian probability measures defined by Matérn covariograms K w (·; σ 2 1 , φ 1 , ν) and K w (·; σ 2 2 , φ 2 , ν) are equivalent if and only if σ 2 1 φ 2ν 1 = σ 2 2 φ 2ν 2 (Theorem 2 in Zhang, 2004) and, consequently, one cannot consistently estimate σ 2 or φ in the Matérn model (I.2) (Corollary 1 in Zhang, 2004) .
We first characterise identifiability for the Matérn model with measurement error, i.e., with covariogram given by (I.4). Over a closed set S ⊂ R d , let G S (m, K) denote the Gaussian measure of the random field on S with mean function m and covariance function K. Consider two different specifications for w(s) in (I.1) corresponding to mean m i and covariariogram K i for i = 1, 2. The respective measures on the realizations of w(s) over S will be denoted by G S (m i , K i ) for i = 1, 2. If χ = {s 1 , s 2 , . . .} is a sequence of points in S, then the probability measure for the sequence of outcomes over χ, i.e., {y(s j ) :
The following lemma is familiar.
Lemma II.1. Let S be a closed set, w(s) be a mean square continuous process on S under G S (m 1 , K 1 ), and χ be a dense sequence of points in S. Then, (i) if
Proof. See Theorem 6 in Chapter 4 of Stein (1999) .
We adapt Lemma II.1 to the Matérn model with measurement error. The following result summarizes the identifiability issue for Matérn model with measurement error. Theorem II.2. Let S ⊂ R d be a compact set. For i = 1, 2, let P i be the probability measure of the Gaussian process on S with mean zero and covariance K(·; τ 2 i , σ 2 i , φ i , ν) defined by (I.4). Then, (i) if τ 2 1 = τ 2 2 , then P 1 ⊥ P 2 ; and (ii) if τ 2 1 = τ 2 2 , then for d ≤ 3, P 1 ≡ P 2 if and only if σ 2 1 φ 2ν 1 = σ 2 2 φ 2ν 2 , and for d ≥ 5, P 1 ≡ P 2 if and only if (σ 2 1 , φ 1 ) = (σ 2 2 , φ 2 ).
It is easy to see that w(s) is mean square continuous on S under G S (0, K i ). From Lemma II.1, we know that if τ 2 1 = τ 2 2 , for any dense sequence χ,
; hence, P 1 ⊥ P 2 . It remains to consider the case τ 2 1 = τ 2 2 and σ 2 1 φ 2ν 1 = σ 2 2 φ 2ν 2 for d ≤ 3. For i = 1, 2, the spectral density of the process corresponding to (I.4) under P i is
Using results in Ibragimov and Rozanov (1978) and Stein (1999) , we know that if
then P 1 ≡ P 2 . Now we can argue as in Theorem 2 of Zhang (2004) to complete the proof.
Combining Theorem II.2 with the argument in Corollary 1 given in Zhang (2004) , we obtain that σ 2 and φ are not consistently estimable in the following sense.
Corollary II.3. Let y(s), s ∈ S ⊂ R d , d ≤ 3 be the Matérn process with measurement error, and S n , n ≥ 1 be an increasing sequence of subsets of S. Given observations of y(s), s ∈ S n , there do not exist estimates σ 2 n and φ n that are consistent. 
II. Parameter estimation
Theorem II.2 implies that if ν is fixed in the specification of w(s) in (I.1), then σ 2 φ 2ν and the nugget τ 2 will be identifiable. In view of this, we consider the estimation of the microergodic parameter κ := σ 2 φ 2ν and the nugget τ 2 with fixed decay φ. Our main results concern the consistency and the asymptotic normality of the maximum likelihood estimators of κ and τ 2 when the observations are taken from y(·) modelled by (I.1).
To proceed further, we need some notations. Let χ n = {s 1 , . . . , s n } be the sampled points in S, y i := y(s i ), i = 1, . . . , n be the corresponding observations, and let
1≤i,j≤n 4 denote the n × n Matérn covariance matrix over locations χ n . Let {λ
. . , n} be the eigenvalues of K n in decreasing order. The covariance matrix of the observations y = (y 1 , . . . , y n ) is V n = τ 2 I n + K n , and the (rescaled) negative log-likelihood is
Let {σ 2 0 , φ 0 , τ 2 0 } be the true values of {σ 2 , φ, τ 2 }, κ 0 = σ 2 0 φ 2ν 0 . Assume that the smoothness parameter ν > 0 is known. For any fixed
. Unlike the Matérn model (I.2), there is no explicit formula for τ 2 n and σ 2 n in the Matérn model with measurement error. Another difficulty of the analysis is that L is not concave, so the (rescaled) negative log-likelihood (τ 2 , σ 2 , φ 1 ) may have local minima and stationary points. Nevertheless, we are able to establish the following theorems regarding the consistency and asymptotic normality at these stationary points.
Proof. Let P 0 be the probability measure for y corresponding to the Matérn covariance function K(·; τ 2 0 , σ 2 0 , φ 0 , ν), and P 1 be that for K(·; τ 2 0 , σ 2 1 , φ 1 , ν) where σ 2 1 := κ 0 /φ 2ν 1 . We first prove that τ 2 n → τ 2 0 almost surely under P 0 . By Theorem II.2, P 0 ≡ P 1 . Thus, it suffices to prove that τ 2 n → τ 2 0 almost surely under P 1 . Under P 1 , we can rewrite (II.2) as
where
are expressed in terms of the Kolmogorov n-width of a unit ball in L 2 space; Theorem 2 in Santin and Schaback (2016) or Theorem 5.2 in Schaback and Wendland (2002) . Combined with estimates in (Jerome, 1970, Theorem 3 .1), we have λ
, where indicates asymptotically bounded from below and above. Since
Combining the above with (II.5), we have τ 2 n → τ 2 0 almost surely under P 1 . Next, we prove that σ 2 n φ 2ν 1 → κ 0 almost surely under P 0 . Since τ 2 n → τ 2 0 almost surely under P 0 and σ 2 1 = κ 0 /φ 2ν 1 , it suffices to prove that σ 2 n := argmin σ 2 ∈[c,d] (τ 2 0 , σ 2 , φ 1 ) converges almost 5 surely to σ 2 1 under P 0 . Again, since P 0 ≡ P 1 , it suffices to prove that σ 2 n → σ 2 1 almost surely under
Taking the derivative of (II.6) with respect to σ 2 and equating to zero, we obtain
Combining the above estimates with (II.7), we have σ 2 n → σ 2 1 almost surely under P 1 .
Remark II.5. From the proof of the consistency of τ 2 n provided above, τ 2 n remains consistent even when σ 2 and φ are misspecified.
It is difficult to establish the consistency of the joint maximum likelihood estimates of {κ, τ 2 , φ} (i.e., φ is not fixed). A related result can be found in Theorem 2 of Kaufman and Shaby (2013) without a nugget effect. In the presence of a nugget effect, constructing such a proof becomes difficult due to the analytic intractability of the maximum likelihood estimators for {κ, τ 2 , φ}. Nevertheless, our simulation studies in Section III.III seem to support consistent estimation of {κ, τ 2 } even when φ is not fixed.
Given the consistency of the maximum likelihood estimators, we turn to their asymptotic distributions.
There exist constants c 1 , c 2 , c 3 (depending on the domain S) such that
i 's are expressed in terms of the Kolmogorov n-width of unit ball in L 2 space. A further result (Jerome, 1972, Theorem 1) shows that lim n,i→∞ λ 
where the first term on the right hand side converges to N (0, 1) by Lindeberg's central limit theorem, and the second term converges to τ 2 0 √ 2c 2 /c 1 . Similarly,
where the first term on the right hand side converges to N (0, 1), and the second term converges to 0 since
Combining (II.11), (II.12) and (II.13) leads to (II.9). By (II.7) and Theorem II.4, we get
(II.14)
Moreover,
where the first term on the right hand side converges to N (0, 1), the second term converges to √ 2/c 3 , and the third term converges to 1. Combining (II.14) and (II.15) yields (II.10). Du et al. (2009) showed that for the Matérn model without measurement error, the maximum likelihood estimator σ 2 n converges to σ 2 1 at a √ n-rate. Theorem II.6 shows that in the presence of measurement error, the maximum likelihood estimator τ 2 n has a √ n-rate while σ 2 n has a slower n 1/(2+4ν/d) -rate. Ying (1991) presented similar results for the Ornstein-Uhlenbeck process, where the maximum likelihood estimator σ 2 n converges at a √ n-rate without measurement error, but at a 4 √ n-rate in the presence of measurement error (Chen et al., 2000) .
III. Interpolation at new locations
We now turn to predicting the value of the process at unobserved locations. Without the nugget (i.e., τ = 0 in (I.1)), Stein (1988 Stein ( , 1993 Stein ( , 1999 establish that one can still obtain a consistent linear predictor for y(s) at an unobserved location under a misspecified model. However, in the presence of a nugget, consistent prediction of y(s) over an unobserved location is impossible when the true model has a nonzero nugget. In fact, the squared prediction error for any linear predictor is expected to be at least τ 2 . For example, let y 0 = vy be a linear predictor of y 0 = y(s 0 ) at the unobserved location s 0 , s 0 ∈ χ n . Let w = {w(s 1 ), . . . , w(s n )}, = { (s 1 ), . . . , (s n )}, w 0 = w(s 0 ) and 0 = (s 0 ). The expected squared prediction error satisfies
To see whether there can be a consistent linear (unbiased) estimate of the underlying process w(·) at unobserved locations, consider the universal kriging estimator at an unobserved location s 0 given by 
where {τ 2 0 , σ 2 0 , φ 0 } are the true parameters. Setting (τ 2 , σ 2 , φ) = (τ 2 0 , σ 2 0 , φ 0 ) in (II.17) yields
Theorem 8 in Chapter 3 of Stein (1999) Following the same argument, it is not hard to see that the mean squared error of the best linear unbiased estimate (based on data in R d ) is of order δ 2ν/(2ν+d) . Stein (1999) proved this for observations on the whole line (with a typo in the expression (44) of Stein (1999) ). He also conjectured that the above expression for the mean-square error holds for data on any finite interval. We conduct simulations in Section III.IV with the nugget effect to corroborate this.
III. Simulations I. Set-up
The preceding results help explain the behaviour of the inference from (I.1) as the sample size increases within a fixed domain. Here, we present some simulation experiments to illustrate statistical inference for finite samples. We simulate data sets based on (I.1) in a unit square setting ν = 1/2 and σ 2 = 1. We pick three different values of the nugget, τ 2 ∈ {0, 0.2, 0.8}, and choose the decay parameter φ so that the correlation decays to 0.05 at distances of 0.15, 0.4 and 1 units. Therefore, we consider 3 × 3 = 9 different parameter settings. For each parameter setting, we simulate 1000 realizations of the Gaussian process over n = 1600 observed locations. The observed locations are chosen from a perturbed grid. We construct a 67 × 67 regular grid with coordinates from 0.005 to 0.995 in increments of 0.015 in each dimension. We add a uniform [−0.005, 0.005] 2 perturbation to each grid point to ensure at least 0.005 units separation from its nearest neighbour. We then choose n = 1600 locations out of the perturbed grid.
II. Likelihood comparisons
Theorem II.2 suggests that it is difficult to distinguish between the two Matérn models with measurement error when their microergodic parameters {κ, τ 2 } are close to each other. This property should be reflected in the behaviour of the likelihood function for a large finite sample. To see this, we plot interpolated maps of the log-likelihood among different grids of parameter values. We consider the three values of τ 2 0 in Section III.I and φ 0 = 7.49, which implies an effective spatial range of approximately 0.4 units, and pick n = 900 observations from the first realization generated from (I.1). This yields three different data sets corresponding to the three values of τ 2 0 . We map the negative one-half of the log-likelihood in (II.2) .
The interpolated maps of the log-likelihood are provided in Fig. 1 as a function of (τ 2 , φ) in the first two rows and of (σ 2 , φ) in the third row. The first column presents cases with τ 0 = 0, while the second and the third columns are for τ 0 = 0.2 and 0.8, respectively. The grid for φ ranges from 2.5 to 30 so that the effective spatial correlation ranges between 0.1 and 1.2. We specify the range of τ 2 and σ 2 to be (0.0, 1.0) and (0.2, 4.2), respectively, so that the pattern of the log-likelihood map around the true value can be captured. All the interpolated maps, including the contour lines, are drawn to the same scale.
The first row of Fig. 1 corresponds to σ 2 = σ 2 0 = 1, the second row corresponds to κ = κ 0 and the third row corresponds to τ 2 = τ 2 0 . In the first row, we observe that similar log-likelihoods are located along parallel lines φ + τ 2 = Const. This suggests that one can identify the maximum with either a fixed φ or τ 2 when σ 2 = σ 2 0 . In the second row, we find that contours for high log-likelihood values are situated around the true nugget, supporting the identifiability of the nugget, as provided in Theorem II.2. The log-likelihood along the φ-axis has a flat tail as φ decreases when fixing the nugget, which indicates having the same value of the microergodic parameter κ = σ 2 φ 2ν can result in equivalent probability measures (Theorem II.2). The third row reveals that the log-likelihood now has close values along the curve σ 2 φ = Const, thereby corroborating Theorem II.2.
III. Parameter estimation
We use maximum likelihood estimators to illustrate the asymptotic properties of the parameter estimates. To find the maximum likelihood estimators of {σ 2 , τ 2 , φ, κ}, we use the log of the profile likelihood for φ and η = τ 2 /σ 2 , given by
is the correlation matrix of the underlying process w(·) over observed locations χ n . We optimize (III.1) to obtain maximum likelihood estimators φ and η. The maximum likelihood estimator for σ 2 is σ 2 n = y {ρ( φ) + η I n } −1 y/n. Calculations were executed using the R function optimx using the Broyden-Fletcher-GoldfarbShanno algorithm (Fletcher, 2013) with φ > 0 and η > 0, and η = 0 for models without a nugget.
We calculate estimators for {τ 2 , φ, σ 2 , κ} for each realization with sample sizes 400, 900 and 1600. For each parameter setting and sample size, there are 1000 estimators for {τ 2 , φ, σ 2 } and κ. Figure 2 depicts the histograms for the maximum likelihood estimators for τ 2 , φ, σ 2 and κ obtained from simulations with the parameter setting {φ 0 , τ 2 0 } = {7.49, 0.2}. There is an obvious shrinkage of the variance of estimators for τ 2 and κ as we increase the sample size from 400 to 1600. We also observe that their distribution becomes more symmetric with an increasing sample size. In contrast, the variance of the estimators for σ 2 and φ do not have a significant decrease as sample size increases. This is supported by the infill asymptotic results. The maximum likelihood estimators for τ 2 and κ are consistent and asymptotically normal. The maximum likelihood estimators for φ and σ 2 are not consistent and, hence, their variances do not decrease to zero with increasing sample size.
Tables for the maximum likelihood estimators are provided in Appendix A. They list percentiles, biases, and sample standard deviations for the estimates of τ 2 , φ, σ 2 and κ for each of the 9 parameter settings and offer further insights about the finite sample inference. When the spatial correlation is strong (φ is small), τ 2 tends to be more precise, while σ 2 tends to have more variability. Unsurprisingly, the measurement error is easily distinguished from a less variable latent process w(·). Highly correlated realizations of w(·) results in less precise inference for σ 2 . If the nugget is larger, then the estimators for φ, σ 2 and κ are less precise; the presence of measurement error weakens the precision of the estimates.
IV. Interpolation
We use the kriging estimator in (II.16) and its mean squared prediction error (MSPE) in (II.17) to explore spatial interpolation in the presence of the nugget. We use (II.16) to predict the underlying process w(·) over unobserved locations. From Theorem 8 in Chapter 3 of Stein (1999) , we expect a clear trend of convergence for d = 1. Let ν = 1/2, τ 2 0 = 0.2, σ 2 0 = 1.0 and φ 0 = 7.49. We use (I.1) to generate observations over 12, 000 randomly picked locations in [0, 1]. We compute the MSPE using 3 hold-out points {0.25, 0.5, 0.75} ∈ [0, 1] for different subsets of the data with sample sizes ranging from 500 to 12, 000. Figure 3(a) shows that the MSPE tends to approach 0 as sample size increases. This corroborates Stein's conjecture that the underlying process w(·) in (I.1) can be consistently estimated on a finite interval.
Next, we use the simulated data set with n = 1600 locations over the unit square used in Section III.III. We calculate the MSPE using (II.17) and (II.18) over a 50 × 50 regular grid of locations over [0, 1] 2 . This is repeated for different data sets with sample sizes varying between 400 and 1600. Figure 3(b) shows that the MSPE decreases as sample size increases. This trend still holds when the predictor is formed under misspecified models, a finding similar to those in Kaufman and Shaby (2013) without the nugget. If ν is fixed at the true generating value, then predictions under any parameter setting are consistent and asymptotically efficient with no nugget effect. The proof in Kaufman and Shaby (2013) is based on Stein (1993) , hence their results do not carry over to our setting due to the discontinuity in our covariogram at 0. (This technical difficulty was also pointed out by (Yakowitz and Szidarovszky, 1985, p.38) ). However, their results suggest empirical studies to explore the asymptotic properties of interpolation.
To compare with results in Kaufman and Shaby (2013, Section 2.3), we examine two ratios
Figure 3(c) compares the ratio defined by i). This ratio tends to approach 1 only when τ 2 1 = τ 2 0 and κ = κ 0 . Unlike the case with no nugget, asymptotic efficiency is only observed when the estimator is fitted under models with Gaussian measures equivalent to the generating Gaussian measure. Figure 3 (d) plots the ratio defined by ii). As in Fig. 3(c) , this ratio also tends to approach 1 only when τ 2 1 = τ 2 0 , κ = κ 0 . Based on our simulation study, we posit that the asymptotic efficiency and asymptotically correct estimation of MSPE hold only when τ 2 1 = τ 2 0 , κ = κ 0 .
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IV. Discussion
We have developed insights into inference under infill asymptotics of Gaussian process parameters in the context of spatial or geostatistical analysis in the presence of the nugget effect. Our work can be regarded as an extension of similar investigations without the nugget effect.
We have discussed the complications in establishing consistency and asymptotic efficiency in parameter estimation and spatial prediction due to the discontinuity introduced by the nugget. Tools in standard spectral analysis no longer work in this scenario. Understanding the behaviour of such processes will enhance our understanding of identifiability of process parameters. For example, the failure to consistently estimate certain (non-microergodic) parameters can also be useful for Bayesian inference where we can conclude that the effect of the likelihood will never overwhelm the prior when calculating the posterior distribution of non-microergodic parameters.
A. Summary tables of maximum likelihood estimators
Here we provide the detailed summary tables of the maximum likelihood estimators for the simulation studies in Section III.III. 
