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a b s t r a c t
A finite volume scheme for the global shallow water model on the cubed-sphere mesh
is proposed and studied in this paper. The new cell-centered scheme is based on Osher’s
Riemann solver together with a high-order spatial reconstruction. On each patch interface
of the cubed-sphere only one layer of ghost cells is needed in the scheme and the numerical
flux is calculated symmetrically across the interface to ensure the numerical conservation
of total mass. The discretization of the topographic term in the equation is properly
modified in a well-balanced manner to suppress spurious oscillations when the bottom
topography is non-smooth. Numerical results for several test cases including a steady-state
nonlinear geostrophic flow and a zonal flow over an isolated mountain are provided to
show the flexibility of the scheme. Some parallel implementation details as well as some
performance results on a parallel supercomputer with more than one thousand processor
cores are also provided.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Numerical simulation of shallow water flows on a rotating sphere plays an important role in atmospheric sciences. The
intrinsic curvature properties of the spherical geometry lead to numerical difficulties for the choice of the computational
mesh aiming at uniformity, non-singularity and continuity. Great successes have beenmade during the past several decades
in solving shallow water equations using the traditional latitude–longitude (Lat–Lon) mesh. However, the pole-singularity
as well as the high non-uniformity of the Lat–Lon mesh become the two main disadvantages especially when the mesh
is gradually refined for large scale parallel simulations. To circumvent these two problems, a variety of meshes have been
proposed, studied, or revisited, most of which are composite meshes consisting of several patches connected or overlapped
together to cover the whole sphere, e.g., the icosahedron geodesic mesh [1,2], the cubed-sphere mesh [3], the Yin–Yang
mesh [4], among others.
In the present study we focus on the gnomonic cubed-sphere mesh [3,5], which is generated by mapping the six faces of
the inscribed cube to the sphere surface using the gnomonic projection. The six expanded patches are continuously attached
together with proper boundary conditions. However, the mesh lines on different patches are not smoothly connected thus
extra numerical treatments are required on patch interfaces. Several efforts have been made on constructing discretization
schemes for shallow water equations on the cubed-sphere, such as the finite volume method [6–8], the spectral element
method [9,10], the discontinuous Galerkin method [11–13], among others. As is well known, the numerical conservation
of integral invariants is crucial for atmospheric simulations. When a cell-centered finite volume method is used, however,
interpolated function values on ghost cells are needed across patch boundaries thus themass conservation could be violated
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Fig. 1. The cubed-sphere mesh can be obtained by mapping the six faces of an inscribed cube covered with uniform meshes to the sphere surface. Each
mesh line of the cubed-sphere is on a great circle.
despite the fact that the numerical method is locally conservative; see [6] for example. In this paper, we propose a second-
order finite volume schemewhere only one layer of ghost cells is needed and the numerical flux is calculated symmetrically
across the interface to ensure the numerical conservation of the total mass.
When a variable bottom topography is involved in shallow water equations, special attention should be given to the
discretization of the topographic source term. The scheme must satisfy a well-balanced property between the numerical
flux and the source term, so that stationary or almost stationary solutions can be captured, and more importantly, spurious
oscillations can be suppressed near the non-smooth area of the topography. Some techniques such as the Strang’s operator
splitting are often used to deal with these problems [6]. However, extra splitting error is included in the scheme and the
method is not natural to be incorporatedwith an implicit time integration. In our previouswork [14]we studied a first-order
cell-centered finite volumemethod usingOsher’s Riemann solver to solve shallowwater equationswithout topography. One
purpose of this paper is to propose and study a well-balanced discretization of the topographic source term with a second-
order cell-centered finite volume scheme.
The remainder of this paper is organized as follows. In Section 2, we propose a finite volume scheme for shallow water
equations on the cubed-sphere. Numerical treatments for the mass conservation and the topographic source terms are
then discussed in Sections 3 and 4. We present some numerical results for several test cases to show the accuracy and the
flexibility of the scheme in Section 5. Some parallel implementation details aswell as some performance results are provided
in the end of Section 5. The paper is then concluded in Section 6.
2. A well-balanced finite volume scheme on the cubed-sphere
Suppose (x, y) ∈ [−π/4, π/4]2 are the local curvilinear coordinates on a patch of the gnomonic cubed-sphere (see Fig. 1),
shallow water equations can be written in the following conservative form:
∂Q
∂t
+ 1
Λ
∂(ΛF)
∂x
+ 1
Λ
∂(ΛG)
∂y
+ S = 0, (1)
with
Q =
 h
hu
hv

, F =

hu
huu+ 1
2
gg11h2
huv + 1
2
gg12h2
 , G =

hv
huv + 1
2
gg12h2
hvv + 1
2
gg22h2
 , S =
 0
S1
S2

,
and
S1 = Γ 111(huu)+ 2Γ 112(huv)+ fΛ

g12hu− g11hv+ ghg11 ∂b
∂x
+ g12 ∂b
∂y

,
S2 = 2Γ 212(huv)+ Γ 222(hvv)+ fΛ

g22hu− g12hv+ ghg12 ∂b
∂x
+ g22 ∂b
∂y

.
Here h is the thickness of the fluid (atmosphere), (u, v) are the contravariant components of the fluid velocity, g is the
gravitational constant and f is the Coriolis parameter due to the rotation of the sphere. The bottom topography is b which
describes the height of the spherical surface, thus the surface level of the fluid is H = h+ b. The variable coefficients gmn,Λ
and Γ ℓmn are only dependent on the curvilinear coordinates and their detailed expressions can be found in [14].
Let us denote the six patches of the cubed-sphere as P k, k = 1, . . . , 6. Suppose P k is covered by a logically rectangular
N × N mesh, which is equally spaced in the computational domain {(x, y) ∈ [−π/4, π/4]2} with mesh size h¯ = π/2N .
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PatchP k is then divided into small mesh cells Ckij with cell centers (xi, yj), i, j = 1, . . . ,N . The approximate solution in cell
Ckij at time t is defined as
Q kij ≈
1
h¯2Λkij
∫ yj+h¯/2
yj−h¯/2
∫ xi+h¯/2
xi−h¯/2
Λ(x, y)Q (x, y, t)dxdy. (2)
HereΛkij is evaluated at the cell center ofC
k
ij . The superscript k is sometimes ignored for convenience sincemost expressions
are identical on different patches.
After discretizing the shallow water system (1) using a cell-centered finite volume method, we obtain the following
semi-discrete system:
∂Qij
∂t
+
(ΛF)i+ 12 ,j − (ΛF)i− 12 ,j
Λijh¯
+
(ΛG)i,j+ 12 − (ΛG)i,j− 12
Λijh¯
+ Sij = 0. (3)
Here the numerical fluxes are evaluated on the four cell boundaries, e.g.,
(ΛF)i+ 12 ,j ≈
1
h¯
∫ yj+h¯/2
yj−h¯/2
Λ(xi + h¯/2, y)F(xi + h¯/2, y, t)dy. (4)
In the current study, the numerical fluxes are approximated using Osher’s Riemann solver [15,16], i.e.,
(ΛF)i+ 12 ,j = Λi+ 12 ,jF
(o)(Q−
i+ 12 ,j
,Q+
i+ 12 ,j
) = Λi+ 12 ,jF(Q
∗
i+ 12 ,j
), (5)
where Q−
i+ 12 ,j
,Q+
i+ 12 ,j
are the ‘‘left’’ and ‘‘right’’ constant states by taking limits on the reconstructed function of Q towards
local cell boundaries. If no topography is involved in the equation, Osher’s method leads to
h∗ = 1
4gg11
[
1
2

u− − u++gg11 √h− +√h+]2 , (6)
u∗ = 1
2
(u− + u+)+

gg11
√
h− −√h+

, (7)
v∗ =

v− + g
12
g11

u∗ − u− , if u∗ ≥ 0
v+ + g
12
g11
(u∗ − u+), otherwise,
(8)
where we need |u| < gg11h. The calculation of G follows an analogous way; see [14] for details. Suppose Qij,Qi±1,j,Qi,j±1
are already known, we use the following piecewise linear method (PLM) to construct Q on cell Cij:
Q−
i+ 12 ,j
= Qi,j + 0.5 · limiter

Qi,j − Qi−1,j,Qi+1,j − Qi,j

,
Q+
i− 12 ,j
= Qi,j − 0.5 · limiter

Qi,j − Qi−1,j,Qi+1,j − Qi,j

.
(9)
In the current study, we simply use the following slope limiter
limiter(a, b) = a+ b
2
.
More complicated limiters can be incorporated to avoid spurious oscillations if the solution contains strong shocks.
Ghost cells are used to pass information between the six patches. The ghost cells can be obtained either directly from
neighboring patches or by extending several layers of meshes on each patch [6]. Our boundary treatment which will be
further discussed in the next subsection is a modification of the latter method because it is more accurate for vector-valued
functions [5,6].
We use an explicit total variation-diminishing Runge–Kutta (TVD-RK)method [17] for the time integration. Given a semi-
discrete system ∂Q
∂t +L(Q ) = 0, the second-order TVD-RK method reads
Q
(m) = Q (m−1) −1tL(Q (m−1)),
Q (m) = 1
2
Q (m−1) + 1
2
Q
(m) − 1
2
1tL(Q
(m)
). (10)
The time step size is adaptively controlled so that the corresponding CourantFriedrichsLewy (CFL) number is fixed to 0.5. It
can be verified (see Appendix) that the maximum eigenvalue of the flux Jacobians of (1) is U = max{|u| + gg11h, |v| +
gg22h}. Then the CFL number can be obtained via CFL = U1t/h¯.
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3. Numerical conservation of the total mass
Denote the discrete integral operator on the cubed-sphere as
I(h) =
6−
k=1
N−
i,j=1
(Λijhkij). (11)
The mass conservation of (3) is then equivalent to
I

∂h
∂t

= 1
h¯
6−
k=1
N−
i,j=1
[(Λhu)k
i+ 12 ,j
− (Λhu)k
i− 12 ,j
+ (Λhv)k
i,j+ 12
− (Λhv)k
i,j− 12
] = 0. (12)
It is straightforward to obtain numerical mass conservation if the PDE system is written in a conservative form as in (1).
However, for the shallowwater equations discretized on the cubed-sphere, the numerical flux for mass conversation across
patch interface needs to be treated carefully. For example, on the interface Γ12 of patches I and II, the numerical flux for the
mass conservation of each patch should remain equal, say,
(hu)I
N+ 12 ,j
= (hu)II1
2 ,j
. (13)
In order to do this, the two reconstructed constant states on Γ12 are
(Q I
N+ 12 ,j
)− = Q IN,j + 0.5 · limiter(Q IN,j − Q IN−1,j,Q IN+1,j − Q IN,j), (14)
(Q II1
2 ,j
)+ = Q II0,j + 0.5 · limiter(Q II0,j − Q II−1,j,Q II1,j − Q II0,j), (15)
where Q IN+1,j and Q
II
−1,j are values defined on ghost cells by interpolating from the values on neighboring patches. From (5),
Osher’s flux on each patch is
F I
N+ 12 ,j
= F (o)((Q I
N+ 12 ,j
)−, T−1I TII(Q
II
1
2 ,j
)+), (16)
F II1
2 ,j
= F (o)(T−1II TI(Q IN+ 12 ,j)
−, (Q II1
2 ,j
)+), (17)
where TI and TII are transform matrices of Q = (h, hu, hv)T from local cubed-sphere coordinates of patch I and II into
spherical coordinates, respectively. It can be calculated that
T−1I TII =
1 0 0
0 1 0
0 sin 2y 1

, T−1II TI =
1 0 0
0 1 0
0 − sin 2y 1

, on Γ12.
Insert (14)–(15) into (16)–(17) and use (6)–(8) we obtain (13). Different from the numerical treatment for boundary
conditions in [6], only one layer of ghost cells is needed here and the numerical flux is calculated symmetrically across
the interface to ensure the numerical conservation of total mass. The mass conservations on other patch interfaces can be
accessed in an analogous way.
4. Numerical treatment for the bottom topographic terms
Some of the source terms in the expression of S involve bottom topography,
ST1 = gh

g11
∂b
∂x
+ g12 ∂b
∂y

, ST2 = gh

g12
∂b
∂x
+ g22 ∂b
∂y

.
The discretization of these terms should be carried out with special care. For example, a naive centered finite difference such
as
(ST1)ij = g(g11h)ij bi+1,j − bi−1,j2h¯ + g(g
12h)ij
bi,j+1 − bi,j−1
2h¯
might lead to spurious oscillations near the non-smooth area of b.
For a shallow water problem involving bottom topography, it is essential that the numerical scheme is well-balanced
(see, e.g., [18,19]). One particularly important condition is the ‘‘C-property’’ [20], which means a stationary state at rest
(‘‘water at rest’’), i.e., the special solution
H ≡ h+ b = constant, v = 0,
should be preserved. Here v is the fluid velocity.
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Proposition 4.1. The water-at-rest solution is preserved if the following modifications of the scheme are made.
1. In the calculation of the numerical flux F(Q ∗
i± 12 ,j
) in (5), replace (7) with
u∗ = 1
2
(u− + u+)+

gg11(H− − H+)√
h− +√h+ . (18)
The numerical flux G(Q ∗
i,j± 12
) is treated in a similar manner.
2. The topographic source term ST1 is discretized as
(ST1)ij = g4Λijh¯

[(g11Λ)i+ 12 ,j + (g
11Λ)i− 12 ,j](h
∗
i+ 12 ,j
+ h∗
i− 12 ,j
)(b∗
i+ 12 ,j
− b∗
i− 12 ,j
)
+[(g12Λ)i,j+ 12 + (g
12Λ)i,j− 12 ](h
∗
i,j+ 12
+ h∗
i,j− 12
)(b∗
i,j+ 12
− b∗
i,j− 12
)
−[(g11Λ)i+ 12 ,j − (g
11Λ)i− 12 ,j][(h
∗
i+ 12 ,j
)2 + (h∗
i− 12 ,j
)2]
−[(g12Λ)i,j+ 12 − (g
12Λ)i,j− 12 ][(h
∗
i,j+ 12
)2 + (h∗
i,j− 12
)2]

. (19)
Here
b∗ = H∗ − h∗, (20)
where H∗ is calculated using an analogous formula to h∗. For instance, on the left and right cell boundaries,
H∗ = 1
4gg11
[
1
2

u− − u++gg11(√H− +√H+)]2 . (21)
The topographic source term ST2 follows an analogous approach.
Proof. It suffices to prove that
(ΛF)i+ 12 ,j − (ΛF)i− 12 ,j
Λijh¯
+
(ΛG)i,j+ 12 − (ΛG)i,j− 12
Λijh¯
+ Sij = 0, (22)
given the water-at-rest initial state
Hi,j ≡ hi,j + bi,j = c (constant), ui,j = vi,j = 0. (23)
Without loss of generality, we only need to prove
(Λh∗u∗) |i+ 12 ,j
i− 12 ,j
+(Λh∗v∗) |i,j+ 12
i,j− 12
= 0, (24)

Λh∗u∗u∗ + 1
2
gg11Λ(h∗)2
 i+
1
2 ,j
i− 12 ,j
+

Λh∗u∗v∗ + 1
2
gg12Λ(h∗)2
 i,j+
1
2
i,j− 12
= −(Λijh¯)(S1)ij. (25)
From (9), we have
H± = h± + b± = c, u± = v± = 0, at any cell boundaries.
Further from (18) and (8), we have
u∗ = v∗ = 0, at any cell boundaries,
which implies (24). And from (21), we have
H∗ = h∗ + b∗ = c, at any cell boundaries.
Then replace b∗ with c − h∗ in (19) and use the equality
(A+ C)(B− D)+ (A− C)(B+ D) = 2(AB− CD),
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Fig. 2. Numerical results of the steady-state geostrophic flow problem (α = π/4). Left figure: convergence of the height field errors at day 5. The orders
of accuracy fitted using least squares are marked in the figure. Right figure: evolution history of the height field errors from day 0 to day 15 using a
128× 128× 6 mesh.
we have
−(Λijh¯)(S1)ij = 0− (Λijh¯)(ST1)ij
= g
4

[(g11Λ)i+ 12 ,j + (g
11Λ)i− 12 ,j][(h
∗
i+ 12 ,j
)2 − (h∗
i− 12 ,j
)2] + [(g12Λ)i,j+ 12 + (g
12Λ)i,j− 12 ]
× [(h∗
i,j+ 12
)2 − (h∗
i,j− 12
)2] + [(g11Λ)i+ 12 ,j − (g
11Λ)i− 12 ,j][(h
∗
i+ 12 ,j
)2 + (h∗
i− 12 ,j
)2]
+ [(g12Λ)i,j+ 12 − (g
12Λ)i,j− 12 ][(h
∗
i,j+ 12
)2 + (h∗
i,j− 12
)2]

=

1
2
gg11Λ(h∗)2

|i+ 12 ,j
i− 12 ,j
+

1
2
gg12Λ(h∗)2

|i,j+ 12
i,j− 12
,
which implies (25). This completes the proof. 
5. Numerical results
5.1. A steady-state nonlinear geostrophic flow
The first test case is problem-2 taken from [21]. We use it to test the accuracy of our algorithm since the exact solution
is known despite the fact that the topographic height is zero. Throughout all numerical tests, we use the characteristic time
scale τ = 86 400 s (one day) and length scale ρ = 6 371 220 m (the radius of the Earth), thus the radius of the sphere is
a = 1.0ρ, the rotation rate of the sphere is ω = 6.300288τ−1 and the gravitational constant is g = 11489.57ρτ−2. Denote
the spherical coordinates on the sphere as (λ, θ), λ ∈ [−π, π), θ ∈ [−π/2, π/2], then the exact solution is a steady-state
flow as follows.
H = h0 − 1g

aωu0 + u
2
0
2

(cosα sin θ − sinα cos λ cos θ)2,
uλ = u0(cosα + sinα cos λ tan θ)/a,
uθ = −u0 sinα sin λ/a,
where the reference height h0 = 2998.105 m and the reference velocity u0 = (π/6)ρτ−1. We choose the flow orientation
α = π/4, then the Coriolis parameter is f = √2ω(sin θ − cos λ cos θ).
Since the exact solution Q = (h, hu, hv)T is known, the relative error of the height field of numerical solution Q˜ =
(h˜, h˜u˜, h˜v˜)T can be measured by
l1 = I(|h− h˜|)/I(|h|), l2 =

I

(h− h˜)2

/I

h2

, l∞ = max
i,j,k
|hkij − h˜kij|/maxi,j,k |h
k
ij|,
where I is the discrete integral operator defined by (11). Shown in the left figure of Fig. 2 are the convergence of the height
field errors, which are similar to the second-order accuracy reported in [6]. The evolution history of the height field errors
is provided in the right figure of Fig. 2.
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Table 1
The relative errors of the height field at day 0.5, 128× 128× 6mesh,
water-at-rest flow.
l1 error l2 error l∞ error
1.8243× 10−17 3.9123× 10−17 1.3878× 10−16
Fig. 3. Numerical results of the isolated mountain problem using a 128× 128× 6 mesh. The surface levels at days 5, 10, 15 are respectively plotted in the
first three figures, where the mountain profile is indicated as the dotted lines, the contour levels are from 5000 to 5950 mwith an interval of 50 m and the
innermost lines near to the equator are at 5950 m. The conservation history is provided in the last figure.
5.2. Water-at-rest flow with random topography
To verify the ‘‘C-property’’ of the scheme, we consider a water-at-rest constant flow
H ≡ h+ b = 0.1ρ, v = 0,
where the topographic height b is generated randomly between 0 to 0.05ρ. As predicted in Section 4, the numerical schemes
preserve the steady-state solution exactly up to the machine precision. This fact can be observed in Table 1.
5.3. Zonal flow over an isolated mountain
This is problem-5 from [21], describing a zonal flow impinging an isolatedmountain. It is modified from the steady-state
geostrophic flow by adding a compactly supported, conical mountain to the domain. In this test the flow is purely zonal
(α = 0) with reference parameters h0 = 5960 m and u0 = 20 m s−1. The mountain is centered at (λc, θc) = (−π/2, π/6)
with height b = b0(1 − r/r0), where b0 = 2000 m, r0 = π/9 and r = min{r0,

(λ− λc)2 + (θ − θc)2}. Note that the
mountain height is not continuously differentiable on the boundary and at the center of the cone thus the topographic term
has discontinuous coefficients. The discontinuities in the topographic term often result in spurious oscillations as observed
in [22] if the numerical scheme is not well-balanced.
Since no analytical solution is available for this test, we compare our results with a reference solution using a spectral
method with high resolution [23]. The numerical results after 5, 10, 15 days of integration are presented in the first three
figures of Fig. 3. The results are in agreement with the reference solutions and no spurious oscillations are observed. The
normalized conservation error at time t is measured as δ(·) = [I(·, t)− I(·, 0)]/I(·, 0). Here the integral invariants are the
total mass δ(h), the total energy δ(E) and the potential enstrophy δ(ξ), where
E = h
2
v · v+ g
2
(H2 − b2) = Λ
2h
2
(g11v2 + g22u2 − 2g12uv)+ g
2
(H2 − b2),
ξ = 1
2h
(ζ + f )2 = 1
2h

∂[Λ2(g11v − g12u)]
Λ∂x
− ∂[Λ
2(g22u− g12v)]
Λ∂y
+ f
2
,
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Fig. 4. Performance results of the isolated mountain problem at day 5 with1t decided from CFL= 0.5. Left figure: strong scalability. Right figure: weak
scalability.
where ζ is the relative vorticity. Drawn in the last figure of Fig. 3 are the normalized conservation errors δ(h), δ(E) and δ(ξ).
It is evident that the total mass is conserved to the machine precision and the conservations of the other two values are also
good.
5.4. Parallel implementation and performance tests
We implement our algorithm using the PETSc (Portable Extensible Toolkit for Scientific computation [24]) library. The
portability of the solver is achieved throughMPI, butmostmessage-passing details are hidden inside PETSc and not explicitly
needed in the application. The distributed array (DA) object in PETSc, which contains the parallel data layout information
and communication information, is intended for usewith logically rectangularmeshes to optimize communication of vector
components among distributed MPI processors. To take advantage of the DA object in PETSc, the six patches of the cubed-
sphere can either be put together as a ‘‘thick’’ DA with 3× 6 = 18 degrees of freedom per mesh point [14] or be one-to-one
assigned with six DAs and only 3 degrees of freedom per mesh point for each patch. No significant difference is observed
between the parallel performance of the two strategies. In the current studywe choose to use the latter method because it is
amore natural way to implement the cubed-sphere. So each of the six patch corresponds to oneMPI group, which is handled
by a DA object for parallel implementation. The six patches are then coupled with each other via boundary conditions on
patch interfaces.
The performance tests are carried out on an IBM BlueGene/L supercomputer with 1024 dual-core processors. Each node
has two IBM PowerPC 440 processors running at 700 MHz and 512 MB of memory. We run the isolated mountain test
with different mesh sizes and different numbers of processor cores (np). For the strong scaling tests, we use a fixed mesh
1024× 1024× 6 and in the ideal situation, the execution time should be saved by a factor of 2 as the number of processor
cores doubles. As shown in the left figure of Fig. 4, the actual speedup is optimal and even slightly better than expected, e.g.,
the parallel efficiency for np = 1536 with respect to np = 48 is 75733.40/2332.21/32 = 101.48%. To further examine the
scalability of our algorithm, we increase np as the mesh resolution is increased such that a consistent amount of unknowns
per core is maintained. If the same final simulation time (such as day 5) is targeted, the time step size is halved for each
doubling of resolution, thus the ideal execution time doubles. The weak scaling results are provided in the right figure of
Fig. 4, revealing also an optimal scalability. Both the scaling results given in Fig. 4 are comparable to those reported in [25].
6. Conclusions and future work
A well-balanced method is proposed and studied for the shallow water equations on the cubed-sphere. The method is
based on a cell-centered finite volume schemewith second-order accuracy. The numerical mass conservation is maintained
due to the symmetrically calculated numerical fluxes on patch interfaces of the cubed-sphere. With a well-balanced
discretization of the topographic source terms, the scheme is free of spurious oscillations coming from the non-smoothness
of the topography. The parallel implementation is based on PETSc and the parallel scalability is optimal with up to 1536
processor cores.
As we can see from the weak scaling tests, although the per core degree of freedoms remains unchanged, the expected
execution time doubles as the mesh is refined, due to the dependency between the time step size and the CFL number.
A fully implicit time integration can be used to remove this dependency. In our previous work [14], a fully implicit
domain decomposition method was studied for the first-order cell-centered finite volume scheme. At each time step,
a nonlinear algebraic system needs to be solved. The nonlinear systems can be solved very efficiently by using the
Newton–Krylov–Schwarz method [26] if a low-order spatial discretization is used, as reported in [14]. However, when we
use a higher-order method such as the second-order finite volume scheme, the Jacobian matrix at each Newton iteration
becomes highly ill-conditioned and very hard to solve. Besides, non-smoothness coming from the limiters of high-order
discretization as well as from the topographic source terms challenges the convergence of the classical Newton’s method.
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How to construct efficient preconditioners for the Jacobian matrices obtained from high-order spatial discretizations and
how to deal with the non-smoothness of the nonlinear function evaluations are the subjects of our future research.
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Appendix. Calculation of the flux Jacobians
The system of shallow water equations (1) can be rewritten as
∂Q
∂t
+ ∂F
∂x
+ ∂G
∂y
+

F
Λ
∂Λ
∂x
+ G
Λ
∂Λ
∂y
+ S

= 0. (26)
Denote Q = (h, hu, hv)T = (q1, q2, q3)T , we have
F = q2, q22/q1 + gg11q21/2, q2q3/q1 + gg12q21/2T .
The flux Jacobian in the x-direction is
F ′(Q ) =
 0 1 0−q22/q21 + gg11q1 2q2/q1 0
−q2q3/q21 + gg12q1 q3/q1 q2/q1
 =
 0 1 0−u2 + gg11h 2u 0
−uv + gg12h v u
 .
Solving the characteristic equation |F ′(Q )− λF I| = 0 leads to the eigenvalues of the flux Jacobian F ′(Q ):
λF1 = u−

gg11h, λF2 = u, λF3 = u+

gg11h.
An upper bound of the maximum eigenvalue of F ′(Q ) is then given by
λFM = |u| +

gg11h.
Analogously the flux Jacobian in the y-direction can be calculated as
G′(Q ) =
 0 0 1−uv + gg12h v u
−v2 + gg22h 0 2v
 ,
with eigenvalues
λG1 = v −

gg22h, λG2 = v, λG3 = v +

gg22h,
and the maximum eigenvalue of G′(Q ) is bounded by
λGM = |v| +

gg22h.
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