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ABSTRACT
We report results of three dimensional mangetohydrodynamical (MHD) simulations of global accre-
tion disks threaded with weak vertical magnetic fields. We perform the simulations in the spherical
coordinates with different temperature profiles and accordingly different rotation profiles. In the
cases with a spatially constant temperature, because the rotation frequency is vertically constant in
the equilibrium condition, general properties of the turbulence excited by magnetorotational insta-
bility (MRI) are quantitatively similar to those obtained in local shearing box simulations. On the
other hand, in the cases with a radially variable temperature profile, the vertical differential rotation,
which is inevitable in the equilibrium condition, winds up the magnetic field lines, in addition to the
usual radial differential rotation. As a result, the coherent wound magnetic fields contribute to the
Maxwell stress in the surface regions. Our global simulations give somewhat larger density fluctuation,
δρ/ρ = 0.1 − 0.2, near the midplane than the values obtained in previous local shearing box simula-
tions and global simulations without net vertical magnetic field. The velocity fluctuations, dominated
by the radial component, are ≈ 0.1 − 0.2 of the local sound speed. The azimuthal power spectra of
the magnetic fields show shallow slopes, ∝ m0 ∼ m−1, where m is an azimuthal mode number, which
might be related to the energy injection by MRI from small scales. On the other hand, the power
spectra of the velocities and density show steeper slopes, ∝ m−1 ∼ m−2. We observe intermittent
and structured disk winds driven by the Poynting flux associated with the MHD turbulence, with the
slightly smaller mass fluxes than that obtained in our local simulations. The Poynting flux originating
from magnetic tension is injected from the regions above a scale height toward both the midplane and
the surfaces. Related to this, sound waves are directed to the midplane from the surface regions. The
mass accretion mainly occurs near the surfaces and the gas near the midplane slowly moves outward
in the time domain of the present simulations. The vertical magnetic fields are also dragged inward
in the surface regions, while they stochastically move outward and inward around the midplane. The
difference of the velocities at the midplane and the surfaces might cause large-scale meridional cir-
culations. Applying to protoplanetary disks, these waves and circulation are supposed to play an
important role in the dynamics of solid particles. We also discuss an observational implication of
induced spiral structure in the simulated turbulent disks.
Subject headings: accretion, accretion disks — ISM: jets and outflows — magnetohydrodynamics
(MHD) — protoplanetary disks — stars: winds, outflows — turbulence
1. INTRODUCTION
Magnetohydrodynamical (MHD) turbulence is be-
lieved to play a central role in the transport of the angu-
lar momentum and the mass in accretion disks (Balbus
& Hawley 1998, and reference therein). Magnetorota-
tional instability (MRI; Velikhov 1959; Chandrasekhar
1961; Balbus & Hawley 1991) is a promising mecha-
nism that drives MHD turbulence in accretion disks. To
date various attempts have been carried out to under-
stand fundamental properties of MRI-driven turbulence.
MHD simulations with local shearing boxes have been
extensively performed (Hawley et al. 1995; Matsumoto
& Tajima 1995; Brandenburg et al. 1995; Stone et al.
1996; Turner et al. 2003; Sano et al. 2004; Suzuki & In-
utsuka 2009; Hirose et al. 2009; Shi et al. 2010; Davis
et al. 2010; Suzuki et al. 2010). One of the important
findings by local MHD simulations is that the net ver-
tical magnetic field controls the saturation level of the
turbulence (Hawley et al. 1995; Sano et al. 2004; Pessah
et al. 2007; Suzuki & Inutsuka 2009; Okuzumi & Hirose
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2011), which essentially determines the strength of the
transport of angular momentum and resulting mass ac-
cretion.
On the other hand, the shearing box approximation
is somewhat too idealistic since various effects that are
important in realistic accretion disks are neglected. For
instance, mass accretion cannot be handled in the shear-
ing box treatment; instead the accretion rate is simply
estimated from the transported angular momentum un-
der the time-steady condition. In order to study realistic
accretion disks, global MHD simulations have also been
performed recently (Machida et al. 2000; Hawley 2000;
Papaloizou & Nelson 2003; Machida & Matsumoto 2003;
Nishikori et al. 2006; Fromang & Nelson 2006; Beck-
with et al. 2009; Flock et al. 2011, 2012; Fromang et al.
2011, 2013; Hawley et al. 2011, 2013; Parkin & Bicknell
2013a,b). However, global simulations of accretion disks
threaded with vertical magnetic fields have not been ex-
tensively performed except for a limited number of at-
tempts (e.g. Beckwith et al. 2009).
In this paper, we investigate properties of MHD tur-
bulence in accretion disks threaded with weak vertical
magnetic fields by global MHD simulations. In global
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disks the rotation profile in the equilibrium condition is
determined by the distribution of density and tempera-
ture. In general, the rotation frequency changes in the
vertical direction, in addition to the radial direction, un-
less the gas pressure satisfies a barotropic equation of
state, p = p(ρ) (generalization of von Zeipel (1924) theo-
rem; e.g., Kozlowski et al. 1978; Maeder 1999, ; see §2.1).
Then, the vertical magnetic fields are wound by the ver-
tical differential rotation. In order to study this effect,
we simulate disks with different temperature profiles.
This paper is organized as follows. In §2, we describe
the setups of the global simulations. After presenting
overall time evolutions (§3) and some snapshots of the
disks (§4), in §5 we inspect details of MHD turbulence in
the global accretion disks.
2. SIMULATION SETUPS
We simulate the time evolution of global accretion
disks threaded by weak net vertical magnetic fields.
Our simulations are performed in spherical coordinates,
(r, θ, φ) and solve a following set of ideal MHD equations:
dρ
dt
+ ρ∇ · v = 0, (1)
ρ
dv
dt
= −∇
(
p+
B2
8pi
)
+
(
B
4pi
·∇
)
B − ρ∇Φ (2)
and
∂B
∂t
=∇× (v × B), (3)
where the variables have the conventional meanings, and
we take into account Newtonian gravity, Φ = −GM/r,
by a central object with massM in Equation (2), but ne-
glect the self-gravity in the accretion disks. We consider
different temperature distributions described in §2.1. At
each location we assume locally isothermal gas and do
not solve an energy equation. Gas pressure, p, and den-
sity, ρ, are connected by sound speed, cs, which is spa-
tially variable but constant with time as
p = ρc2s . (4)
For the data analyses, we mainly use cylindrical coordi-
nates, (R, φ, z). To do so, we convert data in the (r, θ, φ)
coordinates to the (R, φ, z) coordinates.
We modify the simulation code used for the simula-
tions in local shearing boxes (Suzuki & Inutsuka 2009;
Suzuki et al. 2010) to handle global disks in the spherical
coordinates. The adopted scheme is 2nd order Godunov-
CMoCCT method (Sano et al. 1999), in which we solve
nonlinear Riemann problems with magnetic pressure at
cell boundaries for compressive waves (Iwasaki & Inut-
suka 2011) and adopt the consistent method of char-
acteristics (CMoC) for the evolution of magnetic fields
(Clarke 1996; Stone & Norman 1992) under the con-
strained transport (CT) scheme (Evans & Hawley 1988)
for the conservation of magnetic flux. We use the CFL
condition of 0.3 for the time update in all the cases.
The accretion disks are set up in the simulation box
that extends in θ = pi2 ± 0.5. The radial and azimuthal
sizes of each model are summarized in Table 1. The dif-
ference between Cases I and II is the temperature profile
(see §2.1); in Case I the radial box is only in < 25rin
because the equilibrium rotation profile does not exist
in the outer region; in Case II we use a very large box
size, > 400rin, where rin is the inner radius of the sim-
ulation box, to avoid effects of the unphysical reflection
at the outer boundary. We use homogeneous grid spac-
ing, ∆θ and ∆φ, in the θ and φ directions. The radial
grid size, ∆r, is set up in proportion to ∝ r. Then,
the ratio of the grid sizes in the r, θ, and φ directions,
(∆lr,∆lθ,∆lφ) ≡ (∆r, r∆θ, r sin θ∆φ), is constant with
r at the midplane, which is (1 : 1 : pi) for low-resolution
runs and ≈ (1 : 1.25 : 2) for high-resolution runs (Table
1).
2.1. Initial Condition
The gas pressure is initially distributed with a power-
law dependence on r at the midplane, θ = pi/2, of the
disks,
pmid = pin,mid
(
r
rin
)−µ
, (5)
where the subscript “in” denotes the inner boundary of
the simulation box and the subscript “mid” denotes the
midplane of the disks. In this paper we only consider
cases with µ = 3. According to the adopted temperature
distributions, the initial density and rotation profiles are
determined to satisfy the equilibrium configuration as
explained in §2.1.1 & §2.1.2. As a seed for MRI we in-
clude small perturbations in the three components of v
with the amplitude equal to 5× 10−3 of the local sound
speed.
We set up the initial vertical magnetic fields,
Bz = Bz,in
(
R
rin
)−µ/2
, (6)
to give a constant plasma βz,mid = 8pipmid/B
2
z , a ratio
of gas pressure to magnetic pressure, at the midplane of
the accretion disks. In this paper, we simulate cases with
initial βz,mid = 10
5. In order to set up the initial straight
vertical field lines in the spherical coordinates exactly
satisfying ∇ ·B = 0 within the accuracy of round-off
errors, we use the φ component of the vector potential
(see the Appendix).
We initially set up the equilibrium configurations of
the accretion disks by taking into account the force bal-
ance of the gas component while neglecting the magnetic
pressure since the initial Bz is quite small. We perform
simulations with two types of temperature distributions:
T = const., which we call Case I, and T ∝ 1/r, which we
call Case II. The most important difference between the
two cases is the difference of the rotation profiles of the
equilibrium configurations. If we neglect the effect of the
magnetic fields, an equilibrium rotation profile of a differ-
entially rotating accretion disk is derived from the force
balance among the gas pressure, the centrifugal force,
and the gravity of Equation (2) in the (R − z) plane of
the cylindrical coordinates,
− 1
ρ
∂p
∂R
+RΩ2 − ∂Φ
∂R
= 0, (7)
and
− 1
ρ
∂p
∂z
− ∂Φ
∂z
= 0, (8)
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Fig. 1.— Initial condition of Case I (T =const.; upper) and Case II (T ∝ 1/r; lower) in an (R, z) plane. The left panels compare the
rotation velocities of the two cases. The right panels compare the densities, where the yellow lines correspond to the locations of 1 scale
height. In these figures, only the region inside < 20rin is shown.
TABLE 1
Simulation setups.
Simulation box Resolution Grid Size ν tend ∆tave
Model (r, θ, φ) (r, θ, φ) at midplane (T ∝ r−ν) βz,mid (trot,in) (trot,in)
∆lr : ∆lθ : ∆lφ
I–high (1-25,pi
2
± 0.5,0–pi) (512,128,256) ≈ 1 : 1.25 : 2 0 105 600 200–300
II–high (1-640,pi
2
± 0.5,0–pi) (1024,128,256) ≈ 1 : 1.25 : 2 1 105 1830 1200–1800
I-low (1-22,pi
2
± 0.5,0–2pi) (192,64,128) = 1 : 1 : pi 0 105 1000 300–500
II–low (1-470,pi
2
± 0.5,0–2pi) (384,64,128) = 1 : 1 : pi 1 105 2000 1200–2000
Note. — From left to right, tabulated are the name of models, a simulation box size, the numbers of grid points, the
ratio of grid spacing at the midplane, the power law index of the temperature profile, the initial plasma β value at the
midplane, the simulation time in unit of inner rotation time, and the duration for the time average.
where Ω is rotation frequency. Differentiating Equation
(7) with z and Equation (8) with R, and subtracting
them from each other, we have
− ∂
∂z
(
1
ρ
∂p
∂R
)
+
∂
∂R
(
1
ρ
∂p
∂z
)
+
∂
∂z
(RΩ2) = 0. (9)
If gas pressure is globally barotropic, p = p(ρ), the first
and second terms are canceled out, hence,
∂Ω
∂z
= 0 (10)
(von Zeipel (1924) theorem, e.g. Kozlowski et al. 1978).
In Case I the gas pressure satisfied a barotropic equation
of state, and the rotation frequency is constant along
the vertical direction, while in Case II the disks rotate
differentially along the vertical direction in addition to
the radial direction.
2.1.1. Case I
In Case I, we adopt constant temperature in the sim-
ulation box, namely the sound speed is constant every-
where:
cs = cs,in = 0.1
√
GM
rin
= const., (11)
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Fig. 2.— Comparison of the initial equilibrium structures of Case
I (solid) and II (dashed). The density structures and the rotation
velocities are plotted in the upper and lower panels, respectively.
On the left the vertical (z) structures at R = 5 are compared, and
on the right the radial structures at the midplane are compared.
In the bottom right panel, the Keplerian rotation speed is also
compared (dotted).
which denotes that we set the ratio of the Keplerian
rotation speed to the sound speed as 10 at the inner
boundary, r = rin. The ratio decreases with R since the
Keplerian rotation speed decreases. The initial density
structure that satisfies the equilibrium configuration is
given as
ρ=ρin,mid
(
R
rin
)−µ
exp
[
GM
c2s
(
1
r
− 1
R
)]
≈ρin,mid
(
R
rin
)−µ
exp
[
−GMz
2
2R3c2s
]
≡ρin,mid
(
R
rin
)−µ
exp
[
− z
2
H2
]
, (12)
where note that r =
√
R2 + z2. This profile gives a famil-
iar expression of the scale height2, H ≈ √2cs/ΩK, where
ΩK is the Keplerian frequency, ΩK =
√
GM
r3 . Therefore,
H ∝ R3/2, or
H
R
=
√
2cs,in
(
R
rin
)1/2
= 0.14
(
R
rin
)1/2
. (13)
2 Note that instead of H in Equation (12), H
′
= cs/ΩK(=
H/
√
2), is often used (e.g., Fromang & Nelson 2006; Flock et al.
2011), which gives ρ ∝ exp
[
− z2
2(H
′
)
2
]
Our simulation box covers the spherical coordinates of
θ = pi/2± 0.5. Therefore, the vertical extent of the sim-
ulation box, R tan(θ− pi2 ), measured in H decreases with
increasing R. At the inner boundary R = rin, the simula-
tion box covers±4H , but atR = 10rin it covers≈ ±1.3H
(Figure 1). When analyzing the simulation data, we need
to carefully take into account this effect. First, proper-
ties of the disk winds depend on the vertical box size
in scale height (Suzuki et al. 2010; Fromang et al. 2013).
Second, saturation levels of MRI-driven turbulence could
depend on r because one scale height is resolved by larger
numbers of θ (≈ vertical) grids for larger r.
For a given µ(= 3 throughout this paper) the rotation
velocity, vφ, is self-consistently determined as
v2φ =
GM
R
− µc2s . (14)
Here, this equation shows that because of the second
term on the right-hand side the disks rotate with sub-
Keplerian velocities. An important aspect of the rota-
tion profile is that the rotation speed, vφ, is a constant
along the vertical direction and the direction of the dif-
ferential rotation is exactly along the cylindrically radial
direction, R (Figures 1 and 2). Therefore, vertical field
lines are not wound up by shearing motions of the dif-
ferential rotation, which is the most important difference
from Case II described below.
Equation (14) indicates that the rotation velocity be-
comes 0 for a large R, because the radial force balance is
satisfied between the gravity and the gas pressure with-
out the contribution from the centrifugal force. For the
adopted parameters, µ = 3 and Equation (11), vφ = 0 at
R = 33rin, because the gravity is solely supported by the
gas pressure gradient. Outside of this radius, no equilib-
rium profile is achieved. Therefore, we set the simulation
boxes for Cases I-high and I-low in r < 30rin (Table 1).
2.1.2. Case II
In Case II, we consider the temperature distribution
in proportion to 1/r, and then the sound speed has a
dependence 3,
c2s = c
2
s,in
(
r
rin
)−1
, (15)
where cs,in is set to be 0.1 of the Keplerian rotation speed
at rin, which is the same as in Case I (Equation 11). In
Case II the ratio of cs to the Keplerian rotation speed is
kept constant = 0.1 with r owing to the radial temper-
ature gradient. We can derive a density structure and a
rotation profile that satisfy the force balance:
ρ = ρin,mid
(
r
rin
)−µ+1
sinν θ, (16)
and
v2φ = νc
2
s , (17)
3 In previous studies, a similar temperature profile, cs ∝ R−1/2,
which depends on cylindrical R instead of spherical r, is often
adopted (e.g. Fromang & Nelson 2006; Flock et al. 2011, 2012).
We do not believe that the difference significantly affects our sim-
ulation results.
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where µ and ν satisfy
µ+ ν =
GM
rc2s
= 100(= const.), (18)
The comparison between Equations (17) and (18) shows
that the rotation speed vφ =
√
νcs is smaller than the Ke-
plerian velocity, rΩK because of the contribution from
the gas pressure gradient to the force balance. In this
paper, we adopt µ = 3 and accordingly ν = 97. A verti-
cal scale height, H , can be approximately derived from
Equation (16). We expand θ around θ = pi2 assuming
θ − pi/2(≈ z/r)≪ 1:
sinν θ ≈ 1− ν
2
(z
r
)2
≈ exp
(
−ν
2
(z
r
)2)
≡ exp
(
− z
2
H2
)
, (19)
where H is further transformed by using Equation (18)
as
H2 =
2r2
ν
=
2r2c2s
GM
µ+ ν
ν
≈ 2r
2c2s
GM
=
2c2s
Ω2K
, (20)
which gives an asymptotic expression for H in Case II,
similar to Equation (12) for Case I.
In contrast to Case I, in Case II H ∝ R from Equation
(20), or
H
R
=
√
2
cs
RΩK
= 0.14 (21)
Thus, the vertical size, R tan(pi2 ± 0.5) = ±0.55R, of the
simulation box covers the constant scale height ≈ ±4H
and H is resolved by the same number of θ grid points,
which is independent of R. When analyzing the disk
winds and the saturation levels of MRI turbulence, the
setup for Case II is supposed to be more straightforward.
Also in contrast to Case I, the equilibrium rotation profile
exists even in the outer region. Thus, we take sufficiently
large radial box sizes (470 for the low-resolution run and
640 for the high-resolution run; Table 1) to avoid un-
physical wave reflection at the outer boundary, r = rout.
However, in this paper we mainly study the region in-
side < 20rin because in the outer region the growth of
the magnetic field, which is scaled by the rotation fre-
quency, is slow and the saturated state is not achieved in
the simulation time. In §6.1 we briefly discuss the time
evolution in the entire region of Case II-high.
2.2. Boundary Condition
The boundary condition for the φ direction is straight-
forward. In the low-resolution runs, we treat the full (2pi)
disks and connect one edge to the other edge (technically,
this is the same as the periodic boundary). In the high-
resolution runs for the half (pi) disks, we adopt a simple
periodic boundary condition.
In the θ direction (∼ the vertical direction), we pre-
scribe the outgoing boundary condition for mass and
MHD waves by using the seven MHD characteristics
(Suzuki & Inutsuka 2006), in order to handle disk winds
(see also Suzuki & Inutsuka 2009; Suzuki et al. 2010).
We use a viscous accretion condition for the r direction,
which is a method adopted in Fromang & Nelson (2006)4.
At both the inner and outer radial boundaries, we fix
small vr estimated from the α prescription for standard
accretion disks (Shakura & Sunyaev 1973), vr = − 32
αc2s
rΩ
with α = 5 × 10−3. We fix vθ and vφ to the initial val-
ues, i.e., vθ = 0 and vφ = sub-Keplerian rotation speed
under equilibrium (Equations 14 & 17). The densities at
the inner and outer radial boundaries are also fixed to
the initial values. As for the magnetic fields, we assume
the zero-gradient for r2(B2θ +B
2
φ) across the boundaries,
which nearly (not exactly) corresponds to the equilib-
rium from the magnetic pressure. The condition for the
magnetic fields also allows flows of magnetic fluxes across
the boundaries. Limitations for the prescribed boundary
conditions will be discussed in §5.3 & 5.4.
2.3. Averaged Quantities
In order to quantitatively analyze numerical results,
we take various kinds of averages of the obtained physi-
cal quantities. While we perform the simulations in the
spherical coordinates (r, θ, φ), the data are often ana-
lyzed in the cylindrical coordinates, (R, φ, z). We take
averages of a physical quantity, A(t, R, φ, z) in the fol-
lowing ways.
As an example, we explain how to derive a time- and
φ-averaged vertical structure at a certain R (§5.1.1 &
§5.2.1). The simple average of A is
〈A〉t,φ(R, z) =
∫
∆tave
dt
∫ φmax
φmin
dφA
∆tave(φmax − φmin) , (22)
where the subscripts (t, φ in this case) of the bracket
correspond to the independent variables over which the
average is taken and the rest (R, z in this case) of the
independent variables are written in the arguments. We
integrate A over ∆tave (Table 1) and in the entire region
with respect to φ from φmin(= 0) to φmax(= pi for the
high-resolution runs and 2pi for the low-resolution runs).
In the denominator, the integration (
∫
∆tave
∫ φmax
φmin
dφ =
∆tave(φmax−φmin)) is already carried out. In contrast to
the simple average in Equation (22) the density-weighted
average is derived as
〈ρA〉t,φ(R, z)
〈ρ〉t,φ(R, z) =
∫
∆tave
dt
∫ φmax
φmin
dφρA∫
∆tave
dt
∫ φmax
φmin
dφρ
. (23)
For variables concerning magnetic field (§5.1.1), e.g.,
magnetic energy, B2/8pi, we take the simple average,
Equation (22), and for variables concerning velocity
(§5.2.1), e.g. flow speed, v, and kinetic energy per mass,
v2/2, we take the density-weighted average, Equation
(23); in principle we take the average of a variable in
units of energy density or momentum density.
To study the time evolution of overall trends in the
4 Fromang & Nelson (2006) also adopted a method with resistive
buffer zones for both inner and outer radial boundaries for most
of their simulations, which is different from the viscous accretion
condition we use for our simulations. A reason why we adopt the
viscous accretion condition is to avoid pileups of masses in the
buffer zones for long-time simulations
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disks (§3), we examine a box average,
〈A〉R,φ,z(t) =
∫
∆RRdR
∫
∆z dz
∫ φmax
φmin
dφA∫
∆RRdR
∫
∆z dz(φmax − φmin)
, (24)
where we integrate A in the entire region with respect
to φ, but the regions for the R and z integrations, ∆R
and ∆z, are case-dependent and are explained later; in
the denominator the integration with φ is carried out,
but the integrations with R and z are left as they stand
because ∆z depends on R. As explained above we use
variables in units per volume for A; for instance, to check
a plasma β(= 8pip/B2) value, we see 8pi〈p〉/〈B2〉, which
essentially corresponds to the density-weighted average,
rather than the simple volumetric average, 8pi〈p/B2〉.
When we examine face-on snapshots of the disks (§4.1),
we take a vertical average,
〈A〉ztot(t, R, φ) =
∫
∆ztot
dzA
ztop − zbot , (25)
over the entire region,
∆ztot : zbot ⇒ ztop (26)
from the lower surface, zbot = −R tan(θmax − pi2 )(< 0),
to the upper surface, ztop = −R tan(θmin − pi2 )(> 0; note
that the upper (lower) surface corresponds to the loca-
tion at θ = θmin (max) =
pi
2 ∓ 0.5). For the analysis of
time-averaged radial dependences (§5.1.2 & §5.2.2), we
take the following average,
〈A〉t,φ,z(R) =
∫
∆t
dt
∫
∆z
dz
∫ φmax
φmin
dφA
∆t∆z(R)(φmax − φmin) , (27)
where we do not only consider the whole region of ∆ztot,
but we also take the averages in regions near the mid-
plane and surfaces. As for the midplane region, we con-
sider the region in z = ±H ,
∆zmid : −H ⇒ H, (28)
and for the surface regions, we take averages over
∆zsfc : (zbot ⇒ 3
4
zbot) + (
3
4
ztop ⇒ ztop), (29)
where see §5.2.1 for an example.
In §5.1.3 & 5.2.3 we evaluate azimuthal power spec-
tra of magnetic fields, velocities, and density fluctuations
(see Parkin & Bicknell (2013b) for 3D spectra from sim-
ulations in the spherical coordinates). We take the usual
Fourier transformation of a variable A in the azimuthal
direction,
A(t, R,m, z) =
1√
2pi
∫
A(t, R, φ, z)e−imφdφ, (30)
where m has the relation of m = Rkφ to the wave num-
ber, kφ, in the φ direction. Then, we derive an azimuthal
power spectrum after taking a simple average over time
and R–z space,
〈|A(m)2|〉t,R,z =
∫
∆t
dt
∫
∆R
dR
∫
∆z
dz|A2(t, R,m, z)|
∆t
∫
∆R
dR
∫
∆z
dz
.
(31)
Here |A2| = AA∗, where A∗ is the complex conjugate of
A.
3. OVERVIEW OF TIME EVOLUTION
Figure 3 shows 3D views of time evolution of the 4
cases. The animations for these 4 cases up to tend can be
downloaded as online materials5. Cases I-low and I-high
exhibit typical evolutions of MRI, initiated by the devel-
opment of channel-mode flows, which are clearly seen in
the panels at t = 50 inner rotations (the middle column).
On the other hand, in Cases II-low and II-high the initial
vertical magnetic field lines are strongly wound particu-
larly in the surface regions by the vertical differential
rotation. As a result, the configurations of the magnetic
fields of Cases I & II look different at later times (right
column); Cases I-high and I-low show more turbulent
magnetic fields, while Cases II-high and II-low appear
to be dominated by coherent magnetic fields wound by
both radial and vertical differential rotation. From now
on, we inspect the difference between the magnetic field
structures as a result of the different temperature profiles
and extensively discuss their outcomes in the following
sections.
Figure 4 presents some representative quantities for the
evolution of the disks. Here we focus on the physical
quantities between r1 = 5rin and r2 = 10rin; the region
with r < r1 is influenced by the inner boundary, particu-
larly the decrease of the surface density by accretion and
disk wind (§5); in the outer region, r > r2, the magnetic
fields are still in growth phases at the end of the simula-
tions for Cases II-low and II-high because the dynamical
time (∝ r−3/2) is long there. From top to bottom in
Figure 4, we compare the following quantities of the four
cases: the mass in the entire region of r1 < r < r2 in
spherical coordinates,
M(r1 < r < r2) =
∫ φmax
φmin
dφ
∫ θmax
θmin
sin θdθ
∫ r2
r1
r2drρ,
(32)
the inverse of the plasma β value integrated in the mid-
plane region of ∆zmid (Equation 28) in cylindrical coor-
dinates,
1
〈β〉R,φ,zmid(t)
≡ 〈B
2〉R,φ,zmid(t)
8pi〈p〉R,φ,zmid(t)
(33)
and the Maxwell stress normalized by gas pressure, which
is integrated in the same region, ∆zmid,
− 〈BRBz〉R,φ,zmid(t)
4pi〈p〉R,φ,zmid(t)
(34)
Note that they essentially correspond to the inverse of
the density-weighted plasma β and the density-weighted
nondimensional Maxwell stress.
The top panel of Figure 4 shows that the mass of Cases
I-high and I-low decreases quite rapidly, while the mass
of Cases II-high and II-low is rather constant. The rapid
decreases seen in Cases I-high and I-low are mainly due to
the mass loss caused by the disk winds from the surfaces.
In these cases, the simulation box covers a smaller verti-
cal scale height (≈ ±1.8H at r1 = 5rin and ≈ ±1.3H at
r2 = 10rin) than the simulation box of Cases II-high and
II-low. As discussed in Suzuki et al. (2010) and Fromang
5 Animation files are also available at www.ta.phys.nagoya-
u.ac.jp/stakeru/research/glbdsk
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Fig. 3.— Time evolution of the 4 cases. From top to bottom displayed are Cases I-high, II-high, I-low, and II-low. From left to right,
the results at t = 0, 50, & 500 inner rotations. White lines illustrate magnetic fields and colors indicate iso-density surfaces. Animations
are available as online materials (also at www.ta.phys.nagoya-u.ac.jp/stakeru/research/glbdsk).
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Fig. 4.— Time evolution of characteristic quantities of Case I-
high (dash-dotted), Case II-high (solid), Case I-low (dashed), and
Case II-low (dotted). On the horizontal axis, time is measured
in units of inner rotation time at r = rin on the bottom and in
units of rotation time at r = 5rin on the top. Top: Mass in
r1(= 5rin) < r < r2(= 10rin) normalized by the initial value.
Middle: Volume-integrated magnetic energy in the midplane re-
gion, ∆zmid, of r1 < r < R2, normalized by the volume-integrated
gas pressure in the same region,
〈B2〉R,φ,zmid
(t)
8pi〈p〉R,φ,zmid
(t)
, which essen-
tially corresponds to the inverse of density weighted plasma β.
Bottom: Volume-integrated Maxwell stress normalized by volume-
integrated gas pressure, corresponding to density weighted nondi-
mensional Maxwell stress. The integration is done in the same
region as in the middle panel. (see text for the detail)
et al. (2013) by using MHD simulations in local shear-
ing boxes (Hawley et al. 1995), the mass flux of the disk
winds driven by MRI-triggered turbulence depends on
the vertical box size; a smaller vertical box gives larger
mass flux. In the present global simulations, a larger
amount of the gas streams out of the θ surfaces of the
simulation box of Cases I-high and I-low because of the
insufficient vertical box size.
In Figure 5 we examine the actual supply/loss of the
mass to/from the region of r1 < r < r2 for the high-
resolution runs. The mechanisms are separated into two
types, disk winds and radial flows. The mass loss caused
by the disk winds can be measured via
M˙wind(r1 < r < r2) =
∫ φmax
φmin
dφ
∫ r2
r1
rdr[−(ρvθ sin θ)θmin + (ρvθ sin θ)θmax ], (35)
where we take into account the disk winds from both the
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Fig. 5.— Evolution of the mass in r1(= 5rin) < r < r2(= 10rin)
of Case I-high (upper panel) and Case II-high (lower panel). The
mass normalized by the initial value, M0, (red solid) is compared
with the case that only takes into account the mass supply from the
inner radius (r1), M0 +
∫
dtM˙r(r1) (blue short-dashed), the case
with the mass supply from the outer radius (r2), M0−
∫
dtM˙r(r2)
(greed long-dashed), and the case with the mass loss by the disk
winds, M0 −
∫
dtM˙wind (magenta dotted).
upper surface at θ = θmin = pi/2 − 0.5 and the lower
surface at θ = θmax = pi/2 + 0.5. Note that M˙wind is
defined in such a way that M˙wind < 0 when the mass is
lost by the disk winds (vθ(θmin) < 0 and vθ(θmax) > 0).
As for radial flows, we measure the mass flux across a
θ − φ surface at r(= r1 or r2):
M˙r(r) =
∫ φmax
φmin
dφ
∫ θmax
θmin
dθr2 sin θρvr (36)
M˙r < 0 for accretion (vr < 0). M˙r(r1) > 0 and M˙r(r2) <
0 contribute to an increase in the mass in r1 < r < r2,
and vice versa.
Figure 5 shows that the disk winds continuously re-
move the mass (M˙wind < 0) in both cases. M˙wind of Case
I-high is considerably larger than M˙wind of Case II-high,
mainly because the vertical extent of the simulation box
per scale height is smaller in Case I as discussed previ-
ously. As a result, after 600 inner rotations, more than
80 % of the initial mass in r1 < r < r2 is lost in Case
I-high. On the other hand, the effect of the mass loss
caused by the disk winds is not as large in Case II-high.
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Fig. 6.— t–z diagrams of 〈α〉φ(r1, z) at R = r1(= 5rin) for Case I-low (top-left), Case I-high (top-right), Case II-low (middle), and Case
II-high (bottom). On the horizontal axis are shown time in the inner rotation (top of panels) and time in the local rotation at r = r1
(bottom of panels). On the vertical axis are shown z (left) and z/H (right).
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The radial flows show more complicated behaviors. In
Case I-high, the mass is mostly supplied from the outer
radius (M˙r(r2) < 0; green solid line) by accretion (vr <
0). From the inner radius (r = r1; blue short-dashed
line), the mass is initially supplied to the simulation box
by outward flows (vr > 0; M˙r(r1) > 0) but eventually
the mass is lost by accretion (vr < 0; M˙r(r2) < 0).
On the other hand in Case II-high, the direction of the
mass flow is initially outward (vr > 0) at both the inner
and outer surfaces, namely the mass supply from r = r1
(blue short-dashed line) and the mass loss from r = r2
(green solid line). The radial flow at r = r2 (green line)
shows an oscillatory feature arising from epicycle mo-
tion during 400 – 800 inner rotations. At later times
(t > 1600 inner rotations), the mass starts to accrete at
r = r1, while at r = r2 the direction of the mass flow
is kept outward. This tendency seems to follow the time
evolution of a standard accretion disk (Lynden-Bell &
Pringle 1974); the mass diffuses inward in the inner re-
gion and outward in the outer region from the diffusion
center that gradually moves outward with time. As a
result, at early time the mass supply from the inner ra-
dius, r = r1, dominates the other components and the
net mass increases up to t ≈ 800 inner rotations, but
later decreases by the disk winds and the radial outflow
from the outer radius, r = r2. We discuss radial mass
flows in more detail in §5.4.
Turning back to Figure 4, the middle and bottom pan-
els show the time evolution of properties of the magnetic
fields, Equations (33) & (34). One of the characteristic
features of the present simulations with net vertical fields
is that the magnetic energy and Maxwell stress monoton-
ically increase and seem to saturate but never systemat-
ically decrease because the strength of the net vertical
field is kept more or less globally constant (see the dis-
cussion on the net βz in §5.1). This is in contrast to
global simulations without a net vertical magnetic flux,
which exhibit a decrease of the magnetic energy caused
by escaping net toroidal fields with vertical outflows after
the initial amplification (e.g., Flock et al. 2011; Parkin
& Bicknell 2013b).
In Cases I-low and I-high the magnetic fields are am-
plified more rapidly than in Cases II-low and II-high and
are saturated after t & 200−300 inner rotations or 20-30
local rotations at r = 5rin. In all the cases our simula-
tions cannot initially resolve the wavelengths,
λmax ≈ 2piB/
√
4piρ
Ω
, (37)
of the most unstable mode of MRI with respect to the
initial magnetic field strength (Balbus & Hawley 1991).
However, if Cases I and II are compared, one scale height
can be resolved by a larger number of grid points in the
outer regions of Cases I-high and I-low because of the
dependence of the scale height, H/R ∝ R1/2 (Equation
13) as shown in Table 2. Thus, MRI in smaller scales,
which correspond to faster growing modes, can be cap-
tured from the beginning, which leads to faster amplifi-
cation of the magnetic fields in Cases I-high and I-low.
On the other hand, the magnetic fields in Cases II-high
and II-low grow quite slowly, and are finally saturated af-
ter t & 1200 inner rotations or & 110 local rotations at
r = 5rin, because the simulations cannot initially resolve
small-scale modes of MRI. With the increase of the mag-
netic field, λmax(∝ B) of the MRI increases, and can
be marginally resolved at the midplane in Case II-high
at later times, while it is underresolved for the R and z
components at the midplane of Case II-low (see §5.1.1).
Comparing the high- and low-resolution runs, Cases
I and II show a different trend. In Case I the high-
resolution run shows the faster growth of the magnetic
field and, consequently, a higher saturation level, which
is expected from the amplification of the magnetic field
by MRI; the higher-resolution run can resolve smaller
scales with faster growth. On the other hand, in Case
II the low-resolution run gives faster growth of the mag-
netic field, while the high-resolution run gives the higher
saturation level. This indicates that a process other than
from MRI operates in the amplification of the magnetic
fields in Cases II-high and II-low. We suppose that the
vertical differential rotation plays a key role, which will
be discussed in §5.1.
In Figure 6, we present the α values,
〈α〉φ(t, r1, z) = 〈ρvRδvφ,0 −BRBφ/4pi〉φ(t, r1, z)〈p〉φ(t, r1, z) , (38)
defined as the sum of Maxwell (−BRBφ/4pi) and
Reynolds (ρvRδvφ,0) stresses, at R = r1(= 5rin) in time
(horizontal axis) – z (vertical axis) diagrams, where
δvφ,0 = vφ − vφ,0 (39)
is the difference of the rotation speed from the initial
equilibrium rotation speed, vφ,0. Note that using δvφ,0
to estimate the Reynolds stress might not be the best way
because at later times the background rotation profile is
modified by the change of the pressure gradient force due
to the evolution of radial mass distribution. In the next
section, we use the velocity shifts from the time-averaged
vφ rather than the initial vφ,0. However, the choice of the
background vφ does not affect the overall evolution of α
since α is dominated by the Maxwell stress, and thus we
simply use Equation (39) for Figure 6.
In all the cases, α starts to grow in the regions near the
surfaces, |z| & 1.5, which is similar to what is observed
in our simulations with local shearing boxes (e.g. Suzuki
& Inutsuka 2009). This is because the simulations can
resolve λmax there because of the smaller density and cor-
respondingly larger λmax than at the midplane. Around
the midplane, α eventually increases and becomes satu-
rated at later times, as discussed in Figure 4.
4. SLICE IMAGES
We investigate properties of the simulated accretion
disks after the magnetic fields are amplified and satu-
rated. In this section, we show typical slice images of the
simulated accretion disks.
4.1. Face-on Views
Figure 7 illustrates snapshots of face-on views of the
disks when the MHD turbulence is almost in the satu-
rated state. For Cases I-low and I-high the snapshots at
t = 250 inner rotations are shown, and for Cases II-low
and II-high we show the snapshots at t = 1250 inner
rotations. The colors indicate the inverse of the plasma
β integrated with ∆ztot (Equation 26) in the entire z
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Fig. 7.— Face-on views of the simulated accretion disks of Case I-high at t = 250 inner rotations (upper-left), Case II-high at
t = 1250 inner rotations (upper-right), Case I-low at t = 250 inner rotations (lower-left), and Case II-low at t = 1250 inner rotations
(lower-right). Colors show 1/〈β〉ztot in the logarithmic scale. Movies are available as online materials (also at www.ta.phys.nagoya-
u.ac.jp/stakeru/research/glbdsk).
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extent,
1
〈β〉ztot(t, R, φ)
=
〈B2〉ztot(t, R, φ)
8pi〈p〉zmid(t, R, φ)
, (40)
and brighter colors correspond to regions with relatively
larger magnetic pressure. Winding structures dominate
in Cases II-high and II-low, while both winding and tur-
bulent structures are distributed in Cases I-high and I-
low. Although these winding structures are not so long-
lived with typical lifetimes of the order of rotation time,
they are ubiquitously created somewhere in the disks (see
Movies for Figure 7 available as online materials and at
www.ta.phys.nagoya-u.ac.jp/stakeru/research/glbdsk).
4.2. Edge-on Views
Figure 8 presents edge-on views of the simulated disks
in the saturated state. Here we present the results of only
the high-resolution runs but zoomed-in views around the
midplane (right panels) are displayed together with the
views including the disk surfaces (left panels). Veloci-
ties normalized by the sound speed are shown by arrows,
with the inverse of the plasma β in color. The velocity
fields show a quite complicated structure with both ra-
dially inward (vR < 0) and outward (vR > 0) motions
as well as vertical flows. Case II-high, which covers the
larger vertical extent in scale height, captures detailed
properties of the disk winds well. The zoomed-out panel
for Case II-high (bottom left) shows that the velocities of
the structured disk winds are about twice as fast as the
local sound speed in some regions near the surfaces. The
animation for the time-evolution of this figure 6 further
shows these vertical outflows are intermittent with time.
5. PROPERTIES OF TURBULENT DISKS
For more quantitative studies of the magnetic fields
and the turbulence in the disks, we examine several time-
averaged quantities. In order to study the saturated
state, we consider the time average during ∆tave summa-
rized in Table 1. Although we perform the simulations of
Cases I-high and I-low to tend = 600 and 1000 inner rota-
tions respectively, a significant fraction of the mass is lost
by the disk winds at later times (top panel of Figure 4),
and the role of the magnetic field becomes relatively im-
portant (plasma β decreases), because the magnetic field
is not as dissipated, as will be discussed in §5.4. Thus,
we take the averages well before tend. As for Cases II-
high and II-low, the mass is kept almost constant during
the simulations as shown in Figure 4. Although the mid-
dle and bottom panels of Figure 4 show that in Case II-
high the magnetic fields are still gradually growing during
∆tave, we take averages over ∆tave = 1200− 1800 inner
rotations because of the limitation of the computational
time.
Figure 9 displays the surface density of the high-
resolution runs averaged over ∆tave and φmin − φmax:
Σ(R) =
∫
∆tave
dt
∫ φmax
φmin
dφ
∫ ztop
zbot
dzρ
∆tave(φmax − φmin) (41)
6 Time-evolution animations of Figure 8 are available at
www.ta.phys.nagoya-u.ac.jp/stakeru/research/glbdsk
Model H/∆zmesh(r1) H/∆zmesh(r2)
Case I-high 35 51
Case I-low 18 25
Case II-high 16 16
Case II-low 8 8
Local 32
TABLE 2
Resolution of each run at R = r1(= 5rin) (2nd column) and
R = r2(= 10rin) (3rd column).
Note that the initial profiles, Σ0 ∝ ρmid,0H , are
Σ0 =
{
R−
3
2 : Case I
R−1 : Case II
(42)
In both cases, the mass in the inner region r . 3rin is
considerably lost by the accretion and the disk winds.
On the other hand, the region in r & r1(= 5rin) is not so
severely affected.
We now examine z and R dependences of various quan-
tities. For the z dependence, we consider the average of
Equation (22) at R = r1(= 5rin). For the radial de-
pendence, we take the average of Equation (27), whereas
for the integration of ∆z, we consider (i) the midplane
region, ∆zmid (Equation 28), and (ii) the entire region,
∆ztot (Equation 26). In Case II ∆ztot corresponds to
−4H ⇒ +4H , while in Case I, ∆ztot measured in H
varies with R since H/R ∝ R1/2 (Equation 13).
5.1. Magnetic Fields
In this subsection, we inspect various properties of the
magnetic fields in the saturated state.
5.1.1. Vertical Structure at 5rin
We examine the vertical structures of the magnetic
fields at R = r1, in comparison with results of a local
shearing box simulation. As for the local simulation, we
perform a 3D MHD simulation with the same strength
for the net vertical field of β = 105 at the midplane as
in the global simulations in a simulation box with the
size, (x, y, z) = (2H, 4H, 8H), resolved by the uniform
grid points of (Nx, Ny, Nz) = (64, 128, 256) (see Suzuki
et al. 2010, for the details); namely, one scale height, H ,
is resolved by 32 grid points. In Table 2, we summarize
the resolution, H/∆zmesh, with respect to the vertical
direction of each case, where ∆zmesh indicates the size
of a vertical mesh. For the global simulations, we ap-
proximately use ∆zmesh ≈ r∆θ. Although at the inner
radius, R = rin, the same resolution is set for Cases I and
II, Case I gives a higher resolution at R = r1 because of
the different scalings of H/R (Equations 13 & 21).
Figure 10 compares the magnetic energies of each com-
ponent of the four cases. We present here
〈B2i 〉t,φ(r1, z)
4pipmid,0
, (43)
of i-th components (i = R, φ, and z from left to right),
where the normalization in the denominator is the initial
gas pressure, pmid,0, at the midplane. The saturated B
2
R
(left panel) and B2z (right panel) show roughly positive
correlations with the resolution, H/∆zmesh (Table 2),
whereas Case II-high gives the higher saturations than
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Fig. 8.— Edge-on views of the simulated accretion disks of Case I-high at t = 250 inner rotations (upper) and Case II-high at t = 1250 inner
rotations (lower) at φ = pi/4. The right panels are zoomed-in views of the left panels to inspect the region near the midplane. Colors show
1/β in the logarithmic scale. The arrows indicate velocities normalized by the local sound speed, of which the scale is shown at the upper left
corner of each panel. Time-evolution movies are available as online materials (also at www.ta.phys.nagoya-u.ac.jp/stakeru/research/glbdsk).
Case I-low though the H/∆zmesh values are similar. In
Case II-low (black dashed lines), which is the case with
the lowest resolution at R = r1, the strength of the mag-
netic field is too weak and shows a dip structure because
of the insufficient resolution (H/∆zmesh = 8) at the mid-
plane. On the other hand, in Case I-high, which has a
resolution similar to the local simulation, the saturated
magnetic field strength at the midplane is comparable to
that of the local simulation.
The dependence of B2φ (middle panel of Figure 10) on
the resolution is quite weak. Although Case I gives a
positive dependence on the resolution, which is expected
from the amplification by MRI, Case II shows compli-
cated behavior; while in the midplane region, the high-
resolution run gives larger B2φ, in the surface regions,
|z| & 1.5H , the low-resolution run gives larger B2φ. This
indicates that the magnetic field strength in the surface
regions of Case II is not regulated by the MRI but mainly
by the vertical differential rotation, which does not have
a positive dependence on the numerical resolution. This
effect cannot be handled in local shearing box simula-
tions, indicating the importance of studies using global
simulations.
In order to further study the amplification of the mag-
netic fields, in Figure 11 we inspect a quality factor, Qi,
of i−th components (i = R, φ, z) for MRI (Noble et al.
2010; Hawley et al. 2011), which is defined as the ratio
of the λmax for MRI to a mesh size,
〈Qi〉t,φ(r1, z) = 2pi
√
〈v2A,i〉t,φ(r1, z)
Ω∆li
, (44)
where 〈v2A,i〉 = 〈B2i 〉/4pi〈ρ〉 and we approximately use
∆li = ∆r, r sin θ∆φ, and r∆θ for i = R, φ, and z compo-
nents, respectively, to convert the spherical coordinates
used in the simulations to the cylindrical coordinates
for the data analyses. According to Sano et al. (2004),
Qz & 6 is a necessary condition for a vertical magnetic
field to get a linear growth rate close to the analytic pre-
diction from MRI.
The saturations of B2R and B
2
z shown in Figure 10 are
well-explained by the profiles of QR (left panel) and Qz
(right panel) in Figure 11. In the midplane region of
Case II-low QR, Qz < 1, which leads to the low lev-
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Fig. 9.— Surface density (solid lines) of Case I-high averaged
during ∆tave = 200 − 300 inner rotations (upper) and of Case II-
high averaged during ∆t = 1200 − 1800 inner rotations (lower) in
comparison with the initial value (dashed line).
els of B2R and B
2
z . Case I-high gives QR, Qz > 10 in
the entire region, and then, the obtained saturation lev-
els are supposed to be reasonable. In the other two
cases, QR, Qz ≈ 2 − 3 at the midplane, which is proba-
bly marginally insufficient to resolve the MRI. Therefore,
the saturation levels of these cases are lower than those of
Case I-high and the local simulation. Since the toroidal
component is amplified by the winding involving the dif-
ferential rotation in addition to the MRI, Qφ & 5 in the
entire regions except in the midplane region of Case II-
low.
Figure 12 presents the following four nondimensional
quantities:
〈B2〉t,φ(r1, z)
8pi〈p〉t,φ(r1, z) (=
1
〈β〉t,φ,(r1, z)), (45)
− 〈BRBφ〉t,φ(r1, z)
4pi〈p〉t,φ(r1, z) : total Maxwell stress, (46)
− 〈〈BR〉φ〈Bφ〉φ〉t(r1, z)
4pi〈p〉t,φ(r1, z) : coherent Maxwell stress,
(47)
〈ρvRδvφ〉t,φ(r1, z)
4pi〈p〉t,φ(r1, z) : Reynolds stress, (48)
where the time average is taken over ∆tave in Table 1.
In Equation (47) we pick up the coherent part of the
Maxwell stress in Equation (46), by taking the φ av-
erage of Br and Bφ separately before multiplying them.
This term is supposed to roughly correspond to the trans-
port of angular momentum by magnetic braking (Weber
& Davis 1967). The total Maxwell stress in Equation
(46) contains both coherent and turbulent components.
When estimating Reynolds stress, we use the difference
of vφ from the time-averaged value,
δvφ ≡ vφ − 〈vφ〉t,φ ≡ vφ − 〈ρvφ〉t,φ〈ρ〉t,φ , (49)
instead of the initial value (Equation 39) because the
background rotation profile is slightly modified because
of the change of the pressure gradient force through
the evolution of radial density distribution, As shown
in Equation (49), the background velocity, 〈vφ〉t,φ, is de-
rived from the density-weighted average, 〈ρvφ〉t,φ/〈ρ〉t,φ.
The left panel of Figure 12 shows that the four cases
mostly follow the trend of the local simulation; the
plasma β values are ≈ 10 − 100 at the midplane and
decrease to < 1 in the surface regions owing to the de-
crease of the density by the gravity of the central object.
The overall trends are similar for all these cases and only
weakly depend on the resolution, because the total mag-
netic fields are dominated by the φ component, which
weakly depends on the resolution. The magnetic field
strengths in the surface regions of Cases II-high and II-
low are larger than the value obtained in the local simu-
lation, because the coherent magnetic fields are amplified
by the vertical differential rotation.
The total Maxwell stress (the second panel from the
left in Figure 12) around the midplane exhibits the posi-
tive dependence on the resolution, which is quite similar
to B2R and B
2
z in Figure 10. The strength of the Maxwell
stress near the midplane is determined by the MRI. On
the other hand, the Maxwell stress in the surface regions
of Cases II-high and II-low is considerably larger than
that of the local simulation. Comparing the middle two
panels, the Maxwell stress in the surface regions is mostly
by the coherent component. The larger coherent Maxwell
stresses in Cases II-high and II-low in the surface regions
are a consequence of the wound-up magnetic field lines
by the vertical differential rotation.
The Reynolds stress (the right panel of Figure 12) is
systematically smaller than the Maxwell stress (second
panel from the left) of each case by a factor of 2-3. The
difference in the Reynolds stresses among the four models
is similar to the tendency obtained for the total Maxwell
stresses.
5.1.2. Radial Profile
Figure 13 compares the radial dependence of the i = R,
z, and φ components of the t, φ, z averaged 〈B2i 〉t,φ,z/4pi
of Case I-high (left panel) and Case II-high (right panel),
where the z average is taken over the entire region, ∆ztot.
In both cases, the toroidal component dominates by the
winding owing to the radial differential rotation, which
is consistent with the result of previous local simulations
(e.g., Suzuki et al. 2010). Examining quantitative ra-
tios of different components, Case II-high gives larger
B2φ/(B
2
z + B
2
R) than Case I-high, because of the contri-
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Fig. 10.— Vertical structures of 〈B2i 〉t,φ(r1, z) at R = r1(= 5rin) of Case I-high (blue solid), Case II-high (red solid), Case I-low (green
dashed), and Case II-low (magenta dashed), in comparison with the result of the shearing box simulation (black dotted). From left to right,
i = R, φ, and z components are displayed.
Fig. 11.— Vertical structure of the quality factors, Qi, of the MRI, Equation (44), of Case I-high (blue solid), Case II-high (red solid),
Case I-low (green dashed), and Case II-low (magenta dashed), in comparison with the result of the shearing box simulation (black dotted).
From left to right, i = R, φ, and z components are displayed.
Fig. 12.— From left to right are shown vertical structures of
〈B2〉t,φ(r1,z)
8pi〈p〉t,φ(r1,z)
, − 〈BRBφ〉t,φ(r1,z)
4pi〈p〉t,φ(r1,z)
(total Maxwell stress), − 〈〈BR〉φ〈Bφ〉φ〉t(r1,z)
4pi〈p〉t,φ(r1,z)
(coherent Maxwell stress), and
〈ρvRδvφ〉t,φ(r1,z)
4pi〈p〉t,φ(r1,z)
(Reynolds stress) of Case I-high (blue solid), Case II-high (red solid), Case I-low (green
dashed), and Case II-low (magenta dashed), in comparison with the result of the shearing box simulation (black dotted). See Equations
(45) – (48) for details.
bution from the vertical differential rotation.
Focusing on the radial dependences, the two cases give
different trends. Here we again concentrate on the re-
gion between R = r1(= 5rin) and R = r2(= 10rin) to
avoid effects of the inner boundary. Starting from the
initial vertical fields with B2z,0 ∝ R−3, each component
of Case I-high is amplified as it approaches R−2, which is
expected from the force balance between magnetic hoop
stress and magnetic pressure (Flock et al. 2011),
F =
1
ρR2
∂
∂R
(R2
B2φ
8pi
) = 0. (50)
B2R and B
2
z , which are not explained by the force bal-
ance, are supposed to be subject simply to the largest
φ component. On the other hand, each component of
Case II-high is amplified while keeping the initial profile
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Fig. 13.— 〈B
2
R
4pi
〉R,φ,ztot (solid), 〈
B2z
4pi
〉R,φ,ztot (dashed), and 〈
B2φ
4pi
〉R,φ,ztot (dash-dotted) of Case I-high (left) and Case II-high (right). A
slope, R−2, (thin solid) and the initial condition,
B2z
4pi
= 2 × 10−5
(
R
rin
)−3
, (dotted) are overplotted. The vertical averages are taken over
the entire region, ∆ztot.
∝ R−3, whereas the magnetic field quickly decreases with
R in R > 10rin because it is still in the growth phase.
The ∝ R−3 profile corresponds to the constant plasma β
with R, as will be discussed below.
Fig. 14.— 〈B2〉t,φ,ztot/4pi〈p〉t,φ,ztot (top) and total
(−〈BRBφ〉t,φ,ztot/4pi〈p〉t,φ,ztot ; middle) and coherent
(−〈〈BR〉φ〈Bφ〉φ〉t,ztot/4pi〈p〉t,φ,ztot ; bottom) components of
Maxwell stress of Case I-high (blue solid), Case II-high (red solid),
Case I-low (green dashed), and Case II-low (magenta dashed). In
these plots, the integrations with z are performed in the entire
vertical extent, ∆ztot.
Figure 14 compares, from top to bottom
〈B2〉t,φ,ztot
8pi〈p〉t,φ,ztot
(= 1〈β〉t,φ,ztot
), − 〈BRBφ〉t,φ,ztot4pi〈p〉t,φ,ztot , and
− 〈〈BR〉φ〈Bφ〉φ〉t,ztot4pi〈p〉t,φ,ztot , which are the vertically inte-
grated quantities in ∆ztot in Equations (45) – (47) for
the vertical structures (Figure 12).
〈B2〉/8pi〈p〉 of Cases I-high (blue solid) and I-low (green
dashed) show increasing trends with R in R < 8rin, while
those of Case II-high (red solid) and II-low (magenta
dashed) show slightly decreasing trends with R. The
scalings of 〈B2〉/4pi (Figure 13 for the high resolution
runs) and 〈B2〉/4pi〈p〉 in Figure 14 are different by the
scaling of 〈p〉, which is proportional to (Σ/H)c2s . In all
the cases the final profiles of Σ (Figure 9) and corre-
spondingly the profiles of 〈p〉 ∝ R−ξp become slightly
shallower with 2.5 < ξp < 3 in r1 < R < r2 than the
initial profile, 〈p〉 ∝ R−3. Therefore, the obtained trend,
〈B2〉/8pi ∝ R−ξB , with a shallower index ξB ≈ 2 in Case
I-high (Figure 13) as well as I-low results in the trend of
〈B2〉/8pi〈p〉 increasing with R (Figure 14). On the other
hand, in Case II-high as well as II-low the initial profile
of 〈B2〉/8pi with ξB ≈ 3 is almost maintained (Figure
13), and the slow decreasing trend of 〈B2〉/8pi〈p〉 results
(Figure 14).
The Maxwell stresses (middle panel of Figure 14) fol-
low the trends of 〈B2〉/8pi〈p〉 (top panel): increasing with
R in Cases I-high and I-low, and flat or slightly decreas-
ing with R in Cases II-high and II-low. The coherent
component of the Maxwell stresses (bottom panel of Fig-
ure 14) show different behaviors. In Cases I-high and I-
low, the contributions from the coherent component are
quite small. On the other hand, in Cases II-high and
II-low, the roles of the coherent component are not neg-
ligible because of the vertical differential rotation of the
equilibrium profile, and their radial dependences almost
follow those of the total Maxwell stresses.
Comparing the high- and low-resolution runs, Cases I
and II give totally different results. These three quanti-
ties of Case I-high (blue solid lines in Figure 14) are larger
than those of Case I-low (dashed green lines), which is
understandable from the amplification of the magnetic
field by the MRI. The low-resolution run cannot resolve
smaller-scale turbulence by the MRI, which leads to the
smaller saturation level (Figure 11). On the other hand,
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the comparison between the high- (red solid lines in Fig-
ure 14) and low-resolution (magenta dashed lines) runs
of Case II shows a different trend. Although the higher
saturation level of the Maxwell stress is obtained in the
high-resolution run (middle), the coherent component of
the Maxwell stress (bottom) shows the opposite behavior.
The saturation of the total B2 (top), which is dominated
by B2φ, looks almost independent of the resolution. These
tendencies imply that, in addition to the MRI, the verti-
cal differential rotation plays a role in the amplification
of the magnetic fields in Cases II-high and II-low, which
is consistent with the tendency obtained from the vertical
structures (Figure 12).
Fig. 15.— Ratios of various quantities concerning the magnetic
fields of Case I-high (blue solid), Case II-high (red solid), Case I-low
(green dashed), and Case II-low (magenta dashed). In these plots,
the integrations with z are performed in the entire vertical extent,
∆ztot. top: Relative contribution of the coherent component to
the total Maxwell stress. middle: 〈B2R〉t,φ,ztot/〈B2φ〉t,φ,ztot . bot-
tom: Maxwell stress, −〈BRBφ〉t,φ,ztot/4pi, to magnetic pressure
〈B2〉t,φ,ztot/8pi.
In Figure 15, we compare nondimensional quantities
concerning magnetic fields. The top panel of Figure
15 compares the ratio of the coherent to total Maxwell
stresses, 〈〈BR〉φ〈Bφ〉φ〉t,ztot/〈BRBφ〉t,φ,ztot , which indi-
cates the relative importance of the winding of magnetic
field lines in the Maxwell stresses. The figure shows that
this quantity has a negative correlation with the qual-
ity factor Qi (Equation 44). For instance, Case II-low,
which has the smallest Q (Figure 11), gives the largest
〈〈BR〉φ〈Bφ〉φ〉t,ztot/〈BRBφ〉φ,t,ztot among the four cases.
In this case the total Maxwell stress is the smallest be-
cause of the insufficient resolution for the MRI, which
leads to the relatively large contribution of the coherent
component by the winding. In addition to the depen-
dence on the resolution, the vertical differential rotation
originating from the temperature profile of Case II gives
a larger fraction of the coherent component. Cases II-
high and I-low give similar initial resolution, H/∆zmesh ,
at R = r1 (Table 2). Although Case II-high gives slightly
larger Q there (see Figure 11), the fraction of the coher-
ent component is larger there, which is the opposite of
the tendency expected from the dependence on the reso-
lution. This is also indirect evidence that in Case II-high
the vertical differential rotation plays a role in the am-
plification of the magnetic field.
Hawley et al. (2011) introduced several diagnostics
that are related to properties of MRI-driven turbu-
lence in numerical simulations. In the middle and bot-
tom panels of Figure 15 we show two such indices;
the middle panel plots the ratio of the R compo-
nent of the magnetic energies to the φ componentR,
〈B2R〉t,ztot,φ/〈B2φ〉t,ztot,φ, and the bottom panel displays
the ratios of the Maxwell stress to the magnetic pres-
sure, which is defined as αmag = −2〈BRBφ〉/〈B2〉 in
Hawley et al. (2011). These quantities, which exhibit
similar trends, have positive correlations with the qual-
ity factor, which is the opposite of the trend obtained
for 〈〈BR〉φ〈Bφ〉φ〉t,ztot/〈BRBφ〉φ,t,ztot in the top panel.
Cases I-high (blue solid lines) and I-low (green dashed
lines) show increasing trends with R, which reflects the
adopted increasing trend of the numerical resolution,
H/∆zmesh ∝ R1/2. On the other hand, Cases II-high
(red solid lines) and II-low (magenta dashed lines), which
have resolutions that remain constant with R, show
rather flat trends with R.
On the basis of the shearing box simulations by Simon
et al. (2011), 〈B2R〉/〈B2φ〉 approaches 0.2 with sufficient
resolution. In the outer region of Case I-high, the value of
〈B2R〉t,ztot,φ/〈B2φ〉t,ztot,φ is this saturation value, while the
other cases give smaller 〈B2R〉t,ztot,φ/〈B2φ〉t,ztot,φ probably
because the resolution is not sufficient. However we need
to carefully consider global effects such as radial flows,
meridional flows and vertical differential rotation, which
are not taken into account in local simulations. The ver-
tical differential rotation in Cases II-high and II-low is
supposed to give smaller 〈B2R〉t,ztot,φ/〈B2φ〉t,ztot,φ because
Bφ is systematically amplified.
The ratio of the Maxwell stress to the magnetic pres-
sure, −2 〈BRBφ〉t,φ,ztot〈B2〉t,φ,ztot , also shows a positive correlation
with the quality factor. Local simulations (Shi et al.
2010; Davis et al. 2010; Simon et al. 2011; Guan & Gam-
mie 2011) with sufficient resolution give −2 〈BRBφ〉〈B2〉 ≈
0.3− 0.4 (Hawley et al. 2011). Case I-high gives a quite
large value, −2 〈BRBφ〉t,φ,ztot〈B2〉t,φ,ztot ≈ 0.4, while smaller values
are obtained in the other cases. As we did for 〈B2R〉/〈B2φ〉,
we also carefully take into account the global effects.
Cases II-high and II-low are expected to give systemat-
ically lower −2 〈BRBφ〉t,φ,ztot〈B2〉t,φ,ztot , because the vertical differ-
ential rotation tends to increase B2 through the ampli-
fication of B2φ rather than 〈BRBφ〉 through the coherent
component 〈BR〉〈Bφ〉 in a quantitative sense (Figure 12).
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Fig. 16.— Maxwell stress (−〈BRBφ〉t,φ,ztot/4pi〈p〉t,φ,ztot ; dashed), Reynolds stress (〈ρvRδvφ〉t,φ,ztot/4pi〈p〉t,φ,ztot ; dotted), and their
sum, α, of Case I-high (left) and Case II-high (right). The vertical averages are taken over the entire region, ∆ztot.
Figure 16 compares the radial profiles of α values (solid
lines),
〈α〉t,φ,ztot(R) ≡
〈ρvRδvφ〉t,φ,ztot(R)
〈p〉t,φ,ztot(R)
− 〈BRBφ〉t,φ,ztot(R)
4pi〈p〉t,φ,ztot(R)
,
(51)
of Case I-high (left panel) and Case II-high (right panel),
and their breakdowns to the Reynolds (dotted lines) and
Maxwell (dashed lines) stresses, which are the first and
second terms of Equation (51), respectively. Here δvφ
is the difference of the rotation velocity from the time-
averaged value, Equation (49). Although the Maxwell
stresses are larger than the Reynolds stresses in both the
cases, the ratios are slightly different. Case I-high gives a
ratio of the Maxwell stress to Reynolds stress of ≈ 3 : 1,
while Case II-high gives ≈ 2 : 1; both these values are
smaller than the typical value of ≈ 5 : 1 obtained in local
shearing box simulations (Sano et al. 2004). However, we
cautiously note that there are ambiguities particularly in
the choice of δvφ used to estimate the Reynolds stresses
in the global simulations. Here we derive δvφ by subtract-
ing vφ from the φ and ∆tave-averaged vφ (Equation 49).
If we used a shorter duration for the time average, δvφ
would be smaller because 〈vφ〉 gradually changes with
time owing to the change in the radial density profile. In
this case the derived Reynolds stress would be smaller.
Then, the above estimated ratios of the Maxwell stress
to Reynolds stress are lower limits in a sense, and we
need to be careful when comparing Reynolds stresses of
global simulations with those of local simulations.
The dependence of the saturations of MRI-triggered
turbulence on net vertical magnetic field strengths has
been extensively studied by using local shearing box sim-
ulations to date, and it has been discussed that the
net Bz plays an important role in determining the α
parameter (Hawley et al. 1995; Matsumoto & Tajima
1995; Brandenburg et al. 1995; Sano et al. 2004; Hirose
et al. 2006; Pessah et al. 2007; Suzuki & Inutsuka 2009;
Okuzumi & Hirose 2011). Figure 17 shows the relation
between the net vertical field strengths (horizontal axis)
and the α values (vertical axis) derived from our global
simulations. The net vertical magnetic flux at each R is
not conserved in the global simulations because of radial
motions of the field lines, in contrast to the treatment
Fig. 17.— Dependence of time and φ-z plane averaged 〈α〉t,φ,ztot
on plasma 〈βz〉t,φ,ztot for net vertical magnetic fields in r1 < R <
r2. Multiple data points for each case of the global simulations
correspond to different radial locations. Colored squares and circles
indicate the data at R = r1 and R = r2. Case I-high (blue crosses),
Case II-high (red diamonds), Case I-low (green asterisks), and Case
II-low (magenta triangles) are compared with the local simulations
by Suzuki et al. (2010, ;open circles for low-resolution runs and
filled circle for high-resolution run). The solid line is a ‘floor’ value
based on the local simulations and the dashed line is a fit for the
increasing trend of 〈α〉 (Suzuki et al. 2010).
by local shearing boxes in which the net vertical flux is
strictly conserved within round-off errors. Thus, we de-
rive the time-averaged net vertical field strength in the
form of plasma β in the following way:
〈βz〉t,φ,ztot(R) ≡
8pi〈pmid〉t,φ(R)
〈〈Bz〉2t,φ〉ztot(R)
, (52)
where we take the entire vertical box, ∆ztot, for the z
average of the net φ- and ∆tave-averaged 〈Bz〉t,φ. The
meaning of Equation (52) is probably straightforward.
Net vertical field strength is first estimated by the φ
and time average, which is squared before being inte-
grated over ∆ztot. The normalization is taken with the
φ- and time-averaged gas pressure at the midplane. Note
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that 〈β〉t,φ,ztot(R) is also affected by the change of lo-
cal density in addition to radial motions of vertical field
lines. 〈α〉t,φ,ztot(R) (Equation 51) are plotted with the
derived 〈β〉t,φ,ztot(R) values in Figure 17, in comparison
with the results of the local shearing box simulations by
Suzuki et al. (2010). A number of the data points for
each case of the global simulations correspond to differ-
ent radial locations, and here we pick up the data in
r1 ≤ R ≤ r2. The data points at R = r1 and R = r2
are indicated by squares and circles. The simulation box
size for the local simulations adopted in Suzuki et al.
(2010) is (x, y, z) = (H, 4H, 8H) (smaller than that used
in §5.1.1), and the grid numbers are (32,64,256) for the
low-resolution runs (open circles) and (64,128,512) for
the high-resolution run (filled circle).
The saturation levels of 〈α〉t,φ,ztot are roughly corre-
lated with the resolution (Table 2). Case I-high (blue
crosses; H/∆zmesh = 35 at R = r1 and 51 at R =
r2) seems to capture MRI turbulence well and gives
〈α〉 ≈ 0.02, which is comparable to the level obtained
in the local simulations. On the other hand, Case II-
low (magenta triangles; H/∆zmesh = 8) does not re-
solve small-scale turbulence and 〈α〉 is far below the floor
value (= 8× 10−3; solid line) based on the local simula-
tions. In the outer region of Case II-high (red diamonds;
H/∆zmesh = 16), which is close to the red open circle
at R = r2, the turbulence is still supposed to be in the
developing phase.
It seems that the global simulations do not show cor-
relations of the saturated 〈α〉 with the net vertical field
strength. However, when examining the results of Cases
I-high and I-low, we should carefully take into account
the radial change of the resolution. For instance, in
Case I-high (blue crosses), 〈α〉(r2) ≈ 〈α〉(r1) (squares
for R = r1 and circles for R = r2), although the net
vertical field strength at R = r2 is weaker than at
R = r1 (〈βz〉(r2) > 〈βz〉(r1)). This is partly because
the scale height is resolved by the larger number of grid
points at R = r2 (H/∆meshz = 51) than at R = r1
(H/∆zmesh = 35); a positive correlation of 〈α〉 might be
smeared out by the dependence on the resolution.
5.1.3. Azimuthal Power Spectra
In Figure 18 we present azimuthal power spectra of
each component of the magnetic fields. We first take the
Fourier transformation of Bi/
√
4pip (i = R, z, φ) by using
Equation (30). Then we derive the power spectrum from
Equation (31) by taking the average over ∆zmid (±H
around the midplane; Equation 28), ∆R = r1 ⇒ r2, and
∆tave. The azimuthal mode is covered from ml = 1 to
mh = 64 in the low-resolution runs that cover the full
2pi disk by 128 grid points. On the other hand, in the
high-resolution runs that treat the half (pi) disk by 256
grid points, the azimuthal mode is covered from ml = 2
to mh = 256. Since regions close to mh are strongly
affected by numerical dissipation, we focus on the regions
in m . mh/10.
If MRI dominantly contributes to the generation of
turbulent magnetic field, the injection scale is supposed
to be comparable to the wavelength, λmax, of the most
unstable mode (Equations 37). The corresponding injec-
tion scale in terms of mode minj can be estimated as
minj=Rkφ,inj ≈ R 2pi
λmax
≈ 2pi/∆φ
Qφ
≈ 50
(
2pi/∆φ
512
)(
Qφ
10
)−1
, (53)
where we use the relation, λmax ≈ Qφ∆lφ = QφR∆φ
(Equations 37 and 44), and the normalization in the sec-
ond line is done for typical values of Case II-high. This
estimate shows that the energy injection is from high m
modes (small scales).
The R (left panel of Figure 18) and z (right panel) com-
ponents show flat spectra in m . mh/10. The φ compo-
nent (middle panel) shows slightly steeper spectra with
∝ m−1, probably because large-scale (small m) fields are
amplified by the winding due to the differential rotation.
These obtained power spectra are shallower than theo-
retical predictions based on incompressible MHD turbu-
lence consisting of Alfve´nic wave packets (e.g., Goldreich
& Sridhar 1995; Cho & Lazarian 2003). For example,
Goldreich & Sridhar (1995) show that well-developed
Alfve´nic turbulence gives anisotropic power-law indices
with respect to a background magnetic field with power
∝ k−5/3⊥ and ∝ k−2‖ , where k⊥ and k‖ are wave numbers
perpendicular and parallel to the background field. In
the present global disk simulations, the magnetic fields
are dominated by the φ component. Thus, we expect
m = Rkφ ≈ Rk‖, and power ∝ m−2. A unique character
of MRI in accretion disks is that the turbulent energy
is injected from small scales (Equation 53). This is in
contrast to the above picture for Alfve´nic turbulence, in
which the energy is injected from a large scale and cas-
cades to smaller scales. This difference can explain the
obtained shallow power spectra of the magnetic fields in
the accretion disks.
5.2. Velocity & Density Fluctuations
We examine fluctuations of velocity and density here.
Compared to magnetic fields, extracting the fluctuation
components of velocity and density in global simulations
is not straightforward, because of ambiguities in measur-
ing the “average” quantities. In this paper, we use the
φ- and time-integrated quantities as the average values.
We begin with vertical structures at R = r1(= 5rin) and
later inspect radial profiles in the same manner as in the
previous subsection for the magnetic fields.
5.2.1. Vertical Structure at R = 5rin
We evaluate velocity fluctuations of the i–th compo-
nent normalized by the local sound speed from the sim-
ulations by taking density weighted averages,√
〈δv2i 〉t,φ(r1, z)
cs
≡
√
〈ρδv2i 〉t,φ(r1, z)
〈p〉t,φ(r1, z) , (54)
where for the i = R component we simply use δvi = vR,
and for the i = φ component δvφ = vφ − 〈ρvφ〉t,φ/〈ρ〉t,φ
(Equation 49). As for the i = z component we use the
same subtraction from the averaged value,
δvz = vz − 〈vz〉t,φ = vz − 〈ρvz〉t,φ〈ρ〉t,φ (55)
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Fig. 18.— Azimuthal power spectra of nondimensional magnetic fields, B/
√
4pip, around the midplane of Case I-high (blue solid), Case
II-high (red solid), Case I-low (green dashed), and Case II-low (magenta dashed). From left to right, the R, φ, and z components are
displayed. The data are averaged over ∆zmid, ∆R = r1 ⇒ r2, and ∆tave. The low resolution runs (Cases I-low & II-low) cover m = 1− 64,
and the high resolution runs (Cases I-high & II-high) cover m = 2− 256.
to remove the effect of the disk winds, which is not negli-
gible in the regions near the surfaces (§5.3). We evaluate
density fluctuations as the root mean squared difference
from the time- and φ-averaged density:
〈δρ
ρ
〉t,φ(r1, z) ≡
√
〈(ρ(t, r1, φ, z)− 〈ρ〉t,φ(r1, z))2〉t,φ(r1, z)
(〈ρ〉t,φ(r1, z))2 .
(56)
The time averages are again taken over ∆tave (Table 1).
The four panels of Figure 19 display the vertical struc-
tures of the three components of the velocity fluctua-
tions and the density fluctuations. The four cases of the
global simulations are compared with the local shearing
box simulation (black dotted lines).
Three cases of the global simulations (all except Case
II-low) give similar trends of the velocity fluctuations; the
R component dominates the other components and the
total fluctuations
√
〈δv2〉/cs ≈ 0.1− 0.2 at the midplane
increase towards the surfaces, where δv2 = v2R+δv
2
φ+δv
2
z .
The fluctuation component is larger than the mean com-
ponent of the mass flows, 〈ρv〉/〈ρ〉 (§5.3 & 5.4), by more
than an order of magnitude near the midplane. Case II-
low shows quite small velocity fluctuations at the mid-
plane because MRI-triggered turbulence is not well de-
veloped there because of the insufficient resolution.
The R component of the velocity fluctuations in the
midplane region of all the global cases except for Case
II-low is systematically larger than the value obtained in
the local simulation, while the z component is smaller.
The global simulations can handle net radial flows, which
cannot be taken into account in the local shearing box
approximation. Such radial flows contribute to the ob-
tained
√
〈v2R〉/cs, in addition to the pure fluctuating
component.
The velocity fluctuations of Case II-high give a level
similar to that of Case I-high, whereas the detailed profile
is slightly different in each component. This is in contrast
to the results where Case II-high gives a lower saturation
of the magnetic field (Figures 10 & 12). This implies
that global mass flows involving the vertical differential
rotation contribute to the velocity fluctuations.
The density fluctuations (right-most panel of Figure
19) of all the global cases except Case II-low are con-
siderably larger than that of the local simulation around
the midplane. In particular, the high-resolution runs give
quite large 〈 δρρ 〉 ≈ 0.2 around the midplane. Case I-high
and Case II-high give similar 〈 δρρ 〉, although Case II-high
gives smaller 〈B2〉 around the midplane (Figures 10 &
12). This implies that in Case II-high global effects such
as the vertical differential rotation contribute to the den-
sity fluctuations in addition to the MRI. As will be exam-
ined by using a power spectrum in §5.2.3, the large value
of 〈 δρρ 〉 in Case II-high comes from a large-scale struc-
ture. We infer that there is a connection between the
vertical differential rotation and the large-scale density
structure, which will be the subject of our future work.
In the context of the evolution of protoplanetary disks,
such large density fluctuations greatly affect the dynam-
ics of solid particles and subsequent planet formation
(Nelson & Papaloizou 2004; Okuzumi & Ormel 2013;
Ormel & Okuzumi 2013). Note, however, that non-
isothermal local calculations show that the ratio of spe-
cific heats also affects δρρ (Sano et al. 2004; Io & Suzuki
2014); realistic thermal physics is important in determin-
ing actual values of δρρ .
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Fig. 19.— Vertical structures of velocity and density fluctuations of Case I-high (blue solid), Case II-high (red solid), Case I-low (green
dashed), and Case II-high (magenta dashed) at R = r1(= 5rin). For comparison, the result of the local shearing box simulation is also
shown (black dotted). From left to right are shown
√
〈v2R〉t,φ(r1, z)/cs,
√
〈δv2φ〉t,φ(r1, z)/cs,
√〈δv2z 〉t,φ(r1, z)/cs, and 〈δρ/ρ〉t,φ(r1, z) (See
Equations 54 & 56).
5.2.2. Radial Profile
We examine the radial dependences of the velocity and
density fluctuations by using Equation (27). The av-
erages are taken with density weighted for the velocity
fluctuations,√
〈δv2i 〉t,φ,z(R)
cs
≡
√
〈ρδv2i 〉t,φ,z(R)
〈p〉t,φ,z(R) , (57)
and with the subtraction from the time- and φ-averaged
quantity for the density fluctuations,
〈δρ
ρ
〉t,φ,z(R) ≡
√
〈(ρ(t, R, φ, z)− 〈ρ〉t,φ(R, z))2〉t,φ,z(R)
(〈ρ〉t,φ,z(R))2 ,
(58)
in a manner similar to that for the vertical profiles (Equa-
tions 54 & 56). Figure 20 compares the fluctuations of
velocity and density of Case I-high (left panel) and Case
II-high (right panel). In Case I-high, we only show the
values averaged in the midplane region, ∆zmid (Equation
28). In Case II-high, we also plot the values averaged in
the surface regions over ∆zsfc, Equation (29). Since Case
II covers the vertical box from zbot = −4H to ztop = 4H ,
the integration over ∆zsfc corresponds to the sum of the
integrations in the top and bottom surface regions be-
tween ±3H and ±4H .
Both cases show similar values of the velocity fluctu-
ations in R . 8rin;
√
〈δv2〉/cs ≈ 0.1 − 0.2, with values
mostly dominated by the R component. These values
are slightly larger than a typical value, ≈ 0.1, obtained
in global simulations without a net vertical flux (Flock
et al. 2011). The difference might imply the importance
of the net vertical field in the velocity fluctuations. In
R & 10rin in Case II-high, the velocity fluctuations de-
cline to < 0.1 because the turbulence is still developing
there. On the other hand, in R & 8rin in Case I-high, the
velocity fluctuations increase. This trend is quite similar
to that of
〈B2R〉t,φ,ztot
〈B2
φ
〉t,φ,ztot
in Figure 15, which is a good indica-
tor for measuring the role of MRI in turbulence (Hawley
et al. 2011).
Both Cases I-high and II-high give quite large den-
sity fluctuations, 〈δρ/ρ〉t,φ,zmid(R) ≈ 0.2 in the mid-
plane region (see also Figure 19 for the vertical struc-
ture). In particular, Case II-high shows wavy struc-
ture of 〈δρ/ρ〉t,φ,zmid(R), which is anticorrelated with√
〈δv2φ〉t,φ,zmid(R)/cs. Compared with the bottom panel
of Figure 15, the wavy pattern is well correlated with
−2〈BRBφ〉t,φ,ztot/〈B2〉t,φ,ztot (Maxwell stress to mag-
netic pressure), which is a good indicator for MRI turbu-
lence (Hawley et al. 2011). In other words, the density
perturbations are more strongly excited in the regions
with higher activities of MRI turbulence. An interesting
thing is that these regions remain for a rather long time
during ∆tave=600 inner rotations or 55 local rotations
at R = 5rin in Case II-high, which might be related to
zonal flows observed in local simulations (Johansen et al.
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Fig. 20.— Radial structures of the velocity and density perturbations of Case I-high (left) and Case II-high (right).
√
〈v2R〉t,φ,z(r1)/cs
(solid),
√
〈δv2φ〉t,φ,z(r1)/cs (dashed),
√〈δv2z 〉t,φ,z(r1)/cs (dot-dashed), and 〈δρ/ρ〉t,φ,z(r1) (dotted) are plotted together in each panel. For
Case II-high (right) the fluctuations integrated in the surface regions, ∆zsfc (Equation 29), are shown (thick gray), in addition to those
integrated around the midplane, ∆zmid (black). In Case I-high the only data of the midplane integration are shown.
Fig. 21.— Azimuthal power spectra of nondimensional velocity fields, δvi/cs, around the midplane of Case I-high (blue solid), Case II-high
(red solid), Case I-low (green dashed), and Case II-low (magenta dashed). From left to right, the R, φ, and z components are displayed.
The data are averaged over ∆zmid, ∆R = r1 ⇒ r2, and ∆tave. The low resolution runs (Cases I-low & II-low) cover m = 1− 64, and the
high resolution runs (Cases II-low & II-high) cover m = 2− 256.
2009).
5.2.3. Azimuthal Power Spectra
We inspect azimuthal power spectra of velocity and
density perturbations in a manner similar to inspection
of the magnetic fields in §5.1.3. Figure 21 presents each
component of the velocity power spectra. After tak-
ing the Fourier transformation of δvi/cs (i = R, z, φ)
by Equation (30), the power spectra are derived from
Equation (31) by averaging over ∆zmid (±H around the
midplane; Equation 28), ∆R = r1 ⇒ r2, and ∆tave.
Here the fluctuation component is derived in the same
way as in the analyses in real space (§5.2.1 & 5.2.2),
δvi = (vR, δvφ, δvz), by using Equations (49) & (55).
The azimuthal mode is covered from ml = 1 to mh = 64
in the low-resolution runs, and from ml = 2 to mh = 256
in the high-resolution runs.
Figure 21 presents the derived power spectra of the
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Fig. 22.— Azimuthal power spectra of density perturbations,
δρ/ρ, around the midplane of Case I-high (blue solid), Case II-high
(red solid), Case I-low (green dashed), and Case II-low (magenta
dashed). The data are averaged over ∆zmid, ∆R = r1 ⇒ r2,
and ∆tave. The low resolution runs (Cases I-low & II-low) cover
m = 1− 64, and the high resolution runs (Cases II-low & II-high)
cover m = 2− 256.
velocity perturbations. Compared to the power spec-
tra of the magnetic fields (Figure 18), all the cases ex-
cept for Case II-low exhibit steeper slopes. The R com-
ponent of the high-resolution runs gives the spectra,
∝ m−5/3−m−2. Here, m−5/3 is the Kolmogorov scaling
derived from incompressible hydrodynamical turbulence
(Kolmogorov 1941), andm−2 corresponds to the Burgers
(1939)’ type shock dominated spectrum.
Figure 22 displays the power spectra of the density per-
turbations. The obtained slopes are roughly similar to
those for vR/cs. An interesting feature is that in Case
II-high the lowest m = 2 mode largely dominates higher
m modes, compared to Case I-high. This implies the ex-
istence of a non-axisymmetric but small-m (large-scale)
zonal structure with a density bump or dip for a rather
long time, ∼ ∆tave in Case II-high.
5.3. Vertical Outflows & Wave Phenomena
Suzuki & Inutsuka (2009) & Suzuki et al. (2010)
pointed out MRI turbulence in accretion disks could play
a role in driving disk winds particularly in mass loading
to the surface regions. Such vertical outflows were also
reported by 2D axisymmetric global simulations (Stone
& Pringle 2001; Proga & Begelman 2003; Mos´cibrodzka
& Proga 2009). Recently, various aspects of relations be-
tween MRI turbulence and disk winds have been studied
by both local simulations (Bai & Stone 2013a,b; Fromang
et al. 2013; Lesur et al. 2013) and global simulations
(Flock et al. 2011). In addition to MRI, Parker insta-
bility is also studied as a reliable mechanism in driving
vertical outflows (Nishikori et al. 2006; Machida et al.
2013).
The upper panel of Figure 23 shows that disk winds are
also observed in our global simulations. In Case I-high
(solid) the disk winds are driven from the near-midplane
regions, because the vertical extent of the simulation box
is insufficient and only ±1.8H at R = r1(= 5rin). As dis-
cussed in Suzuki et al. (2010) and Fromang et al. (2013)
Fig. 23.— Comparison of vertical velocities (upper) and densities
(lower) of Case I-high (blue solid) at R = r1(= 5R), Case II-high
(red solid) at R = r1, the local simulation (black dotted), and the
initial condition (black solid) on z/H . vz in the upper panel is
normalized by the local sound speed, and ρ in the lower panel is
normalized by the time and φ averaged density at the midplane.
by using local shearing boxes, the mass flux of the disk
winds depends on the vertical box size; a smaller vertical
size gives a larger mass flux. The result of Case I-high is
consistent with this trend.
Case II-high (dashed lines in Figure 23) has the same
vertical box size = ±4H as the local simulation. The
onset positions of the disk winds in Case II-high are lo-
cated at slightly higher altitudes than those of the lo-
cal simulation. A reason for the difference is related to
the intermittent natures of MRI-driven disk winds. In
the local simulations (Suzuki & Inutsuka 2009; Suzuki
et al. 2010), we observed quasi-periodicity of the driv-
ing disk winds with 5-10 rotation times, caused by the
breakups of channel-mode flows. In contrast, in Case II-
high the intermittency is more random with time as in
Figure 24, mainly because quasi-periodic channel flows
seen in the local simulation are distorted by the verti-
cal differential rotation. During the time integration,
∆tave = 1200− 1800 inner rotations, the disk wind from
the upper surface ceases for a while, which causes the
slower onset of the disk wind from the upper surface in
the time-averaged structure (upper panel of Figure 23).
However, during strong wind phases, the wind speed at
the surfaces far exceeds the sound speed (Figure 8) and
the onset heights are comparable to that observed in the
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Fig. 24.— t–z diagrams of 〈vz〉φ(r1, z) normalized by the sound speed at R = r1(= 5rin) for Case II-high. On the horizontal axis are
shown time in units of the inner rotation (top of panel) and time in units of the local rotation at r = r1 (bottom of panel). On the vertical
axis are shown z (left to panel) and z/H (right to panel).
Fig. 25.— Comparison of the vertical structures of the Poynt-
ing flux associated with magnetic tension (left) and Poynting flux
associated with the magnetic pressure and the advected magnetic
energy (right) of Case II-high (solid), Case II-low (dashed), and the
local simulation (dotted). Here the values of the global simulations
are averaged from R = r1 to r2 in addition to the time and φ aver-
aging. In the inset in the left panel a region around the midplane
is zoomed in. The two circles at z = ±1.3H indicate the injection
regions of the tension-associated Poynting flux.
local simulation.
The bottom panel of Figure 23 shows that the gas is
lifted up near the surface regions from the initial den-
sity distribution; the simulated density structures devi-
ate from the initial profile around the onset locations of
the disk winds.
In Suzuki & Inutsuka (2009), we claimed that the disk
winds are driven by the Poynting flux associated with
the MHD turbulence from the results of the local shear-
ing box simulations. We also found that the Poynting
flux of the magnetic tension is injected from z ≈ ±1.5H ,
which we call “injection regions”, toward the surfaces
and the midplane because of the intermittent breakups
of channel-mode flows. We inspect whether these char-
acteristic features of the disk winds are also observed in
the global simulations.
We can write the z component of energy flux as follows:
ρvz
(
1
2
v2 + h+Φ
)
+ vz
B2⊥
4pi
− Bz
4pi
(v⊥B⊥), (59)
where B2⊥ = B
2
R+B
2
φ and v⊥B⊥ = vRBR+vφBφ (Suzuki
& Inutsuka 2009). The last two terms originate from the
Poynting flux; the first term is related to the sum of mag-
netic pressure and advected magnetic energy 7, and the
second term is associated with magnetic tension. Here we
pick up the fluctuation component of perpendicular ve-
locity, δv⊥ = (vR, δvφ), as in Equations (49). Then the
fluctuation component of the Poynting flux with mag-
netic tension can be rewritten as
− 1
4pi
Bzδv⊥B⊥ = ρvA,z(δv
2
⊥,+ − δv2⊥,−), (60)
where δv⊥B⊥ = vRBR + δvφBφ, vA,z = Bz/
√
4piρ, and
δv⊥,± =
1
2 (δv⊥∓B⊥/
√
4piρ) are Elsa¨sser variables, which
correspond to the amplitudes of Alfve´n waves propagat-
ing in the ±Bz directions.
Figure 25 compares the vertical structures of the
Poynting flux. Since we would like to study the struc-
tures at high altitudes, we present the results of Cases
II-high (solid lines) and II-low (dashed lines) in com-
parison with the result of the local simulation (dotted
line), and we do not show the results of Cases I-high
7 Here, the term
B2
⊥
4pi
consists of work per time (i.e. power) done
by magnetic pressure,
B2
⊥
8pi
and magnetic energy,
B2
⊥
8pi
, advected
with velocity, vz
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Fig. 26.— Comparison of the vertical structures of the normalized
energy flux of sound waves of Case II-high (solid), Case II-low
(dashed), and the local simulation (dotted).
and I-low, of which the vertical box sizes are |z| < 2H .
What are shown here are the Poynting flux with mag-
netic tension, 〈−〈Bzδv⊥B⊥〉t,φ(z)/4pi〈ρmid〉t,φc3s 〉R (left),
and the Poynting flux of the sum of magnetic pres-
sure and advected energy, 〈〈B2⊥vz〉t,φ(z)/4pi〈ρmid〉t,φc3s 〉R
(right panel), where we take the averages from R = r1
to r2 after normalizing by 〈ρmid〉t,φc3s at the midplane, in
addition to the usual averages over ∆tave and φ (Equa-
tion 22).
Figure 25 shows that the global simulations (solid and
dashed lines) give magnitudes for both components of the
Poynting fluxes that are smaller than those of the local
simulation (dotted line). Then, the mass fluxes of the
disk winds in the global simulations are smaller than that
of the local simulation. In the global simulations (solid
and dashed lines) the Poynting fluxes with the magnetic
tension (−〈Bzδv⊥B⊥〉/4pi) give smaller contributions to
the disk winds than the Poynting flux associated with
the magnetic pressure and energy (〈B2⊥vz〉/4pi), while in
the local simulation (dotted lines) both components give
comparable contributions.
Although the magnitudes are smaller, the Poynting
fluxes with the magnetic tension in the global simulations
show qualitative vertical structures similar to that of the
local simulation; at z ≈ ±1.3H the solid and dashed lines
cross x = 0, indicated by the circles in the left panel of
Figure 25. This indicates that from these regions the
Poynting fluxes with the magnetic tension are injected
in both directions.
In Suzuki & Inutsuka (2009) we also found sound waves
traveling from the surface regions to the midplane, which
is related to the injection regions of the Poynting flux
with the magnetic tension. The energy flux of sound
waves in static media is expressed as
δρδvzc
2
s = ρcs(δv
2
‖,+ − δv2‖,−), (61)
where δρ = ρ − 〈ρ〉t,φ, δvz = vz − 〈ρvz〉t,φ/〈ρ〉t,φ
(Equation 55), and δv‖,± =
1
2
(
δvz ± cs δρρ
)
are
the amplitudes of sound waves propagating in the
±z directions. Figure 26 compares the energy
flux of sound waves, 〈〈δρδvz〉t,φ(z)c2s/〈ρmid〉t,φc3s 〉R =〈〈δρδvz〉t,φ(z)/〈ρmid〉t,φcs〉R, where the average and nor-
malization are taken in the same manner as for the
Poynting flux. The global simulations show that the
sound waves are directed toward the midplane from the
surface regions, which is consistent with the trend ob-
tained in the local simulations. The sound waves them-
selves carry mass flux (δρδvz), and the direction (to the
midplane) is opposite the direction (to the surfaces) of
the mass flux carried by the disk winds. In protoplan-
etary disks, these sound waves possibly play a role in
the dynamics of solid materials (Suzuki & Inutsuka 2009;
Okuzumi & Hirose 2011, 2012).
Fig. 27.— Dependence of normalized mass flux, Cw, of the disk
winds on plasma 〈βz〉t,φ,ztot for net vertical magnetic fields in r1 <
R < r2. Multiple data points for each case of the global simulations
correspond to different radial locations. Colored squares and circles
indicate the data at R = r1 and R = r2 of each case. Case I-
high (blue crosses), Case II-high (red diamonds), Case I-low (green
asterisks), and Case II-low (magenta triangles) are compared with
the local simulations by Suzuki et al. (2010, ;open circles for low-
resolution runs and filled circle for high-resolution run). The solid
line is a ’floor’ value based on the local simulations and the dashed
line is a fit for the increasing trend of 〈Cw〉 (Suzuki et al. 2010).
Before concluding this subsection, we examine the de-
pendence of the mass flux of the disk winds on the net
vertical magnetic field strength. Figure 27 presents the
sum of the nondimensional mass fluxes of the disk winds
from the top (subscript “top”) and bottom (subscript
“bot”) surfaces,
〈Cw〉t,φ(R) = 〈(ρvz)top − (ρvz)bot〉t,φ〈ρmid〉t,φcs , (62)
as a function of 〈βz〉t,φ,ztot(R) (Equation 52), correspond-
ing to (the inverse of) the net vertical field strength. Note
that the negative sign for (ρvz)bot is because vz < 0 cor-
responds to an outflow from the bottom surface.
Cases I-high and I-low give systematically larger 〈Cw〉
because the vertical box size in units of scale height in
these cases is smaller (±1.8H at R = r1 and ±1.3H
at R = r2) and the gas streams out rapidly, as shown
in Figure 23. Since this is an unphysical reason, we
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Fig. 28.— Vertical structure of time and φ averaged radial veloc-
ity at R = r1(= 5rin) normalized by the local sound speed of the
gas (solid; Equation 63) and the vertical magnetic field (dashed;
Equation 64) of Case I-high (left) and Case II-high (right).
Fig. 29.— Vertical structure of time and φ averaged radial mass
flux, ρvR, at R = r1(= 5rin) normalized by the local sound speed
multiplied by the density at the midplane, (ρcs)mid, (solid) of Case
I-high (left) and Case II-high (right). The zero level is shown by
the dotted line.
mainly discuss the results of Cases II-high and II-low
here. Contrary to the 〈α〉t,φ,ztot(R) values (Figure 17),
the mass flux shows almost no dependence on the reso-
lution; the lower-resolution case (Case II-low; magenta
triangles) rather gives slightly higher 〈Cw〉. This is be-
cause the disk winds are driven from the surface regions
where both the low-resolution and high-resolution runs
give the comparable magnetic field strengths (Figure 10).
Compared to the local simulation, Cases II-high and II-
low give smaller 〈Cw〉 because of the more random time
dependency discussed in Figure 23.
5.4. Radial Flows
In this subsection, we inspect the radial motions of
the gas and the vertical magnetic field of the simulated
accretion disks. Figure 28 presents the vertical structures
of the radial velocities of Case I-high (left) and Case II-
high (right). We derive the radial velocity of the gas
Fig. 30.— Vertical structure of time and φ averaged azimuthal ve-
locity at R = r1(5rin) (solid; Equation 65) of Case I-high (left) and
Case II-high (right) in comparison with the initial value (dashed).
by density-weighted average over time, ∆tave, and φ at
R = r1(= 5rin),
〈vR,gas
cs
〉t,φ(r1, z) = 〈ρvR〉t,φ(r1, z)〈ρ〉t,φ(r1, z)cs . (63)
As for the movement of the vertical magnetic field, we
adopt a similar averaging procedure:
〈vR,Bz
cs
〉t,φ(r1, z) = 〈BzvR〉t,φ(r1, z)〈Bz〉t,φ(r1, z)cs . (64)
Both Cases I-high and II-high show that the mass
accretions (solid lines) take place near the surfaces,
while in the midplane regions the radial velocities are
quite small with the averages being slightly positive
with fluctuations. This is because the Maxwell stresses
(−〈BRBφ〉/4pi〈p〉) are larger in the surface regions (Fig-
ure 12), and the outward transport of the angular mo-
mentum is more effective there.
To see the mass flows, we plot the vertical structure
of 〈ρvR〉t,φ(r1, z) normalized by [〈ρ〉t,φ(r1)cs]mid at the
midplane in Figure 29. As expected, one can observe
accretion in the surface regions and fluctuating outward
and inward mass flows near the midplane in both Cases
I-high (left panel) and II-high (right panel). In Case I-
high the accretion in the surface regions dominates and
the vertically integrated mass flux,
∫
dz〈ρvR〉t,φ(r1, z), is
directed inward. On the other hand, in Case II-high the
magnitude of the mass flux near the surfaces is small be-
cause of the low density and is dominated by the outward
mass flows in 1 < |z/H | < 2. Thus the direction of the
vertically integrated mass flux is outward.
The radial velocities of the vertical magnetic fields
roughly follow the trend of the gas flows in both cases.
However, 〈vR,gascs 〉 and 〈
vR,Bz
cs
〉 do not exactly follow each
other, which means that the gas and the vertical mag-
netic flux are not exactly frozen-in because of magnetic
reconnections. Since our numerical code adopts the ideal
MHD equations, this is purely a numerical effect; mag-
netic reconnections occurs because of small-scale turbu-
lent fields in the sub-grid scales.
What we observe in the simulations is similar to the
layered accretion which is proposed for the evolution of
protoplanetary disks (Gammie 1996). In that scenario,
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the accretion is inhibited around the midplane because a
so-called dead zone, which is an inactive region with re-
spect to MRI due to insufficient ionization, forms there.
On the other hand, the layered accretion obtained in our
simulations occurs simply because of the vertical struc-
ture of the α stress. Figure 30 compares the time- and φ-
averaged vertical structure of density-weighted azimuthal
velocity (solid line),
〈vφ〉t,φ(r1, z) = 〈ρvφ〉t,φ(r1, z)〈ρ〉t,φ(r1, z) , (65)
with the initial value (dashed line). In Case II-high (right
panel), the rotation speed becomes slower in the surface
regions than the initial state because a larger angular
momentum is extracted there as a result of the larger α
stress. This further leads to the layered accretion dis-
cussed so far.
Takeuchi & Lin (2002) also derived a similar vertical
profile for the layered radial velocity of the gas, mainly
because of the vertical differential rotation, which is con-
sidered in our Case II. Takeuchi & Lin (2002) as well
as Keller & Gail (2004) and Jacquet (2013) apply this
radial velocity profile to the outward migration of dust
particles, which is consistent with observed crystalline
solid particles in the outer regions of protoplanetary disks
(Bouwman et al. 2008). Our simulations also support the
radial outward flows at the midplane.
The vertical variation of radial flows also triggers in-
stability even in the hydrodynamical gas without mag-
netic field (Goldreich & Schubert 1967; Fricke 1968; Nel-
son et al. 2013). We need further studies to determine
whether this type of instability is effective in the presence
of vertical magnetic flux.
The layered accretion we observe is totally opposite
to a trend obtained in simulations without a net vertical
magnetic flux (Fromang et al. 2011; Flock et al. 2011); in
their simulations, the gas moves outwardly in the surface
regions. This might indicate the importance of vertical
magnetic fields in detailed properties of mass accretion.
However, we should be careful, because the layered ac-
cretion obtained in our simulations might be due to the
boundary condition at the disk surfaces, θ = θmax &
θmin. Since our simulations handle the net vertical mag-
netic fields in the spherical coordinates, we need to take
special care at the boundaries, which we discuss further
later in this subsection.
Transport of angular momentum is a key to control ra-
dial flows in accretions disks (e.g., Lynden-Bell & Pringle
1974). In order to quantitatively study the mechanisms
that drive the radial flows, we examine the transport of
the angular momentum in the simulated disks. For our
analyses, we begin with an equation for the conservation
of momentum in the φ direction (i.e. conservation of an-
gular momentum) in the cylindrical coordinates. Since
we take the φ averages, we start from an axisymmetric
equation:
∂
∂t
(ρRvR)+
1
R
∂
∂R
[
R2
(
ρvRvφ − BRBφ
4pi
)]
+
∂
∂z
[
R
(
ρvRvz − BRBz
4pi
)]
= 0. (66)
Taking the integration from z = zbot to z = ztop, we have
R2Ω
∂Σ
∂t
+R
∂
∂t
(Σδvφ) +
1
R
∂
∂R
(R3ΣΩvR +R
2ΣwRφ)
+
[
ρR2Ωvz +R
(
ρδvφvz − BφBz
4pi
)]ztop
zbot
= 0, (67)
where Ω = vφ/R is rotation frequency and
ΣwRφ ≡
∫ ztop
zbot
dz
(
ρvRvφ − BRBφ
4pi
)
(68)
is α multiplied by p and integrated with z. The last term
of Equation (67) indicates the loss of angular momentum
by the disk winds from the top (z = ztop) and the bottom
(z = zbot) of a simulation box.
In order to rearrange Equation (67) to a more useful
form, we use an equation for the mass conservation,
∂ρ
∂t
+
1
R
∂
∂R
(ρvRR) +
∂
∂z
(ρvz) = 0. (69)
As we did for Equation (66), we integrate Equation (69)
from z = zbot to z = ztop to have
R2Ω
∂Σ
∂t
+RΩ
∂
∂R
(ΣvRR) +R
2Ω[ρvz ]
ztop
zbot = 0 (70)
Combining Equations (67) and (70), we can derive an
equation that determines radial velocity as
vR,ang =
[
−R ∂
∂t
(Σδvφ)− 1
R
∂
∂R
(R2ΣwRφ)
−
{
R
(
ρδvφvz − BφBz
4pi
)}ztop
zbot
][
Σ
∂
∂R
(R2Ω)
]−1
,
(71)
where we use the subscript “ang” to explicitly show that
this vR is estimated from the balance of angular mo-
mentum, and the physical meaning of each term in the
numerator would be clear. The second and third terms
denote the change of angular momentum by magneto-
turbulent stresses and disk winds respectively. The first
term arises from the change of mass distribution with
time.
Figure 31 presents the mass accretion rates,
M˙R(R) = 2piR
∫ ztop
zbot
dzρvR (72)
of Case I-high (left panel) and II-high (right panel) and
the contributions from each term in Equation (71), where
we use M˙R in the cylindrical coordinates instead of M˙r
(Equation 36). Note that M˙R < 0 corresponds to accre-
tion and M˙R > 0 corresponds to radial outflows. The red
lines are the measured mass accretion rates from the sim-
ulations and the black lines are the estimated accretion
rates using vR,ang of Equation (71),
M˙R,ang = 2piRΣvR,ang. (73)
In the figure, the breakdown of the three contributions to
the accretion rate is also shown. The contribution from
the turbulent stress (dashed lines) is calculated by using
the only 2nd term of Equation (71) when deriving vR,ang.
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Fig. 31.— Comparison of the mass accretion rates of Case I-high (left) and Case II-high (right). In each panel, the measured accretion
rate (red solid; Equation 72) is compared with the accretion rate estimated from the transport of the angular momentum, Equation (73;
black solid). The other three lines are the breakdown of the estimated accretion rate; the dashed line corresponds to the mass accretion
driven by the turbulent stress, the dot-dashed line is that by the disk winds, and the dotted line is the contribution from the time-dependent
term in Equation (71).
The contributions from the disk winds (dot-dashed lines)
and the time-dependent term (dotted lines) can be de-
rived in the same manner.
Figure 31 shows that the estimated accretion rates
(M˙R,ang; black solid lines) explain the overall trends
of the measured accretion rates (M˙R; red solid lines),
whereas the deviations of M˙R from M˙R,ang are not small
because of the truncation errors when converting from
the spherical coordinates used in the simulations to the
cylindrical coordinates, which are further accumulated
during the long time integration. In both the cases, the
radial mass flows are mainly determined by the turbu-
lent stress (dashed lines). The time-dependent term also
gives significant contributions in some regions, which in-
dicates that the assumption of the steady state is not
good for the simulated disks. The contribution from
the disk winds (dotted lines) is much smaller than the
other two components. Although in the outer region
(R > 15rin) of Case I-high the disk winds become sig-
nificant, the effect of the disk winds is overestimated in
this region because the simulation box can cover up to
only z ≈ ±H in Case I-high.
While in Case I-high the mass is accreting (M˙R < 0) in
the entire region, in Case II-high the mass is going out-
ward (M˙R > 0) in R > 5rin. This radially outward flow
is natural during the evolution of accretion disks (e.g.,
Lynden-Bell & Pringle 1974). In this region of Case II-
high, the angular momentum supplied from the inner
region is larger than the angular momentum lost to the
outer region. The net angular momentum increases in a
ring located in R > 5rin, and then the gas moves out-
ward.
Figure 32 displays radial dependences of the motion of
the vertical magnetic field,
〈vR,Bz
cs
〉t,φ,z = 〈BzvR〉t,φ,z(R)〈Bz〉t,φ,z(R)cs , (74)
in comparison with the radial velocity of the gas,
〈vR,gas
cs
〉t,φ,z = 〈ρvR〉t,φ,z(R)〈ρ〉t,φ,z(R)cs . (75)
For the radial velocity of Bz in Equation (74) we take
the average in the midplane region, ∆zmid (Equation
28), and in the surface regions, ∆zsfc (Equation 29), to
compare the motions of the vertical magnetic flux at the
midplane and in the surface regions. For the radial flow
of gas in Equation (75), we average vR over the entire
surface ∆ztot (Equation 26) to see the net gas flow. As
shown in Figures 28 & 31, the radial velocities could be
either positive or negative. In order to display both posi-
tive and negative values in the logarithmic scale, we take
the absolute values and use dashed lines for radially in-
ward flows (vR < 0) and solid lines for radially outward
flows (vR > 0).
In both Cases I-high (left panel in Figure 32) and II-
high (right panel), the motions of the net 〈Bz〉 near the
midplane and in the surface regions are very different.
In the surface regions, the vertical magnetic flux mostly
moves inward at a quite high speed, & 0.1cs. On the
other hand, at the midplane, no clear tendencies are ob-
served in either case; 〈Bz〉moves outward in some regions
and inward in other regions at slow speeds, . 0.01cs.
(Note that in the outer region of Case I-high, vR/cs be-
comes large because of the effect of the surface bound-
aries.) These different properties of the net 〈Bz〉 indicate
that the vertical magnetic field lines are not connected
from the midplane to the surface regions when consider-
ing the long time integration, ∆tave. The inward dragged
magnetic field lines in the surface regions continuously
reconnect with field lines in the midplane region because
of the numerical resistivity; although our simulations as-
sume the ideal MHD, magnetic reconnections could take
place in the sub-grid scales as a result of the numerical
diffusion. For the same reason, the motions of the ver-
tical magnetic fields are also not strictly coupled to the
motions of the gas.
As shown so far, our simulations show the inward drag-
ging of the vertical magnetic flux in the surface regions,
which follows the trend of the layered accretion of the
gas component. Interestingly enough, this is consistent
with a recent result based on an analytic model (Roth-
stein & Lovelace 2008), while different trends could be
realized with different settings (Lubow et al. 1994). The
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Fig. 32.— Comparison of radial velocities of the gas (black), and the net vertical fields in the midplane region (red) and in the surface
regions (blue) of Case I-high (left) and Case II-high (right). Dashed lines correspond to inward velocities, vR < 0, and solid lines indicate
outward velocities, vR > 0.
inward advection of Bz in the surface regions will cause
a concentration of the magnetic flux around a central ob-
ject, which is suitable for driving strong jets (Beckwith
et al. 2009). However, we should carefully state that this
trend might be affected by the boundary condition at the
disk surfaces. Our simulations adopt the outgoing con-
dition based on a characteristic method (Suzuki & Inut-
suka 2006) at the surface boundaries (see §2.2). Thus, no
information comes into the simulation box. However, in
realistic situations, a global magnetic field is probably an-
chored in somewhere above a disk, e.g. in coronal regions
above the disk surfaces (e.g., Kato et al. 2004; Ohsuga
et al. 2009; Beckwith et al. 2009). In this case, the in-
ward advection of the vertical magnetic flux observed in
our simulations would eventually be stopped as well as
further wound up by the vertical differential rotation.
Later on, the configuration of the global magnetic field
would be suitable for magneto-centrifugal driven winds
(Blandford & Payne 1982; Kudoh et al. 1998), which also
contributes to the transport of the angular momentum of
the disk. For simulations in more realistic situations, we
need a larger simulation box particularly in the θ direc-
tion, although it is a trade-off for the numerical resolution
in a disk region.
5.5. Toroidal B field
Temporal oscillations of toroidal magnetic fields are a
universal phenomenon in MRI-induced accretion disks
(e.g., Davis et al. 2010; Flock et al. 2011). Our global
simulations show similar trends as illustrated in Figure
33 which displays the t–z diagrams of 〈Bφ〉φ(r1, z). Cases
II-high and II-low show more distinctive oscillating fea-
tures than Cases I-high and I-low because Cases II-high
and II-low cover the larger vertical region measured in
scale height. This indicates that the magnetic fields at
high altitudes (z & 2H) are important in the flip-flops of
the toroidal magnetic fields.
Compared to results of local simulations (e.g., Davis
et al. 2010), the quasi-periodic nature of oscillatory fea-
tures is deformed in our global simulations, in a man-
ner similar to the time-dependent properties of the disk
winds (Figure 24 in §5.3). The four cases show that in
the upper hemisphere (z > 0) 〈Bφ〉 tends to be positive
(redder colors), while in the lower hemisphere (z < 0)
〈Bφ〉 tends to be negative (bluer colors). This is related
to the layered advection of the vertical magnetic fields
discussed in §5.4. 〈Bz〉 is advected inward in the surface
regions. Focusing on a single field line, it rotates faster in
the surface regions as a consequence of this inward advec-
tion. Thus, positive (negative) 〈Bφ〉 is created near the
upper (lower) surface. However, this might be affected
by the boundary condition at the surfaces as discussed
in §5.4. If a global poloidal magnetic field is anchored in
coronal regions which are outside the simulation box, the
layered advection of the vertical field lines would eventu-
ally be inhibited and the systematic generation of 〈Bφ〉
would also be suppressed.
6. DISCUSSION
6.1. Entire Region of Case II
In Case II we use the very large radial extent (∼ 500rin)
of the simulation box (Table 1). However, since our pur-
pose is to study the saturated state of the magnetic field,
we have focused on the region in r ≤ 10rin so far; in
the outer region, the magnetic field is still in the growth
phase. Here, we briefly introduce the evolution of the
magnetic field in the entire radial extent of Case II-high.
Figure 34 presents the evolution of the magnetic energy
at different heights, z = 0 (upper panel) and z = 3H
(lower panel), normalized by the gas pressure at the mid-
plane,
〈B2〉φ(t, r, z)
8pi〈pmid〉φ(t, r) (76)
in the time (horizontal axis) – r (vertical axis) diagram.
Both panels show that the amplification of the mag-
netic fields proceeds with time in proportion to the Kep-
lerian rotation time, t ∝ r3/2. At the midplane the mag-
netic field is mainly amplified by the MRI. In the surface
region, the growth of the magnetic field is roughly ten
times faster, which is triggered by the vertical differen-
tial rotation.
6.2. Implication for Observation of Spirals in
Protoplanetary Disks
In Figure 7 in §4.1 we showed spiral structures in the
face-on views of log(1/β). Although the disks are tur-
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Fig. 33.— t− z diagrams of 〈Bφ〉φ(r1, z) at R = r1(= 5rin) for Case I-low (top-left), Case I-high (top-right), Case II-low (Middle), and
Case II-high (Bottom). On the horizontal axis are shown time in units of the inner rotation (top of panels) and time in units of the local
rotation at r = r1 (bottom of panels). On the vertical axis are shown z (left to panels) and z/H (right to panels).
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Fig. 34.— t–r diagrams of the magnetic energy normalized by
the gas pressure at the midplane, 〈B2〉φ(t, z, r)/8pi〈pmid〉φ(t, z, r),
at z = 0 (midplane; upper) and at z = 3H (lower) of Case II-
high. Both axes are in logarithmic scale. The white line shows the
relation of the Keplerian rotation time, t ∝ r3/2.
bulent, pressure balance is supposed to be roughly satis-
fied between high-β (weak B) region and low-β (strong
B) regions, where high-β regions correspond to denser
regions. Applying the result of Figure 7 to protoplane-
tary disks, denser high-β regions are expected to have
a larger number of dust grains than lower-β regions.
Thus, similar spiral structures are expected to be seen
in scattered-light observations, e.g., in the near-infrared
wavelength. Recent near-infrared observations of pro-
toplanetary disks found many remarkable spiral struc-
tures. Many authors tend to interpret those structures
as being caused by unseen planets embedded in the disks
(e.g., Hashimoto et al. 2011; Muto et al. 2012; Fukagawa
et al. 2013). However, we should keep in mind that those
structures can be naturally produced by magnetic struc-
tures, just as shown in our simulations. The spiral struc-
tures seen in our simulations are typically short-lived
with lifetimes of the order of rotation time, e.g., 1000
yr at 100 AU for a disk around a central star with the
solar mass. However, such structures are ubiquitously
created and can almost always observed be somewhere in
the simulated disks as shown in the movies for Figure 7
(online materials; also available at www.ta.phys.nagoya-
u.ac.jp/stakeru/research/glbdsk). For a detailed com-
parison with observations, we need to model the dust
component in a reasonable way not only in the disk itself
(Aikawa & Nomura 2006; Nomura & Nakagawa 2006)
but also in wind regions (e.g., Heinzeller et al. 2011)
since dust grains are expected to remain at high alti-
tudes above the disk (Suzuki et al. 2010; McJunkin et al.
2014). A more detailed comparison with more realistic
simulations with radiative transfer taking into account
dust might be interesting in future work.
7. SUMMARY
Accretion of Gas 
& Inward Dragging
of Bz near Surfaces
Intermittent & Structured
Vertical Outflows
Reconnection
Fig. 35.— Schematic summary of the simulation results. The
inward accretion of the gas mainly takes place in the surface re-
gions. The net Bz (red lines) is also dragged inward in the surface
regions, while in the midplane region the turbulence magnetic field
stochastically moves inward and outward; namely Bz in the sur-
face regions and Bz in the midplane continuously reconnect owing
to the numerical resistivity (§5.4). Vertical outflows intermittently
stream out by the Poynting flux (blue arrows).
We have performed 3D MHD simulations of global ac-
cretion disks threaded with weak vertical magnetic fields
in the two types of the temperature profiles. In the sim-
ulations MHD turbulence is triggered and amplified by
MRI, and in the saturated states the diagnostics for MRI,
−2〈BRBφ〉/B2 and 〈B2R〉/〈B2φ〉, are well correlated with
the numerical resolutions as discussed in previous works
(Hawley et al. 2011; Flock et al. 2011).
In addition, the effect of the different temperature pro-
files also affects the results through the vertical differen-
tial rotation. In the cases with spatially constant temper-
ature (Case I), the rotation frequency is constant along
the initial vertical field lines, and the overall properties
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of the MHD turbulence are similar to those observed in
local shearing box simulations. On the other hand, in
the cases with the profile of T ∝ 1/r (Case II), the gas
in the surface regions rotates slower than the gas near
the midplane. As a result, coherent magnetic fields are
amplified in the surface regions, which also contribute to
the Maxwell stress there.
This result indicates that thermal processes could play
an important role in determining the saturation of the
magnetic field and the properties of the turbulence in
an accretion disk. In our simulations the temperature
profiles are fixed, which implicitly assumes that exter-
nal mechanisms such as irradiation from a central object
regulate the temperatures. In other words, the thermo-
dynamics determined by external mechanisms controls
the dynamics of the disks. In reality, however, the tem-
perature profile of a disk is also affected by internal mech-
anisms because the dissipation of the turbulence leads to
the heating of a disk. A self-consistent treatment in de-
termining the temperature distribution is necessary for
our future studies.
The velocity fluctuations are dominated by the radial
component and give≈ 0.1−0.2 of the sound speed around
the midplane. The density fluctuations, δρ/ρ are also
≈ 0.1 − 0.2. These values for the density and velocity
perturbations are somewhat larger than those obtained
in global simulations without initial vertical magnetic
fields (Flock et al. 2011). In the case with T ∝ 1/r, the
regions with large δρ/ρ, which coincide with the regions
with large −2〈BRBφ〉/〈B2〉 (high activities of MRI), are
radially localized and stay for long times, which may be
analogous to zonal flows seen in local simulations (Jo-
hansen et al. 2009). If applied to protoplanetary disks,
such large density fluctuations are expected to influence
the dynamics of dust particles.
The azimuthal power spectra of the magnetic fields
show quite shallow power-law indice with respect to
mode m, probably because the energy injection by the
MRI is from the small scale (large m). On the other
hand, the azimuthal power spectra of the velocity and
density show ∝ m−1∼−2.
The onsets of intermittent and structured vertical disk
winds are observed in the global simulations (Figures
8, 24, & 35), similar to that seen in the local simu-
lations (Suzuki & Inutsuka 2009; Suzuki et al. 2010).
They are driven by the Poynting flux associated with
the MHD turbulence. The magnetic pressure component
gives the larger contribution than the magnetic tension
component, which is in contrast to the local simulations
in which both are contribute almost equally. Although
the magnitude is smaller than that obtained in the lo-
cal simulation, the injection regions of the magnetic ten-
sion form at z ≈ ±1.3H . The acoustic waves, which are
probably linked to the injection regions, are directed to
the midplane. In protoplanetary disk conditions, these
sound-like waves enhance the sedimentation of dust par-
ticles to the midplane.
In both Cases I & II, the mass accretions take place
in the surface regions, because the α stresses are larger
there. At the midplane the gas moves radially outward
at a very slow speed. The velocity difference between the
midplane and the surfaces may cause meridional circu-
lation. Applied to protoplanetary disks, this causes the
outward migration of solid particles at the midplane and
possibly explains the observed crystalline dusts in the
outer parts of disks. The radial motion of the vertical
magnetic field lines also follows these tendencies of the
gas, although the velocities of the magnetic fields and the
gas are not the same because of the magnetic diffusion at
the sub-grid scale. The magnetic flux is dragged inward
in the surface regions, while at the midplane the tur-
bulent magnetic flux moves stochastically outward and
inward; the vertical magnetic fields continually recon-
nect at the sub-grid scales (Figure 35). However, we
should carefully note that the observed layered accretion
of the gas and the inward dragging of the vertical mag-
netic fields might be affected by the adopted boundary
condition at the disk surfaces.
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APPENDIX
SETTING INITIAL BZ IN SPHERICAL COORDINATES
In our simulations, we use the method of constrained transport (Evans & Hawley 1988) in the spherical coordinates
to handle the evolution of magnetic fields while keeping ∇ · B = 0. In order to set up the initial vertical magnetic
fields (Equation 6) which exactly satisfy ∇ · B = 0 in all the cells, we use the vector potential, A. To achieve the
initial profile, Bz ∝ R−µ/2 = (r sin θ)−µ/2 for µ 6= 4, we set
(Ar , Aθ, Aφ) =
(
0, 0,
1
2− µ/2Bz,in
(
r sin θ
rin
)1−µ/2)
. (A1)
Then, we can set up the initial B from B =∇×A, or in the explicit form,
(Br, Bθ, Bφ) =
(
1
r sin θ
∂
∂θ
(sin θAφ),−1
r
∂
∂r
(rAφ), 0
)
. (A2)
In our simulations as well as other simulations adopting the constrained transport method, B are located at the face-
centered positions and A are at the sides of each grid cell, and the discretization of Equation (A2) is straightforward.
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Substituting Equation (A1) into Equation (A2) for confirmation, we can recover the required result,
(Br, Bθ, Bφ) = (Bz cos θ,−Bz sin θ, 0), (A3)
where Bz = Bz,in
(
r sin θ
rin
)−µ/2
.
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