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Abstract—In this paper, we study decentralized online stochas-
tic non-convex optimization over a network of nodes. Integrating
a technique called gradient tracking in decentralized stochastic
gradient descent (DSGD), we show that the resulting algorithm,
GT-DSGD, exhibits several important characteristics towards
minimizing a sum of smooth non-convex functions. The main
results of this paper can be divided into two categories:
(1) For general smooth non-convex functions, we establish
a non-asymptotic characterization of GT-DSGD and derive the
conditions under which it achieves network-independent perfor-
mance and matches centralized minibatch SGD. In comparison,
the existing results suggest that the performance of GT-DSGD is
always network-dependent and is therefore strictly worse than
that of centralized minibatch SGD.
(2) When the global function additionally satisfies the Polyak-
Łojasiewics condition, we derive the exponential stability range
for GT-DSGD under a constant step-size up to a steady-state error.
Under stochastic approximation step-sizes, we establish, for the
first time, the optimal global sublinear convergence rate on almost
every sample path, in addition to the convergence rate in mean.
Since strongly convex functions are a special case of this class
of problems, our results are not only immediately applicable but
also improve the currently known best convergence rates and
their dependence on problem parameters.
Index Terms—Decentralized optimization, stochastic gradient
methods, non-convex problems, multi-agent systems.
I. INTRODUCTION
This paper considers decentralized non-convex problems
where n nodes cooperate to solve the following problem:
P1: min
x∈Rp
F (x) :=
1
n
n∑
i=1
fi(x),
such that each component function fi : R
p → R is local and
private to node i and the nodes communicate over a directed
graph G = {V , E}, where V = {1, · · · , n} is the set of node
indices and E is the collection of ordered pairs (i, j), i, j ∈ V,
such that node j sends information to node i. Throughout the
paper, we assume that each fi is smooth nonconvex. We focus
on an online setup where data is collected in real-time and
hence each node only has access to a noisy gradient sample gi
at each iteration, instead of the exact (local) gradient∇fi, such
that gi is an unbiased estimate of ∇fi with bounded variance.
Problems of this nature have found significant interest in signal
processing, machine learning, and control. See e.g., [1], [2],
for comprehensive surveys on these problems.
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Based on the classical stochastic gradient descent (SGD) [3],
a well-known solution to Problem P1 is decentralized SGD
(DSGD) [4], [5]. However, the convergence of DSGD for non-
convex problems has only been established under certain reg-
ularity assumptions such as uniformly bounded difference be-
tween local and global gradients [6]–[8] or coercivity of each
local function [9]. It has also been observed that if the data
distributions across the nodes are heterogeneous, the practical
performance of DSGD degrades significantly [2], [10], [11].
One notable line of work towards improving the performance
of DSGD is EXTRA [12] and Exact Diffusion [13],
where the convergence under the stochastic non-convex setting
is established without the aforementioned regularity assump-
tions [14]; however, they require the weight matrix to be sym-
metric and the smallest eigenvalue to be greater than −1/3.
Another family of algorithms to eliminate the performance
limitation of DSGD is based on gradient tracking, introduced
parallelly in [15], [16], where the basic idea is to replace
the local gradients with an estimate of the global gradient
∇F . Decentralized first-order methods with gradient tracking
have been well studied under exact (non-stochastic) gradients,
where relevant work can be found in [17]–[19]. However, the
convergence behavior of gradient tracking methods has many
unanswered questions when it comes to non-convex online
stochastic problems [20], [21].
This paper considers GT-DSGD [10], that adds gradient
tracking to DSGD, for stochastic online non-convex problems
and rigorously develops novel results, insights, and analysis
techniques that fill the theory gaps in the existing literature on
stochastic gradient tracking methods [10], [20], [21]. The main
contributions of this paper are described in the following:
(1) Smooth non-convex problems: We explicitly establish
characterizations of the transient and steady-state performance
of GT-DSGD and derive the conditions under which they are
comparable to centralized minibatch SGD. In particular, we
show that its non-asymptotic mean-squared rate is network-
independent and is further comparable to that of centralized
minibatch SGD after a finite number transient of iterations. In
sharp contrast, the existing results in [20], [21] suggest that the
convergence rate and steady-state performance of GT-DSGD
are always network-dependent and are strictly worse than that
of centralized minibatch SGD; see Section III-A for details.
(2) Problems satisfying Polyak-Łojasiewicz (PL) condition:
We analyze GT-DSGD when the global function F further sat-
isfies the PL condition. For both constant and decaying step-
sizes, we explicitly characterize the transient and steady-state
behaviors in mean, and establish the conditions under which
2they are comparable to that of centralized minibatch SGD.
We further establish the global sublinear convergence rate on
almost every sample path by employing arguments based on
almost supermartingales. The obtained sample path-wise rates
are order-optimal (in the sense of polynomial time decay)
and, to the best of our knowledge, are the first results on
path-wise convergence rate for online decentralized stochas-
tic optimization under non-convexity, thus generalizing prior
results in the decentralized stochastic approximation literature,
e.g., [22], [23], where the convergence analysis is mostly
performed under assumptions of local convexity. As special
cases, these results improve the current state-of-the-art on
exact gradient methods under PL condition [24] and stochastic
strongly convex problems [10]; see Section III-B for details.
(3) Convergence analysis: We emphasize that the proof
techniques in this work are substantially different from the
existing approaches [10], [20], [21] and can be applied to other
gradient methods built upon similar principles.
The rest of the paper is organized as follows. Section II
describes the assumptions and the algorithm. In Section III,
we present the main results and discuss the contributions
of this work in comparison with the current state-of-the-art.
Sections IV, V, and VI provide the convergence analysis
whereas Section VIII concludes the paper.
II. ASSUMPTIONS AND THE GT-DSGD ALGORITHM
We are interested in finding a first-order stationary point
of Problem P1, i.e., x∗ ∈ Rp such that ‖∇F (x∗)‖ = 0, via
local computation and communication at each node. In the
following, we first enlist the necessary assumptions that are
standard in the literature [1], [10], [11].
A. Assumptions
Assumption 1 (Objective functions). Each fi is L-smooth,
i.e., there exists some constant L > 0 such that
‖∇fi(x) −∇fi(y)‖ ≤ L‖x− y‖, ∀x,y ∈ Rp.
Moreover, F is bounded below, i.e., F ∗:=infx∈RpF (x)>−∞.
Assumption 2 (Network model). The communication net-
work is strongly-connected and admits a primitive doubly-
stochastic weight matrix W˜ = {wir} ∈ Rn×n.
We consider iterative processes that generate at each node i
a sequence of estimates {xik : k ≥ 0}, where xi0 is assumed to
be a constant. At each iteration k, each node i is able to call
the local oracle that returns a stochastic gradient gi(x
i
k, ξ
i
k),
where ξik is a random vector in R
q and gi : R
p × Rq → Rp
is a Borel-measurable function. We work with a rich enough
probability space (Ω,F ,P) and define the natural filtration (an
increasing family of sub-σ-algebras of F ) as
Fk := σ
({
ξit : 0 ≤ t ≤ k − 1, i ∈ V
})
, ∀k ≥ 1,
F0 := {Ω, φ},
where φ is the empty set and σ(·) denotes the σ-algebra
generated by the sets and/or random vectors in its argument.
The intuitive meaning of Fk is that it contains the history of
the algorithm iterates in question up to iteration k − 1.
Assumption 3 (Oracle model). The stochastic gradient pro-
cess satisfies
• E
[
gi(x
i
k, ξ
i
k)|Fk
]
= ∇fi(xik), ∀k ≥ 0, ∀i ∈ V ,
• E
[ ∥∥gi(xik, ξik)−∇fi(xik)∥∥2 |Fk] ≤ ν2i , ∀k ≥ 0, ∀i ∈ V ,
for some constant νi > 0.
• The family
{
ξik : ∀k ≥ 0, ∀i ∈ V
}
of random vectors is
independent.
We are also interested in the case when the global objective
function F further satisfies the Polyak-ojasiewicz (PL) condi-
tion that was introduced in [25].
Assumption 4. The global function F : Rp → R satisfies:
2µ (F (x)− F ∗) ≤ ‖∇F (x)‖2 .
When Assumption 4 holds, we denote κ := Lµ ≥ 1, which
is the condition number of F (in the strongly-convex case);
see Lemma 12. Note that under the PL condition, every
stationary point x∗ of F is a global minimum of F , while F
is not necessarily convex. Assumption 4 holds, e.g., in some
class of reinforcement learning problems [26]; see [27] further
explanation and applications.
B. Algorithm
GT-DSGD, decentralized stochastic gradient descent with
gradient tracking, introduced in [10] for smooth strongly con-
vex problems, is formally described in Algorithm 1. GT-DSGD
iteratively descends in the direction of an auxiliary variable yik,
instead of gi(x
i
k, ξ
i
k), constructed under the dynamic average
consensus principle [28]. In fact, yik tracks a time-varying
signal
∑
i gi(x
i
k, ξ
i
k), which mimics the global gradient. For
further intuition and explanation, see [2], [10], for example.
We note that GT-DSGD uses adapt-then-combine (ATC) struc-
ture [5] to improve the stability of the algorithm.
Algorithm 1: GT-DSGD at each node i
Data: xi0, {αk}, {w˜ir}nr=1,y0i = 0p,gr(x−1r , ξ−1r )
)
:= 0p.
for k = 0, 1, . . . , do
yik+1=
∑n
r=1w˜ir(y
r
k + gr(x
r
k, ξ
r
k)−gr(xrk−1, ξrk−1))
xik+1=
∑n
r=1w˜ir(x
r
k − αkyrk+1)
end
III. MAIN RESULTS
In this section, we present our main convergence results for
GT-DSGD and compare them with the corresponding state-
of-the-art. For analysis purposes and the ease of presentation
of main results, we let xk,yk,gk, all in R
np, respectively
concatenate xik’s, y
i
k’s, gi(x
i
k, ξ
i
k)’s, and write GT-DSGD in
the following matrix form: ∀k ≥ 0,
yk+1 = W (yk + gk − gk−1) , (1a)
xk+1 = W (xk − αkyk+1) , (1b)
where W = W˜ ⊗ Ip and ⊗ is the Kronecker product. We
denote λ as the second largest singular value of W and
the exact averaging matrix as J := ( 1n1n1
⊤
n )⊗ Ip. Under
Assumption 2, we have λ = ‖W − J‖ ∈ [0, 1), see [29]. We
denote ν2a :=
1
n
∑n
i=1 ν
2
i , the average of local variances. For
3convenience, we let ∇fk ∈ Rnp concatenate all local exact
gradients ∇fi(xki )’s and denote
xk :=
1
n
(1⊤n ⊗ Ip)xk, yk :=
1
n
(1⊤n ⊗ Ip)yk,
∇fk := 1
n
(1⊤n ⊗ Ip)∇fk, gk :=
1
n
(1⊤n ⊗ Ip)gk.
We assume without loss of generality that xi0 = x
j
0, ∀i, j ∈ V .
A. General smooth non-convex functions
In this subsection, we are concerned with the performance
of GT-DSGD for general smooth non-convex functions.
Theorem 1. Let Assumptions 1, 2, and 3 hold and consider
GT-DSGD under a constant step-size αk = α, ∀k ≥ 0, such
that 0 < α ≤ min
{
1, 1−λ
2
3λ ,
(1−λ2)2
4
√
3λ2
}
1
2L , then, ∀K > 0,
1
n
n∑
i=1
1
K
K−1∑
k=0
E
[∥∥∇F (xik)∥∥2]︸ ︷︷ ︸
Mean-squared stationary gap
≤ 4(F (x0)− F
∗)
αK
+
2αν2aL
n︸ ︷︷ ︸
Centralized minibatch SGD
+
320α2L2λ2ν2a
(1− λ2)3 +
64α2L2λ4
(1− λ2)3K
‖∇f0‖2
n︸ ︷︷ ︸
Decentralized network effect
.
Moreover, the transients in 1n
∑n
i=1
1
K
∑K−1
k=0 E
[‖∇F (xik)‖2]
decay at the rate of O( 1K ) such that
lim sup
K→∞
1
n
n∑
i=1
1
K
K−1∑
k=0
E
[∥∥∥∇F (xik)∥∥∥2]
≤ 2αν
2
aL
n︸ ︷︷ ︸
Centralized minibatch SGD
+
320α2L2λ2ν2a
(1− λ2)3︸ ︷︷ ︸
Decentralized network effect
.
Remark 1 (Transient and steady-state performance). The-
orem 1 explicitly characterizes the performance of GT-DSGD
for general smooth non-convex functions under an appropriate
constant step-size in a non-asymptotic manner. In particular,
the stationary gap of GT-DSGD for any finite number of K
iterations is upper bounded by the sum of four terms. The first
two terms are independent of the network spectral gap λ and
match the complexity bound of centralized minibatch SGD up
to constant factors [1]. The third and the fourth terms depend
on λ due to the decentralized network and are in the order
of O(α2). This is a much tighter characterization compared
with the existing results [20], [21] on GT-DSGD and leads
to provably faster non-asymptotic rate, see Remark 2 below.
Theorem 1 also shows that over infinite time horizon, i.e., as
K →∞, the stationary gap of GT-DSGD decays sublinearly
at the rate of O(1/K) up to a steady-state error. It can be ob-
served that if α ≤ O( (1−λ)3λ2nL ), then the steady state stationary
gap of GT-DSGD matches that of centralized minibatch SGD
up to constant factors. The existing analysis [21], however,
suggests that under the same choice of the step-size α, the
steady state stationary gap of GT-DSGD is strictly worse than
the centralized minibatch SGD.
The following corollary of Theorem 1 concerns the non-
asymptotic convergence rate of GT-DSGD over a finite time
horizon for general smooth non-convex functions.
Corollary 1. Let Assumptions 1, 2, and 3 hold and suppose
that ‖∇f0‖2 = O(n). Setting α =
√
n/K in Theorem 1, for
K ≥ 4nL2max
{
1, 9λ
2
(1−λ2)2 ,
48λ4
(1−λ2)4
}
, we get
1
n
n∑
i=1
1
K
K−1∑
k=0
E
[∥∥∥∇F (xik)∥∥∥2]
≤ 4(F (x0)− F
∗)√
nK
+
2ν2aL√
nK︸ ︷︷ ︸
Centralized minibatch SGD
+
320nλ2ν2aL
2
(1− λ2)3K +
64nL2λ4 ‖∇f0‖2
n(1− λ2)3K2︸ ︷︷ ︸
Decentralized network effect
thus, if K further satisfies that K ≥ Knc := O
(
n3λ4L2
(1−λ)6
)
,
1
n
n∑
i=1
1
K
K−1∑
k=0
E
[∥∥∥∇F (xik)∥∥∥2] ≤ O( ν2aL√
nK
)
.
Remark 2 (Non-asymptotic mean-squared rate and tran-
sient time for network independence). Corollary 1 shows
that after a finite number of K iterations, where K is
large enough such that K ≥ Knc, by setting α =
√
n√
K
, the
convergence rate of GT-DSGD matches that of centralized
minibatch SGD up to constant factors. This discussion leads
to the argument that GT-DSGD, after a transient time Knc,
achieves a network independent linear speedup compared with
the centralized minibatch SGD that processes all data at a
single node. In other words, the number of stochastic gradient
computations required to achieve an ǫ-accurate stationary
point is reduced by a factor of 1/n at each node in the network.
These results significantly improve the existing convergence
guarantees of GT-DSGD for general smooth non-convex func-
tions [20], [21]. In particular, references [20], [21] show that
if α = c0√
K
, where K is large enough and c0 is some positive
constant, GT-DSGD achieves the convergence rate of c1√
K
,
where c1 is a function of the network spectral gap λ. The
convergence results in [20], [21] thus suggest that the rate of
GT-DSGD is always network-dependent and is strictly worse
than that of centralized minibatch SGD and hence fail to char-
acterize the asymptotic network-independence of GT-DSGD.
B. Smooth non-convex functions under PL condition
In this subsection, we discuss the performance of GT-DSGD
when the global objective function F further satisfies the PL
condition. We begin with the case of constant step-size.
Theorem 2. Let Assumption 1, 2, 3 and 4 hold. If the step-
size αk = α, ∀k ≥ 0, satisfies that
0 < α ≤ α := min
{
1
2L
,
(1− λ2)2
24
√
2Lλ2
,
1− λ2
6.5Lκ1/4λ
,
1− λ2
2µ
}
,
we have that the transients in E[‖xk − Jxk‖2] and E[F (xk)−
F ∗] decay linearly at the rate of O((1 − µα)k) such that
lim sup
k→∞
E
[‖xk − Jxk‖2
n
]
≤ 576α
5L3κλ4ν2a
n(1− λ2)4 +
96α2λ2ν2a
(1− λ2)3 ,
lim sup
k→∞
E [F (xk)− F ∗] ≤ 3καν
2
a
2n
+
48α2λ2κLν2a
(1− λ2b)3 .
Moreover, the transients in 1n
∑n
i=1 E
[
F (xik)− F ∗
]
decay
linearly at the rate of O((1− µα)k) such that
lim sup
k→∞
1
n
n∑
i=1
E
[
F (xik)− F ∗
]
≤ O
(
καν2a
n
)
︸ ︷︷ ︸
Centralized minibatch SGD
+ O
(
α2λ2κLν2a
(1− λ)3
)
︸ ︷︷ ︸
Decentralized network effect
.
4Remark 3 (Transient and steady-state performance). The-
orem 2 shows that when the global objective function F
satisfies the PL condition and the constant step-size α is less
than α, the optimality gap of GT-DSGD decays linearly up
to a steady-state error that is the sum of two terms. The
first term is independent of the network and matches that of
centralized minibatch SGD up to constant factors, while the
second term is due to the network and is controlled by O(α2).
We now compare our results in Theorem 2 with the state-of-
the-art in [10], which requires a stronger assumption that the
global objective function is strongly convex. First, we note
that our stability range of the step-size α is larger by a
factor of O(κ5/12) than the corresponding one in [10]; this
relaxed upper bound on α further leads to a faster linear
convergence when exact gradients are available, see Remark 4.
Second, it can be observed from Theorem 2 that to match the
steady-state error performance of centralized minibatch SGD
(up to constant factors), it suffices to choose the step-size α
in GT-DSGD such that 0 < α ≤ O( (1−λ)3λ2nL ), which is larger
by a factor of O(κ) than the corresponding result in [10]; in
other words, Theorem 2 demonstrates a tighter (and faster)
convergence rate to achieve the same steady-state error.
Remark 4 (Global linear convergence under exact gradient
oracle). Theorem 2 further shows that when the exact gradient
oracle is available at each node, i.e., ν2i = 0, ∀i ∈ V , we note
that GT-DSGD reduces to its deterministic counterpart [15],
[17], [18] and achieves global linear convergence to an
optimal solution with an appropriate constant step-size. In
other words, it achieves an ǫ-accurate optimal solution in
O(max{κ, λ2κ(1−λ)2 , λκ5/41−λ , 11−λ} log 1ǫ ) iterations. This result
improves upon the state-of-the-art gradient computation and
communication complexity under PL condition [24] by a fac-
tor of O(min{κ1/3, κ1/121−λ }). The gradient computation com-
plexity can be further improved to O(max{κ, 11−λ} log 1ǫ ) by
performing O( 11−λ log κ1−λ) rounds of consensus communica-
tion at each iteration. This gradient computation complexity
result matches the state-of-the-art [30] on decentralized exact
gradient methods (without Nesterov acceleration), which fur-
ther requires a stronger assumption that each local function is
convex and the global function is strongly convex. In contrast,
we require only the PL condition on the global objective F .
We now proceed to the case of decaying step-sizes. The fol-
lowing theorem considers the sample path-wise performance
of GT-DSGD under a family of stochastic approximation
step-sizes [3], i.e.,
∑∞
k=0 αk =∞ and
∑∞
k=0 α
2
k <∞, which
enables exact sublinear convergence in contrast to the linear
convergence to an inexact solution under a constant step-size.
Theorem 3. Let Assumptions 1, 2, 3, and 4 hold. Consider the
step-size sequence of the form αk =
δ
(k+1)ǫ , where ǫ ∈ (0.5, 1]
and δ > 0. Then ∀i, j ∈ V and for arbitrarily small ǫ1 > 0,
we have: if δ > 2ǫ− 1− ǫ1, then
P
(∑∞
k=0k
2ǫ−1−ǫ1
∥∥xik − xjk∥∥2 = 0) = 1,
P
(
lim
k→∞
k2ǫ−1−ǫ1
(
F (xik)− F ∗
)
= 0
)
= 1.
Remark 5 (Global sublinear rate on almost every sample
path). Theorem 3 guarantees that GT-DSGD exhibits a global
sublinear convergence on almost every sample path under ap-
propriate decaying step-sizes when the global function F sat-
isfies the PL condition. This convergence result is of significant
practical value in that it is applicable to every instantiation of
the algorithm while the mean-squared type convergence only
characterizes, roughly speaking, the performance on average.
Furthermore, in the case of general non-degenerate gradient
variances (see Assumption 3), the path-wise rates are order-
optimal, in the sense of polynomial time decay; this follows by
considering the stochastic approximation reformulation of the
optimization problem (i.e., the problem of obtaining zeros of
the gradient function ∇F (x)) and invoking standard central
limit theorem type arguments, see [31].) To the best of our
knowledge, Theorem 3 provides the first results on path-wise
convergence rate for online decentralized stochastic optimiza-
tion under non-convexity, thus generalizing prior results in
the decentralized stochastic approximation and optimization
literature, such as [22], [23] where such analysis is mostly
performed under assumptions of convexity. Our proof is built
upon on an almost supermartingale convergence theorem [32],
which may be of independent interest to derive path-wise rates
for other decentralized stochastic methods.
Finally, we consider the mean performance of GT-DSGD
when αk = O(1/k), ∀k ≥ 0.
Theorem 4. Let Assumptions 1, 2, 3, and 4 hold. Consider
the step-size sequence of the form αk =
β
k+γ , where β > 2/µ,
and γ ≥ max{ βα , 81−λ2 }. Then we have: ∀k ≥ 0,
1
n
n∑
i=1
E
[
F (xik)− F ∗
]
≤ 2Lν
2
aβ
2
n(µβ − 1)(k + γ)︸ ︷︷ ︸
Network independent
+
2 (F (x0)− F ∗)
(k/γ + 1)µβ
+
6Lx̂β3
(µβ − 2)(k + γ)2︸ ︷︷ ︸
Network dependent
where x̂ is some positive constant.
The non-asymptotic rate in Theorem 4 shows that GT-DSGD
asymptotically achieves network independent O(1/k) rate in
mean when the global objective function F satisfies the PL
condition, matching the Ω(1/k) oracle lower bound. The
following corollary examines the number of transient iterations
required to achieve the network independent optimal rate under
specific choices of parameter β and γ in Theorem 4.
Corollary 2. Let Assumptions 1, 2, 3, and 4 hold. Set β = 6µ
and γ = max
{
6
µα ,
8
1−λ2
}
in Theorem 4 and suppose that
‖∇f0‖2 = O(n). Then we have:
1
n
n∑
i=1
E
[
F (xik)− F ∗
]
≤ O
(
κ2 (F (x0)− F ∗)
k2
+
κν2a
nµk
)
,
if k is large enough such that k ≥ KPL, where
KPL=O
(
max
{
λ2nκ
(1− λ)3 ,
λκ5/4
1− λ , κ,
λ3/2κ11/8
(1− λ)3/2 ,
κ−1/2
(1− λ)3/2
})
.
Remark 6 (Transient time for network independent rate).
Corollary 2 shows afterKPL iterations, the convergence rate of
GT-DSGD matches that of centralized minibatch SGD [1] up
5to constant factors and therefore achieves an asymptotic linear
speedup. We now compare this transient time with the existing
literature. First, Ref. [10] shows that, under strong convexity
of F , GT-DSGD asymptotically converges atO(1/k); however,
the convergence rate derived in [10] depends on arbitrary
constants and therefore the transient time is not clear. Second,
recent work [33], [34] shows that when each local function fi
is strongly convex, the corresponding transient time of DSGD
is O( n2κ6(1−λ)2 ); our results on the transient time KPL therefore
significantly improve upon the dependence on the condition
number κ under much weaker assumptions on the objective
functions, while possibly being moderately worse in terms of
the network dependence, i.e. 1− λ.
IV. CONVERGENCE ANALYSIS: THE GENERAL
NON-CONVEX CASE
It can be verified that the random variables generated by
GT-DSGD are in L2 and that xk,yk are Fk-measurable and
g(xk, ξk) is Fk+1-measurable, ∀k ≥ 0. We first present some
standard results on decentralized stochastic gradient tracking
algorithms; their proofs can be found, e.g., in [10], [17], [35].
Lemma 1. Under Assumption 1-3, We have the following:
(a) ‖Wx− Jx‖ ≤ λ ‖x− Jx‖ , ∀x ∈ Rnp.
(b) yk+1 = gk, ∀k ≥ 0.
(c)
∥∥∇fk −∇F (xk)∥∥2 ≤ L2n ‖xk − Jxk‖2 , ∀k ≥ 0.
(d) E
[〈
gi(x
i
k, ξ
i
k)−∇fi(xik),gj(xjk, ξjk)−∇fj(xjk)
〉 |Fk] = 0,
∀k ≥ 0.
(e) E
[‖gk −∇fk‖2|Fk] ≤ ν2a/n, ∀k ≥ 0.
As a consequence of Lemma 1(b), we have: ∀k ≥ 0,
xk+1 = xk − αkyk+1 = xk − αkgk, (2)
i.e., the mean state xk of the network proceeds in the direction
of the average of local stochastic gradients gk.
A. Descent inequality
In this section, we establish a key descent inequality that
characterizes the expected decrease of the value of the global
objective function F over each iteration.
Lemma 2. Let Assumptions 1, 2, and 3 hold. If 0 < αk ≤ 12L ,
then we have: ∀k ≥ 0,
E [F (xk+1)|Fk] ≤ F (xk)− αk
2
‖∇F (xk)‖2 − αk
4
∥∥∇fk∥∥2
+
αkL
2
2
‖xk − Jxk‖2
n
+
α2kLν
2
a
2n
.
Proof. Since F is L-smooth, we have [25]: ∀x,y ∈ Rp,
F (y) ≤ F (x) + 〈∇F (x),y − x〉+ L2 ‖y− x‖2. (3)
Setting y = xk+1 and x = xk in the above inequality to
obtain: ∀k ≥ 0,
F (xk+1) ≤ F (xk)− αk 〈∇F (xk),gk〉+
α2kL
2
‖gk‖2.
Conditioning on Fk, by E[gk|Fk] = ∇fk, obtains
E[F (xk+1)|Fk]
≤ F (xk)− αk
〈∇F (xk),∇fk〉+ α2kL
2
E
[‖gk‖2 |Fk]
= F (xk)− αk
2
‖∇F (xk)‖2 − αk
2
∥∥∇fk∥∥2
+
αk
2
‖∇F (xk)−∇fk‖2 + α
2
kL
2
E
[‖gk‖2 |Fk]
≤ F (xk)− αk
2
‖∇F (xk)‖2 − αk
2
‖∇fk‖2
+
αkL
2
2n
‖xk − Jxk‖2 + α
2
kL
2
E
[‖gk‖2 |Fk] , (4)
where the second equality uses 〈x,y〉 = 12 (‖x‖2 + ‖y‖2 −
‖x − y‖2), ∀x,y ∈ Rp, and the last inequality is due to
Lemma 1(c). For the last term in (4), note that
E[‖gk‖2|Fk] = E[‖gk −∇fk +∇fk‖2|Fk]
= E[‖gk −∇fk‖2|Fk] + ‖∇fk‖2
≤ ν2a/n+ ‖∇fk‖2, (5)
where the second equality uses that ∇fk is Fk-measurable
and E[gk|Fk] = ∇fk, and the last equality uses Lemma 1(e).
We now use (5) in (4) to obtain
E[F (xk+1)|Fk] ≤ F (xk)− αk
2
‖∇F (xk)‖2 + αkL
2
2n
‖xk − Jxk‖2
− αk (1− αkL)
2
‖∇fk‖2 + α
2
kLν
2
a
2n
.
The proof follows by noting that 1−αkL ≥ 1/2 if and only
if 0 < αk ≤ 12L in the inequality above.
Compared with the corresponding descent inequality de-
rived for centralized stochastic gradient descent, see [1], [25]
for example, Lemma 2 has an additional consensus bias
term ‖xk − Jxk‖. We therefore seeks for means to control
this perturbation and thus proves the convergence.
B. Bounding the consensus and gradient tracking error
The following lemma provides several useful relations on
the consensus process of the estimates across the network, the
proof of which may be found in [35].
Lemma 3. Let Assumption 2 hold. We have the following
inequalities: ∀k ≥ 0,
‖xk+1 − Jxk+1‖2 ≤ 1+λ22 ‖xk − Jxk‖2
+
2α2kλ
2
1−λ2 ‖yk+1 − Jyk+1‖2 .
‖xk+1 − Jxk+1‖2 ≤ 2λ2 ‖xk − Jxk‖2
+ 2α2kλ
2 ‖yk+1 − Jyk+1‖2 .
‖xk+1 − Jxk+1‖ ≤ λ ‖xk − Jxk‖2 + αkλ ‖yk+1 − Jyk+1‖ .
We now analyze the gradient tracking process.
Lemma 4. Let Assumption 2 hold. We have: ∀k ≥ 0,
E
[ ‖yk+2 − Jyk+2‖2 ]
≤ λ2E[ ‖yk+1 − Jyk+1‖2 ]+ λ2E[ ‖gk+1 − gk‖2 ]
+ E [〈(W − J)yk+1, (W − J) (∇fk − gk)〉]
+ E [〈(W − J)yk+1, (W − J) (∇fk+1 −∇fk)〉]
6Proof. Using the gradient tracking update (1a), and the fact
that WJ = JW = J, we have: ∀k ≥ 0,
‖yk+2 − Jyk+2‖2
= ‖W (yk+1 + gk+1 − gk)− J (yk+1 + gk+1 − gk)‖2
= ‖Wyk+1 − Jyk+1 + (W − J) (gk+1 − gk)‖2
= ‖Wyk+1 − Jyk+1‖2 + ‖(W − J) (gk+1 − gk)‖2
+ 〈(W − J)yk+1, (W − J) (gk+1 − gk)〉
≤ λ2 ‖yk+1 − Jyk+1‖2 + λ2 ‖gk+1 − gk‖2
+ 〈(W − J)yk+1, (W − J) (gk+1 − gk)〉︸ ︷︷ ︸
C1
, (6)
where the last inequality uses Lemma 1(a). Towards C1,
since yk+1 and gk are Fk+1-measurable, we have: ∀k ≥ 0,
E [C1|Fk+1] = 〈(W − J)yk+1, (W − J) (∇fk+1 − gk)〉
= 〈(W − J)yk+1, (W − J) (∇fk − gk)〉
+ 〈(W − J)yk+1, (W − J) (∇fk+1 −∇fk)〉 .
(7)
The proof follows by taking the expectation on (6) and
using (7) in the resulting inequality.
For the second term in Lemma 4, we have the following.
Lemma 5. Let Assumption 1, 2 and 3 hold. We have: ∀k ≥ 0,
E
[ ‖gk+1 − gk‖2 ]
≤ 9L2E[ ‖xk − Jxk‖2 ]+ 3nα2kL2E[ ‖gk‖2 ]
+ 6α2kL
2λ2E
[ ‖yk+1 − Jyk+1‖2 ]+ (2 + αkL)nν2a.
Proof. Since both ∇fk+1 and gk are Fk+1-measurable and
E[gk+1|Fk+1] = ∇fk+1, we have
E
[ ‖gk+1 − gk‖2 ]
= E
[ ‖gk+1 −∇fk+1‖2 ]+ E[ ‖∇fk+1 − gk‖2 ],
≤ nν2a + E
[
‖∇fk+1 − gk‖2
]
= nν2a + E
[ ‖∇fk+1 −∇fk‖2 ]+ E[ ‖∇fk − gk‖2 ]
+ 2E
[ 〈∇fk+1 −∇fk,∇fk − gk〉 ]
≤ 2nν2a + L2 E
[ ‖xk+1 − xk‖2 ]︸ ︷︷ ︸
C2
+2E [〈∇fk+1,∇fk − gk〉]︸ ︷︷ ︸
C3
(8)
where the last inequality uses the L-smoothness of each fi
and, since ∇fk is Fk-measurable,
E
[ 〈∇fk,∇fk − gk〉 ] = E[ 〈∇fk,E[∇fk − gk|Fk]〉 ] = 0.
We next bound C2 and C3 respectively. Towards C2,
C2 = E
[ ‖xk+1 − Jxk+1 + Jxk+1 − Jxk + Jxk − xk‖2 ]
≤ 3E[ ‖xk+1 − Jxk+1‖2 ]+ 3nα2kE[ ‖gk‖2 ]
+ 3E
[ ‖xk − Jxk‖2 ]
≤ 9E[ ‖xk − Jxk‖2 ]+ 3nα2kE[ ‖gk‖2 ]
+ 6α2kλ
2
E
[ ‖yk+1 − Jyk+1‖2 ], (9)
where the second inequality uses (2) and the last inequality
uses Lemma 3. Towards C3, we first note that, using the
estimate update (1b) and the gradient tracking update (1a),
∇fk+1 = ∇f(W (xk − αkyk+1))
= ∇f(W (xk − αkW(yk + gk − gk−1)) . (10)
We define an auxiliary random vector ∇fk+1 : Ω→ Rnp as
∇fk+1 := ∇f (W (xk − αkW(yk +∇fk − gk−1))) , (11)
which is Fk-measurable and thus, by Assumption 3,
E
[〈∇fk+1,∇fk − gk|Fk〉] = 0. (12)
We note that, by the L-smoothness of each fi and ‖W2‖ = 1,∥∥∇fk+1 −∇fk+1∥∥ ≤ αkL ∥∥W2(gk −∇fk)∥∥
≤ αkL ‖gk −∇fk‖ . (13)
In light of (10) (11), (12) and (13), we bound C3 as follows.
C3 = E
[
E
[〈∇fk+1 −∇fk+1,∇fk − gk〉 |Fk]]
≤ E [∥∥∇fk+1 −∇fk+1∥∥ ‖∇fk − gk‖]
≤ αkLE
[ ‖∇fk − gk‖2 ]
≤ αkLnν2a, (14)
where the first equality uses (12), the first inequality uses
Cauchy-Schwarz inequality, the second inequality uses (13)
and the last inequality uses Assumption 1 on the bounded
variance. The proof follows by using (9) and (14) in (8).
For the third term in Lemma 4, we have the following.
Lemma 6. Let Assumption 1, 2 and 3 hold. We have: ∀k ≥ 0,
E [〈(W − J)yk+1, (W − J) (∇fk − gk)〉] ≤ ν2a
Proof. Using the gradient tracking update (1a) and WJ = J,
E [〈(W − J)yk+1, (W − J) (∇fk − gk)〉 |Fk]
= E
[〈
W2 (yk + gk − gk−1) , (W − J) (∇fk − gk)
〉 |Fk]
= E
[〈
W2 (gk −∇fk) , (W − J) (∇fk − gk)
〉 |Fk] ,
= E
[
(gk −∇fk)⊤(J−W⊤W2) (gk −∇fk) |Fk
]
(15)
where the second equality uses that yk, gk−1 and ∇fk are Fk-
measurable and E[gk|Fk] = ∇fk. In light of Lemma 1(d), (15)
reduces to
E [〈(W − J)yk+1, (W − J) (∇fk − gk)〉 |Fk]
= E
[
(gk −∇fk)⊤diag(J) (gk −∇fk) |Fk
]
− E [(gk −∇fk)⊤diag(W⊤W2) (gk −∇fk) |Fk]
≤ E [(gk −∇fk)⊤diag(J) (gk −∇fk) |Fk] , (16)
where the last inequality uses that diag(W⊤W2) is nonnega-
tive. The proof follows by using Assumption 3 on the bounded
variance and taking the expectation on (16).
Lemma 7. Let Assumption 1, 2 and 3 hold. We have: ∀k ≥ 0,
〈(W − J)yk+1, (W − J) (∇fk+1 −∇fk)〉
≤ (λαkL+ 0.5η1 + η2)λ2 ‖yk+1 − Jyk+1‖2
+ η−12 λ
2L2 ‖xk − Jxk‖2 + 0.5η−11 λ2α2kL2n ‖gk‖2 .
7Proof. Using (W−J)J = J and Cauchy-Schwarz inequality,
〈(W − J)yk+1, (W − J) (∇fk+1 −∇fk)〉
= 〈(W − J) (yk+1 − Jyk+1), (W − J) (∇fk+1 −∇fk)〉
≤ λ2L ‖yk+1 − Jyk+1‖ ‖xk+1 − xk‖ , (17)
where the last inequality uses ‖W − J‖ = λ and the L-
smoothness of each fi. We note that
‖xk+1 − xk‖
= ‖xk+1 − Jxk+1 + Jxk+1 − Jxk + Jxk − xk‖
≤ ‖xk+1 − Jxk+1‖+ αk
√
n ‖gk‖+ ‖xk − Jxk‖
≤ 2 ‖xk − Jxk‖+ αk
√
n ‖gk‖+ αkλ ‖yk+1 − Jyk+1‖ .
(18)
where the last inequality uses Lemma 3. We use (18) in (19)
to obtain:
〈(W − J)yk+1, (W − J) (∇fk+1 −∇fk)〉
≤ αkLλ3 ‖yk+1 − Jyk+1‖2
+ (λ ‖yk+1 − Jyk+1‖)
(
λαkL
√
n ‖gk‖
)
︸ ︷︷ ︸
C4
+ 2(λ ‖yk+1 − Jyk+1‖)(λL ‖xk − Jxk‖)︸ ︷︷ ︸
C5
. (19)
By Young’s inequality, we have that
C4 ≤ 0.5η1λ2 ‖yk+1 − Jyk+1‖2 + 0.5η−11 λ2α2kL2n ‖gk‖2 ,
where η1 > 0 is arbitrary, and that,
C5 ≤ η2λ2 ‖yk+1 − Jyk+1‖2 + η−12 λ2L2 ‖xk − Jxk‖2 ,
where η2 > 0 is arbitrary. The proof follows by Using the
bounds on C4 and C5 in (19).
With the help of auxiliary Lemmas 5-7, we prove an upper
bound on the gradient tracking error.
Lemma 8. Let Assumption 1, 2 and 3 hold. If 0 < αk ≤
min
{
1−λ2
6λ2 , 1
}
1
2L , ∀k ≥ 0, we have: ∀k ≥ 0,
E
[‖yk+2 − Jyk+2‖2
nL2
]
≤ 1 + λ
2
2
E
[‖yk+1 − Jyk+1‖2
nL2
]
+
4ν2a
L2
+
12λ2
1− λ2E
[‖xk − Jxk‖2
n
]
+
12λ2α2k
1− λ2 E
[ ∥∥∇fk∥∥2 ],
Proof. Using Lemma 5, 6 and 7 in Lemma 4, we have
E
[ ‖yk+2 − Jyk+2‖2 ]
≤ λ2(1 + λαkL+ 6α2kL2 + 0.5η1 + η2)
× E[ ‖yk+1 − Jyk+1‖2 ]
+ ((2 + αkL)λ
2n+ 1)ν2a
+
(
9 + η−12
)
λ2L2E
[ ‖xk − Jxk‖2 ]
+
(
3 + 0.5η−11
)
λ2α2kL
2nE
[ ‖gk‖2 ]. (20)
We set η1 =
1−λ2
6λ2 and η2 =
1−λ2
12λ2 . It can be verified that
if 0 < αk ≤ 1−λ212λ2L ,
1 + λαkL+ 6α
2
kL
2 + 0.5η1 + η2 ≤ (1 + λ2)/2. (21)
Moreover, recall from (5) that
E
[ ‖gk‖2 ] ≤ E[ ∥∥∇fk∥∥2 ]+ ν2a/n. (22)
Using (21), (22), η1 =
1−λ2
6λ2 and η2 =
1−λ2
12λ2 in (20), we have:
if 0 < αk ≤ min
{
1−λ2
9λ2 , 1
}
1
2L ,
E
[ ‖yk+2 − Jyk+2‖2 ]
≤ 1+λ22 E
[ ‖yk+1 − Jyk+1‖2 ]+ (12λ2α2kL21−λ2 + 3.5n) ν2a
+
(
9 + 12λ
2
1−λ2
)
λ2L2E
[ ‖xk − Jxk‖2 ]
+
12λ2α2kL
2n
1−λ2 E
[ ∥∥∇fk∥∥2 ].
Note that 9+ 12λ
2
1−λ2 ≤ 121−λ2 and
12λ2α2kL
2
1−λ2 ≤ 12 and the desired
inequality follows.
C. LTI dynamics
In this subsection, we establish the convergence rate of
GT-DSGD for general non-convex functions under an appro-
priate constant step-size αk = α, ∀k ≥ 0. To this end, we
now jointly write Lemma 3 and 8 in the following linear-
time-invariant system that characterizes the convergence of
consensus and gradient tracking process.
Proposition 1. Let Assumption 1, 2 and 3 hold. If 0 < αk ≤
min
{
1−λ2
9λ2 , 1
}
1
2L , then we have the following (entry-wise)
matrix-vector inequality: ∀k ≥ 1,
uk ≤ Guk−1 + bk−1, (23)
where the state vector uk ∈ R2, the system matrix G ∈ R2×2
and the perturbation vector bk ∈ R2 are given by
uk =
 E
[‖xk − Jxk‖2
n
]
E
[‖yk+1 − Jyk+1‖2
nL2
]
 , G =

1 + λ2
2
2α2λ2L2
1− λ2
12λ2
1− λ2
1 + λ2
2
 ,
bk =
 012λ2α2
1− λ2 E
[∥∥∇fk∥∥2]+ 4ν2a
L2
 .
In light of Proposition 2, we first solve the range of αk such
that ρ(G) < 1, in light of the following lemma from [29].
Lemma 9. Let X ∈ Rd×d be a non-negative matrix and x ∈
R
d be a positive vector. If Xx ≤ zx, then ρ(X) ≤ z, where
ρ(·) denotes the spectral radius of the corresponding matrix.
Lemma 10. If 0 < α ≤ (1−λ2)210Lλ2 , then we have ρ(G) < 1 and
hence
∑∞
k=0 G
k is convergent and
∑∞
k=0 G
k = (I2 −G)−1.
Proof. In the light of Lemma 9, we solve the range of α and
a positive vector ε = [ε1, ε2]
⊤ such that Gε < ε, which is
equivalent to the following two inequalities.

1 + λ2
2
ε1 +
2α2λ2L2
1− λ2 ε2 < ε1
12λ2
1− λ2 ε1 +
1 + λ2
2
ε2 < ε2
⇐⇒


α2 <
(1 − λ2)2
4L2λ2
ε1
ε2
ε1
ε2
<
(1− λ2)2
24λ2
We set ε1/ε2 = (1 − λ2)2/(25λ2) and the proof follows by
using it to solve for the range of αk such that the above set
of inequalities hold.
8Now, we prove an upper bound on the accumulated consensus
error as follows.
Lemma 11. Let Assumption 1, 2 and 3 hold. If 0 < α ≤
min
{
1, (1−λ
2)2
4
√
3λ2
}
1
2L , then we have the following inequality.
K∑
k=0
E
[‖xk − Jxk‖2
n
]
≤ 192α
4λ4L2
(1− λ2)4
K−1∑
k=0
E
[∥∥∇fk∥∥2]
+
16α2λ4
(1− λ2)3
‖∇f0‖2
n
+
80α2λ2ν2aK
(1− λ2)3 .
Proof. We recursively apply (33) to obtain: ∀k ≥ 1,
uk ≤Gku0 +
k−1∑
t=0
Gtbk−1−t.
Summing up the above inequality over k from 1 to K ,
K∑
k=0
uk ≤
K∑
k=0
G
k
u0 +
K∑
k=1
k−1∑
t=0
G
t
bk−1−t
≤
(
∞∑
k=0
G
k
)
u0 +
(
∞∑
k=0
G
k
)
K−1∑
k=0
bk
= (I2 −G)−1u0 + (I2 −G)−1
K−1∑
k=0
bk. (24)
In light of (24), we next compute an (entry-wise) upper bound
on (I2 −G)−1 as follows. We note that if 0 < α ≤ (1−λ
2)2
8
√
3λ2L
,
det(I2 −G) = (1− λ
2)2
4
− 24α
2λ4L2
(1− λ2)2 ≥
(1 − λ2)2
8
. (25)
Using the lower bound on det(I2 −G) above, we have that
(I2 −G)−1 = adj(I2 −G)
det(I2 −G) ≤

4
1− λ2
16α2λ2L2
(1− λ2)3
96λ2
(1− λ2)3
4
1− λ2
 .
We use (25) in (24) to obtain
K∑
k=0
E
[‖xk − Jxk‖2
n
]
≤ 16α
2λ2
(1− λ2)3E
[‖y1 − Jy1‖2
n
]
+
192α4λ4L2
(1− λ2)4
K−1∑
k=0
E
[∥∥∇fk∥∥2]+ 64α2λ2ν2aK
(1− λ2)3 . (26)
Finally, we note that
E
[ ‖y1 − Jy1‖2 ]
= E
[
E
[ ‖(W − J)g0‖2 ]|F0]
= E
[ ‖(W − J)(g0 −∇f0)‖2 ]+ E[ ‖(W − J)∇f0‖2 ]
≤ λ2nν2a + λ2 ‖∇f0‖2 , (27)
where the second equality uses E[g0|F0] = ∇f0 and that ∇f0
is F0-measurable. The proof follows by using (27) in (26).
Lemma 11 states that the accumulated consensus error may be
bounded by the accumulated average of local exact gradients
and the accumulated variance of stochastic gradients. We show
that this bound leads to the convergence of GT-DSGD.
Proof of Theorem 1. Summing up the descent inequality in
Lemma 2 over k from 0 to K − 1 to obtain: if 0 < α ≤ 12L ,
E [F (xK)] ≤ E [F (x0)]− αk
2
K−1∑
k=0
E
[‖∇F (xk)‖2]
−α
4
K−1∑
k=0
E
[∥∥∇fk∥∥2]+αL2
2
K−1∑
k=0
E
[‖xk − Jxk‖2
n
]
+
α2ν2aLK
2n
.
Rearranging the inequality above obtains: if 0 < αk ≤ 12L ,
K−1∑
k=0
E
[‖∇F (xk)‖2] ≤ 2(F (x0)− F ∗)
α
+
αν2aLK
n
− 1
2
K−1∑
k=0
E
[∥∥∇fk∥∥2]+ L2 K−1∑
k=0
E
[‖xk − Jxk‖2
n
]
. (28)
Moreover, we note that
1
n
n∑
i=1
K−1∑
k=0
E
[∥∥∥∇F (xik)∥∥∥2]
≤ 2
n
n∑
i=1
K−1∑
k=0
E
[∥∥∥∇F (xik)−∇F (xk)∥∥∥2]+2K−1∑
k=0
E
[‖∇F (xk)‖2]
≤ 2L2
K−1∑
k=0
E
[‖xk − Jxk‖2
n
]
+2
K−1∑
k=0
E
[‖∇F (xk)‖2] (29)
Using (28) in (29) obtains:
1
n
n∑
i=1
K−1∑
k=0
E
[∥∥∥∇F (xik)∥∥∥2] ≤ 4(F (x0)− F ∗)αk + 2αν
2
aLK
n
−
K−1∑
k=0
E
[∥∥∇fk∥∥2]+ 4L2 K−1∑
k=0
E
[‖xk − Jxk‖2
n
]
.
(30)
Use Lemma 11 in (30): If 0 < α ≤ min
{
1, (1−λ
2)2
4
√
3λ2
}
1
2L ,
1
n
n∑
i=1
K−1∑
k=0
E
[∥∥∥∇F (xik)∥∥∥2]
≤ 4(F (x0)− F
∗)
α
+
2αν2aLK
n
++
320α2L2λ2ν2aK
(1− λ2)3
−
(
1− 768α
4L4λ4
(1− λ2)4
)K−1∑
k=0
E
[∥∥∇fk∥∥2]+ 64α2L2λ4
(1− λ2)3
‖∇f0‖2
n
.
Clearly, if 0 < α ≤ 1−λ26Lλ , then 1 − 768α
4L4λ4
(1−λ2)4 ≤ 0, and the
proof follows.
V. CONVERGENCE ANALYSIS UNDER PL CONDITION:
CONSTANT STEP-SIZE
In this section, we present the convergence analysis of
GT-DSGD under PL condition. The following is a useful
inequality that may be found in [25]; for the sake of com-
pleteness, we present its proof here.
Lemma 12. Let Assumption 1 hold. We have: ∀x ∈ Rp.
‖∇F (x)‖2 ≤ 2L (F (x)− F ∗) .
Proof. By (3) and the fact that F is bounded below by F ∗,
we have F ∗ ≤ F (x− L−1∇F (x)) ≤ F (x)− 12L ‖∇F (x)‖2,
which yields the desired inequality.
9We conclude from Lemma 12 that, under Assumption 1 and 4,
µ ≤ L and define κ := Lµ ≥ 1. The following lemma is helpful
in establishing the performance of GT-DSGD at each node.
Lemma 13. Let Assumption 1 hold. We have
1
n
n∑
i=1
(F (xik)− F ∗) ≤ 2 (F (xk)− F ∗) + L
‖xk − Jxk‖2
n
.
Proof. Setting y = xik and x = xk in (3), we obtain
F (xik)− F ∗
≤ F (xk)− F ∗ +
〈∇F (xk),xik − xk〉+ 12L ∥∥xik − xk∥∥2 ,
≤ F (xk)− F ∗ + ‖∇F (xk)‖
∥∥xik − xk∥∥+ 12L ∥∥xik − xk∥∥2 ,
≤ F (xk)− F ∗ + 12L−1 ‖∇F (xk)‖
2
+ L
∥∥xik − xk∥∥2
≤ 2 (F (xk)− F ∗) + L
∥∥xik − xk∥∥2 , (31)
where the third inequality uses Young’s inequality and the last
inequality is due to Lemma 12. Averaging (31) over i from 1
to n proves the lemma.
We first use the PL inequality to refine Lemma 2 as follows.
Lemma 14. Let Assumptions 1, 2, and 3 hold. If 0 < αk ≤
1
2L , then we have: ∀k ≥ 0,
E
[
F (xk+1)− F ∗
L
∣∣∣Fk] ≤ (1− µαk)F (xk)− F ∗
L
+
αkL
2
‖xk − Jxk‖2
n
+
ν2aα
2
k
2n
.
Proof. Using the PL condition in the descent inequality in
Lemma 2: if 0 < αk ≤ 12L ,
E [F (xk+1)|Fk] ≤ F (xk)− µαk (F (xk)− F ∗)− αk
4
∥∥∇fk∥∥2
+
αkL
2
2
‖xk − Jxk‖2
n
+
α2kLν
2
a
2n
.
The proof follows by substracting F ∗ from both sides of the
inequality above.
We next use Lemma 12 to refine Lemma 8 as follows.
Lemma 15. Let Assumption 1, 2, 3 and 4 hold. If 0 < αk ≤
min
{
1−λ2
6λ2 , 1
}
1
2L , then we have: ∀k ≥ 0,
E
[‖yk+2 − Jyk+2‖2
nL2
]
≤ 1 + λ
2
2
E
[‖yk+1 − Jyk+1‖2
nL2
]
+
4ν2a
L2
+
48λ2α2kL
2
1− λ2 E
[
F (xk)− F ∗
L
]
+
18λ2
1− λ2E
[‖xk − Jxk‖2
n
]
.
Proof. Observe that, by Lemma c and 12,∥∥∇fk∥∥2 ≤ 2 ‖∇F (xk)‖2 + 2 ∥∥∇F (xk)−∇fk∥∥2
≤ 4L (F (xk)− F ∗) + 2L2n−1 ‖xk − Jxk‖2 (32)
Using the inequality above in Lemma 8 to obtain:
E
[‖yk+2 − Jyk+2‖2
nL2
]
≤
(
12λ2
1− λ2 +
24λ2α2kL
2
1− λ2
)
E
[‖xk − Jxk‖2
n
]
+
4ν2a
L2
+
48λ2α2kL
1− λ2 E
[
F (xk)− F ∗
]
+
1 + λ2
2
E
[‖yk+1 − Jyk+1‖2
nL2
]
.
The proof follows by noting that
24λ2α2kL
2
1−λ2 ≤ 6λ
2
1−λ2 .
Proposition 2. Let Assumption 1, 2, 3 and 4 hold. If 0 <
αk ≤ min
{
1, 1−λ
2
3λ4/3
, (1−λ
2)2
3
√
10λ2
}
1
2L , then we have the following
(entry-wise) matrix-vector inequality: ∀k ≥ 1,
vk ≤ Hkvk−1 + uk, (33)
where the state vector vk ∈ R3, the system matrix H ∈ R3×3
and the perturbation vector uk ∈ R3 are given by
vk =

E
[‖xk − Jxk‖2
n
]
E
[
F (xk)− F ∗
L
]
E
[‖yk+1 − Jyk+1‖2
nL2
]

, uk =

0
α2kν
2
a
2n
4ν2a
L2

Hk =

1 + λ2
2
0
2α2kλ
2L2
1− λ2
αkL
2
1− µαk 0
18λ2
1− λ2
48λ2α2kL
2
1− λ2
1 + λ2
2
 .
We first find the condition under which ρ(Hk) < 1, ∀k ≥ 0.
Lemma 16. Let Assumption 1, 2, 3 and 4 hold. If the step-
size αk satisfies that
0 < αk ≤ α := min
{
1
2L
,
(1− λ2)2
24
√
2Lλ2
,
1− λ2
6.5Lκ1/4λ
,
1− λ2
2µ
}
,
then we have: ∀k ≥ 0,
ρ(Hk) ≤ 1− µαk
2
< 1.
Proof. In the light of Lemma 9, we solve for the range of
the step-size αk and a positive vector δ = [δ1, δ2, δ3] such
that Hkδ ≤
(
1− µαk2
)
δ, which may be written as
µαk
2
+
2α2kλ
2L2
1− λ2
δ3
δ1
≤ 1− λ
2
2
, (34)
κδ1 ≤ δ2, (35)
µαk
2
≤ 1− λ
2
2
− 18λ
2
1− λ2
δ1
δ3
− 48λ
2α2kL
2
1− λ2
δ2
δ3
. (36)
In light of (35), we fix δ1 = 1 and δ2 = κ. We now impose
that 0 < αk ≤ 1−λ22µ , ∀k ≥ 0. Then, according to (36), we
choose δ3 > 0 such that
18λ2
1− λ2
1
δ3
+
48λ2α2kL
2
1− λ2
κ
δ3
≤ 1− λ
2
4
. (37)
It suffices to fix δ3 =
72λ2
(1−λ2)2 +
192λ2α2kL
2κ
(1−λ2)2 . Now, we use the
fixed values of δ1, δ2, δ3 and the requirement that 0 < αk ≤
1−λ2
2µ to solve the range of αk such that (34) holds, i.e.,
144α2kλ
4L2
(1− λ2)3 +
384λ4α4kL
4κ
(1− λ2)3 ≤
1− λ2
4
.
It therefore suffices to choose αk such that
0 < αk ≤ min
{
1− λ2
6.5Lκ1/4λ
,
(1− λ2)2
24
√
2Lλ2
}
,
which completes the proof.
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Lemma 17. Let Assumption 1, 2, 3 and 4 hold. If 0 < αk ≤
α, ∀k ≥ 0, then[
(I3 −Hk)−1 uk
]
1
≤ 576α
5
kL
3κλ4ν2a
n(1− λ2)4 +
96α2kλ
2ν2a
(1− λ2)3 ,[
(I3 −Hk)−1 uk
]
2
≤ 3αkν
2
a
2nµ
+
48α2kλ
2κν2a
(1− λ2)3 ,[
(I3 −Hk)−1 uk
]
3
≤ 144λ
2α3kκLν
2
a
n(1− λ2)2 +
24ν2a
L2(1− λ2) .
Proof. By the definition of Hk in Proposition 2, we first com-
pute the determinant of I3−H. It can be verified that, ∀k ≥ 0,
det(I3 −Hk) = µαk(1− λ
2)2
4
− 48α
5
kL
5λ4
(1 − λ2)2 −
36µα3kL
2λ4
(1− λ2)2
≥ µαk(1− λ
2)2
12
.
if 0 < αk ≤ α, ∀k ≥ 0. Moreover, the adjugate of I3 −Hk is
given by
[(I3 −Hk)∗]1,2 =
96λ4α4kL
4
(1− λ2)2 , [(I3 −Hk)
∗]
1,3 =
2µα3kλ
2L2
1− λ2 ,
[(I3 −Hk)∗]2,2 ≤
(1− λ2)2
4
, [(I3 −Hk)∗]2,3 =
α3kL
3λ2
1− λ2 ,
[(I3 −Hk)∗]3,2 = 24λ2α2kL2, [(I3 −Hk)∗]3,3 =
µαk(1− λ2)
2
.
The proof follows by (I3 −Hk)−1 = (I3−Hk)
∗
det(I3−Hk) .
We are now ready to prove Theorem 2 that characterizes the
performance of GT-DSGD under constant step-sizes.
Proof of Theorem 2. We consider a constant step-size αk =
α, ∀k ≥ 0 such that 0 < αk ≤ α and denote Hk = H
and uk = u, ∀k ≥ 0. We recursively apply (33) from k to 1
to obtain: ∀k ≥ 1,
vk ≤ Hkv0 +
k−1∑
t=0
Htu ≤ Hkv0 + (I3 −H)−1 u. (38)
The first two statements in Theorem 2 follow by using
Lemma 17 in (38). The third statement in Theorem 2 follows
by using Lemma 13.
VI. CONVERGENCE ANALYSIS UNDER PL CONDITION:
ALMOST SURE CONVERGENCE
We first show that under appropriate step-sizes, the gradient
tracking error sequence is uniformly bounded in mean squared.
Lemma 18. Let Assumptions 1, 2, 3, and 4 hold. If
0 < αk ≤ α, then we have: ∀k ≥ 0,
E
[
‖yk − Jyk‖2
]
≤ ŷ.
where ŷ ∈ R is given by
ŷ := max
{
λ2
(
nν2a + ‖∇f0‖2
)
,
144λ2α3κL3ν2a
(1− λ2)2 +
24nν2a
1− λ2
}
.
Proof. We prove by induction that for some positive constant
vector v̂ ∈ R3,
vk ≤ v̂, ∀k ≥ 0, (39)
if 0 < αk ≤ α, ∀k ≥ 0. We note that when k = 0, it suffices
to choose v̂ such that
v̂ ≥ v0 =
[
0,
F (x0)− F ∗
L
,
λ2ν2a
L2
+
λ2‖∇f0‖2
nL2
]⊤
. (40)
Now suppose that vk ≤ v̂ for some k ≥ 0. In light of
Proposition 2, i.e, vk+1 ≤ Hkvk + uk, ∀k ≥ 0, we derive
the condition on v̂ such that
Hkv̂ + uk ≤ v̂,
which may be written as:
v̂ ≥ (I3 −Hk)−1uk.
We note that, from Lemma 17, (I3−Hk)−1uk is a monotoni-
cally increasing function of αk and that 0 < αk ≤ α, ∀k ≥ 0.
Therefore, the induction is complete by choosing v̂ such that
it is larger than the uniform upper bound of (I3 −Hk)−1uk
and, moreover, satisfies (40). In particular, we choose [v̂]3 as
[v̂]3 =
max
{
(nν2a + ‖∇f0‖2)λ2
nL2
,
144λ2α3κLν2a
n(1− λ2)2 +
24ν2a
L2(1− λ2)
}
and the proof follows.
We establish the almost sure convergence of GT-DSGD under
PL condition using the Robbins-Siegmund almost supermartin-
gale convergence theorem [32], presented as follows.
Lemma 19 (Robbins-Siegmund). Let (Ω,F , {Fk},P) be a
filtered space. Suppose that Zk, Bk, Ck and Dk are nonneg-
ative and Fk-measurable random variables such that
E [Zk+1|Fk] ≤ (1 +Bk)Zk + Ck −Dk, ∀k ≥ 0.
Then we have limk→∞ Zk exists and is finite almost surely,
and
∑∞
k=0 Dk <∞ almost surely on the event{
∞∑
k=0
Bk <∞,
∞∑
k=0
Ck <∞
}
.
Proof of Theorem 3. We consider the step-size sequence of
the form αk =
δ
µ(k+1)ǫ where δ > 0 and ǫ ∈ (0.5, 1]. We
consider Fk-adapted processes
Rk := (k + 1)
τ x˜k := (k + 1)
τn−1 ‖xk − Jxk‖2 ,
Qk := (k + 1)
τ∆k := (k + 1)
τL−1(F (xk)− F ∗),
where τ ∈ (0, 2ǫ− 1). Note that
(k + 2)τ = (k + 1)τ
(
1 + 1k+1
)τ ≤ (k + 1)τe τk+1 ,
by 1 + x ≤ ex, ∀x ∈ R. Since τk+1 ≤ 1, we have: ∀k ≥ 0,
(k + 2)τ ≤ e(k + 1)τ ; (41)
moreover, since ex ≤ 1 + x+ x2, ∀x ≤ 1,1 we have: ∀k ≥ 0,
(k + 2)τ ≤
(
1 +
τ
k + 1
+
τ 2
(k + 1)2
)
(k + 1)τ . (42)
1Note that ex = 1 + x + x2
∑
∞
k=2
xk−2
k!
, ∀x ∈ R. If x ≤ 1, then we
have ex ≤ 1 + x+ x2
∑
∞
k=2
1
k!
= 1 + x+ (e− 2)x2.
11
Recursion of Rk. We use Lemma 18 in Lemma 3 to
obtain: ∀k ≥ 0,
E [x˜k+1] ≤ 1 + λ
2
2
E [x˜k] +
2λ2ŷ
n(1− λ2)
δ2
µ2(k + 1)2ǫ
. (43)
We multiply (43) by (k+2)τ and use (41) and (42) to obtain:
E [Rk+1] ≤ 1 + λ
2
2
(
1 +
τ
k + 1
+
τ 2
(k + 1)2
)
E [Rk]
+
2eλ2ŷ
n(1− λ2)
δ2
µ2(k + 1)2ǫ−τ
. (44)
Observe that
1 + λ2
2
(
1 +
τ
k + 1
+
τ 2
(k + 1)2
)
=
(
1− 1− λ
2
2
)(
1 +
τ
k + 1
+
τ 2
(k + 1)2
)
≤ 1 + τ
k + 1
+
τ 2
(k + 1)2
− 1− λ
2
2
≤ 1 + τ
2
(k + 1)2
− 1− λ
2
4
, (45)
if k ≥ 4τ1−λ2 , i.e., τk+1 ≤ 1−λ
2
4 . Using (45) in (44), we have:
if k ≥ 4τ1−λ2 ,
E [Rk+1] ≤
(
1 +
τ 2
(k + 1)2
)
E [Rk]− 1− λ
2
4
E [Rk]
+
2eλ2ŷ
n(1− λ2)
δ2
µ2(k + 1)2ǫ−τ
. (46)
We note that
∑∞
k=0
1
(k+1)2 < ∞ and
∑∞
k=0
1
(k+1)2ǫ−τ < ∞
if τ ∈ (0, 2ǫ − 1). Applying the Robbins-Siegmund theorem
(Lemma 19) for deterministic recursions in (46) leads to
E [
∑∞
k=0Rk] =
∑∞
k=0E [Rk] <∞,
where the first equality is due to Lebesgue monotone conver-
gence theorem, which further implies
P (
∑∞
k=0Rk <∞) = 1, (47)
since Rk is nonnegative.
Recursion of Qk. We note that from Lemma 14: if ∀k ≥
(2κδ)
1
ǫ , i.e., αk ≤ 12L ,
E [∆k+1|Fk] ≤
(
1− δ
(k + 1)ǫ
)
∆k +
δκ
2(k + 1)ǫ
x˜k
+
ν2a
2n
δ2
µ2(k + 1)2ǫ
. (48)
We multiply (k + 2)τ from both sides of (48) and use (41)
and (42) to obtain: ∀k ≥ (2κδ) 1ǫ ,
E [Qk+1|Fk] ≤
(
1− δ
(k + 1)ǫ
)(
1 +
τ
k + 1
+
τ 2
(k + 1)2
)
Qk
+
eδκ
2
Rk +
eν2a
2n
δ2
µ2(k + 1)2ǫ−τ
. (49)
Observe that(
1− δ
(k + 1)ǫ
)(
1 +
τ
k + 1
+
τ 2
(k + 1)2
)
≤ 1 + τ
k + 1
+
τ 2
(k + 1)2
− δ
(k + 1)ǫ
≤ 1 + τ
2
(k + 1)2
− δ − τ
(k + 1)ǫ
, (50)
where the second inequality uses ǫ < 1. We use (50) in (49)
to obtain: ∀k ≥ (2κδ) 1ǫ ,
E [Qk+1|Fk] ≤
(
1 +
τ 2
(k + 1)2
)
Qk − δ − τ
(k + 1)ǫ
Qk
+
eδκ
2
Rk +
eν2a
2n
δ2
µ2(k + 1)2ǫ−τ
. (51)
We note that
∑∞
k=0
1
(k+1)2 <∞,
∑∞
k=0
1
(k+1)2ǫ−τ <∞ if τ <
2ǫ − 1 and P(∑∞k=0 Rk < ∞) = 1. Applying the Robbins-
Siegmund theorem (Lemma 19) in (51) gives: if δ > τ ,
P
(
lim
k→∞
Qk = Q
)
= 1, (52)
where Q is some nonnegative random variable, and
P
(
∞∑
k=0
δ − τ
(k + 1)ǫ
Qk <∞
)
= 1;
Since
∑∞
k=0
δ−τ
(k+1)ǫ =∞, where ǫ ∈ (0.5, 1], we have{
∞∑
k=0
δ − τ
(k + 1)ǫ
Qk <∞
}
⊆
{
lim inf
k→∞
Qk = 0
}
,
which, by monotonicity of the probability measure, leads to
P
(
lim inf
k→∞
Qk = 0
)
= 1. (53)
From (53) and (52), we conclude that P (Q = 0) = 1, i.e.,
P
(
lim
k→∞
Qk = 0
)
= 1, (54)
The proof follows by recalling the definition of the process Qk
and Rk and by applying Lemma 13 on (47) and (54).
VII. CONVERGENCE ANALYSIS UNDER PL CONDITION:
ASYMPTOTICALLY OPTIMAL MEAN-SQUARED RATE
In this section, we focus on the following step-size se-
quence [1]: ∀k ≥ 0,
αk =
β
k + γ
, (55)
where β > 0 and γ > 0 are parameters. Note that since 0 <
αk ≤ α, ∀k ≥ 0, we require γ ≥ β/α. We first prove a non-
asymptotic rate on the network consensus process.
Lemma 20. Let Assumption 1, 2, 3 and 4 hold. If γ ≥
max
{
β
α ,
8
1−λ2
}
, then we have: ∀k ≥ 0,
E
[‖xk − Jxk‖2] ≤ 8λ2ŷ
(1− λ2)2
β2
(k + γ)2
.
Proof. We prove by induction that there exists a positive
constant x̂ such that
E
[ ‖xk − Jxk‖2 ] ≤ x̂
(k + γ)2
, ∀k ≥ 0. (56)
Since ‖xk − Jxk‖ = 0, (56) holds trivially when k = 0.
Suppose now that (56) holds for some k ≥ 0. From Lemma 3
and 18, we have that: if If γ ≥ βα , then ∀k ≥ 0,
E
[‖xk+1 − Jxk+1‖2] ≤ 1 + λ2
2
E
[‖xk − Jxk‖2]+ 2λ2ŷ
1− λ2α
2
k.
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We therefore derive the condition on x̂ such that
1 + λ2
2
x̂
(k + γ)2
+
2λ2ŷ
1− λ2
β2
(k + γ)2
≤ x̂
(k + γ + 1)2
⇐⇒ 2λ
2ŷβ2
1− λ2 ≤
(
(k + γ)2
(k + γ + 1)2
− 1 + λ
2
2
)
x̂.
Since k+γk+γ+1 is monotonically increasing function of k, it
suffices to choose x̂ such that the above inequality holds
when k = 0, i.e.,
2λ2ŷ
1− λ2 β
2 ≤
(
γ2
(γ + 1)2
− 1 + λ
2
2
)
x̂,
Since 2γ+1(γ+1)2 ≤ 2γ , it suffices to choose x̂ such that
2λ2ŷ
1− λ2 β
2 ≤
(
1− λ2
2
− 2
γ
)
x̂.
If γ ≥ 81−λ2 , then it suffices to choose x̂ such that x̂ :=
8λ2β2ŷ
(1−λ2)2 , which completes the induction.
We present a useful lemma that is adapted from the stochastic
approximation literature [22], [23], [31], [33].
Lemma 21. Consider the step-size sequence defined in (55).
We have: for any 0 ≤ a ≤ b,
b∏
s=a
(1− µαs) ≤ (a+ γ)
µβ
(b + γ + 1)µβ
.
Proof. By the definition of αk in (55) and the fact that 1+x ≤
exp{x}, ∀x ∈ R, we have
b∏
s=a
(1− µαs) =
b∏
s=a
(
1− µβ
s+ γ
)
≤ exp
{
−
b∑
s=a
µβ
s+ γ
}
. (57)
Since 1s+γ ≥
∫ s+γ+1
s+γ
1
xdx, ∀s ≥ 0, we have: 0 ≤ a ≤ b,
b∑
s=a
1
s+ γ
≥
∫ b+γ+1
a+γ
1
x
dx = log
(
b+ γ + 1
a+ γ
)
. (58)
Applying (58) to (57) completes the proof.
Now we are ready to prove the asymptotically optimal con-
vergence rate GT-DSGD in mean, through a non-asymptotic
analysis inspired by [10], [22], [23], [33], [34], [36].
Proof of Theorem 4. We denote ∆k :=
F (xk)−F∗
L . Using
Lemma 20 in Lemma 14 obtains: if γ ≥ max
{
β
α ,
8
1−λ2
}
,
∆k+1 ≤ (1− µαk)∆k + ν
2
a
2n
α2k + x̂α
3
k, ∀k ≥ 0, (59)
where x̂ := 4λ
2Lŷ
n(1−λ2)2 . We recursively apply (59) from k to 0
to obtain: ∀k ≥ 1,
∆k
≤ ∆0
k−1∏
t=0
(1− µαt) +
k−1∑
t=0
((
ν2a
2n
α2t + x̂α
3
t
) k−1∏
l=t+1
(1− µαl)
)
≤ ∆0 γ
µβ
(k + γ)µβ
+
k−1∑
t=0
(
ν2aβ
2
2n(t + γ)2
+
x̂β3
(t+ γ)3
)
(t+ 1 + γ)µβ
(k + γ)µβ
≤ ∆0 γ
µβ
(k + γ)µβ
+
ν2aβ
2
2n(k + γ)µβ
k−1∑
t=0
(t+ 1 + γ)µβ
(t+ γ)2
+
x̂β3
(k + γ)µβ
k−1∑
t=0
(t+ 1 + γ)µβ
(t+ γ)3
, (60)
where second inequality uses Lemma 21. By 1 + x ≤
exp{x}, ∀x ∈ R, we have: for 0 ≤ t ≤ k − 1,
(t+ 1 + γ)µβ
(t+ γ)µβ
=
(
1 +
1
t+ γ
)µβ
≤ exp
{
µβ
γ
}
≤√e, (61)
where the last inequality uses µα ≤ 0.5κ−1. We use (61)
in (60) to obtain:
∆k ≤ ∆0 γ
µβ
(k + γ)µβ
+
√
eν2aβ
2
2n(k + γ)µβ
k−1+γ∑
s=γ
sµβ−2
+
√
ex̂β3
(k + γ)µβ
k−1+γ∑
s=γ
sµβ−3, (62)
Since sµβ−2 ≤ max
{∫ s+1
s
xµβ−2dx,
∫ s
s−1 x
µβ−2dx
}
, we
have: if β > 1/µ,
k−1+γ∑
s=γ
sµβ−2 ≤
∫ k+γ
γ−1
xµβ−2dx ≤ (k + γ)
µβ−1
µβ − 1 . (63)
Since sµβ−3 ≤ max
{∫ s+1
s x
µβ−3dx,
∫ s
s−1 x
µβ−3dx
}
, we
have: if β > 2/µ,
k−1+γ∑
s=γ
sµβ−3 ≤
∫ k+γ
γ−1
xµβ−3dx ≤ (k + γ)
µβ−2
µβ − 2 . (64)
Now, we apply (63) and (64) in (60) to obtain: ∀k ≥ 0,
∆k ≤ ∆0 γ
µβ
(k + γ)µβ
+
√
eν2aβ
2
2n(µβ − 1)(k + γ)
+
√
ex̂β3
(µβ − 2)(k + γ)2 . (65)
Using (65) and Lemma 20 in Lemma 13, we obtain: ∀k ≥ 0,
1
n
n∑
i=1
(
F (xik)− F ∗
)
≤ 2∆0γ
µβ
(k + γ)µβ
+
√
eLν2aβ
2
n(µβ − 1)(k + γ)
+
2
√
eLx̂β3
(µβ − 2)(k + γ)2 +
2x̂β2
(k + γ)2
.
The proof follows by noting that 2x̂β
2
(k+γ)2 ≤ 2
√
eLx̂β3
(µβ−2)(k+γ)2 .
Proof of Corollary 2. We first solve for the lower bound on k
such that √
eLν2aβ
2
n(µβ − 1)(k + γ) ≥
2(
√
e+ 1)Lx̂β3
(µβ − 2)(k + γ)2 ,
which may be written equivalently as
k + γ ≥ 2(
√
e+ 1)(µβ − 1)nx̂β√
e(µβ − 2)ν2a
. (66)
Suppose that ‖∇f0‖2 = O(n), β = θ/µ, where θ > 2.
Since α3L3 ≤ O
(
(1−λ)3
κ3/4λ3
)
, we have
x̂ ≤ O
(
max
{
λ2ν2aL
(1− λ)3 ,
λLκ1/4ν2a
n(1− λ)
})
.
Therefore, to make (66) hold, it suffices to let
k ≥ O
(
max
{
λ2nκ
(1− λ)3 ,
λκ5/4
1− λ
})
. (67)
Next, we solve for the range of k such that for δ ∈ [1, θ),(
k
γ
+ 1
)θ
≥
(
k + 1
κ
)δ
⇐⇒ (k + γ)
θ
(k + 1)δ
≥ γ
θ
κδ
.
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Since γ > 1, it suffices choose k such that
k ≥ γ θθ−δ /κ δθ−δ (68)
Since γ = max
{
θ
µα ,
8
1−λ2
}
,
γ = O
(
max
{
κ,
λ2κ
(1− λ)2 ,
λκ5/4
1− λ ,
1
1− λ
})
. (69)
Combining (67), (68) and (69), we have
1
n
n∑
i=1
(
F (xik)− F ∗
)
≤ O
(
κδ (F (x0)− F ∗)
kδ
+
θκν2a
nµk
)
,
if k is large enough such that k ≥ O (max {K1,K2}), where
K1 and K2 are given by
K1=
λ2nκ
(1− λ)3 ,K2=max
{
κ,
λ2κ
(1− λ)2 ,
λκ5/4
1− λ ,
1
1− λ
} θ
θ−δ
κ−
δ
θ−δ .
The proof follows by setting δ = 2 and θ = 6 in the above.
VIII. CONCLUSION
In this paper, we comprehensively improve the existing
convergence results of stochastic first-order methods based on
gradient tracking for online stochastic nonconvex problems.
In particular, for both constant and decaying step-sizes, we
systematically develop the conditions under which the perfor-
mance of GT-DSGD matches that of the centralized minibatch
SGD for both general non-convex functions and non-convex
functions that further satisfy the PL condition. Our results
significantly improve upon the existing theory, which suggests
that GT-DSGD is strictly worse than centralized minibatch
SGD. For a family of stochastic approximation step-sizes,
we establish the global sublinear convergence to an optimal
solution on almost every sample path of GT-DSGD when the
global objective function satisfies the PL condition.
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