We consider the Laplace operator in a planar waveguide, i.e., an infinite two-dimensional straight strip of constant width, with particular types of Robin boundary conditions. We study the essential spectrum of the corresponding Laplacian when the boundary coupling function has a limit at infinity. Furthermore, we derive sufficient conditions for the existence of discrete spectrum.
Introduction
There are different ways of confining a quantum particle in long and thin structures, the socalled quantum waveguides in suitable subsets Ω ǫ of the space R 3 or the plane R 2 [6, 14, 13, 15, 7, 19] . A usual possibility, in two dimensions, is to model the waveguide by a curved strip of constant width which is squeezed between two curves; in this region one considers the Laplacian subject to Dirichlet [6, 8, 14] , Neumann [11, 7] or Robin boundary conditions [5, 12, 16] . Our main interest in this paper is to describe the precise location of the essential spectrum of a Robin Laplacian −∆ Ωǫ α , and study the existence of eigenvalues below the essential spectrum, in a straight quantum waveguide Ω ǫ ; see [3, 12, 16, 20] for related references.
The description of the model here studied is as follows. Given a positive number ǫ, consider the infinite straight strip Ω ǫ = R × I, where I = (0, ǫ) is a bounded interval. The operator −∆ 
for each x ∈ R and each ψ ∈ dom (−∆ Ωǫ α ). A related type of boundary conditions has been considered in [16] ; there the author has investigated spectral properties of the Laplacian by imposing (usual) Robin conditions, i.e., without changing the sign of the Robin parameter α as in (1) 
where α(x) is positive for all x ∈ R. Considering this case and under the hypothesis that α tends to a constant at infinity, the essential spectrum of the Laplacian was determined and a sufficient condition for the existence of discrete spectrum was given. The strategy in [16] to prove the existence of at least one isolated eigenvalue, below the threshold of the essential spectrum, was a variational one based on [8] , and the method of Neumann Bracketing was employed to find the location of the essential spectrum. It is a question here whether there are any similar results when one chooses our boundary conditions (1) . This change of sign of the Robin parameter leads to nonpositive quadratic forms and, in this context, we were able to get similar results as in [16] . Note that here the location of the essential spectrum was obtained by means the an idea in [2] .
Let −∆ Ωǫ α denote the Laplacian with dom (−∆
We are going to show that, under some conditions as lim |x|→+∞ (α − α 0 ) = 0,
The operators are introduced as the unique self-adjoint operators associated with appropriate quadratic forms and the boundary conditions should be understood in the sense of traces (see more details in Sections 2 and 3).
The paper is organized as follow. In Section 2 we introduce a Robin Laplacian in a bounded interval (transversal section), show that its essential spectrum is empty and explicitly compute its eigenvalues. The change of sign of the Robin parameter α leads to a negative first eigenvalue (and equal to −α 2 ), whereas all the others are positive. In Section 3 we pass to the corresponding study in an infinite straight and narrow strip. We show, via quadratic forms, that the operator −∆ Ωǫ α is self-adjoint (Theorem 3.6). Finally, in Section 4, we find the essential spectrum of such Robin Laplacian operator, and gives sufficient conditions for the existence of discrete spectrum.
Transversal Robin Laplacian
Initially some results will be presented to our Robin Laplacian in the interval (transversal section) I = (0, ǫ); they will be important ahead. Here, we find that the Laplacian operator
is self-adjoint by using the theory of quadratic forms.
Consider the operator
Let b α ≥ −|α| 2 be the closed sesquilinear form H, with domain dom
Theorem 2.1 Let α ∈ R − {0}. Then, the (negative) Laplacian operator −∆ I α is the unique self-adjoint operator associated with the sesquilinear form b α , that is,
for each φ ∈ dom b α , and ψ ∈ dom (−∆ I α ).
Proof. We will first prove that b α is closed and lower bounded. Denote by the norm in L 2 (I); we have that
Indeed, first note that for all a > 0 we have 2 φ
Consequently,
Choosing a = |α| , we obtain b α (φ) ≥ −|α| 2 φ 2 . Note that by choosing a = 2|α|, we will have
By inequality (5) and since 
Following the ideas in [17] , Example VI. 2.16, let z ∈ H 1 (I) a primitive of η, i.e., z ′ = η , then
Comparing (6) and (7) the equality
holds true. In particular, if
Thus, only remains to verify the Robin condition for ψ, and will follow the inclusion dom T bα ⊆ dom (−∆ I α ). Finally, if we replace (ψ ′ + z) = c in (8) and use integration by parts we deducē
Since φ is arbitrary and in view of (9) the desired conclusion follows.
Remark 2.2 Note that Theorem 2.1 holds for α = 0, i.e., the Laplacian −∆ I N with Neumann condition, which is the operator associated with
In addition, we know that the eigenvalues of −∆ I N rearranged in an ascending order are given by
The corresponding normalized eigenfunctions are:
The sequence {ψ
is a orthonormal basis of L 2 (I) and since λ N n → ∞ when n → ∞, we have that the essential spectrum
For future reference, let ψ 
See [19] for more details.
Absence of Essential spectrum
Here we determine the essential spectrum of our transveral Robin Laplacian operator ∆ I α . Inspired by [18] , see section (6.2), we will conclude that σ ess (−∆ We will see in the next lemma, that the elements
consist of an orthonormal basis of L 2 (I). Moreover, in Subsection 2.2, theses elements are shwon to be eigenvectors of −∆ I α , associated with the eigenvalues, respectively,
For ψ = 0 and φ = ψ k , it follows by (12) and orthogonality that c ψ k = 0, for each k = 0, 1, ... On the other hand, we have
Indeed, for n ≥ 1, we have
Since the function f (x) = 2 − 2xπ √ x 2 π 2 + α 2 ǫ 2 is decreasing and
is convergent. Therefore, by Lemma 2.3, the desired result follows. Theorem 2.5 Let us suppose α ∈ R − {0}, then the transversal Robin Laplacian −∆ I α has purely discrete spectrum, i.e., the essential spectrum σ ess (−∆ is a orthonormal basis of L 2 (I) and λ n → ∞ when n → ∞. Therefore,
Point spectrum of the transversal Laplacian
To obtain the point spectrum of −∆ I α , let us to determine λ ∈ R for which there exists
and the boundary conditions (α = 0),
If λ > 0 we know that the general solution (classic) of (13) is given by
with A, B ∈ C determined by the Robin condition and the normalization condition. Thus, by imposing the Robin conditions on the general solution we obtain the following system
Since we are interested in nonzero solution, we must impose that the determinant of the above matrix is zero. This requirement enables us to obtain λ explicitly:
Since the system (16) is equivalent to the equation
. Next, for n ≥ 1 and choosing B > 0 we have
one still has the following,
with ψ Suppose that λ < 0, then the general solution is of the form
with µ = −λ. Imposing the boundary conditions we obtain the system
Again, assuming that the determinant is null, follows the equality:
µǫ − e Under certain conditions on α at infinity, it is possible to prove the existence of isolated bound states, i.e., the existence of eigenvalues (of finite multiplicity) below the essential spectrum σ ess (−∆ Ωǫ α ) of Laplacian. For this purpose, we follow some ideas in [2, 15, 16] . The closed sesquilinear form of interest is b
where tr(φ) denotes the trace in L 2 (∂Ω ǫ ) of φ ∈ H 1 (Ω ǫ ). Consider the negative Laplacian
in this section we require α(x) ∈ W 1, ∞ (R).
A lower bound for b
Ωǫ α is initially obtained for φ| Ωǫ with φ ∈ C ∞ 0 (R 2 ) and, by density, for
since φ(x, ·) ∈ H 1 (0, ǫ) for a.e. x ∈ R. By an argument in Theorem 2.1, we obtain
By standard arguments we can verify that b 
The proof is presented through Lemmas 3.7 and 3.8. The first lemma gives some information on the domain of T b 
Proof. For ψ ∈ H 1 (Ω ǫ ), let us introduce the quotient of Newton
Since |ψ(x + δ, y) − ψ(x, y)| = Therefore,
If ψ ∈ H 1 (Ω ǫ ) is a solution to (20) , then ψ δ is a solution to the problem
For simplicity we write b
By Schwarz inequality, Cauchy inequality, estimate (21), boundedness of α and α δ , and compact embedding of
, we can produce the following estimates, for t > 0,
with C > 0 independent of δ,
On the one hand, provided that b
On the other hand, the identity (22) produces
So,
Now, suppose that 0 < t < 1 and add (1 − t) ψ δ 2 2 to both sides of the above inequality, to obtain
Therefore,
Thus, we assume that 0 < t < 1/2, so that the dominant term of the quadratic function is negative, consequently we have ψ δ 2 1,2 ≤C, withC independent of δ. But, this estimate implies sup
and since H 1 (Ω ǫ ) is reflexive, every bounded sequence has a weakly convergent subsequence, then there is v ∈ H 1 (Ω ǫ ) and a subsequence δ k → 0 such that
Therefore, ∂ x ψ = v in the weak sense, and so
It follows from the standard elliptic regularity theorems (see [9] Theorem 1,
and therefore ψ ∈ W 2,2 (Ω ǫ ).
Finally, it remains to verify that ψ satisfies the boundary conditions. After integration by parts
. This implies the boundary conditions, because −∆ψ = F a.e. in Ω ǫ and φ is arbitrary.
(Ω ǫ ) and it satisfies the boundary conditions (18) .
By integration by parts and (18) we obtain, for each φ ∈ dom b Ωǫ α , the identity
Thus, ψ ∈ dom T α , and it follows that T α is an extension of −∆ Ωǫ α . It follows, by Lemma 3.7, the desired equality.
The spectrum of the Robin Laplacian in Ω ǫ
Here we investigate the spectrum of the operator −∆ Ωǫ α when the Robin parameter (function) α in W 1, ∞ (R) satisfies the condition
i.e, given δ > 0 there exists a > 0 such that |α(x) − α 0 | < δ whenever |x| > a. Denote β := (α − α 0 ) and define the functions
This sequence of bounded functions with compact support converges to β in L ∞ (R).
In case that (23) holds, we prove that the essential part
This statement is the content of Theorem 4.10, whose proof is performed in two steps, that is, Propositions 4.11 and and 4.13, whose proofs were inspired in [2] . The proof of Proposition 4.11 makes use of the so-called called Weyl criterion for the essential spectrum (see [4] , Theorem 11.2.7), which we recall.
Lemma 4.9 (Weyl criterion) Let T be a self-adjoint operator in a complex Hilbert space H. Then, λ ∈ σ ess (T ) iff there exists a sequence
Such a sequence is called a singular Weyl sequence for T at λ. 
, and also that
Hence {ψ n } Lemma 4.12 Let α 0 ∈ R and ϕ ∈ L 2 (∂Ω ǫ ). Then, there exists a positive constant C, depending on ǫ and |α 0 |, such that any solution ψ ∈ W 2,2 (Ω ǫ ) of the boundary value problem
with any λ < 0, satisfies the estimate
Proof. Multiplying the first equation of (25) by ψ and integrating by parts, one can produce the identity
where ν 2 denotes the second component of the outward unit normal vector to ∂Ω ǫ . Using the Schwarz and Cauchy inequalities, recalling that |ν 2 | = 1, and the embedding of
, we have, for t ∈ (0, 1),
whereC is the constant from the embedding of
By the above estimates,
The desired conclusion follows by choosing t > 0 small enough so that the coefficient of ψ
becomes positive.
Proof. Due to the first resolvent identity, it is enough to prove the result for a negative λ in the intersection of the respective resolvent sets. Consider
note that ψ j satisfies the first equation in (25).
Moreover, inserting ψ j into the second or third equation we obtain
so that we take now ϕ = (α 0 − α)tr(−∆ Ωǫ α − λ) −1 φ j , where tr denotes the trace operator from
. By Lemma 4.12, we have
Under the assumption that βtr(−∆ Ωǫ α −λ) −1 is a compact operator, it follows that the sequence
is precompact in the topology of H 1 (Ω ǫ ), and with a help of the above inequality one
Let us verify the compactness of the operator βtr(−∆ 
On the other hand, we shall prove that each operator β m tr(−∆
, then there exists a subsequence, which we still denote by v n , and a function
According to the definition of β m , we have
It follows that β m tr(v n ) is a Cauchy sequence and thus lim n→∞ β m tr(v n ) exists, for each positive integer m. Therefore, the operators β m tr(−∆ 
Existence of discrete spectrum
Now, based on [15, 16, 19] and under appropriate conditions, we shall give a variational argument to conclude that σ(−∆ 
