In this paper, a conventional thermal power plant with single stage reheat turbine is taken into consideration. It is equipped with AVR, IEEE type dual input PSS3B and integral controlled AGC loop. A hybrid distributed generation (DG) system consisting of wind turbine generators, aqua electrolyzer, fuel cells, diesel engine generator, flywheel energy storage system and battery energy storage system is configured. This hybrid DG system is integrated with the grid connected thermal unit. The different tunable parameters of this integrated power system are optimized by a novel craziness-based PSO with wavelet mutation (CRPSOWM), developed by the authors. While integrating the DG with the thermal power system, improved transient performance is noticed. Further improvement in the transient performance is observed with the usage of capacitive energy storage unit in the AGC loop of conventional power generation scheme. The proposed CRPSOWM incorporates a wavelettheory-based mutation operation and offers robust and promising results.
Introduction
In the recent years, power sectors are meeting difficulties arisen out of anticipated load demand of the consumers. Petroleum price hike is worsening the energy crisis more. More efficient and reliable operation of the power industries is, therefore, the real call of the day. Increased emphasis is being paid by the researchers and practicing engineers for improved performance of the existing system.
Various distributed generations (DGs) are coming into operation to fulfill the load demand. With the deregulation of power sector, independent power producers (IPPs) are participating in the power market. IPPs are supplying reliable power to the consumers [1] [2] . In addition, it also allows businesses to save on electricity costs by using their units during high peak demand periods when power is most expensive. DGs not only offer reliable, economical and efficient operation of power sector, but these also offer less environmental pollution and reduce green house effect [3] [4] . For example, hydrogen fuel cell is an environmental friendly generating system used in DGs.
Renewable sources of energy are under the umbrella of DG. Several types of small scale generation systems can be used for DG. These may include wind turbine generator (WTG), aqua electrolyzer (AE), fuel cell (FC), diesel engine generator (DEG) etc. Cost of electricity generation from wind energy has come down and may be as close to as traditional fossil fuel energies. Wind energy is considered as one of the most rapidly growing energy resources all over the world. It is expected that about 12% of the total world electricity demands will be supplied from wind energy resources by 2020 [5] . Wind is an innovative, clean, and intermittent technology. Wind farms are becoming an increasingly offshore and onshore site [6] [7] . The generated energy from wind energy can resolve natural gas or water into hydrogen and oxygen using AE. The generated hydrogen can then be compressed, stored and transported to the FC through pipelines. FC may utilize traditional fossil fuel such as coal, petroleum, natural gas or recycled energy with hydrogen and molecule such as marsh gas, methyl gas etc., but the power generation style of the FC is quite different from traditional power plants. High efficiency, low pollution, onsite installation, reusability of exhaust heat and wastes are some added advantages of this scheme [8] [9] [10] . Diesel generator serves the purpose of stand by unit. Both functions of storage and release of energy at the real time are the added inherent features of energy storage devices. Flywheel energy storage system (FESS) stores energy in the form of kinetic energy and may supply the same for the odd hour requirements while integrating the same with the renewable energy. The characteristic features of this device may be noted from the view points of high stored energy density, high power exchanging capability with the system, high conversion efficiency (80-90%) and increased pollution free operation. On the other hand, battery energy storage system (BESS) also stores energy in the form of kinetic energy. It may also play an important role in the power exchange program. As an economic utility application, BESS has been used as a potential source of energy storage devices [11] . Thus, WTG, AE, FC, DEG, FESS, and BESS may be a range of DGs.
Nuclear power plants, owing to their high efficiency, are kept at base load. On the other hand, generation from gas plants is very small and is suitable for varying load conditions. Both the units have no participation in automatic generation control (AGC) of a large power generation. Thus, AGC is mainly focused on thermal or hydro units for conventional power generation scheme [12] [13] .
Nanda et al. [12] has considered an interconnected hydro-thermal system in the continuous discrete mode using conventional integral (I) controller or proportional integral (PI) controller and it has been established in this work that maximum deviation and settling time are same for both the controllers. Thus, it is quite relevant that integral controller may be considered for the AGC loop.
Reheating in reheat turbines may be carried out in single or double stage. For all practical purposes, Nanda et al. [12] in the context of hydro-thermal AGC have established that a single stage reheat turbine may replace a double stage one. This has also been found to be true by Mukherjee and Ghoshal [13] in the context of automatic voltage regulator (AVR) and power system stabilizer (PSS) equipped AGC assisted thermal unit. Thus, it would be an appropriate approach to take single-stage reheat turbine for thermal unit.
A lot of literature exists for the tuning of single input conventional power system stabilizer (CPSS) parameters in the AVR loop of the generator. What about the interactive performance of dual input PSS [14] tuned AVR loop and integral controlled AGC loop with thermal unit for conventional power plant? Thus, it is quite pertinent to explore the interactive transient performance of AVR along with dual input PSS loop combined with thermal AGC loop. Particle swarm optimization (PSO) [15] is a population-based evolutionary algorithm. Survival of the fittest is the underlying concept of genetic algorithm (GA). On the other hand, simulation of the social behavior motivates the concept of PSO. In PSO, each candidate solution is associated with a velocity. Particles or the candidate solutions then fly through the search space. The velocity is constantly adjusted with the corresponding particle's and its companions' experience. Resultantly, particles move towards better solution areas. PSO is passing through various modifications and experiments with an attempt to enhance its searching ability and to converge faster with lesser time of execution [16] [17] [18] .
Wavelet [19] is a tool to model seismic signals by controlling dilations and translations of a simple oscillatory function (the mother wavelet) of finite duration. The wavelet function possesses two properties viz. (a) the function integrates to zero, and (b) it is square integrable (meaning it has finite energy). Owing to these properties of the wavelet, as derived from the literature, it may be expected that both convergence and solution stability would be improved. Ii is possible to exploit this property of Wavelet theory and apply the same in PSO to overcome the premature convergence?
Kumar et al. in [20] have proposed an AGC control scheme pertaining to DG. This scheme has been interconnected with the power system. Analysis in the context of AVR and PSS equipped AGC model for thermal unit, was beyond the scope of this paper. Further, tunable parameters of few controllers were set by trial and error basis, and accordingly the performances were analyzed. Better quality responses may highly be demanded with optimally tuned parameters derived from applying any suitable optimization technique. Moreover, a more realistic power system model would have been taken into account and analyzed. The present work emphasizes on these issues.
Mallesham et al. in [21] have investigated the load frequency control of DG consisting of WTG, solar and DEG. The frequency bias calculation is very important in the power system dynamics and plays the key role in controller gains. This factor directly affects the individual components like diesel generators and, finally, overall performance of the DGs. So the selection of frequency bias is very crucial and has been addressed in [21] . In this work, energy storage devices are not considered. The frequency response analysis in the context of combined conventional power generation scheme and DG is beyond the scope of [21] . Basically, ref. [21] motivates the authors of the present work to consider a more realistic DG scheme.
The viability of superconducting magnetic energy storage (SMES) for power system dynamic performance improvement has been widely and vividly reported in the literature [22, 23] . Its application in real power system has invited problems from the view points of operation, maintenance and cost involvement. However, capacitive energy storage (CES) [13, 24] may be a better alternative choice to damp out the power frequency oscillation, following any perturbation in the power system. A CES is, practically, maintenance free. Unlike magnetic energy storage units, CES does not impose any environmental problem. The operation is quite simple and less expensive compared to SMES. SMES requires a continuously operating liquid helium system. In magnetic storage systems, continuous flow of current is required but CES does not demand so. Thus, as a corrective measure against power system perturbation, CES plays an important role to damp out local mode power system oscillations. In the context of AGC coordinated PSS equipped AVR model along with DG, it is quite relevant to investigate the further improvement in the transient performance by the application of CES. This concept is yet to be addressed in the state of the art literature.
Integration of GA's mutation operation into the PSO [15] , proposed by Esmin el al. in [25] , though alleviates the premature convergence (stagnation) of the particles, but mutating space is kept unchanged all the time throughout the search. It also keeps the mutating space fixed. Is it possible to have further improvement using varying mutation space?
Proposed Hybrid Model
A single machine infinite bus (SMIB) system [26] , as shown in Figure 1 , is considered. The hybrid DG is connected in the LT bus as shown in Figure 1 . The MATLAB-SIMULINK representation of SMIB system with AVR, high gain thyristor exciter, synchronous generator, PSS loop, AGC loop and CES loop is shown in Figure 2 . 
A. Distributed generation configuration
The configuration of the proposed hybrid distributed generation scheme is a combination of conventional and distributed power generation schemes ( Figure 3) . Figure 3 . Block diagram of the studied hybrid power generation scheme with various DG schemes.
In the conventional power generation scheme, thermal power generation scheme with an single stage reheat turbine is considered. On the hand, the DG comprise of WTG, AE, FC, DEG, FESS and BESS. The various components of the DG with transfer functions and parameter values are shown in Table 1 [20] . The net incremental change in mechanical power ( m P Δ ) is determined by the expression given in the following equation. 
B. Dual input conventional power system stabilizer configuration
The two inputs to dual-input PSS, unlike the conventional single-input ( r ω Δ ) PSS, are r ω Δ and e P Δ . In [14] , the performance of IEEE type PSS3B is found to be the best one within the periphery of the studied system model. This dual input PSS configuration is considered for the present work and its block diagram representation is shown in Figure 4 . 
C. Automatic generation control configuration
The main aim of AGC is zeroing of the area control error of each area of an interconnected multi-area generating stations so that the scheduled values of the system frequency and tie-line error is maintained. In general, two control variables associated with AGC scheme are deviations in system frequency and tie-line power exchange. These two variables give an idea about area controlled error (ACE) [16] and they are related as in the following equation.
( )
In the present SMIB system, ACE is, basically, only f bΔ .
D. Capacitive energy storage configuration
The basic configuration of a CES unit [13, 24] is shown in Figure 5 . The storage capacitor is connected to the AC grid through a power conversion system (PCS) which includes an inverter/rectifier. Lumped capacitance C represents the discrete storage capacitors, the resistance R connected in parallel represents its dielectric and leakage losses. During normal operation of the grid, the capacitor can be charged to a set value of voltage (which is less than the full charge) from the utility grid. As the direction of current through the bridge converters cannot change, the main purpose of using the reversing switch arrangement with gate turn-off thyristors is to accommodate the change of direction of current in the capacitor during charging and discharging. During charging mode, switches S 1 , S 4 , are ON and switches S 2 , S 3 are OFF. For discharging mode, S 2 , S 3 , are ON and S 1 , S 4 , are OFF. 
Problem Formulation A. Square error approach
The mathematical problem of the present work is to optimize the parameters of the PSS3B, the integral gain of the integral controllers installed in the AGC loop using any optimizing algorithm under parameter constraints. The parameters of the PSS3B are to be so tuned that some degree of relative stability and damping of electromechanical modes of oscillations are achieved. On the other hand, the objective of the controller design for the AGC loop also corresponds to the fulfillment of the same criteria. To satisfy all these requirements, square error (SE) objective function is adopted. The main focus here is minimization of SE with the help of any optimization technique, subject to the constraints of the parameters [14, 26] .
B. Eigenvalue analysis
Another objective function chosen in the present problem is formulated as in equation (2). It is used for assessing the performance of SE-based optimization. It takes into account of two different eigenvalue-based objective functions reflecting damping factor, damping ratio of each of the electromechanical eigenvalues. The tuning of the system parameters corresponds to the minimization of the following equation.
Minimize
, where i σ is the real part of the ith eigenvalue of the system.
σ is the real part of the ith eigenvalue. The relative stability is determined by 0 σ . . Minimum damping ratio considered, 2 . 0 0 = ξ . Minimization of 2 J will minimize maximum overshoot by reduction in imaginary parts of the eigenvalues. The recommended value of α is 10.
Basic Wavelet Theory: A Concept
Certain seismic signals can be modeled by combining translations and dilations of an oscillatory function with a finite duration called a "wavelet". Wavelet transform can be divided in two categories: continuous wavelet transform and discrete wavelet transform. The continuous wavelet transform
with respect to a mother wavelet
is given by the following equation [19] .
In equation (3) is derived from scaling and shifting the mother wavelet. The basis function of the transform is called the daughter wavelet. The mother wavelet has to satisfy the following admissibility condition. . Inverse wavelet transform defined in equation (8) helps to recover the original function
A continuous function ) (x ψ is a 'mother wavelet' or 'wavelet' if it satisfies the following properties.
Property I:
Equation (9) demonstrates that the total positive momentum of ) x ( ψ is equal to the total negative momentum of )
Property II:
From equation (10), it may be inferred that most of the energy ) (x ψ is confined to a finite domain and is bounded.
Particle Swarm Optimization
PSO was first introduced by Kennedy and Eberhart [15] in 1995. Based on PSO concept, mathematical equations for the searching process are:
Position updating equation: 
Algorithm for PSO
Step 1
Initialize the swarm by assessing a random position in the problem hyperspace to each particle.
Step 2
Evaluate the fitness function for each particle.
Step 3
For each individual particle, compare the particle's fitness value with its pBest . If the current value is better than the pBest value, then set this value as pBest and the current particle's position i x , as i pBest .
Step 4
Identify the particle that has the best fitness. The value of its fitness function is identified as gBest and its position as gBest .
Step 5
Update the velocities and positions of all the particles using Eqs. (11) and (12).
Step 6
Repeat steps 2-5 until a stopping criterion is visited (e.g., maximum number of iterations or a sufficiently good fitness value).
A. Particle swarm optimization with constriction factor approach and inertia weight approach
Empirical studies performed on PSO indicate that even when the maximum velocity and acceleration constants are correctly defined, the particles may still diverge, i.e., go to infinity; a phenomena known as "explosion" of the swarm. Two methods are proposed in the literature in order to control this "explosion": constriction factor approach and inertia constant approach. Clerc and Kennedy [27] developed a method to control this "explosion". The velocity of constriction factor approach can be expressed as follows:
where
This PSO, in the present work, is termed as hybrid particle swarm optimization (HPSO).
B. Hybrid particle swarm optimization with mutation
To alleviate the problem of stagnation, Esmin et al. [25] incorporated the mutation operation of genetic algorithm (GA) into PSO. The mutation operation starts with a randomly chosen particle in the swarm and moves to different positions inside the search hyperspace by using mutation. The mutation operation safe guards PSO on landing into stagnation.
Algorithm for mutation in PSO
Step a:
Select a randomly element of the particle from the swarm. This process may be modeled as given below. Steps a-d may be incorporated in the algorithm of PSO in between Step 4 and Step 5 to have hybrid particle swarm optimization with mutation (HPSOM) of the present work.
C. Hybrid particle swarm optimization with wavelet mutation (HPSOWM)
The mutation process postulates that the mutating search hyperspace is limited by ω and it may not be the best approach in fixing the size of the mutating space all the time along the search. It is proposed that every particle of the swarm will have a chance to mutate, governed by a user defined probability
. For each element, a random number between 0 and 1 will be generated such that if it is less than or equal to m p , the mutation will take place on that element. Among the population, a randomly selected p th particle and j th element (within the boundary ] , [ max min j j para para ) at iteration count t will undergo mutation as given in the following equation. will be scaled down. In order to enhance the searching performance, this property will be utilized in mutation operation.
As over 99% of the total energy of the mother wavelet function is contained in the interval [-2.5, 2.5] (Property II), ϕ can be randomly generated from ]
. The value of the dilation parameter a is set to vary with the value of K k / in order to meet the fine-tuning purpose, where, k is the current iteration number and K is the total number of iterations. In order to perform a local search when k is large, the value of a should increase as K k / increases to reduce the significance of the mutation. Hence, a monotonic increasing function governing a and K k / may be written as given in the following equation.
where m ω ξ is the shape parameter of the monotonic increasing function, and g is the upper limit of the parameter a . After the operation of Wavelet mutation (WM), a new swarm is generated. This new swarm will repeat the same process. Such an iterative process will be terminated if a predefined number of iterations have been met.
A perfect balance between the exploration of new regions and the exploitation of the already sampled regions in the search space is expected in HPSOWM. This balance, which critically affects the performance of the HPSOWM, is governed by the right choices of the control parameters, e.g. swarm size ( p n ), the probability of mutation can be used to increase the step size of the early mutation.
D. Craziness-based particle swarm optimization
The velocity updating strategy and inclusion of craziness, as proposed by Mukherjee and Ghoshal in [13] , help to enhance the global search ability of PSO algorithm and the same is termed as craziness-based particle swarm optimization (CRPSO) in [13] .
E. Craziness-based particle swarm optimization with mutation Inclusion of mutation, as shown in the algorithm of mutation, in CRPSO [13] gives crazinessbased particle swarm optimization with mutation (CRPSOM).
F. Craziness-based particle swarm optimization with wavelet mutation
Inclusion of wavelet mutation (discussed in section C) in CRPSO (discussed in section D) gives craziness-based particle swarm optimization with wavelet mutation (CRPSOWM) in the present work.
Input Data and Parameters
The best chosen maximum population size = 50, maximum allowed iteration cycles = 100, best . The simulation implemented in MATLAB 7.1 software on a PC with PIV3.0G CPU and 512M RAM.
Simulation Results and Discussions
GA is taken for the sake of comparison. The major observations of the present work are as documented:
A. Sensitivity of the shape parameter ( m ω ξ )for the WM 
The values of J and SE offered by HPSOWM and CRPSOWM for the proposed hybrid model are presented in Table 2 . The values are with the inclusion of CES unit in the AGC block for the input operating condition being P = 1.0, Q = 0.4, X e = 0.4752, and E t = 1.0 (all are in p.u.). While performing this analysis, the value of g is fixed at 10000 and that of m p is fixed at 0.1. It is to be noted here that if the optimization problem needs a more significant mutation to reach the optimal point, a smaller wm ξ should be used and, conversely, if the algorithm needs to perform the fine-tuning faster, a larger wm ξ should be used. It may be recommended that no formal method is available to choose the value of the parameter, wm ξ , it is problem dependent. From the results presented in Table 2 it is noticed that for this specific problem, the judicious choice of wm ξ would be 2.0 as this value of wm ξ offers the best result (bold faced in the table). Table 3 would be recommended (as evident from Table 3 with least values of J as well as that of SE). Once again, it may be problem dependent. The results of interest are bold faced in this table. 
B. Sensitivity of the probability of mutation ( m p ) for the WM

C. Performance evaluation of grid connected thermal unit using distributed generation
A comparison of the system transient performances of the grid connected thermal power system and the same equipped with DG is portrayed in Figure 8 (operating conditions being P=0.2, Q=-0.2, X e =1.08, E t =1.1; all are in p.u.). Figure 8 
D. Performance evaluation of grid connected thermal unit using distributed generation and CES
Figures 9-10 depict the optimal transient performance of the power system corresponding to an operating condition of P = 1.0, Q= 0.5, X e = 0.4752, E t = 1.0 (all are in p.u.). From these figures it is noticed that due to the action of CES, the system transient performance is considerably improved. From these figures it is also noticed that the optimization performance of CRPSOWM-based optimization technique is the best one among the optimizations techniques handled by offering true optimal performance. The main task of CES may be attributed from the action of a sudden rise in the demand of load. Under this contingency condition, the stored energy in CES is almost immediately released through the PCS to the grid as line quality AC. As the governor and other control mechanisms start working to set the power system to the new equilibrium condition, the capacitor charges to its initial value of voltage. Similar is the action during sudden release of loads. The capacitor is immediately charged towards its full value, thus, absorbing some portion of the excess energy in the system, and as the system returns to its steady state, the excess energy absorbed is released and the capacitor voltage attains its normal value. Thus, improved transient performance is gained with the application of CES for the proposed hybrid system model. 
E. Convergence profile
The minimum values of J against number of iteration cycles of the swarm are recorded to get the convergence profiles for the algorithms. Figure 11 (a) portrays the convergence profiles of minimum J for HPSO, HPSOM, and HPSOWM against 1% step perturbation in reference. The same for CRPSO, CRPSOM, and CRPSOWM are depicted in Figure 11 (b). From Figure  11 (a), it is clear that HPSOWM converges faster than either HPSO or HPSOM. The same inference may be drawn with regard to convergence profile of CRPSOWM as compared to either CRPSO or CRPSOM. It is also noticed from Figure 11 that CRPSOWM is yielding the grand minimal value of J for the proposed system model with faster rate of convergence. 
F. Statistical analysis of the results
The t-test is a statistical measure to evaluate the significant difference between two algorithms. The t-value will be positive if the first algorithm is better than the second, and it is negative if it is poorer. The t-value is defined as given in the following equation.
where 1 α and 2 α are the mean values of the first and second methods respectively; 1 σ and 2 σ are the standard deviations of the first and second methods respectively; and ξ is the value of the degree of freedom. When the t-value is higher than 1.645 ( 49 = β ), there is a significant difference between the two algorithms with a 95% confidence level. A statistical comparison of J and SE values among different algorithms after 50 trials is presented in Table 4 . The t-test is a statistical measure to evaluate the significant difference between two algorithms. When the t-value is higher than 1.645 ( 49 = β ), there is a significant difference between the two algorithms with a 95% confidence level.
The t-values between the CRPSOWM and the other optimization methods are presented in Table 4 . The t-value of all approaches is larger than 2.15 (degree of freedom = 49), meaning that there is a significant difference between the CRPSOWM and other methods with a 98% confidence level. GA-based results yield sub optimal results. Thus, from statistical analysis, it is clear that CRPSOWM-based optimization technique offers robust and promising results.
G. System transient response under simulation of fault
A fault of duration 220 ms at the LT sending end bus has been simulated at the instant of 2.0 s and the corresponding comparative transient response profiles of r ω Δ is displayed in Figure 12 . This figure shows that after the creation of the fault, the CES equipped system along with DG recovers from this abnormal situation with much lesser fluctuation in angular speed as compared to without CES but with DG system model. Thus, inclusion of CES in the DG assisted power system exhibits superb dynamic response having lesser amplitude of angular speed deviation (both undershoot and overshoot) and lesser settling time under fault and subsequent clearing condition. Over all ranking (average ranking number) 
Conclusion
A proper integration of DG units with traditional generating unit is carried out for the purpose of transient stability study. DG units like WTG, AE, FC, DEG, FESS and BESS are present. The traditional unit is considered as thermal unit with single stage reheat turbine. The thermal unit is equipped with AVR, dual input PSS like PSS3B, integral controlled AGC loop and CES loop. Integral-controlled AGC loop of such an integrated hybrid module is properly tuned. Parameters of the dual input PSS (IEEE PSS3B) are optimally tuned yielding optimal performance. DG is assisting in the transient stabilization process of the conventional thermal power system. With the inclusion of CES in the proposed DG assisted power system considerable improvement in the transient performance is noticed. With reference to the second and third authors' previous works in the field of PSO, earlier termed as CRPSO, the present work has proposed the incorporation of the Wavelet mutation concept in that CRPSO and termed as CRPSOWM. This newly entrant PSO technique in the PSO family explores the properties of Wavelet theory to explore the solution space more effectively on yielding the optimal solution and, thereby, offers better quality solution with faster convergence rate. Robustness of the proposed CRPSOWM technique over a range of PSO techniques and GA is noticed from statistical analysis of the results. Thus, application of capacitive energy storage unit may be successfully practically implemented for improving transient performance of such a DG assisted hybrid power system model.
