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Quantum Communication and Cryptography are based
on quantum mechanical correlations described by entangled
states. We propose here a communication protocol exploiting
similar correlations between two events with a definite time-
ordering: a) the outcome of a weak measurement on a spin,
and b) the outcome of a subsequent ordinary measurement, or
post-selection on the spin. In our protocol, the receiver, Alice,
first generates a “code” by performing weak measurements on
a sample of N ∼ 100 spins. The sample is given to Bob, who
later performs a post-selection by measuring the spin along
either the y or z directions. The results of the post-selection
define a random string or “key”, which he then broadcasts
publicaly. Using both her previously generated code and this
random key, Alice is able to infer the direction chosen by Bob
in the post-selection. On the other hand, we show that the
sample can be made small enough so that an eavesdrppoer
cannot decode this directional information exclusively from
the key.
Weak measurements [1{3] are a special class of quan-
tum measurements explored in recent years by Aharonov,
Vaidman, and others. In one such measurement of any
given observable A, the disturbance caused to the sys-
tem is minimized at the expense of precision in a sin-
gle trial. Nevertheless, after a large number trials one
can determine statistical averages such as the expecta-
tion value of A. The distinctive feature of weak mea-
surements has to do with the observed averages when
the measured system is post-selected. Such averages, the
so-called weak values, may lie outside the bounds of the
spectrum [2] of A. Moreover, they may may vary with
the chosen pre- and post-selected ensemble. Hence, weak
values carry non-trivial information about the choice of
measurement used for post-selection. In accordance with
causality, these unusual regularities must therefore be a
priori undetectable, i.e., \hidden in the noise" [3]. Hence,
they can only be extracted a posteriori, from the correla-
tions between readings of the measurement and the result
of the post-selection.
In the protocol suggested in this Letter, we exploit the
fact that such correlations may be used as a means of
\encrypted signaling". The receiver, Alice, starts with a
code corresponding to the outcomes of a series of weak
measurements on a large sample of spins. She then hands
them to Bob, who is about to depart on a long voyage,
together with an important question that he can only an-
swer at some later time. When he is ready to respond,
Bob performs an ordinary measurement (post-selection)
on these spins. His response corresponds to the choice of
spin component he then measures; for instance, a mea-
surement of σy to signal a \yes" (\I will marry you"),
or a measurement of σz to signal a \no". The random
sequence of results obtained in either of these measure-
ments plays the role of a key, which he then broadcasts
publicaly. This is just enough information for Alice to
bin her previous readings and extract the message from
the weak values. On the other hand, the public key is
useless to the ever-jealous Eve. At best, she could try to
infer Bob’s choice by running a statistical analysis on the
sequence of bits in the key. We show, however, that by
choosing appropriate parameters, an optimal sample size
may be found which is still too small for Eve to obtain a
reliable estimate of the relative frequencies in the key.
We begin with the details of the protocol by analyzing
the weak measurement scheme. Suppose that Alice pre-
pares a sample of N spin-1/2 particles, in the eigenstate
jx+i of σx, and she wishes to perform a weak measure-
ment of the spin observable
A  1p
2
(σx + σy) , (1)
with eigenstates jai. We let p be the pointer variable
of the measuring device and jφii its initial state, with a
Gaussian wave function φi(p) = (2pip2)−1/4e−p
2/4∆p2
of uncertainty p. The weak measurement may then be
described by the usual transformation taking an initial
product state jΨii  jx+ijφii of the spin and the device,
to a nal entangled state:
jΨii ! jΨfi = c+ja+ijφ+i+ c−ja−ijφ−i , (2)
where c = ha  jx+i, and jφi is jφii shifted in p by
1. In contrast however to an ordinary measurement,
p is here assumed to be so large that the shifted states
jφi overlap considerably. Nevertheless, the expectation
value of p is still shifted by the usual expectation value
hAi:
hΨf jpjΨf i = hx+ jAjx+i = 1p
2
. (3)
The idea of a weak measurement is thus to extract such
systematic shifts of the means from a large sample of
identically prepared spins, ensuring at the same time a
minimal disturbance of any individual spin. This distur-
bance is naturally related to the overlap between jφ+i
and jφ−i.
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A convenient measure of disturbance D is given in
terms of the Fidelity F [4] as D  1 − F , where F is
dened as the probability of obtaining back the initial
state after the weak measurement, F = jjhx + jΨf ijj2;
hence, D may be interpreted as the probability of \flip-
ping" the initial direction of the spin. As one veries, D




(1− e−1/2∆p2) ’ 1
8p2
. (4)
We assume in the approximation that D is small and take
A2 = hA2i − hAi2 = 1/2.
Together then with the weakness condition D  1,
the resulting distribution for the pointer variable must
be suciently broad that the spectrum of A cannot be
resolved. The distribution therefore takes essentially a
Gaussian form, centered at the expectation value hAi,
with a large uncertainty
√
p2 + A2 ’ p of order
D−1/2. Since in N identical and independent trials the
expected sample mean is p = hAi  p/pN , Alice can
determine hAi if her sample is large enough.
But now suppose that after completing her measure-
ments Alice gives the spins to Bob, who later performs a
second, now ordinary measurement on each spin, along
some arbitrary direction b^ with possible outcomes jbi.
Each outcome in this post-selection is correlated with a
particular response of the measuring device. To keep
track of these correlations it is convenient to re-express
the combined state of the system and apparatus in terms
of the basis jbi
jΨf i = jb+ijφ(b+)i+ jb−ijφ(b−)i , (5)
where the conditional response of the apparatus is de-
scribed by the unnormalized states jφ(b)i = hb  jΨf i.










where C = hbjx+i and Aw is the weak value of A, dened
as
Aw(b)  hbjAjx+ihbjx+i . (7)
As expected, the weakness condition in this case entails
that P 0(b) = hφ(b)jφ(b)i, the probability of obtaining jbi
in the presence of the weak measurement, should be very
close to the unperturbed probability P (b) = jhbjx+ij2.
Indeed, the deviation from the unperturbed probability







Similarly, from the large overlap factor we again expect
to nd a broad Gaussian-like conditional distribution of
the pointer with a width that is still approximately equal
to p. What is interesting is the location of the mean
hpi = hφf (b)jpjφf (b)i/hφf (b)jφf (b)i. As is easily veried,
this conditional shift in the mean is determined for small
D by the weak value of A
hpi = ReAw(b)
1 + δP (b)P (b)
= ReAw(b) + O(D) , (9)
and hence, will generally dier from the unconditional
expectation value hAi.
What we see therefore is that if Alice starts with a
large sample of N identical spins, she obtains a broad
distribution of pointer readings with a sample mean
hAi  p/pN . However, were she to know{ for every
single spin{which of the two possible outcomes jb+i and
jb−i was obtained in Bob’s measurement, then she could
divide her readings into two categories, corresponding
to two post-selected sub-samples of size N ’ NP (b).
Her original distribution would then break up as a mix-
ture of two conditional distributions, with sample means
Aw(b+) and Aw(b−) within errors of p/
√
N. This
break-up is captured in the limit D ! 0 by a simple sum
rule for the expectation value
hAi = P (b)ReAw(b) + P (b−)ReAw(b−) , (10)
which is easily veried.
A remarkable property exhibited by this sum rule is
that the pair of weak values fAw(b), Aw(b−)g will gener-
ally vary with the chosen nal direction b^, even when
the probabilities fP (b), P (b−)g remain unchanged un-
der this variation. In particular, suppose b^ lies on the
plane orthogonal to x^, where P (b) = P (b−) = 1/2. Let-
ting b^ = cos(θ)z^ + sin(θ)y^, the average, hAi = 1/p2 of
A = (σx + σy)/
p
2 in this case breaks up as an equally
weighted sum of the two weak values
ReAw(b) = 1 sin(θ)p
2
. (11)
It is this feature of dierent directions b^ on the equi-
probability plane leading to dierent break-ups of the
sample mean which is at the basis of our protocol.
For simplicity let us consider a complete cycle at the
end of which Alice receives from Bob a single-bit \yes"
or \no" message. When Alice prepares her spin sample
in the eigenstate jx+i, she labels each spin as i = 1 , ..N .
From her N weak measurements of A = 1p
2
(σx +σy), she
then generates the code by recording a string of real num-
bers corresponding to the pointer readings fp1, p2, ..pNg;
the sample mean p = 1N
∑
i pi should yield the expecta-
tion value hAi ’ 1/p2. Next the spins are given to Bob,
carefully keeping track of the ordering. Now it’s his turn
to send the message. If Bob decides to send a \yes", he
measures the σy component on every single spin; other-
wise he measures σz to signal a \no’. In either case, from
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the resulting sequence of outcomes he generates the key:
an ordered list of N bits fk1, k2, ... kng where, say, ki = 1
and 0 repectively correspond to the outcomes \up" and
\down" for the the i-th spin. It is this key which Bob
sends back to Alice using an insecure channel. As the key
is eectively random by virtue of the fact that y^ and z^ lie
on the equal-probability plane, the uncorrelated sequence
of \1" and \0"’s will be useless to the eavesdropper Eve
who has tapped the insecure channel.
On the other hand, Alice, upon receiving the key, may
go back to her code and separate each reading pi into
either of two bins, depending on whether ki = 1 or 0.











She takes these values as estimates of the \true" means
within errors of order p/
√
N/2. Now, if indeed Bob
sent a \yes" message, then she should see that p0 ’
Aw(y−) = 0, and an \eccentric" weak value p1 ’
Aw(y+) =
p
2. Instead, if Bob sent a \no" message,
then she will nd no signicant deviation in either of the
two means p1 or p0; for this case, the real part of Aw(z)
coincides with the sample mean of hAi = 1/p2. Thus, by
distinguishing between a non-trivial and a trivial break-
up of the sample mean, Alice can decode Bob’s single-bit
message.
One may object that due to the small disturbance of
the weak measurements, the average numbers of \1"’s
and \0"’s in the key are no longer identical for the two
nal measurements of σy and σz . Indeed, it is easily
seen using eq. (8) that while there is no change in the
probabilities for the measurement along z, for the mea-
surement along y the relative change in the probabilities
is δP (y)/P (y) = 2D. The dierence may then be
used by Eve to distinguish between the two messages if
the string is suciently long. This leads us to compare
two critical values Nw and Nf of the sample size, where
Nw is the size required by Alice to detect the message
by distinguishing the conditional mean values of p, and
Nf the size required by Eve to detect the message from a
systematic imbalance in the frequencies of \1"s and \0"s
within the key. As we will show, for small disturbance,






Hence, for a suciently small D, an optimal value N may
be chosen such that Nf  N  Nw, thus ensuring that
the message is securely transmitted.
Consider Alice’s requirements. The uncertainty in
the sub-sample means goes as p/
√
N/2  1/pDN ;
since she needs to distinguish with a resolution of order
 O(1), this requires an optimal sample number scaling
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FIG. 1. Schematic of a cycle from which Alice receives a
“yes” response from Bob. Upon receiving the key, she bins
the readings from her initial weak measurements. Since her
original distribution of readings, centered at 1/
√
2, breaks up
into two distributions centered at the weak values 0 and
√
2,
she knows that Bob measured σy. A ‘no” response would have
shown no significant difference from her original distribution.
a change in the frequencies of order δP . She therefore
requires that δP > f , where the uncertainty in the
frequencies f for two outcomes and nearly equal prob-
abilities is P/
p
N . Hence, since δP/P goes as D, the
optimal sample size required by Eve scales as Nf  1D2 .
We thus verify relation (13). Furthermore, we note that
Nf ’ (Nw)2, which again shows the dierence of scales
involved in the two methods of extracting Bob’s message.
To determine an optimal size, we introduce two rel-
evant parameters: a \secrecy" factor s  f/jδP (y)j
indicating the extent to which the imbalance in the fre-
quencies is covered by the noise, and the resolution factor
r  √N/2/p, the number of standard deviations (in
the sub-sample means) per unit interval. These are given
in terms of D and N by s = 1/2D
p
N and r ’ 2pDN .
Fixing r and s and solving for N , we obtain the relation
N ’ s2r4/4 . (14)
For a conservative estimate we take r = s = 2.7, yielding
an optimal number N ’ 100. We further verify that such
settings correspond to the weak regime: the disturbance
is D ’ 2  10−2 and from eq. (9) we see that for the
σy = +1 post-selection, there is only a 4% correction
to the expected ideal mean p1 =
p
2; for σy = −1 and
σz = 1 the corresponding means are left unchanged.
We anticipate that a more careful examination of the
problem is likely to give a lower bound on N .
We would now like to briefly comment on two exten-
sions of the above protocol by which more information is
transmitted with larger sample sizes:
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First, there is the trivial extension by which Bob trans-
mits to Alice a string of bits b1, b2, .., with each bit bj cor-
responding to the above procedure performed on a batch
of size ’ Nw. Since each bit of information is sent in
a separate batch that is independent and uncorrelated
from all other batches, Eve cannot extract more infor-
mation on a single bit of the message by inspecting more
batches. The best she could do, when she inspects a pub-
lic key with a number of bits larger then Nf , is to get an
estimate on the average number of \yes" and \no" bits
in Bob’s message. For any reasonably typical message,
this is useless information as she still cannot deduce the
order in which they have been sent.
A second extension involves distinguishing m dierent
directions on the equal probability plane. If these are
chosen so they lead to equally-spaced weak values, the
resolution r must now be scaled by a factor m. However,
eq. (14) shows that for large m the method becomes im-
practical: the optimal number scales as m4r4, meaning
that the batch size grows exponentially with the number
of \directional" bits log2 m per batch. It is neverthe-
less interesting to note that as a matter of principle such
directional information can be encoded by this method.
A simple quantum optical realization of the proto-
col should be feasible following a previous proposal of
Aharonov, Davidovich and Zagury [5,6] for observing
weak values. These authors considered the interaction
of a pre- and post-selected Rydberg atom and the elec-
tromagnetic eld in a high-Q resonant cavity, where the
eld is assumed to be initially in a coherent state with a
large mean occupation number; this photon number plays
the role of the pointer variable. The nal post-selection
of dierent atom states corresponds to the measurement
direction b^ in our protocol.
To conclude with, it is instructive to compare the
present suggestion to the Bennett-Wiesner communica-
tion scheme [7] for transmitting 2-bits by means of op-
erations on a single EPR state. In the latter case, Alice
prepares an EPR pair and hands (or sends) one of the
particles to Bob. When Bob wishes to send a 2-bit mes-
sage to Alice, he performs a pi rotation of his spin around
the x, y or z axis, or does nothing. He then sends the
spin back to Alice, who can reveal his actions by mea-
suring a joint observable of the spins. This scheme, as
well as other well known schemes such as teleportation
[8] or quantum key distribution [9], evidently rely on the
existence of quantum mechanical entanglement and its
preservation [10]. In contrast, while in the present pro-
posal the weak measurement can be formulated in terms
of entanglement between the measuring device and the
system, as in eq. (5), the order of events is here such that
the entanglement is no longer \there" once the reading
of the weak measurement has been recorded.
How should we then understand the flow of information
in the present case? Bennett and Wiesner suggested after
Schumacher, that since in their scheme only one qbit is
returned to Alice while two bits of information are trans-
mitted, then \ one bit of information is sent forward in
time... while the other bit is sent backwards in time to the
EPR source, then forward in time though the untreated
particle...". In our example, because the code is prepared
before Bob sends his message, and because no useful in-
formation can be extracted from the key, the message is
in some sense already \in" the code. It seems therefore
that the full one bit of information is sent backwards in
time. Yet, it is only with the aid of the post-selected
\key" that the message is extracted from the quantum
noise. Therefore, no conflict arises between macroscopic
causality and this apparently retrocausal flow of infor-
mation.
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