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WHAT CAUSES THE INCREASE IN AGGREGATION AS A
PARASITE MOVES UP A FOOD CHAIN?
R.J.G. LESTER and R. McVINISH
School of Biological Sciences, University of Queensland
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ABSTRACT. General laws in ecological parasitology are scarce. Here we evaluate data
published by over 100 authors to determine whether the number of hosts in a life cycle
is associated with the degree of aggregation of fish parasites at different stages. Parasite
species were grouped taxonomically to produce 20 or more data points per group as far
as possible. Most parasites that remained at one trophic level were less aggregated than
those that had passed up a food chain. We use a stochastic model to show that high par-
asite overdispersion in predators can be solely the result of the accumulation of parasites
in their prey. The model is further developed to show that a change in the predators
feeding behaviour with age may further increase parasite aggregation.
Keywords: fish, index of dispersion, Monogenea, Nematoda, Taylor’s power law, Acan-
thocephala.
1. Introduction
One of the few generalisations in ecological parasitology is that the frequency distri-
butions of parasites are usually overdispersed, that is, a parasite population tends to be
aggregated within certain host individuals [1]. Most free-living organisms are aggregated
in the environment but parasites are an extreme case, almost always highly aggregated
in their host populations. Understanding the processes that produce this heterogeneity
in the distribution of macroparasites in their host populations continues to be a central
research area in ecological parasitology [2]. Theoretical studies have shown that demo-
graphic stochasticity produces aggregated distributions of species [3, 4]. Experimental
studies demonstrate that a range of factors influence the level of aggregation in infected
hosts including spatial aggregation in infective stages [5], host behaviour [6], and host
body condition and food availability [7, 8]. Empirical studies have linked other factors,
such as burrow structure in rabbit fleas [9], and season in fish strigeids [10]. Shaw et al.
[11] summarised the proposed biological explanations as (i) a series of random infections
with different densities of infectious stages, (ii) host individuals vary in susceptibility to
infection, and (iii) non-random distribution of infective stages in the habitat. Though
Poulin [12] considered the main factors were heterogeneity in exposure and heterogeneity
in susceptibility, Dobson and Merenlender [13] found that there was a tendency for lower
levels of aggregation to be observed in intermediate hosts compared to definitive hosts,
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2and Shaw and Dobson [14] in an analysis of several hundred host/parasite systems noted
that those infections where definitive hosts were infected by consuming invertebrate in-
termediate hosts were associated with relatively high degrees of aggregation. Lester [15]
provided evidence from his data on marine fish parasites that moving up from one trophic
level to another made a significant contribution to the level of overdispersion in the par-
asite species.
Moving up a food chain is an essential component of the life cycle of many aquatic par-
asites. Here we examine aggregation levels for aquatic parasites reported in the literature
to see if indeed there is a general association between aggregation and trophic level. We
then consider the theoretical basis for the result.
2. Methods
2.1. Empirical data. The main measure for the degree of aggregation in samples of
aquatic parasites reported in the literature is the variance (or standard deviation or
standard error). From this an ‘index of dispersion’ can generally be calculated which is
the variance divided by the mean [16]. In parasite populations the index varies with the
mean [17, 18] so to provide a comparative figure, the index was calculated for a mean of
10 parasites per host using Taylor’s power law [19].
Values were extracted from over 300 papers, from the Journal of Parasitology 1998
– July 2015, International Journal for Parasitology 1995 – July 2015, Journal of Fish
Biology, 1998 – July 2015, Journal of Helminthology 2000 – July 2015 and Comparative
Parasitology 2000 – July 2015, plus [20, 21, 22], and excluding data used in [15]. The
data is available in the electronic supplementary material. Values were from wild fish in
sample sizes of 20 or greater. Data from mean abundances below 1 were excluded except
for the two groups in invertebrates where no data was found with means of 1 or greater
[1, 23, 24, 25]. Bird and mammal data were from [26, 27, 28, 29, 30, 31].
The 1000+ variances were subdivided into taxonomic groups so that there were at least
20 data points in each group as far as possible. The log variances were plotted against
the log means (henceforth referred to as the log variance/log mean graph) for each group
to reveal their linear relationship [19]. The log variance at a log mean abundance of 1
(that is, a mean of 10 parasites per fish) was estimated from the relationship and the
index of dispersion derived.
Where intensity data was provided rather than abundance (that is, where zeros were
excluded), means and variances were considered as abundances when prevalence was 95%
or greater. Where data was at variance with other data in the publication, an email was
sent to the author establish the correct information. In addition, two samples from [32]
were excluded. In one, one fish had 100 parasites and the other 64 fish had zero. In a
second, one fish had 580 parasites and the other 30 fish had a mean of 1. These extremes
were far outside the rest of the data and were considered not to represent any trend.
2.2. Stochastic model of parasite acquisition. We consider a simple ecosystem con-
sisting of parasites, prey fish and predator fish. To facilitate the development of the
model, the ecosystem is assumed to be in equilibrium so the population sizes and age
structures remain constant. This may not be applicable in all the empirical data because
samples from different areas have sometimes been combined and there may be long term
changes in the host populations [33]. A second assumption is that fish do not acquire
immunity to the parasites. Many of the parasite groups referred to accumulate in fish
as the fish age, for example Anisakis simplex in salmon [20], Tentacularia coryphenae
3in skipjack tuna [34], Grillotia branchi and Otobothrium cysticum in Scomberomorus
commerson [35] suggesting little immunity against the parasites in these hosts. A third
assumption is that there is no parasite-associated host mortality. Evidence for such mor-
tality in wild fish has been difficult to obtain. In most groups there appears to be little
effect, and apart from some notable exceptions [36], the concept that parasites tend to
evolve to minimise host mortality is widely held [37]. A final assumption is that there is
no parasite mortality. A few of the parasites considered are thought to have life spans
less than that of the host, such as adult acanthocephalans [38], gyrodactylids [39] and
some adult digenea [40]. Many of the others such as larval trypanorhynchs and juvenile
anisakids are thought to survive in fish for years [34] suggesting parasite mortality in
these groups may be minimal. The effects of host and parasite mortality on parasite
distributions has been investigated by others [41, 42, 43] and are not incorporated into
the model here.
The model below first assumes that a predator encounters a random member of the
prey population at times following a non-homogeneous Poisson process. In many preda-
tor species, the prey size changes as the predator ages [44, 45, 46, 47] and hence the
availability of a particular parasite distributions also changes. The model, therefore, is
further developed to clarify the effect of a change in prey age on the parasite distribution
in the predator.
Let Xt denote the parasite burden of a prey aged t. The prey are born free of parasites
so X0 = 0. As parasites are assumed to survive for the lifetime of the host, Xt is a
non-decreasing integer valued stochastic process. The first and simplest example is of a
prey that takes infective particles at random, that is following a Poisson process. In this
case, the parasite burden of a prey aged t has a Poisson distribution and, for any h > 0,
P (Xt+h −Xt = k | Xs, 0 ≤ s ≤ t) = exp [−(Λ(t+ h)− Λ(t))]
(Λ(t+ h)− Λ(t))k
k!
,
where E(Xt) = Λ(t).
Let Yt denote the parasite burden of a predator aged t. The predators are also born
free of parasites so Y0 = 0. To allow for changes due to season and life cycle, the predator
is assumed to encounter a random member of the prey population at times following a
non-homogeneous Poisson process with intensity function φ : [0,∞) 7→ [0,∞). Not all
encountered prey are consumed, rather encountered prey are consumed with a probability
that depends on the age of the prey and possibly the age of the predator.
Suppose that prey age in the population has a probability density function, which is
denoted by fA. When a predator aged t encounters a prey aged u, the probability that
the predator consumes the prey is given by the function p(u, t). The times at which
the predator consumes a prey therefore follows a Poisson process with intensity function
ψ(t) = φ(t)
∫
∞
0
p(u, t)fA(u)du.
The random variable A˜t represents the age of a prey conditional on being consumed
by a predator aged t. The probability density function of A˜t is
(1) fA˜t(a) =
p(a, t)fA(a)∫
∞
0
p(u, t)fA(u)du
.
If the prey is consumed, then the predator is assumed to acquire all parasites that are
present in the prey. Let X˜t denote the parasite burden of prey consumed by a predator
aged t, that is X˜t = XA˜t. Using standard conditioning arguments, the mean and variance
4of the predator’s parasite burden are given by
E(Yt) =
∫ t
0
E(X˜s)ψ(s)ds(2)
var(Yt) =
∫ t
0
(
var(X˜s) + E(X˜s)
2
)
ψ(s)ds(3)
=
∫ t
0
(
E(X˜2s )
E(X˜s)
)
E(X˜s)ψ(s)ds.(4)
When the distribution of X˜t does not depend on t, equation (3) reduces to the law of
total variance.
To analyse this model, stochastic ordering properties and in particular the likelihood
ratio ordering of random variables are used. Let U and V both be either continuous or
discrete random variables with pU and pV denoting their respective probability densities,
if they are continuous, or probability mass functions, if they are discrete. The random
variable U is said to be smaller than V in the likelihood ratio ordering, denoted U ≤lr V ,
if pV (w)/pU(w) is an increasing function of w over the union of the supports of U and
V [48, Section 1.C.1]. To make the model more suited to exploiting the properties of
stochastic ordering, we impose the following assumptions.
(A) For any s ≤ t, Xs ≤lr Xt.
(B) For any s < t, the ratio
(5)
p(u, t)
p(u, s)
is a non-decreasing function of u.
Assumption (A) is a technical assumption. It is satisfied by the Poisson process model
for a prey’s parasite burden as well as a number of other non-decreasing integer valued
stochastic process such as certain mixed Poisson processes [49] and the negative binomial
Le´vy process [50]. Assumption (B) may be interpreted as follows: Suppose a prey were
consumed by one of two predators and that both predators were equally likely to encounter
the prey. Then the older predator becomes more likely to have consumed the prey as
the age of the prey increases. It follows immediately from Assumption (B) that for any
s ≤ t, A˜s ≤lr A˜t. Therefore, older predators tend to consume older prey than younger
predators in the sense that, if s ≤ t, then Pr(A˜t > a) ≥ Pr(A˜s > a), for all a ≥ 0 [48,
Theorem 1.C.1].
3. Results
3.1. Empirical data. Data was taken from publications by over 200 authors. The re-
sults were relatively consistent, especially for individual species or closely related species
groups. For example, the relationship between the log means and log variances of cys-
tacanths of Corynosoma spp. from 9 senior authors and 43 fish samples showed a good
correlation (R2 = 0.91, Fig. 1). The log variance at a log mean of 1.0 gave an index of
dispersion of 20.4.
Indices of dispersion for 28 parasite groups are given in Table 1. Seven of the eight
groups with the lowest scores are parasites that have not moved up a food chain, the
exception being the hemiurid from chaetognaths which may or may not have been in
5an earlier host. Of the remaining 20 parasite groups, all but, the diplectanids, ancyro-
cephalids and metacercariae, are thought to have arrived in the host through being eaten
in a prey item. The dispersion indices are consistent with the premise that moving up a
food chain is frequently associated with an increase in overdispersion.
Not included in the table is a high index for Gyrodactylus spp., 43.7 (from 16 data
points from 3 papers). Gyrodactylids present a special case as the parasites reproduce on
the fish. Also omitted are the catchall groups ‘fish metacestodes excluding Grillotia and
diphyllobothriids’ and ‘other larval Acanthocephala’ The data from these were highly
variable (R2 = 0.38 and 0.60).
3.2. Model: Fixed prey selection. Suppose that the predator’s selection of prey re-
mains constant throughout its life so the ratio (5) does not depend on u. Since the
distribution of X˜t no longer depends on t, we let X˜ denote the parasite burden of the
consumed prey. Let Ψ(t) =
∫ t
0
ψ(s)ds, which is the expected number of prey consumed
during the period [0, t]. From equations (2) and (4), E(Yt) = E(X˜)Ψ(t) and
(6) var(Yt) = E(X˜
2)Ψ(t) =
E(X˜2)
E(X˜)
E(Yt).
Equation (6) implies the index of dispersion for the predator’s parasite burden is constant
throughout its life when prey selection is fixed. Hence, the feeding rate of the predator
has no effect on the aggregation in its parasite burden. The log variance/log mean graph
is a straight line with a slope of one. The intercept is given by log(E(X˜2)/E(X˜)), and
is typically positive. For example, if Xt is a mixed Poisson process or if E(X˜) > 1, then
the intercept is positive.
To see the effect of trophic level in this setting, suppose there is a second predator
in the ecosystem that consumes the original predator. Assuming the second predator
selects its prey in the same manner throughout its life, equation (6) still applies with the
original predator now acting as the prey. The log variance/log mean graph of the second
predator’s parasite burden is again a straight line with a slope of one. Let Y˜ denote the
parasite burden of the first predator given it has been consumed by the second predator,
then
(7)
E(Y˜ 2)
E(Y˜ )
≥ E(Y˜ ) +
E(X˜2)
E(X˜)
.
The proof of inequality (7) is given in the appendix. Inequality (7) shows the intercept
for the second predator is greater than the intercept of the first. If the prey accumulates
parasites following a Poisson process, and the predators do not change their prey selection,
then the parasite burden becomes more overdispersed as the parasite passes up a food
chain. This is illustrated in Figure 2.
3.3. Prey selection depending on predator age. As noted previously, prey selection
typically changes with the age of the predator. In this case, the relationship between
the aggregation of parasites in predator and prey is more complex. The following result
provides some basic inequalities relating the index of dispersion for the predator and prey.
Theorem 3.1. Suppose Assumptions (A) and (B) hold. Then
(8)
var(Yt)
E(Yt)
≤
E(X˜2t )
E(X˜t)
,
6and
var(Yt)
E(Yt)
≥
1
Ψ(t)
∫ t
0
(
E(X˜2s )
E(X˜s)
)
ψ(s)ds(9)
≥
∫
∞
0
(
var(Xr)
E(Xr)
+ E(Xr)
)(
1
Ψ(t)
∫ t
0
fA˜s(r)ψ(s)ds
)
dr.(10)
Inequality (8) bounds the index of dispersion of the predator aged t in terms of the
parasite burden of prey consumed at aged t. This bound implies that an increase in the
index of dispersion with trophic level may not be observed in the empirical data if the
data is collected from prey that is older than what the predator typically consumes. The
quantity Ψ(t)−1
∫ t
0
fA˜s(r)ψ(s)ds appearing in inequality (10) is the probability density of
the age of a random selected prey that was consumed by a predator during the period
[0, t]. Inequality (10) shows that the index of dispersion of the predator is bounded from
below by the average of the index of dispersion of the prey it consumed plus the average
parasite burden of its prey. Equality holds in (8) and (9) if, for all s and t, the ratio (5)
does not depend on u, that is, if the distribution of consumed prey’s age does not depend
on the age of the predator.
In empirical data, the exact relationship between mean and variance is difficult to
identify. In the previous section, we saw that our modelling assumptions imply that the
slope in the log variance/log mean graph is one when prey selection is fixed. The following
results show that allowing prey selection to depend on the predator’s age results in the
slope being greater than one.
Theorem 3.2. Suppose Assumptions (A) and (B) hold. Then
(11)
d log var(Yt)
d logE(Yt)
≥ 1,
with equality if and only if for all s ∈ [0, t], P(X˜t = m | X˜t > 0) = P(X˜s = m | X˜s > 0)
for all m ≥ 1.
Corollary 3.3. Suppose Assumptions (B) holds and Xt is a Poisson process. Then
equality holds in (11) if and only if the ratio (5) is constant in u for all s ∈ [0, t].
Theorem 3.2 shows that the slope of the log variance/log mean graph will be greater
than one unless the distribution of the parasite intensity in the prey remains constant
throughout the predator’s life. When the prey accumulates parasites following a Poisson
process, this is only possible if the prey selection is fixed. Even if changes in prey selection
are restricted to a small part of the predator’s life, the slope of the log variance/log mean
graph will be greater than one.
The following example illustrates the effect of prey selection on the log variance/log
mean graph. Suppose that parasites accumulate in the prey according to a mixed Poisson
process [49] satisfying Assumption (A) with rate λ so E(Xt) = E(λ)t and var(Xt) =
E(λ)t+var(λ)t2. The age distribution of the prey is taken to be Gamma with shape and
rate parameters (α, β). If the function p(a, t) is proportional to aδt exp(−aγ), γ, δ > 0,
then the ratio p(a, t)/p(a, s) is proportional to aδ(t−s), which is non-decreasing in a for s <
t. The distribution of A˜t is then Gamma with shape and rate parameters (α+ δt, β + γ).
7Standard calculations show that
E(X˜t) = E(λ)
α + δt
β + γ
(12)
E(X˜2t )
E(X˜t)
= 1 +
E(λ2)
E(λ)
(
1 +
α+ δt
β + γ
)
(13)
In Figure 3, the log variance/log mean graph is given for a range of values of α and δ
with E(λ) = 1, E(λ2) = 1.5, β+γ = 1 and ψ(t) = 1 for all t ≥ 0. As the mean increases,
the slope of the graph appears to be independent of the parameter values chosen. For
large t,
E(X˜t) ∼
E(λ)δt
β + γ
, E(X˜2t ) ∼ E(λ
2)
(
δt
β + γ
)2
.
With ψ(t) = 1, the slope of the log variance/log mean graph approaches 3/2 when the
mean is large.
3.4. Role of target prey size. In Section 3.2 it was observed that if the predator selects
its prey in the same manner, regardless of age, then the feeding rate of the predator has
no effect on the aggregation in its parasite burden. However, when the predator’s prey
selection depends on the age of the predator, the feeding rate of the predator can have a
considerable impact on the aggregation of its parasite burden.
To examine the effect of the feeding rate on parasite aggregation, suppose there are
two predator species. Quantities relating to the two predators are distinguished through
subscripts. The two predators are assumed to consume on average the same amount of
biomass, but their feeding patterns differ in that the first species tends to consume many
smaller, hence younger, prey fish while the second species consumes few larger, hence
older, prey fish. Though fish growth typically slows with age there is generally a strong
relationship between size and age [51]. Assuming the prey accumulates parasites at a
constant rate, the expected biomass of prey aged t is proportional to its expected parasite
burden. The following result shows that while predator one has a higher feeding rate than
predator two, the parasites are more aggregated in predator two than in predator one.
Theorem 3.4. Suppose that Assumptions (A) and (B) hold and that E(Xt) ∝ t for all
t ≥ 0. Assume also that, for all t ≥ 0, A˜1,t ≤lr A˜2,t and
(14) E(A˜1,t)ψ1(t) = E(A˜2,t)ψ2(t)
Then ψt(t) ≥ ψ2(t) and
var(Y1,t)
E(Y1,t)
≤
var(Y2,t)
E(Y2,t)
for all t ≥ 0.
Suppose we take the same scenario as used in Figure 3 except that the function p(a, t)
is now proportional to aδ(t) exp(−aγ), where δ(t) is an increasing function and γ > 0.
Equations (12) and (13) hold with δt replaced by δ(t). In Figure 4, E(λ) = 1, E(λ2) =
1.5, β + γ = 1 and α = 0.1 for both predators. For the first predator we set δ1(t) = t
and ψ1(t) = 1 for all t ≥ 0, and for the second predator δ1(t) = t+ t
2 and ψ2(t) = (0.1 +
t)/(0.1+ t+ t2). As the mean parasite burden increases, the slope of the log variance/log
mean graph for the second predator approaches 2 whereas for the first predator the slope
approaches 3/2.
84. Discussion
In the empirical data, all the fish parasite distributions were overdispersed, even those
with a single host in the life cycle. The latter group had indices around 10 suggesting
that major sources of aggregation other than host number are operating on the parasites.
Nevertheless the ordination of parasite groups according to their index shows that those
that pass through earlier hosts tend to be more overdispersed than monoxenous parasites,
a result in agreement with Lester [15] who used a different data set.
Insufficient data were available to permit the evaluation of the degree of overdispersion
for one parasite species at different stages of its life cycle. However, trends can be
discerned. The index for cystacanths in gammarids was estimated to be 2.7 (Table 1).
The indices for Corynosoma cystacanths in fish was 20.4 and for Corynosoma adults in
seals was 24.0, thus though data from seals is sparse, the results conform to a general
increase in the index of dispersion at each stage of the life cycle. Acanthocephalans as
adults in fish also had a high index (23.4).
Hemiurids in planktonic invertebrates appeared to be almost randomly distributed,
that is the variance was close to the mean, and had an index of 2.6. Adult hemiurids in
fish were more aggregated with an index of 22.9.
Metacercariae in fish had high indices of 28.8 and 28.2. That of adult digeneans in fish
eating birds and mammals was higher at 39.8. The indices for the metacercariae could be
a consequence of molluscs releasing clouds of cercariae so that contact with the cercariae
by fish is not well modelled by a Poisson process.
The monogenean groups of capsalids, dactylogyrids and polyopisthocotyleans all had
low indices (8.7, 10.0 and 11.0). In contrast diplectanids and ancyrocephalids, also with
one-host life cycles, had high indices (28.8 and 23.4). Again the infection process in these
groups may not be well modelled by a Poisson process. Eggs of the diplectanid Allo-
murraytrema robustum become entangled among adults on the gills and the diplectanid
Lamellodiscus acanthopagri actually attaches eggs to the gills. Larvae that hatch from
these eggs can attach to adjacent filaments thus greatly increasing the chances of the
fish obtaining a subsquent infection. In contrast the polyopisthocotylean Polylabroides
multispinosus sheds its eggs into the water column, and none of its eggs are attached to
the host [52].
The conclusions here concur with the findings of Dobson and Merenlender [13] and
Shaw and Dobson [14] who suggested that there was a tendency for aggregation to be
greater in definitive hosts compared to intermediate hosts. Poulin [53] apparently using
essentially the same data base as used here, failed to detect any differences in overdisper-
sion between monoxenous and heteroxenous parasites, possibly because he incorporated
data from samples with as few as 6 hosts per sample and used taxonomic groups that
were more ecologically diverse than used here.
Taylor and Woiwod [54] and Anderson and Gordon [55] concluded that the values in
the log variance/log mean relationship were characteristic of a species at a particular
point in space and time. For aquatic parasites the stage in the life cycle appears to be
important. For example, the combined slope for Anisakis simplex from 6 authors for
6 different fish species was 1.74 (Table 1). The slopes for Anisakis 1 used in [15] were
1.47 for a crustacean-eating fish and 1.53, 1.81 and 1.97 for three piscivorous fishes. The
indices of dispersion were, 5.1, 20.2, 36.3 and 72.4 (from [15]). The results are consistent
with differences between host species for what appears to be the same parasite at different
trophic levels as predicted by the model.
9The empirical data demonstrate a strong association between the level of aggregation
of aquatic parasites and the trophic level of their hosts in relation to the parasite life
cycles. There is good support for such a link from mathematical theory. To confirm
the association, data are required on the levels of aggregation of a single population of
parasites as it moves up a food chain.
5. Appendix: Proofs
The proofs of equation (7) and Theorem 3.1 use a continuous version of the Chebyshev
sum inequality. This inequality states that for any non-decreasing functions g and h on
R and any probability measure µ on R
(15)
∫
g(x)h(x)µ(dx) ≥
∫
g(x)µ(dx)
∫
h(x)µ(dx).
5.1. Proof of inequality (7). Let fA˜ denote the probability density function of the age
of prey consumed by the second predator. Then
E(Y˜ 2)
E(Y˜ )
=
∫
E(Y 2s )fA˜(s)ds∫
E(Ys)fA˜(s)ds
.
From equation (2), E(Yt) is increasing, and since the ratio var(Yt)/E(Yt) is constant by
equation (6), E(Y 2t )/E(Yt) is also increasing. Applying inequality (15) gives
(16)
E(Y˜ 2)
E(Y˜ )
≥
∫
E(Y 2s )
E(Ys)
fA˜(s)ds =
∫ (
E(Ys) +
var(Ys)
E(Ys)
)
fA˜(s)ds.
Inequality (7) follows by substituting the expression for var(Yt) in equation (6) into
inequality (16).
5.2. Proof of Theorem 3.1. As noted earlier, an immediate consequence of Assumption
(B) is that A˜s ≤lr A˜t for all s ≤ t. From Assumption (A) and [48, Theorem 1.C.17],
A˜s ≤lr A˜t implies that X˜s ≤lr X˜t. Therefore, E(X˜t) is a non-decreasing function of t,
and by [48, Theorem 1.C.20] so is E(X˜2t )/E(X˜t). Inequality (8) now follows as
(17)
var(Yt)
E(Yt)
=
∫ t
0
(
E(X˜2
s
)
E(X˜s)
)
E(X˜s)ψ(s)ds∫ t
0
E(X˜s)ψ(s)ds
.
Inequality (9) is obtained by applying inequality (15) to equation (17). To prove inequal-
ity (10), again apply inequality (15) to the ratio
(18)
E(X˜2s )
E(X˜s)
=
∫
∞
0
E(X2s )fA˜t(s)ds∫
∞
0
E(Xs)fA˜t(s)ds
.
This is possible since Xs ≤lr Xt for all s ≤ t by Assumption (A), and this implies that
E(Xt) and E(X
2
t )/E(Xt) are both non-decreasing functions of t [48, Theorem 1.C.20].
Therefore,
E(X˜2s )
E(X˜s)
≥
∫
∞
0
E(X2s )
E(Xs)
fA˜t(s)ds.(19)
Substituting the lower bound (19) into inequality (9), we obtain
var(Yt)
E(Yt)
≥
1
Ψ(t)
∫ t
0
(∫
∞
0
E(X2r )
E(Xr)
fA˜s(r)dr
)
ψ(s)ds.
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Finally, interchanging the order of integration yields inequality (10).
5.3. Proof of Theorem 3.2. To prove Theorem 3.2, we first give the following basic
result.
Lemma 5.1. Assume that f : [0,∞) 7→ (0,∞) and g : [0,∞) 7→ (0,∞). Assume also
that f is a non-decreasing function. Define
µt :=
∫ t
0
g(s)ds
σ2t :=
∫ t
0
f(s)g(s)ds.
Then σ2 may be expressed as a function of µ and
(20)
d log σ2
d logµ
=
µ
σ2
f
(
G−1(µ)
)
,
where G−1 is the function such that G−1(µt) = t. Furthermore,
(21)
d log σ2
d logµ
≥ 1,
with equality if and only if for all s ∈ [0, G−1(µ)], f(s) = f(G−1(µ)).
Proof. As µt is strictly increasing in t, there exists a function G
−1 : [0,∞) 7→ [0,∞) such
that G−1(µt) = t. Hence, we may write σ
2(µ) = σ2
G−1(µ). Equation (20) follows from
the chain rule. From the mean value theorem, there exists an s∗ ∈ [0, G−1(µ)] such that
σ2/µ = f(s∗). Inequality (21) now follows as f is non-decreasing. For the equality in (21)
to hold, we must have f(G−1(µ))
∫ G−1(µ)
0
g(s)ds =
∫ G−1(µ)
0
f(s)g(s)ds. As f is assumed
to be non-decreasing, this is only possible if f is constant on [0, G−1(µ)]. 
Returning to the proof of Theorem 3.2, we note that E(X˜2t )/E(X˜t) is a non-decreasing
function of t (see the proof of Theorem 3.1). Let g(s) = E(X˜s)ψ(s) and f(s) =
E(X˜2s )/E(X˜s). Inequality (11) now follows from Lemma 5.1. Also from Lemma 5.1,
we see that equality in (11) holds if and only if E(X˜2s )/E(X˜s) = E(X˜
2
t )/E(X˜t) for all
s ∈ [0, t]. This is only possible if X˜2s X˜t
d
= X˜sX˜
2
t for all s ∈ [0, t] [48, Theorem 1.C.20].
Let m be a square-free positive integer. Then
P(X˜2s X˜t = m) = P(X˜s = 1)P(X˜t = m).
As X˜2s X˜t
d
= X˜sX˜
2
t ,
(22)
P(X˜t = m)
P(X˜s = m)
=
P(X˜t = 1)
P(X˜s = 1)
,
for all square-free integers m ≥ 1 in the union of the supports of X˜s and X˜t. Since
X˜s ≤lr X˜t, equation (22) must hold for all m ≥ 1 in the union of the supports of X˜s and
X˜t. From equation (22),
P(X˜s > 0) =
P(X˜t = 1)
P(X˜s = 1)
P(X˜t > 0).
Therefore, P(X˜t = m | X˜t > 0) = P(X˜s = m | X˜s > 0) for all m ≥ 1.
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5.4. Proof of Corollary 3.3. As Xt is a Poisson process, X˜t has a mixed Poisson
distribution. Let Pt(z) be the probability generating function of X˜t. From equation (22)
there exists a cs,t ∈ [0, 1] such that
(23) Ps(z) = cs,tPt(z) + (1− cs,t),
for all z. It is known that the mixing distribution of a mixed Poisson distribution is
uniquely identifiable [56]. Therefore, equation (23) implies that A˜s
d
= ZA˜t, where Z is an
independent Bernoulli random variable with P(Z = 1) = cs,t. From equation (1), this is
only possible if cs,t = 1. Hence, the ratio (5) is constant.
5.5. Proof of Theorem 3.4. As A˜1,t ≤lr A˜2,t, E(A˜1,t) ≤ E(A˜2,t). Hence, equation (14)
implies ψ1(t) ≥ ψ2(t). As E(X˜i,t) = E(A˜i,t) for all t ≥ 0 and i = 1, 2, equations (2) and
(14) imply E(Y1,t) = E(Y2,t) for all t ≥ 0, that is, the expected parasite burden of the two
predators are equal for all ages. As A˜1,t ≤lr A˜2,t, X˜1,t ≤lr X˜2,t for all t ≥ 0 [48, Theorem
1.C.17]. It follows from [48, Theorem 1.C.20] that
E(X˜21,t)
E(X˜1,t)
≤
E(X˜22,t)
E(X˜2,t)
,
for all t ≥ 0. From equation (4), the variance of the parasite burden of the second
predator will be greater than that of the first, and, as the expected parasite burdens
are equal, the parasite burden of the second predator will also have a greater index of
dispersion.
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Figure 1. Plot of the means and variances of Corynosoma cystacanths
in 43 fish samples from 15 publications. The line of best fit plotted is
log10(σ
2) = 1.7484 log10(µ) + 0.5609.
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Figure 2. Plot of log variance against log mean of the parasite burden.
The parasite burden of prey (dotted line) follows a Poisson process. The
first predator (dashed line) consumes the prey, and second predator (solid
line) consumes the first predator.
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Figure 3. Change in variance with changes in predator age: (Left) Plot
of log10(σ
2) against log10(µ) for δ = 1 and α = (0.1, 2, 5, 10). The curves
increase with α, but become less steep over this range of µ. (Right) Plot
of log(σ2) against log(µ) for α = 0.1 and δ = (0.01, 0.05, 0.25, 1.25). The
curves increase with δ. For both plots, the dotted line corresponds to
log10(σ
2) = log10(µ).
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Figure 4. Plot of log10(σ
2) against log10(µ) with E(λ) = 1, E(λ
2) =
1.5, β + γ = 1 and α = 0.1 for both predators. For the first predator
(dashed line) δ1(t) = t and ψ1(t) = 1, and for the second predator (solid
line) δ2(t) = t + t
2 and ψ2(t) = (0.1 + t)/(0.1 + t + t
2). The dotted line
corresponds to log10(σ
2) = log10(µ).
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Table 1. Index of dispersion at a mean of 10 parasites per host (I10) for
28 parasite groups, from teleosts unless otherwise stated. Values for slope
and intercept taken from log variance/log mean graph.
Parasite group No. of No. of slope intercept R2 I10
papers data
points
Adult cestodes in elasmobranch 1 7 2.4 0.41 0.89 64.6
Juvenile Contracaecum spp. 15 24 1.96 0.67 0.83 42.7
Adult Digenea excl. hemiurids 39 122 2.07 0.56 0.87 42.7
Adult Digenea from fish in birds & otters 6 29 1.43 1.17 0.73 39.8
Diplectanids 5 29 1.82 0.64 0.79 28.8
Non-diplostome metacercariae 25 86 1.71 0.75 0.88 28.8
Diplostome metacercariae 21 69 1.62 0.83 0.72 28.2
Adult anisakids 6 12 1.78 0.65 0.82 26.9
Adult spirurids 22 37 1.52 0.88 0.69 25.7
Juvenile Hysterothylacium 14 28 2.02 0.39 0.93 25.7
Adult Corynosoma in seals 1 5 2.03 0.35 0.94 24.0
Adult Acanthocephala 32 108 1.75 0.62 0.88 23.4
Grillotia blastocysts 13 37 1.66 0.71 0.95 23.4
Ancyrocephalids 5 13 1.75 0.62 0.92 23.4
Adult hemiurids 20 62 1.8 0.56 0.85 22.9
Tetraphyllidean metacestodes 9 17 1.43 0.91 0.75 21.9
Adult cestodes 24 64 1.71 0.63 0.84 21.9
Corynosoma cystacanths 15 43 1.75 0.56 0.91 20.4
Juvenile Anisakis simplex 6 24 1.74 0.5 0.91 17.4
Diphyllobothriid plerocercoids 7 27 1.61 0.62 0.88 17.0
Adult ascaridids 11 17 1.92 0.25 0.81 14.8
Non-caligoid copepods 14 55 1.73 0.43 0.92 14.5
Polyopisthocotyleans 11 37 1.45 0.59 0.87 11.0
Dactylogyrids 13 77 1.55 0.45 0.9 10.0
Caligoids 11 45 1.5 0.5 0.71 10.0
Capsalids 4 17 1.55 0.39 0.83 8.7
Cystacanths in inverts (extrapolated) 1 6 1.15 0.28 0.92 2.7
Hemiurids in inverts (extrapolated) 3 11 1.14 0.27 0.85 2.6
Total 354 1108
