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We present a hardware agnostic error mitigation algorithm for near term quantum processors
inspired by the classical Lanczos method. This technique can reduce the impact of different sources
of noise at the sole cost of an increase in the number of measurements to be performed on the target
quantum circuit, without additional experimental overhead. We demonstrate through numerical
simulations and experiments on IBM Quantum hardware that the proposed scheme significantly
increases the accuracy of cost functions evaluations within the framework of variational quantum
algorithms, thus leading to improved ground-state calculations for quantum chemistry and physics
problems beyond state-of-the-art results.
Introduction. One of the main limitations of available
quantum computers is the sensitivity to noise. Appli-
cations like quantum chemistry, machine learning and
finance require significant precision in the calculation of
observables or classical cost functions. However, current
hardware noise levels only allow for limited accuracy, thus
hindering the achievement of meaningful outputs. While
the advent of quantum error correction techniques [1–
3] could in principle offer a solution, all the proposed
schemes require an increase in the number of available
qubits, coherence times and fidelities in hardware opera-
tions which are still beyond state-of-the-art capabilities.
Within the near-term quantum computing time frame [4],
the available algorithmic implementations are therefore
limited to shallow circuits applied on easy-to-prepare ini-
tial states [5–10]. In most cases, only proof-of-principle
experiments with moderate hardware requirements have
been performed [11–16], and the results are not easily
compared to equivalent classical solutions.
The search for more accurate solutions led to the intro-
duction of error mitigation techniques, which can in prin-
ciple extend the range of operability of current technology
without the need for a fully error corrected quantum de-
vice. Recently proposed solutions are based on extrapola-
tion to zero noise [14, 17–21], quasi-probability distribu-
tion methods [19, 20], symmetry enforcement [8, 21–24]
or stabilizer-like methods [25]. Significant improvements
have been demonstrated experimentally [14, 24, 26, 27]
for the calculation of different observables. Dedicated
protocols have also been developed for mitigating mea-
surement errors [14, 28–32], mostly based on the assump-
tion that the readout noise can be simulated via a classi-
cal model where noise acts independently on each qubit.
In this paper, we introduce a technique for quantum
error mitigation inspired by the Lanczos algorithm for
matrix diagonalization [33, 34]. Our method provides
a rigorous way to improve ground-state estimates by en-
hancing the projection of the optimal solution to the true
ground-state of the problem Hamiltonian. It can thus
be used to simultaneously reduce the impact of exper-
imental noise and to increase the quality of the varia-
tional ansatz whenever the latter is limited, e.g., by the
shallowness of the corresponding quantum circuit or by
hardware connectivity constraints. The scheme remains
fully compatible with the underlying variational princi-
ple, always produces physical results, and can be com-
bined with other error mitigation techniques. Most im-
portantly, our method does not require additional exper-
imental resources (e.g., calibration of dedicated pulses)
besides an increase in the number of observables to be
measured on the quantum register. We demonstrate an
experimental implementation of our technique on a num-
ber of quantum physics and quantum chemistry models
using state-of-the-art quantum hardware. The general
applicability of the scheme is not restricted to such prob-
lems, but can be used for any quantum computing appli-
cation that requires the calculation of ground-state prop-
erties. The results indicate that the proposed error mit-
igation scheme can systematically provide better accu-
racy for energy estimates without the need for a detailed
description of the underlying noise model and without
being subject to specific hardware constraints.
Lanczos Algorithm. In many applications of interest,
variational quantum algorithms are formulated in terms
of a Hamiltonian H, whose smallest eigenvalue, and pos-
sibly ground eigenstate, represent the desired solution.
In the variational approach, a quantum circuit with a
set of tunable gate parameters ~θ is used to generate an
optimal approximation |ψ(~θopt)〉 of the target quantum
state in the variational subspace, using the expectation
value of the Hamiltonian 〈H〉~θ = 〈ψ(~θ)|H|ψ(~θ)〉 as the
cost function.
Under the effect of gate, thermalization, and readout
noise, represented here as a quantum operation E [35], the
variational estimate of the target ground-state energy can
be described in terms of a density matrix ρ = E(|ψ(~θopt)〉)
as E = Tr[ρH]. Following the classical Lanczos algo-
rithm [33], such an estimate can be improved by con-
structing a basis of the order-m Krylov subspace K(m)
through, e.g., a power iteration scheme and then diago-
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2nalizing H in K(m) [33]. It is easily shown that for m = 2
the resulting estimate EL can be expressed as
EL = min
a0,a1∈R
Tr
[
ρH(a0 − a1H)2
]
Tr [ρ(a0 − a1H)2] . (1)
It is worth noting that this result coincides with the ap-
plication of a single Euler step of size τ = a1/a0 in imag-
inary time evolution [36–38]. The estimate in Eq. (1) can
be shown to be reliable and at least as good as the initial
estimate E even in the presence of noise, as it still obeys
the variational principle E0 ≤ EL while additionally sat-
isfying EL ≤ E. Indeed, by defining, ∀a0, a1 ∈ R,
ρL(a0, a1) =
(a0 − a1H)ρ(a0 − a1H)
Tr [ρ(a0 − a1H)2] , (2)
we can rewrite Eq. (1) as EL = mina0,a1 Tr [ρL(a0, a1)H].
Given the structure of Eq. (2), it is straightforward to
see that ρL(a0, a1) represents a valid density matrix, as
it fulfils hermiticity, semi-positive-definitness and nor-
malization, i.e., such properties are preserved under the
application of the Lanczos method. As a result, the
variational bound E0 ≤ EL must also hold. More-
over, the relation EL ≤ E follows from the observation
that the expression minimized in Eq. (1) evaluates to
E for a0 = 1, a1 = 0. We point out that the ordering
E0 ≤ EL ≤ E is respected, with a similar proof, also for
higher order (m > 2) versions of the method.
If ρ¯L is the density matrix achieving the minimum in
Eq. (1), an improved estimate for any ground-state ob-
servable O can be obtained as 〈O〉L = Tr[ρ¯LO]. The
accuracy of such estimate with respect to the true value
is expected to grow, compared to the initial noisy result,
as the overlap of ρL with the true ground-state |Ψ0〉 will
generally be larger than the one of the original ρ. A suf-
ficient condition for this to hold, if a¯0, a¯1 are the optimal
parameters from Eq. (1), is that
(a¯0 − a¯1EL)2/Tr
[
ρ(a¯0 − a¯1H)2
]
> 1. (3)
If a¯1 6= 0, also a¯0/a¯1 > EL is required.
Intuitively, the application of the Lanczos method
modifies the original spectral weights ρii = 〈i|ρ|i〉 on the
energy eigenstates {|i〉}, leading to the replacement
ρii → ρ¯L,ii = ρii(a¯0 − a¯1Ei)
2
Tr [ρ(a¯0 − a¯1H)2] , (4)
where Ei is the eigenvalue of H corresponding to eigen-
vector |i〉. The minimum condition of Eq. (1) then cor-
responds, similarly to the parameter shift rule in usual
power iteration methods for matrix diagonalization, to
a choice of a¯0, a¯1 reducing the spectral weight of ex-
cited states. The number of measurements required at
order m scales in the worst case as M2m−1, where M
is the number of Pauli terms in the original Hamilto-
nian. However, through grouping of Pauli operators into
tensor-product basis sets [12] or by using partial state
tomography and state reconstruction techniques [39–41]
the actual overhead in the number of measurements re-
quired by the scheme can be significantly mitigated. In
the following, we will show practical examples for which
even low-order (m = 2) results can provide estimates
very close to noiseless results.
Implementation of order m = 2 error mitigation. For
the implementation of the method to lowest order, EL is
expressed in terms of the three expectation values 〈Hk〉 =
Tr[ρHk] with k = 1, 2, 3. Such expectation values can be
efficiently measured on a quantum processor and then
used to find the minimal energy estimate according to
Eq. (1).
Each estimate of powers of H usually comes with an
associated standard error σHk arising from fluctuations
of the readout due to the inherent quantum statistics of
measurements as well as to hardware noise. As a mat-
ter of fact, when such statistical errors are propagated to
the final outcome EL they can give rise to uncertainties
σEL which are larger than the standard errors affecting
the original noisy estimate E = Tr[ρH]. The precision is
particularly influenced by variations in time of the exper-
imental noise levels and calibration accuracy, and can be-
come critical at ill-conditioned values for which the mini-
mization in Eq. (1) yields a small denominator. However,
several strategies can be adopted to enhance the stability
of the proposed method, besides increasing the precision
of the original 〈Hk〉 estimates via an increase in the size
of the statistical samples within the same experiment. A
direct improvement can for example be obtained by re-
peating the estimation of EL a number nrepeat of times,
thus obtaining a set of values {eL,i} and of associated
errors {σi} which are then combined in a weighted least
square (wls) average, yielding
EL,wls =
∑nrepeat−1
i=0 eL,iσ
−2
i∑nrepeat−1
i=0 σ
−2
i
, (5)
with standard error σ−2
EL,wls
=
∑
i σ
−2
i . Notice that
this solution fulfills the generalized Gauss-Markov Theo-
rem [42], and therefore EL,wls has minimal variance [43].
Other alternatives are represented by the replacement of
Eq. (1) with a cube root estimate EL,cube =
3
√〈H3〉,
which also has the property of enhancing the spectral
weight of a noisy state on the exact ground-state, or by
a direct empirical choice of the parameters a0 and a1 in
a region with low standard error yielding EL,a0,a1 .
Applications. In all the examples presented below,
we successfully use an order m = 2 method to correct
for hardware noise and to enhance the quality of the
ansatzes generated by the Variational Quantum Eigen-
solver (VQE) algorithm [12, 44]. We use the so called
RyRz variational form [12] and optimize the rotation an-
gles ~θ via the simultaneous perturbation stochastic ap-
proximation method (SPSA) [12, 45] to obtain ground-
state estimates for different physical models. To increase
numerical stability and in view of the often rough opti-
mization landscapes under study, in all cases we sample
ninit = 5 parameter sets ~θ from uniform distributions on
3[0, 2pi] and use the one with the lowest energy expecta-
tion value as initial set for the optimization routine with
a maximum of nsteps SPSA iterations. The optimization
procedure is repeated a number nVQE of times, choosing
the {~θopt} with the lowest energy as the optimal VQE
solution. Error mitigation is then applied to the optimal
circuit by taking nrepeat measurements of the operators
H, H2 and H3 and employing the methods introduced
above. The outcomes are compared to the original noisy
estimate of the ground-state energy E.
In the first example, we study the Hydrogen molecule
H2, which is one of the fist systems ever addressed by a
VQE computation on real hardware [12, 46] and is often
used as a benchmark. In our simulations, the equilib-
rium bond length 0.74 A˚ is estimated by variation of the
internuclear distance d and computing the correspond-
ing dissociation energy profile. We compute the Hamil-
tonian parameters using PySCF [47] in the STO-3G ba-
sis set [48] with the restricted Hartree-Fock method [49],
leading to a four-qubit encoding. For comparison to pre-
vious state-of-the-art work [13], we also simulate H2 on
two qubits exploiting the spin conservation symmetry to
reduce the size of the required quantum register [50].
In the second example, we increase the complex-
ity of the simulation by focusing on the H3 molecule,
which is particularly interesting as a prototypical exam-
ple of a chemical system acquiring a Berry phase un-
der a transformation between obtuse and acute triangu-
lar shapes [51–53]. Here, we tune the height h of an
originally equilateral molecule at a constant basis side
length of 1 A˚: under this deformation, the spectrum ex-
hibits a systematic change due to a level crossing at an
arrangement of equidistant nuclei. The Hamiltonian is
constructed similarly to the case of H2 above, but using
the unrestricted Hartree-Fock method instead.
As a last example, we consider the anti-ferromagnetic
Heisenberg model for spin s = 1/2 on a tetrahedral cell
HHeis = J
∑
〈i,j〉
∑
α=x,y,z
σ(i)α σ
(j)
α , (6)
where J > 0, σα are the usual Pauli matrices and 〈i, j〉
denote nearest neighbors. We study the evolution of the
spectrum, and particularly of the energy of the ground-
state manifold, as a function of the coupling strength of
one of the bonds (J ′) with respect to all the others. At
the fully symmetric tetrahedron configuration, achieved
for J = J ′, a level crossing occurs.
Results. In Fig. 1a we report, for the 4-qubit H2 setup
at the equilibrium bond length, a typical distribution
of outcomes for the evaluation of the ground-state en-
ergy on the ibmq ourense quantum processor. The de-
vice was accessed via the IBM Quantum Experience and
programmed through the Qiskit software stack [54]. The
histograms are constructed by repeating nrepeat = 1335
times the experimental procedure for the optimal param-
eters found {~θopt}, namely the evaluation of Hamiltonian
expectation values and the application of the algorith-
mic error mitigation procedure. For each data point,
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FIG. 1. Error mitigation for H2 encoded on 4 qubits at equi-
librium distance with nsteps = 100, nVQE = 10, nshots = 8192.
(a) Probability density functions (PDF) for the bare eval-
uation of 〈H〉~θopt on real hardware (green) and the corre-
sponding mitigated results using Eq. (1)(blue), the cube root
method (gray), the wls scheme (red) and the empirical se-
lection of the a0 and a1 (orange). E0 is the exact ground-
state energy, Enn denotes a numerical evaluation of 〈H〉~θopt
using the optimal VQE ansatz, which was obtained on the
ibmq ourense quantum processor. (b) Effect of noise enhance-
ment via repetition of CZ gates and application of Richardson
extrapolation.
the noisy estimates of 〈Hk〉 were constructed by using
nshots = 8192 runs of the relevant quantum circuit. Com-
pared to the exact result E0 ≈ −1.137 Ha, obtained
with numerical diagonalization, the bare measurement of
〈H〉~θopt on the optimized ansatz (green) yields the low-
est accuracy, with an average of about −0.9145(6) Ha. A
direct application of the order m = 2 error mitigation
procedure, according to Eq. (1), significantly shifts the
distribution towards the reference value: however, due
to the normalization required for the Lanczos-inspired
algorithm, the distribution (blue) has a long tail to-
wards small energies and large uncertainty. As mentioned
above, several solutions can be adopted, with variable
performances depending on the specific problem under
study, to overcome this instability. First, by increas-
ing nshots one can directly obtain smaller uncertainties
σHk on the evaluations of 〈Hk〉~θ within a single exper-
iment. Despite being computationally expensive (typi-
cally σHk ∝ 1/√nshots), this approach leads in our case
to an average mitigated result EL = −1.084(7) Ha with
nshots = 10
7. Less demanding alternatives are the ap-
plication of the cube root method (grey), yielding the
smallest improvement on the energy evaluation but the
most stable results, the weighted least square over groups
of 5 repetitions (red), or the empirical selection of the a0
and a1 parameters (orange). The latter procedure is car-
ried out by choosing a0 and a1 in such a way to keep
the average estimated measurement uncertainty below
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FIG. 2. Dissociation profiles for H2 computed with 2-qubit (a)
and 4-qubit (b) on ibmq ourense with nsteps = 100, nVQE =
10, nrepeat = 1. Bare results (green) are compared to error-
mitigated ones (blue, nshots = 8 · 105). Black curves and dots
denote the true ground-state energies, and the dotted lines
reference to the non-noisy energy evaluation obtained using
the VQE optimal parameters resulting from (noisy) quantum
hardware calculations. In all cases, the RyRz ansatz with one
entangling layer is used.
0.02 Ha, which is far smaller than the investigated en-
ergy scales, while still providing an improvement over the
bare results. Indeed, by tuning the ratio a0/a1 one can
interpolate between the outcome of Eq. (1), which might
be affected by large uncertainties, and a more stable re-
sult, ultimately converging to the original bare value for
a0/a1 →∞.
The performance of the proposed methods in presence
of high noise values is assessed in Fig. 1b. Here, for the
same configuration of Fig. 1a, we artificially increase the
noise levels by replacing every controlled phase (CZ) op-
eration in the entangling block of the variational circuit
with an odd (3, 5, 7) number of copies [55, 56]. We ob-
serve a dominantly linear dependence on the number of
CZ, with an increase of the uncertainties associated to
the mitigated results EL for higher levels of noise. It is
worth pointing out that Richardson extrapolation to zero
noise can be applied here not only to the bare results, but
also to the mitigated ones, leading to an almost complete
cancellation of hardware noise.
The results for the full dissociation profile of H2 en-
coded on 2 and 4 qubits are shown in Fig. 2. The pro-
posed error mitigation scheme enhances the quality of
the energy estimates up to a factor of 5: in particular,
for the 2-qubit computation this leads to an improve-
ment of state-of-the-art results (see, e.g., Ref. [13], where
a dedicated hardware was employed), with an accuracy
above 10 mHa. It is also worth pointing out that in some
cases our Lanczos-inspired error mitigation provides cor-
rections, which go beyond a mere noise-cancellation ef-
fect in energy evaluations, and which can be interpreted
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FIG. 3. Ground-state energies for the triangular H3 molecule
(a) and for the Heisenberg tetrahedron model (b, J ′ corre-
sponds to the orange bond). Bare results (green) are com-
pared to error-mitigated ones (orange) obtained by fixing a0
and a1 to achieve a maximal estimated standard error of
0.03 Ha. Black curves and dots denote the true ground-state
energies, dotted lines are VQE results optimized numerically
and evaluated in the absence of noise. The RyRz ansatz with
1 (3) entangling layers is used, with nrepeat = 1, nsteps = 2000,
nVQE = 4 (10), nshots = 8 · 105 (8192), for H3 (respectively
the Heisenberg model).
as an improvement on the ansatz itself. This can be seen
by comparing the mitigated results with what would be
obtained form an ideal noiseless measurement Enn, sim-
ulated numerically starting from the variational ansatz
learned on the real hardware (dashed lines).
Finally, in Fig. 3 we report the outcomes for the H3
dissociation curve and for the Heisenberg tetrahedron
model mapped on 6- and 4-qubit circuits, respectively.
Due to the significant increase in complexity and size of
the required hardware simulations, for these models the
optimal VQE parameters ~θopt were computed via numeri-
cal simulations, while the final energy evaluations and the
corresponding mitigated results were obtained by imple-
menting the optimal circuit on the ibmq almaden (H3)
and ibmq ourense (tetrahedron) quantum processors. At
difference with Fig. 2, here we made use of the empirical
selection method for a0 and a1 in order to reduce the
standard error on the mitigated points EL,a0,a1 . In both
cases, the Lanczos-inspired scheme significantly helps in
recovering the most relevant ground-state features, i.e.,
the extremal points of the energy surfaces and level cross-
ings.
Summary. We introduced a hardware agnostic tech-
nique to mitigate errors on near term quantum proces-
sors and we described its direct application to quan-
tum chemistry and quantum physics problems. The pro-
posed approach significantly improves the calculation of
ground-state properties by effectively enhancing the spec-
tral weight of noisy variational ansatzes on the respective
optimal solutions while ensuring the physical consistency
5of the outcomes. This method does not require direct
control on low-level hardware operations and can in prin-
ciple be combined with other available noise mitigation
protocols. We reported experimental results for energy
evaluations closely approaching the exact reference values
and demonstrated the robustness of the approach in sev-
eral test cases with highly non-trivial ground-state prop-
erties (e.g., the conical intersection in H3). The computa-
tional cost of this error mitigation procedure is ultimately
associated to an increase in the number of measurements
to be performed and can potentially be reduced by the
introduction of more elaborate schemes for the grouping
of Pauli terms appearing in the target Hamiltonian. In
view of these arguments, we conclude that the proposed
method has the potential to become a standard error mit-
igation scheme for any type of noisy quantum computing
platform.
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