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Le vieillissement des barrages est une source de préoccupation importante pour 
l'exploitant de ce type d'ouvrage car il entraîne une détérioration de la structure 
qui devient un danger potentiel. C'est la raison pour laquelle ces constructions né- 
cessitent une surveillance étroite. afin d'évaluer de facon continue les faiblesses des 
structures et d'y remédier. Or. les techniques actuelles de surveillance et d'ausculta- 
tion prhentent la limite d'ktre soit restreinte à un levé ponctuel dans le temps, soit 
d'une portée spatiale faible. Une technique opérationnelle en permanence et offrant 
ilne couverture volumique. englobant la totaiité ou la majoritC de l'ouvrage. serait 
un outil complémentaire appréciable pour la gestion de ce type de structtire. L'ob- 
jectif de ce travail est d'étudier ln faisabilité d'une telle méthode pour les barrages 
en béton, 
La technique proposée repose sur I'écoute des événements microsismiques géné- 
rés par la fissuration du béton constituant l'ouvrage. En théorie, toute déformation 
inélastique d'un matériau. quélle soit induite naturellement ou consécutive a l'ac- 
tion humaine. entraine l'émission d'ondes sismiques1. Ces ondes se propagent dans 
le matériau en s'atténuant. et sont mesurables jusqu'à une certaine distance de 
la source d'émission. La mesure de la fréquence d'occurence, de l'amplitude de 
l'énergie libérée. la localisation de la source d%mission sont autant de paramètres 
permettant de poser un diagnostique du matériau. Une méthode de surveillance ba- 
-- 
Lies termes ondes acoustiques. ondes soniques sont utilisés dans d'autres domaines du ghie 
sée sur ce principe est d'ailleurs couramment utilisée dans les mines pour détecter 
et tenter de prédire les coups de terrain. 
Le contexte d'opération est le suivant : disposant d'un réseau de capteurs sur 
un barrage. on souhaite détecter les événements microsismiques générés par la fis- 
suration du béton. loculiser dans ie temps et l'espace la source de l'émission. et 
ult imement cuructériser I'ét at de contrainte à l'origine de cet te émission. Trois pro- 
blèmes se posent donc : d6tection. localisation. caractérisation. Yous voyons dans 
la thèse que les différences entre l'environnement minier et celui des barrages - le 
matériau hote de La déformation. et la géomktrie des stnirtiires - influencent la 
capacitf 5 résoudre au moins deux de ces trois probkmes. Plus ~p~cifiqiiement. on 
(16termine dans la première partie du document un ordre de grandeur de la détecta- 
Mité des événements microsismiques pour un environnement propre auu barrages. 
Le probléme de la localisation est étudie dans la deui.uii.rne partie du texte. Finale- 
ment. le dernier chapitre de la thèse propose des pistes pour aborder le troisième 
problème soulevé. 
Comme il vient d'étre mentionné. la première partie cie ce travail porte sur la 
détermination du rayon utile de I'auscul tation microsismique sur les barrages en 
béton. La capacité à détecter un événement est fonction de (1) l'atténuation des 
ondes sismiques dans le milieu. (2) du niveau de bruit ambiant qui se superpose 
aux signaux d'intérêt. et (3) de la taille des défauts à l'origine de l'émission. 
L'atténuation sismique in situ des bétons n'est pas bien documentée dans la 
littérature. Des mesures ont été réalisées au barrage de Carillon dans le but de 
l'évaluer. Le facteur adirnensionnel de qualité sismique Q est habituellement utilisé 
pour quantifier l'atténuation. Dans cet te thèse. trois techniques sont utilisées pour 
le calculer : le rapport des amplitudes. le rapport des spectres d'amplitude. et le 
temps de montée. On présente ici une technique pour réduire le biais causé par 
le bruit lors du calcul des rapports spectraux. Les résultats ainsi obtenus donnent 
un facteur Q de l'ordre de 5 ii 10. Cette valeur est faible par rapport aux roches 
et a ce qu'on a observé en laboratoire sur des bétons. On l'explique partiellement 
par la diffusion de l'énergie sismique par les granulats composant le béton. ou une 
forte fissurat ion du béton. On soupçonne également qu'un couplage inadéquat des 
capteurs au béton lors <le In campagne de niesure soit une cause supplémentaire 
de la forte atténuation. On propose une méthode par algorithme génétique pour 
déterminer conjointenient le couplage des capteurs et le facteur Q. Les valeurs de 
couplage obtenues par cette technique varient de O.:! i 0.8: et le facteur Q ainsi 
estimé peut atteindre 60. 
Le bruit ambiant doit 6gnl~nient Ptre connu poiir établir à partir de quelle 
distance l'énergie sisniiqiir n'est phs  risible. CP bruit a ét6 mesilré au barrage de 
Carillon sur ilne période (le 35 jours i l'automne 1998. Des valeurs RIlS de référence 
de IO-" m s pour la véloritB. et de 10-L m S.' poiir I'accélération sont utilisées 
comme limites supéri txr~s  pour le cdciil des rayons critiques présentés plus loin. Par 
ailleiirs. I'étude des înractPrist iqiies spectrales et statistiques des enregistrements 
indique que les accélérornètres seraient plus propices que les géophones a fournir un 
signal apte ii être traité pour rehausser la détectabilité. 
En troisième lieu. les réponses sismiques de fissiires de 0.01. 0.1 et 1.0 m2 ont 
été calculées pour un modèle correspondant à la géométrie du barrage de Carillon. 
pour des valeurs du facteur Q variant de 5 à 100. Ces réponses ont été utilisées. en 
plus des niveaus de bruits précédemment fixés. pour évaluer la distance nominale 
de détection. Considérant qu'un couplage adéquat (Gquivalent à un facteur Q de 
30) est atteignable et que le signal est visible pour un rapport signal sur bruit S. B 
de 100. on est en droit de s'attendre à pouvoir détecter tout défauts de 0.01 m2 à 
une distance de 25 m. Cette distance peut atteindre 100 m pour un certain nombre 
de ces événements. Si les défauts font 1 m2. la distance peut atteindre 220 m. 
Dans la deuxième partie de la thèse. on présente une méthode de localisation des 
sources sismiques basée sur l'inversion conjointe hypocentre-vitesse des temps d'ar- 
rivée sismique. Différentes méthodes de localisation sont d'abord évaluées. Parmi 
celles-ci. l'inversion se démarque par sa capacité à Fournir une information supplé- 
mentaire : la distribution des vitesses sismiques au sein du milieu. Ce paramètre est 
corrélé avec la compétence du matériau. et une image de sa distribution spatiale 
reflète l'état de la structure. 
La méthode d'inversion repose sur l'utilisation d'une routine de modélisation 
du  tracé des rais. Les barrages présentent deux caractéristiques importantes en 
regard de la modélisation : la géométrie de la structure est connue et. surtout. 
les contrastes de vitesse sismique sont très nets entre le béton. l'eau et l'air. Ces 
raractéristiques ont un  incidence sur la façon de modéliser le tracé des rais. La 
modélisation par méthode des graphes s'avère appropriée pour notre application. 
et une version publique a été implémentée dans le programme d'inversion développé 
dans la thèse. 
Finalement. le programme d'inversion a été testé avec des données synthétiques. 
Le modèle de vitesse synthétique comporte trois anomalies de basse vitesse. Des 
jeux de données de temps d'arrivée propres. avec une erreur de 2%. 5%. 10% et 
20% ajoutée. et des jeus de données décimés ont été générés pour réaliser ces tests. 
Six configurations de capteurs ont été testés. en utilisant trois modèles de vitesse 
de départ. Les résultats de ces inversions montrent qu'une localisation précise peut 
être atteinte avec une dizaine de capteurs. à la condition de pouvoir compter sur 
des capteurs à la base de l'ouvrage du côté amont. en plus de capteurs sur la crète 
et du c6té aval. Si l'on s'intéresse à la justesse du modèle de vitesse restitué par 
l'inversion. ce nombre doit au minimum être doublé. De plus. des temps d'amvée 
relativement propres (niveau de bruit n'excédant pas 2%) doivent être disponibles 
pour rhoudre Ie modèle de vitesse convenablement. 
En conclusion. on considère que I'auscultation microsmismique des barrages en 
béton est appiicable selon le degré d'information recherché. On estime également 
que certain travaux doivent être réalisés pour répondre aux questions laiss&s en 
suspend. Yotamment. de nouvelles mesures permettant d'évaluer le facteur Q et le 
bruit de façon plus reprkentative sont souhaitées. 
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ABSTRACT 
The aging of dams leads to their degradation and is therefore a threat to normal 
operation. and is potentially dangerous. This explairis why such structures need 
to be monitored closely and continuously. so that appropriate measures c m  be 
iindertaken in time. ?levertheless. actual monitoring techniques are either limited 
to srnall spatial ranges or are infrequently perfomed. Ideally. a method continuously 
monitoring the majority of the structure would help considerably the management 
of operations. The feasibility of such a technique is the topic of this thesis. 
The principle underlying the proposed method is to listen to microseimic events 
generated by the cracking of the concrete dam. In thpop. every inelristic deforma- 
tion occiirring in a materid leads to the emission of seismic waveG. These waves 
attenuate as they propagate in the material. and are rneasurable within a given 
distance of the source. The event occurrence frequency. the wave energy and the 
source hypocenter location are parameters that dlow structure characterization. .-\ 
method based on this principle is used to detect and attempt to predict rockbursts 
in the mining i n d u s t .  
The method procedure is the follonlng : giwn a sensor network distributeci over 
a dam. one Nishes to detect the microseismic events emitted by structure cracking. 
to locate the source in space and time. and dtimately to chamcterize the stress field 
causing the emission. The problem is therefore t hreefold : detec tion. location and 
'the t e m  acoustic or sonic waves are aiso used in other engineering fields 
... 
Xlll  
characterization. In this thesis. we vevill see that the differences between the mining 
and dam environments - the constituent materials and the structure geometries - 
influence the capacity to resolve two out of the t hree problems. More specifically. 
the first part of the document is concerned with the detemination of a theoretical 
detectability range proper to the dam environment. The second part of this work 
deals nith the hypocenter location problem. Finally. suggestions are made in the 
last chapter to tackle the third aspect of the method. 
-4s mentioned. the first part of the thesis is concerned with the determination 
of an effective range for a microseismic monitoring method applied to the dam 
environment. The capacity to detect an event is a function of (1) w e  attenuation 
in the medium. (2)  ambient noise level. and (3) dimensions of the defects cnusing 
the  emission. 
I n  situ concrete seismic attenuation is not well documented. To evaltiate this. 
rneasurernents were performed at the Carillon Dam. The seismic quality factor Q 
is usually used to quantif:; attenuation. Three techniques are used in this thesis to 
calculate Q. These are calculations from the amplitude ratio. from the amplitude 
spectmm ratio and from the P-wave rise time. Presented is a technique to reduce the 
noise bias in the calculation of the amplitude spectmm ratio. The results so obtained 
show a Q factor of order ranging from 5 to 10. Such a d u e  is low compared to 
those observed in rocks and in laboratory concrete samples. This is partly explained 
by seisrnic energy diffusion due to the granular nature of concrete. or by significant 
fracturing of the concrete. We also believe that inadequate sensor coupling during 
the measurements reduces the Q value. -1 new method using genetic algorithms is 
presented to evaluate Q and the coupling jointly. According to our results. sensor 
coupling varies from 0.2 to O.S. The corresponding Q factor attains a value of 60. 
AISO. the ambient noise level must be known in order to establish from which 
xiv 
distance the seismic energy can be measured. This level aas estimated from mea- 
surements undertaken at the Carillon Dam during 38 days in the fa11 of 1998. 
Reference RXIS values of m,s for velocity and 10-1 mii2  for acceleration are 
used as an upper limit for the computation of a so-called "critical detection radius!'. 
In other respects. the study of the spectral and statistical characteristics of the re- 
cordings show that accelerometers wvould be more favorable than geophones if noise 
reduction signal processing is intended to be performed. 
Thirdly. the seismic responses of circular cracks having areas of 0.01. 0,1 and 
1.0 m' wvere computed for a mode1 equivalent to the Carillon Dam. for Q values 
rarying From 5 to 100. These computation results were useci together with the pre- 
viously estimated noise lewls to evaiuate the cri tical detection radius. Considering 
that an aclcqiiate coiipling can be obtain~d (equivalent to Q - 30) and that a signai 
to noise ratio of 100 ailows for the detection of the seismic signal. one can expect 
to detect an event cnused by a 0.01 rn' defect at a distance of 25 m. This distance 
a n  be extendecl to 100 m for a number of events generated by such a defect. If the 
size of the nipture siirface is 1 m2. the radius can be as far as 220 m. 
In the second part of this work. a method for locating the seismic sources ba- 
sed on the joint hypocenter-velocity inversion of traveltime data is presented. At 
first. wrious location methods are reviewed. among which the inversion can be 
distinguished by its capaci ty to estimate the seismic velocity distribution wit hin 
the medium. The seismic velocity is correlated with the mechanical properties of 
the medium. An image of its spatial distribution can be useful in appreciating the 
structure in tegrity 
The inversion method relies on raytrace fonvard modeling. With regards to for- 
ward modeling. the dam environment presents two important characteristics : the 
structure geornetry is knom u p7+on. and. most importantly the velocity contrasts 
between the concrete. the air and the reservoir water are very sharp. These characte- 
ristics influence the way rays are modeled. and the graph method appears adequate 
for our application. This met hod was tested and implemented in the inversion code. 
Finally, tests wi t h synt hetic data were conducted t O assess the performance of 
the inversion program. The synthetic velocity model contains three low velocity 
anomalies. From this model. clean, noisy (2'56, 5%, 10% and 20%). and decirnated 
datasets were generated. Sir sensor configurations were studied using three different 
starting velocity models. The results show that an accurate location is achieved with 
about ten sensors. provided that some sensors are placed at the upstream base of 
the structure. the remainder being on the crest and downstrearn side of the dam. 
The number of sensors must be doubled. and relatively clean (noise below 2% j data 
are required if accuracy on the velocity determination is desired. 
In conclusion. we believe that the applicability of microseismic monitoring of 
concrete dams depends on the level of information sought by the dam operator. 
Slore work is required to pursue unanswered questions raised in the thesis. Most 
notably. new measurements need to be performed so as tu obtain more representa- 
tive d u e s  for the Q factor and the noise levels. 
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INTRODUCTION GÉNÉRALE 
Objet et but de la thèse 
Cette thèse a pour objet l'étude et le développement d'une méthode de sur- 
veillance des barrages en béton. Le principe en est simple : il consiste 9 u kouter » 
la structure se fissurer ou se fracturer. Plusieurs méthodes basées sur ce principe ont 
été appliquées avec succès dans différents domaines des sciences et du génie. Selon 
le domaine d'étude. les méthodes portent les noms d'émission ucoustiqae. d ' k o u t e  
mic~osisrniquc ou encore d'écoute sonique. Elles ont toutes pour dénominateur corn- 
mun la mesure des ondes mécaniques se propageant suite a la mise sous contrainte 
d'un matériau. LI est important de spécifier que 18érnission des ondes mécaniques est 
un effet consécutif à la réorganisation des contraintes et que la quantité d'énergie 
libérée lors de cette émission n'est pas directement contrôlée. C'est la raison pour 
laquelle on parle de méthode passive. 
Le but de la thèse est donc d'évaluer dans quelle mesure une telle méthode peut 
aider à poser un diagnostic sur l'état d'un barrage en béton. Voyons dans le détail 
quelles sont les motiiations à l'origine de ce travail. 
Motivation 
.-\ctuellernent . les méthodes classiques d'inspection (relevés topographiques. ins- 
pection visuelle) et de surveillance (pendules. extensomètres. mesure des débits 
de fuite) des barrages présentent les restrictions suivantes : elles se font de façon 
ponctuelle dans le temps ou dans l'espace. Une méthode palliant à ces limitations, 
c'est-à-dire une méthode effective en tout temps et couvrant l'ensemble de la struc- 
ture. permettrait de faciliter la gestion des opérations ainsi que l'entretien de telles 
structures. 
On retrouve dans la famille des essais non-dest ruc t ifs et méthodes géophysiques 
une catégorie de techniques basées sur l'écoii te de l'émission acoustique ou microsis- 
mique. h e  telle émission est générée lorsqu'un matériau est soumis à une contrainte 
( Lockner. 1993). Ces techniques renseignent à différents degrés sur l'intégrité du ma- 
tériau et siir M a t  de contrainte au moment de l'émission et. si l'émission est suivie, 
siir L ët~olution cle cet etnt de contrainte. Les domaines d'application sont nombreux, 
et 1'i.chelle ii 1qiie11~ elks ppeiivent P t r ~  appliqtiées est vaste. Xotarnment. on l'uti- 
lise dans les mines pour tenter cle prédire les coups de terrain. Dans les bétons 
et autres matériaux utilisés pour la construction d'ouvrages d'art. la plupart des 
travails touchant le sujet couverts par la littérature ont été effectués en labora- 
toire (voir McCabe et ai. (1976): Chen e t  (il. (1992): Ballivy et Rhazi (1993): Rhazi 
et Ballivy ( 19936): Yuyama et al. ( 1995) pour les bétons, Koerner et ul. (1976b. 
1975) pour IPS sols et grcuiulats). Des essais in situ à plus grande échelle sont égale- 
ment documentés (Koerner et Lord. 1976: Koemer et ul.. 1976~: Descour et Miller. 
1989). bien que peu nombreux sur des structures en béton (Jones. 1988: Drouillard, 
1958). L'écoute microsismique n'a à notre connaissance jamais été appliquée a la 
siirveillance des barrages en béton. Quelques efforts ont été entrepris à cette fin. 
sans que de suites n'y soient donnés (Casgrain. 1994. 1993). Xous proposons dans 
cette thèse d'évaluer l'applicabilité de cette méthode à cet environnement. 
Problèmes posés 
Toute mesure expérimentale comporte une erreur. De façon génernle. les sources 
d'erreur sont multiples: et dans l'environnement des barrages le bruit en est une 
d'importance particulière. Or. pour le problème nous intéressant. l'énergie libérée 
par la source sismique d'intérêt n'est pas contrôlée. II est alors légitime de se deman- 
der s'il sera possible. dans de telles conditions. de dé leder  le signal sismique généré 
par la fissuration du béton constituant l'ouvrage. et ce à une distance raisonnable. 
Cette thèse tente de répondre à cet te question dans sa première partie. 
Une fois que l'on s'est assuré que le signal sismique est détectable dans un rayon 
d'action utile. il est naturel de se demander d'oii provient ce signal. ~t quand il a été 
émis. On cherche dors à déterminer les paramètres de l'hypocentre de l'évhement 
que sont les coordonnées spatiales du foyer et le temps doorigine. Cet aspect du 
problème est étudié dans la deuxième partie de la thèse. 
Finalement. une troisième question vient à l'esprit lorsque l'on s'intéresse a 
l'émission produite par une hssiiration. On peut en effet se demander comment 
cette fissuration a et4 amenée à se produire. ou quel système de forces l'a généré. Il 
est possible de répondre en partie à cet te question en étudiant les niécanismes au 
foyer à partir de la forme de l'onde sismique. Cet aspect du problème n'a pas été 
développé dans la thèse: cependant. des pistes d'investigation en ce domaine sont 
suggérées a la fin du document. 
Axes de recherche retenus 
Le premier problème soulevé par cette recherche comporte deux volets prin- 
cipau. En effet. deux paramètres doivent être connus si l'on veut déterminer la 
détectabilité de l'écoute microsisrnique sur les barrages. II s'agit de l'amplitude de 
l'onde sismique a une distance donnée de sa source. et le niveau de bruit. L'ampli- 
tude du signal sismiqrie à une distance donnée est fonction de l'énergie libérée à la 
source. ce qui peut être modélisé connaissant la source et I'atténuation subie par les 
ondes lors de leur propagation. Or. I'atténuation dans les bétons est relativement 
peu connue, et sa connaissance actuelle est le fait de mesures en laboratoire. à des 
fréquences beaucoup plus élevées que les fréquences de travail sur le terrain. ce 
stade. des mesures in situ s'imposent. Elles ont été réalisées dans le cadre de ce 
travail, et la détermination de l'atténuation sismique du bkton in situ constitue le 
premier axe de recherche de la thèse. Le bruit sismique est également peu connu 
pour I'environnemen t des barrages. Sa caractérisation est niressaire. et des me- 
sures ont également été réalisées dans ce sens; ce qui constitue le deiixifime axe de 
recherche de la présente t hése. 
Les données disponibles pour déterminer les paramCtres des hypocentres sont 
les temps d'arrivée relatifs des ondes à différents capteurs. ainsi que ln forme de 
ces ondes. Plusieurs techniques basées sur différentes hypothèses exist.ent pour dé- 
terminer les paramètres des hypocentres. Une de ces méthodes utilise les temps 
d'arrivée relatifs pour déterminer conjointement les paramètres des hypocentres et 
un modèle de vitesse sismique du milieu. Cette approche est intéressante car elle 
fournie une information supplémentaire. le modèle de vitesse sismique. permettant 
de caractériser la structure. Elle constitue le troisième axe de recherche de la thèse. 
Contributions 
Les travaux effectués dans le cadre de cette thèse présentent des éléments ori- 
ginaux D'abord. on détermine pour la première fois l'atténuation sismique in situ 
sur un barrage en béton. L'atténuation est généralement quantifiée par le facteur 
de qualité sismique Q (§ 7.3.2). Pour nos travaux. deux techniques ont été a d a p  
tées pour la première fois au calcul du facteur de qualité Q. U s'agit en premier 
lieu de l'introduction du calcul du rapport spectral par intercorrélation pour I'éva- 
luation de Q ( 8  2.3.4.2). Une seconde technique permettant de tenir compte du 
couplage des capteurs lors du calcul de Q a égaiement été développée ( 5  2.6). Ces 
travaux. présentés au chapitre 2, ont fait l'objet d'une publication dans la Revue 
Canadienne de Génie Civil (Girou et ai.. 2001). -4 notre connaissance. l'étude du 
bruit sismique sur un barrage dans la gamme des fréquences utile à notre méthode 
constitue également une première. De plus. la détermination d'un seuil de détecta- 
bilité des événements microsismiques pour l'environnement des barrages n'a j mais  
&té rkalisé avant nos travaux. Finalement. on présente dans la deuxième partie de 
la thèse un algorithme de localisation des hypocentres adapté aux barrages. 
Structure de la thèse 
Par le premier chapitre de la thèse. on veut situer notre travail par rapport aux 
techniques d'auscultation t radi t ionnellernent utilisées sur les barrages. et vis-à-vis 
des techniques d'auscultation microsismique appliquées aux autres problèmes du 
génie. 
Suit le corps de cette these. divisé en deux parties principales. La première partie 
traite de la détermination d'un rayon d'action utile de la méthode pour I'environ- 
nement des barrages. Les différentes étapes nécessaires pour y arriver constituent 
autant de chapitres qui sont : l'évaluation de I'at ténuation sur un barrage en béton. 
la détermination d'un modèle de bruit. le calcul des sisrnogrammes synthétiques 
et le calcul des rayons d'action critiques. La deuxième partie concerne la localisa- 
tion des hypocentres. On y revoit brièvement trois méthodes de localisation des 
hypocentres. parmi lesquelles une est choisie. Cette méthode nécessite le calcul de 
temps doarrivée synthétiques. et dinérentes considérations relatives à ce calcul sont 
étudiées. Finalement. les performances de la méthode de localisation proposée sont 
es posées. 
Finalement. le dernier chapitre de la thèse traite des aves d'étude proposés pour 
la poursuite de la recherche. Ce chapitre précède la conclusion générale de la thèse. 
CHAPITRE 1 
PERSPECTIVES ET PROBLÉMATIQUE 
1.1 Introduction 
Afin de situer notre travail. on présente dans ce premier chapitre I'Ptat. de la 
connaissance en auscultation. On s'intéresse d'abord aux problèmes rencontrés sur 
les barrages en béton et les moyens actuels pour les déceler. On cherche +galement à 
voir comment a {?té appliquée la technique des émissions acoiistiques à des problèmes 
d'échelle fine (en laboratoire) et d'khelle comparable aux barrages. 
1.2 Auscultation des barrages 
Structure complexe. chaque barrage présente un comportement particulier. Quels 
sont les problèmes courants sur les barrages qui peuvent être dégagés. et quels sont 
les façons de les diagnostiquer ? 
1.2.1 Pourquoi l'auscultation ? 
Les effets conjugués du fonctionnement et du temps sur les barrages entraînent 
leur détérioration graduelle. ce titre. la Commission Internationale des Grands 
Barrages considère que le vieillissement est une catégorie de détérioration (CIGB. 
1994). De toute évidence. l'objectif des responsables de barrages est de garantir, 
malgré cette détérioration. le fonctionnement normal des installations ainsi que la 
sécurité des structures et de la population. La détection et la mesure de phénomènes 
anormaux sont les éléments principaux de la maîtrise de la dégradation et des 
scénarios de vieillissement. Conséquement . cet te maitrise implique une mise à jour 
continuelle des connaissances afin que tout comportement anormal soit détecté en 
temps opportun. 
On dénombre 11 scénarios de vieillissement des barrages en béton (tableau 1.1, 
tir6 de CIGB (l99.L)). Les causes de détérioration de la structure et de dégradation 
des performances sont rniiltiples. Les principales sont. sans ordre : les variations 
du niveau du résemoir entraînant des gradients hydrauliques élevés, les défauts de 
conc~ption. I'alcnii-rbaction et l'action des sulfates sur les bétons. les variations 
extrémes de temperature. et l'infiltration d'eau dans le béton et au sein d'un réseau 
de fissures. Les effets résiiltants sont le rnouvemcnt et la dCforrnation de la structure. 
son sodèvenient. ainsi que la création et la prolifération de réseaux de fissures. Les 
réperciissions de ces effets sur la sécurité varieront selon le type du barrage. qu'il 
soit en l'occurrence un barrage-poids. un barrage-voùte. un barrage à contreforts 
ou un barrage à voiites multiples (CIGB. 1994). 
Les ouvrages connexes sont également touchés par le vieillissement. Les dom- 
mages sont dans ce cas principalement produits par I'écoulement de l'eau. On dé- 
nombre ainsi les phénomènes suivants : affouillement1. érosion par abrasion (par 
exemple : caillou transportés. turbulence du courant). érosion par cavitation, s* 
lides transportés par le courant. débit exceptionnel (CIGB. l99.1). 
' action de creusement des e a u  : dégradation ainsi produite 
Tableau 1.1: Scénarios de vieillissement des barrages en béton 
Partie de l'ouvrage Phénomène 
Fondation - Faiblesse au regard des actions prolongées ou répétées 
(Massif rocheux} - Gosion et dissolution 
- Vieillissement des rideaux d'injection et des réseaux de drainage 
- Réactions chimiques conduisant à un gonflement 
Corps du barrage - Retrait, fluage ou réaction conduisant à une contraction du matériau 
(Béton. ou - Dégradation due à une réaction entre les composants et le milieu 
mortier et pierre) - Faiblesse de la structure vis-à-vis des actions prolongées ou répetées 
- Faible résistance au gel e t  dégel 
Autres 
- Vieillissement des joints de structure 
- Vieillissement des revetements amont 
- Vieillissement d'organes prtkontraints 
1.2.2 Techniques courantes d'auscultation 
Selon le bulletin 60 de la CIGB (CIG B. 1988). les objectifs de l'auscultation sont 
de cont roler la construction et l'exploitation de ltouvrage. de contrôler le premier 
remplissage du résemoir. et de permettre les recherches a buts technique et scienti- 
fique. La méthodologie d'auscultation devra périodiquement être révisée de façon à 
demeurer adaptée aux conditions d'exploitation évoluant dans le temps. Éventuel- 
lement. les raisons conduisant à l'am(.lioration d'un dispositif d'auscultation seront 
l'inadéquation ou l'insuffisance du dispositif en place. la tenue de recherches scien- 
tifiques. l'élimination d'éléments s'avérant inutiles et l'automatisation résultant de 
problèmes Iogist iques (CIG B. 1992). 
Le tableau 1.2 résume les types de mesures et l'instrumentation associée cou- 
ramment utilisés pour l'auscultation des barrages en béton. d'après le builetin 60 
de la CIGB (CIGB. 1988). La fréquence des lectures aiLu différents instruments sera 
fonction du type d'instrument. du niveau d'automatisation de la prise des données, 
Tableau 1.2: Dispositifs courants d'auscuitation des barrages en béton 
. . . .  - - -  
Paramètre mesuré Dispositif ck mesure 
Déplacements absolus en planimétrie Topographie de précision 
et altimétrie 
. - 
Déplacements différent ieis - Par référence à une verticale : pendule ou fil à plomb 
- Par référence a un alignement : fils de fondation. et 
surtout extensometres et micromètres coulissants 
Rotations par référence à un plan h e  Inclinomètres 
rizontal 
Déformations unitaires Extensornètres 
Mesures de contraintes Estimées à partir des déformations ; pressiomètres pour les 
mesures directes 
-- - - -  
Mesures de température Effectuées (1) en plusieurs points représentatifs 1 l'inté- 
rieur de l'ouvrage. (2) dans l'eau à plusieurs profondeurs 
et (3) à l'extérieur 
Mesures des sous-pressions et fuites Manomètres, déversoirs. capacités tarées 
-- - 
Mesures de mouvements de joints Ouverture des fissures mesurées en surface 
Mesures du niveau de la retenue Balance hydrostatique. appareils de pression à membrane 
e t  jauges de contrainte 
et également fonction du comportement de l'ouvrage. Lorsqu'une situation jugée 
anormale apparait . la fréquence des lectures est accrue. 
1.2.3 Notes sur le béton de masse 
Le béton de masse constitue le matériau de construction des barrages-poids. 
La grosseur de ses agrégats et sa faible teneur en ciment le distingue du béton 
conventionnel. La taille maximale des agrégats peut atteindre 150 mm. mais elle 
est généralement limitée à moins. et le pourcentage des agrégats ayant un diamètre 
supérieur à 75 mm est d'au plus 30%- (Ghrib et Tinarvi. 1994). 
Les propriétés du béton de masse sont peu connues par rapport à celles du béton 
conventionnel. En général, les essais sont réalisés par les constructeurs et ne font 
pas l'objet de publications. Également, chaque projet de construction est particulier 
de par le type de granulat utilisé. Selon Ghrib et Tinawi (1994). on peut cependant 
faire ressortir les caractéristiques suivantes : 
- Résistance à la compression : dépend de la qualité des grcmulats et du dosage 
en ciment. varie entre 20 et 35 W a .  Augmente avec l'âge du béton. 
- hlodule d'élasticité : supérieur au béton conventionnel, varie entre 28 000 et 
48 000 MPa. 
- Coefficient de Poisson : varie entre 0.17 et 0.38 a 28 jours. Une valeur moyenne 
de 0.22 aprrs l'âge d'une année est raisonnable. 
- Résistance à la traction : peu considérée sauf pour étudier le comportement 
dynamique. environ 10% de la résistance a la compression. 
Par ailleurs. il est admis que le béton à l'état neutre. et avant toute sollici- 
t at ion. pst micro-fissurc. l'interface granulat-pâte de ciment durcie constituant le 
maillon faible de la structure matérielle du béton (Ghrib et Tinawi. 1994). Ainsi. 
le comportement ultérieur du béton est influencé par les micro-défauts initiaux. 
1.3 Auscultation des ouvrages d'art au moyen de la technique 
des émissions acoustiques 
Voyons maintenant comment la technique que nous proposons d'utiliser s ' ap  
plique dans les autres sphères de l'activité scientifique et technique. On peut d'abord 
distinguer qrosso modo deux échelles de grandetir a l'application de l'émission acous- 
tique (É.4) pour la caractérisation de matériau. La plupart des travaux réalisés à 
ce jour l'ont été à une Cchelle fine. sur des échantillons en Iaboratoire. Les résul- 
tats et conclusions tirés de ces recherches sont importants car ils permettent, par 
extension. de comprendre le phénomène lorsqu'étudié à une échelle plus grande, de 
la taille des ouvrages d'art'. On présente dans cette section une revue des travaux 
effectués à ces deux échelles. Notons par ailleurs que la littérature couvre abon- 
damment l'utilisation de l'émission acoustique pour l'étude des déformations dans 
la roche et les métaux. mais plus rarement pour caractériser les matériaux utilisés 
en gcnie civil et en gbotechnique. soit le héton et les granulats. 
1.3.1 Étudesacoustiquesen laboratoire 
1.3.1.1 Bétons 
L'aiisciiltation des bétons par É A  a sérieusement débuté dans les années 70. 
Les travaux de \lcCabe et al. ( 1976) ont permis de confirmer les obsemations des 
chercheurs prbcédents. en plus d'apporter de nouvelles conclusions. Il en ressort 
principalement que l'émission augmente en fonction de la résistance de l'échan- 
tillon de beton. qu'elle diminue en fonction de l'âge de l'échantillon et que l'effet 
Kaiser' est observable tant que la charge est inférieure à 80% de la charge maxi- 
male. .\lcCabe et d. (1976) ont également observé que 1'ÉA aiigmente brusquement 
lorsque la charge est mise en place. et que le tuuz d'émission diminue de façon li- 
néaire (log-log) dans le temps. Finalement. un essai de flexion a permis de montrer 
que l'ÉA est plus marquée en tension qu'en compression. On note que le système 
dWacquisition utilisé comporte des capteurs résonnants à 140 kHz et enregistre dans 
la bande 100 kHz - 7 MHz. ce qui est largement plus élevé que ce qui mesuré sur 
le terrain. 
Le type d'étude menée par SIcCabe et al. (1976) repose sur le décompte du 
nombre d'événements et leur distribution dans le temps. Des études plus récentes 
'échelle pour laquelle on peut parler d'auscultation microsismique. 
31'émission n'est pas générée tant que la charge appliquée n'atteint pas le niveau de charge 
maximal déjà atteint. 
(Yuyama et ui.. 1995: Ohtsu. 1991) sont basées sur la mesure de l'amplitude des 
signaux pour caractériser la source (voir § 9.3.4), ou sur une localisation précise de 
l'hypocentre pour suivre la propagation d'une fissure (Chen et al.. 1992). L'analyse 
des mécanismes au foyer a permis a Yuyama et ui. (1995) d'étudier en profondeur les 
phénomènes survenant dans les bétons homogènes et les bétons armés. à l'interface 
armature-béton. Leurs conclusions principales sont que l'effet Kaiser est observable 
lors de la propagation d'une fissure de tension dans les bétons non-armés. et qu'il 
n'est pas observé dans le cas des fissures de cisaillement. Les auteurs estiment par 
ailleurs que les fissures de cisaillement jouent un rôle plus important aux interfaces 
béton-armature. béton ancien - béton neuf. Ainsi. selon les auteurs. la possibilité 
de discriminer entre fracture de cisaillement ou de tension est un atout important 
polir 1;i siin.eillance des stmctures. 
Doit-on considérer le béton comme anisotrope du point de vue sismique ? 
L'équipe du centre de recherche interuniversitaire sur le béton (CNB) de I'Uni- 
versité de Sherbrooke s'est penché sur la question depuis quelques années. Les 
t ravaiir de Ballivy et Rhazi concernent particulièrement l'utilisation des Éh pour 
la caractérisation du béton et d'autres matériaux ( B d l i w  et Rhazi. 1993: Rhazi et 
Ballivy. 1993 6). Leurs recherches touchent également le role de l'instrumentation 
(Rhazi et Balliw. 1993a). 
Des travaux du CRIB, on peut extraire un certain nombre d'informations utiles 
au développement et à I'utilisat ion d'une méthode d'auscultation par ÉA. D'abord. 
les auteurs notent que le béton est un matériau composite. et qu'un bon malaxage 
n'en fait pas nécessairement un matériau homogène (Bdlity et Rhazi. 1993). Le 
béton employé comme matériau de base dans les constructions de génie civil est 
hétérogène et peut présenter un caractère anisotrope. Cette propriété a un effet 
déterminant sur la localisation d'hypocentre d'événements acoustiques. la vitesse 
des ondes étant fonction de leur direction de propagation. Toujours d'après Ballivy 
et Rhazi j 1993). le béton est un matériau dispersif ( 5  2.2.3), ce qui implique que la 
vitesse de propagation des ondes acoustiques est fonction de la fréquence du signal. 
-i ce sujet. il est à noter leurs travaux ne font pas mention de l'importance de 
I'échelle à laquelle ces propriétés ont été étudiées. Par exemple. pour un signal acous- 
tique de très haute fréquence ( /  -- 1 MHz). la longueur d'onde se propageant sera 
très courte ( A  = c/f : 2 mm. pour u = 2000 m, s), de taille inférieure à une fraction 
importante du griiniilats. Le béton. à cet te échelle. apparaît nkessairement hétéro- 
gène et peut paraitre anisotrope. une échelle de terrain. les fréquences maximales 
mesurées dépcweront rarement 2 kHz. ce qui situe la longueur d'oncle au minimum 
h 1 m. La lm y e u r  d'onde est ainsi supbrietire à la taille maximale des ganulats et 
i l'échelle rrricrosismique. on peut conclure que. du point de vue sismique. un béton 
conventionnel est homogène et probablement isotrope. 11 en sera autrement pour 
un béton de masse (voir 5 1.3.3) présentant une proportion non négligeable de gros 
granulats. Le milieu apparaîtra hétérogkne. mais pas nécessairement anisotrope. les 
agrégats étant u priori distribués uniformément dans le béton de masse. De par 
son hétérogénéité. le béton de masse est susceptible de provoquer la diffraction et 
d'et re dispersif. 
-4 I'échelle d'un barrage. i'anisotropie sismique découlerait plutôt d'une détério- 
ration du materiau ou d'une fracturation dans un plan préférentiel à l'intérieur de 
la structure. C'est a ce niveau qu'apparaît intéressant le fait de connaitre la distri- 
bution des vitesses sismiques au sein du barrage, les anomalies de vitesse négatives 
étant indicatrices des zones altérées. 
Problèmes liés à la géométrie des structures auscultées et problèmes de bruit 
Rhazi et Ballivy (1993~) mettent également en lumière un problème important 
en auscultation par ÉA. soit la complexité du signal capté qui ne présente pas la 
m+me forme que I'evénement générateur de l'événement. Mis à part les différentes 
sources de bruit de fond. le signal acoustique est corrompu par les ondes de surface 
et les réflexions multiples dues à la géométrie des barrages. Les ondes de surface 
sont générées à cause du contraste de densité quasi infini entre le béton et l'air. Ces 
oncles suivent clans le temps les ondes P et S. Les réflexions sont simplement occa- 
sionnées par la présence d'interface séparant deux matériaux de densité différente 
(loi de Snell). La précision lors de la localisation d'un hypocentre sera fonction de 
la capaciti. à déterminer de façon précise les temps d'amvée des ondes P et S. donc 
à dccomposer le signal selon les composantes P. S. ondes de surface. réflexions et 
bruit de fond. 
Les différents bruits intrinseques au milieu sont une autre source de corruption 
du signai sismique. L'effet cumulatif des bruits de fond peut être suffisamment im- 
portant pour saturer complètement le signal sismique et empêcher la détection des 
microséismes recherchés. m tant donné que ces bruits sont de type culturel. c'est-à- 
dire propres à chaque site. il est difficile de prévoir u prion' les chances de succès 
de l'auscultation. Par ailleurs. la nature culturelle de ces bruits fait qu'il est prati- 
quement impossible d'en faire un cas général. Conséquemment, aucune littérature 
ne couvre le sujet de façon exhaustive. Une partie de notre étude, contenue au 
chapitre 3. traite du bruit mesuré au barrage de Carillon. Notons également qu'il 
est possible. dans certaines proportions. de faire ressortir l'information intéressante 
d'un signal bruité ( 8  9.2). 
1.3.1.2 Sols et granulats 
Koerner et al. (1976 6. 1977) ont étudié dans les années 70 la réponse acoustique 
de petits échantillons (57'5 cm" de sols pulvérulents (sables) et cohérents (argiles) 
lorsque soumis à une contrainte triaxiale. Leurs résultats montrent que ie phéno- 
mène générateur diffère d'un type de sol à l'autre. Pour les sols pulvérulents. la 
mécanique des milieu continus ne peut pas strictement s'appliquer. On observe en 
particulier que la friction entre les particules est la source prépondérante d'émission 
(Koerner et (il.. 19766). et que la teneur en eau influence la propagation. Dans le cas 
des argiles. les auteurs estiment que le mécanisme englobe la friction et la cohésion 
des particules. Leur étude montre également que l'amplitude du signal acoustique 
est en moyenne 400 fois plus élevée dans les sables que les argiles. 
Koerner et al. (1977) font également ressortir la forte dépendance de l'atténua- 
tion en fonction de la fréquence de l'émission. La figure 1.1 montre bien cet te relation 
pour des échantillons de sable. Dans le cas des argiles, la relation est sensiblement 
In même. à la différence que l'influence de la teneur en eau est plus marquée. 
1.3.1.3 Mécanique des roches 
L'utilisation de l'émission acoustique est répandue en mécanique des roches, 
comme en témoignent les comptes rendus de Hardy (1998). D'après les revues bi- 
bliogap hiqiies de Lockner (1993) et Eberhard t (1998). l'étude en laboratoire des 
émissions acoustiques en mécanique des roches couvre quatre catégories : les études 
statistiques montrant la corrélation entre le taux &A et le taux de déformation 
inélastique. la localisation d'hypocentre d'événements acoustiques, l'analyse de la 
forme d'onde générée et l'étude des ondes P et S. Peu d'études touchent les deux 
dernières catégories. 
\ courba théorique 
(Q=100, v=3500 m/s) 
1 I 
O 2 4 6 8 10 12 14 16 
Fréquence (kHz) 
Figure 1.1: Atténuation en fonction de la fréquence pour des 
sables secs (d'après Koerner et al. (1976b)). La courbe pointillée 
correspond à la courbe théorique (eq. (2.30)) pour Q = 100 et 
v = 3500:. 
Corrélation entre l 'émission acoustique et  la déformation 
Il existe une forte corrélation entre le t a u  de déformation inélastique de la roche 
et le taux ~ ' É A  enregistré durant la dbformation. Cette proportionnalité dépend 
entre autre de la sensibilité du système à détecter ~'É.A. du type de fissure et de 
l'atténuation du signal acoustique. Par ailleurs, dans le but d'expliquer la relation 
de Gutenberg-Richter permet tant le calcul de la magnitude. Evans (1958) a proposé 
une relation entre l'amplitude u ( r .  t )  de I'onde à une distance r de la fissure et la 
contrainte de tension T!. -- normale à la surface de la fissure. Cette relation s'exprime 
comme 
où cl et c2 sont respectivement les grand et petit axes de la fissure. L'amplitude du 
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Figure 1.2: Schéma de distribution des événements acoustiques lors de 
la mise en charge en laboratoire d'un échantillon de pélite (d'après Fei 
(1993)). 
tension. Lorsque la fissuration est générke par l'injection d'un fluide sous pression. 
il existe une relation directe entre les fractures et l'émission acoustique. Bien que 
In revue prbsentik par Lorkner courre principalement le champ expérimental en 
laboratoire. ce dernier estime que les m6canismes régissant les ÉA sont les mèrnes 
5 macm et micro khelles. Par ailleurs. il affirme que les propriétés physiques de la 
roche sont souvent régies par les processus se produisant à l'échelle du gain. 
Les travaux de Fei (1993) montrent qu'il est possible de dégager un patron 
relativement constant de l'émission acoustique pour un échantillon mis en charge 
jusqu'à rupture. II a observé que la rupture survient après le deuxième pic d'émis- 
sion. durant la période de décroissance. soit généralement de 30 minutes à 2 heures 
après ce deuxième pic si on se réfère à la figure 1.2. 
Sfatsunaga et al. (1993) indiquent par ailleurs que la viscosité du fluide injecté 
dans un échantillon de granite influence le type de fissuration. Ainsi. lorsqu'un fluide 
à faible viscosité tel que l'eau est utilisé. les événements acoustiques sont générés par 
un cisaillement dans la roche. Lorsquoune huile (fluide plus visqueux) est utilisée, 
de nornbrei~u événements générés par cisaillement sont observés. mais on observe 
également des fracturations produites par une contrainte normale de tension. Ainsi. 
après observation au microscope. on remarque que la Fracture générée par l'huile 
présente une plus grande ouverture qu'une fracture générée par l'eau. Finalement, 
les auteurs concluent que non seulement la viscosité du fluide, mais également la 
perméabiliti. de la roche et sa texture influencent les mécanismes de génération et 
de propagation des hydrofractures. 
L oca /ka tion des hypocentres 
Généralement . la localisation des hypocentres en mécanique des roches se fait 
par une simple rfigression en supposant une vitesse homogène dans l'échantillon et 
ilne source ponctuelle. Lockner (1993) rappelle cependant que lorsqu'un khantillon 
est solliciti. jiisqii'à la rupture. il n'est pas rare qiie l'on retrouve une anisotropie 
rie vitesse dr 40 A 30 ' X .  Il  recommande donc qiie l'on tienne compte de cet effet 
lors du calcul des temps d'arrivée. Cependant. sa revue de littérature ne mentionne 
aucun exemple oii l'anisot ropie est considérée. 
Analyse de /a forme d'onde 
La recherche en mécanique des roches s'est tourné vers l'étude des formes d'onde 
dans le but de déterminer les mécanismes au foyer. Les chercheurs en ce domaine 
ont l'avantage de pouvoir facilement pratiquer des sections sur les échantillons et 
ainsi vérifier si les modèles déduits des formes d'onde correspondent a la réalité. 
Les mouvements initiaux (premières arrivées de l'onde) sont obsewés sur un 
groupement de capteurs entourant l'échantillon. Comme les capteurs ent.ourant 
l'échantillon mesurent la composante perpendiculaire à sa surface, on peut dé- 
terminer si le mouvement initial en est un de compression ou de dilatation. En 
recomposant dans l'espace les mouvements initiaux de tout les capteurs. on peut 
déterminer si l'événement est dû à une tension pure. un double couple ou 6 un autre 
type plus complexe. 
Finalement. Lockner mentionne que l'état de la recherche en détermination des 
micro-mécanismes focaux responsables des ÉA dans le domaines des MHz (plage 
couverte en mécanique des roches) est a l'état embryonnaire et que plusieurs mé- 
canismes restent inexpliqués. 
Étude des vitesses sismiques et de /'atténuation 
L'EA n'est pas seulement utilisée pour suivre la progression et caractériser la 
fracturation lors d'une mise sous contrainte. U n  nombre important d'études en mé- 
canique des roches relate I'utiiisation de piézoélectriques comme source d'émission. 
Il s'agit alors de méthodes à sources contrôlées avec lesquelles on cartographie l'at- 
temation. ce qui revient à faire une tomographie. Ce sujet déborde du cadre de 
cette thèse et n'y sera pas déwloppé. 
1.3.2 Études acoustiques sur des structures a grande échelle 
1.3.2.1 Application aux structures de béton 
Slis à part quelques cas d'auscultation sur des parties très localisées de centrales 
nucléaires (Jones. 1988: Drouillard. 1988), notre recherche bibliographique ne nous 
a pas permis de retracer des cas d'applications de l'auscultation microsismique sur 
des structures de béton. 
1.3.2.2 Application aux ouvrages constitués de granulats 
L'auscultation microsismique a été utilisée pour surveiller des digues lors de 
changements de niveau d'eau (Koerner et Lord. 1976: Koerner et aL. 1976a: Descour 
et Miller. 1989). et pour surveiller la stabilité de talus (Descour et Stiller. 1989). 
Descour et Miller (1989) notent que les structures étudiées comportent diffé- 
rentes parties présentant des résistances différentes à la déformation. Ils ont noté 
aussi que le ratio énergie de déformation;'contrainte est élevé dans les zones de 
contact entre les matériaus de différentes résistances. Ainsi, ils ont observé deux 
origines typiques pour l'émission acoustique. D'abord. une catégorie d'événements 
peut ét re associée à la rupture des matériaux de faible résistance. habituellement 
au contact des structures plus résistantes. Ensuite. des événements peuvent être 
observés lorsque les parties résistantes commencent à se rompre. Descour et Miller 
(1989) énoncent également deux types de signe avant-coureur indiquant une instabi- 
lité structurelle. Ils notent premièrement une tendance des événements acoustiques 
à se concentrer en des endroits précis. ou selon des directions ou plans spécifiques. 
Une augmentation de la fréquence des activités. souvent accompagnée par un ac- 
croissement de leur amplitude est un deuxième indicateur. 
Par ailleurs. lors de letirs études sur des matériaux meubles. Descour et Miller 
(1989) et Koerner et Lord (1976) ont dfi enfoncer dans le matériau des tiges de un 
ou plusieurs métres pour servir de guide d'onde de façon à augmenter le couplage 
aiLu accéléromèt res. 
1.3.2.3 Génie minier 
Bien que la recherche en génie minier ait débuté dans les années 40. des efforts 
importants ont kté déployés au cours des quinze dernières années pour tenter de 
prédire les coups de terrain. notamment au Canada. au États-Unis, en Pologne et 
en Afrique du Sud. 
La théorie utilisée en génie minier s'articule autour des modèles utilisés en sismo- 
logie. U existe deux caractéristiques à considérer lors de l'application de cette théorie 
aux problèmes du génie minier (et conséquemment à I'auscultation des barrages). 
Cne source de type double couple communément utilisé constitue la première de ces 
clifFi.rences. Or. tant les coups de terrain d'ms les mines que les déformations dans 
les barrages présentent des mécanismes autres que le simple cisaillement. On pense 
en particulier à tout les phénomènes liés à l'infiltration d'eau sous les barrages. 
Le deiixiéme aspect à considérer est celui de l'échelle à laquelle le phénomène se 
produit. .-\ ki ( 1967) affirme qu'un même modèle peut servir à décrire des séismes de 
diRErent~s magnitudes en assiiniant que les séismes de faible et grande amplitude 
satisfont au principe de siniilurilé (le mécanisme au foyer est le même). On peut 
ainsi caractctériser le séisme à partir de son spectre et du moment sismique Mo 
( $  -1.2.12). Cependant. (Gibowicz et (il.. 1990) ont remarqué dans l'environnement 
minier que << In similarité disparait dans le cas de petits séismes rnra&ris& par un 
moment sismiqiie se situant au-dessous de IO'% 10' ' Xm f i .  
1.3.2.4 Réservoirs géothermaux 
Le principe d'exploitation des réservoirs g<;othemaux repose sur l'utilisation 
de sources de chaleur soutrrraines B travers lesquelles on fait circuler de l'eau. 
L'eau parcours un circuit .: fernié » a travers un puits d'injection. la roche chaude 
Fracturée. un puits d'extraction et un  échangeur de chaleur. L'eau circule à travers 
un réseau de fractures générées par l'injection d'eau sous de très fortes pressions. 
Généralement. les zones chaudes sont relativement profondes (2-3 km). 
Mis a part les travaux de conception des extracteurs de chaleur et des systèmes 
de pompage. l'ingénierie des réservoirs géothermaux est intéressé par l'optimisation 
du circuit à travers lequel l'eau circule dans la roche. On est dans ce cas intéressé à 
savoir comment se propage la fracturation lors de l'injection. L'émission acoustique 
générée lors de la fracturation peut ainsi senlr  à la localiser. Les méthodes de 
localisation employées ont fait l'objet d'un certain nombre de publications (Block 
et ul.. 1994: Fehler et Phillips. 1991: Fehler el ul.. 1987: House. 1987: Thurber, 
1993). De ces travaux il ressort que la disposition des capteurs dans l'espace est 
très importante et que la connaissance de la nature des ondes et leur précision est 
primordiale. Pour s'assurer que cet te dernière condition est remplie. les dispositifs 
employés pour mesurer l'ÉA comporte systématiquement des capteurs triaxiaux 
permettant de décomposer l'onde incidente en ses composantes P. SH et SV (voir 
5 9 2 ) .  Une des méthodes de localisation développée pour ce domaine (Block, 1991) 
est présentée en détail à la section 6.2. 
1.3.2.5 Sismologie 
La sismologie est la science étudiant les tremblements de terre. les ondes qu'ils 
génèrent. et leur relation avec le globe. La lien entre cette discipline et l'ai~scultation 
microsismiqiie est t rés étroit . En effet. l'inliaria bili té des lois physiques fondarnen- 
tales fait que les modèles d6veloppés en sismologie peuvent. la plupart du temps. 
être appliqués en auscultation. 
Yotamment. la recherche en sismologie s'est heiiiicoup attardée à caractériser 
les séismes en fonction du spectre des fréquences des oncles sismiques qui leur sont 
associées. Un nombre important de paramètres ont 6tC définis qui permettent de 
caractériser la source de l'émission. Ces paramètres sont présentés en détail à la sec- 
tion 4.2.1. Les sismologues ont également appliqué la mécanique des mil ieu conti- 
nus à la description des sources sismiques et au rayonnement qu'elles produisent. 
Les bases de cette théorie sont exposées à la section 4.2.2. 
1.4 Conclusion 
La revue de lit térat rire montre que la technique de I'émission acoustique peut 
être utilisée en laboratoire pour caractériser la déformation d'un matériau. On a 
également montré que 1'ÉA peut étre appliquée à l'auscultation des ouvrages d'art 
tels que des tdus et des digues. ainsi que dans les mines. La démonstration reste à 
faire pour les barrages de béton. 
Une des premières questions à se poser lorsqu'on cherche à évaluer I'applicabilité 
de la surveillance microsismique aux barrages est celle de la détectabilité des e'uéne- 
men ts dans un rczgon J 'uction utile. Cela constitue la première partie de la thèse. On 
definie le rayon d'action utile comme la distance à laquelle un kvénernent microsis- 
rnique peut 6tre dctecté compte tenu de la sensibilité des capteurs. de l'atténuation 
du bCton et d'un niveau de bruit moyen donné. pour une source de dimension 
clonn6e (donc de moment .\Io donné). La détectabilité est régie par un ensemble 
rie ph6nom6nes et de param6tres pouvant 6tre catégorisés en deux groupes : les 
ph6norni.n~~ cwntrdk par l'instrumentation et les phénomènes contrôlés par l'en- 
vironnement. Les limites irnposi'es par l'instrunientation sont principalement dues 
a ln sensibiliti. des capteurs et la dynamique de l'instrument. et sont dans ce cas 
invariables dans le temps. Elles peuvent également provenir du couplage mécanique 
entre les capteurs et le béton et peuvent dans ce cas étre modifiées in situ. Les 
paramètres liés à l'environnement et contrdant la détectabilité sont l'atténuation 
du signal au sein du milieu et le bruit sismique. On a déterminé l'atténuation sur 
un barrage. c'est le sujet du chapitre 3. La nature complexe du bruit sismique sera 
abordée au chapitre 3. Notre définition du rayon d'action utile présuppose que le 
signal sismique d'une source donnée soit connue. Ce signal a été modélisé numéri- 
quement. étape présentée au chapitre 4. Les résultats de ces trois chapitres ont été 
regroupés pour déterminer le critère de détectabilité exposé au chapitre 5. 
Le problème de la localisation des hypocentres est traité dans la deuxième partie 
de la thèse. La revue de Littérature présentée au chapitre 6 montre que ce problème 
peut étre résolu de dinérentes façons. La technique retenue pour notre application 
est celle de l'inversion conjointe vitesse-hy pocent re car elle peut être réalisée à partir 
des temps d'arrivée seulement - pas besoin de connaître la forme de l'onde - et parce 
qu'elle tient compte des variations de vitesse du milieu. La distribution spatiale des 
vitesses donne également une image corrélée à la compétence du matériau. Par 
ailleurs. la mise su  point d'un programme d'inversion nécessite une routine de 
modélisation directe du tracé des rais. Une telle routine garantissant le calcul des 
temps d'arrivée pour tout événement est choisie et testée au chapitre 7. Finalement, 
le programme d'inversion est testé au chapitre 8. 
Plusieiirs techniques existent en traitement du signal qui permettent de rehaus- 
ser la qualité d'un enregistrement et cfe ctktecter la présence d'un signal déterminé 
cl  ans une mesure bruitée. La puissance ac t iielle des ressources informatiques nous 
pousse i croire que la mise au point d'une méthodologie de traitement en temps réel 
est envisageable. Des pistes dans ce domaine sont présentées au chapitre 9. Notre 
revue de lit térature montre que la description des sources sismiques implique une 
mathématique romplew qui s'avère lourde à traiter d'un point de vue informatique. 
Cependant. il est possible de simplifier les modéles pour permettre une classification 
binaire (cisaillement cs  tension) à partir de la seule mesure de la première ampli- 
tude de l'onde P. Cette méthode et d'autres techniques d'étude des mécanismes au 
foyer sont kgalement abordés brièvement au chapitre 9. 
PARTIE I 
RAYON D'ACTION THÉORIQUE 
CHAPITRE 2 
ÉVALUATION DE L'ATTÉNUATION SISMIQUE 
SUR UN BARRAGE EN BÉTON 
2.1 Introduction 
Dans le but de déterminer iin rayon d'opération pour l'écoute rnicrosismiqiie 
sur les barrages. on ch~rche d'abord à déterminer lWatt(.nuation que subissent les 
ondes sismiques dans le béton. Ce paramètre est déterminé à partir de mesures in 
situ. effectuées au barrage de Carillon à l'automne 1998. Dans ce chapitre. on expose 
dàbord un rappel théorique sur la propagation des ondes dans les milieux élastiques. 
ainsi que sur le facteur de qualité sismique Q et son calcul. On présente ensuite 
les paramètres d'acquisition des données. Les résultats sont finalement décrits et 
discutés. 'u'otons que les sections 2.3. 2.4. 2.5 et 2.6 de ce chapitre ont fait l'objet 
d'une publication sous forme d'article. publiée par la Revue Canadienne de Génie 
Civil (Ciroux et ul.. 2001). 
2.2 Rappels théoriques 
Cette section. tirée de la littérature. est présentée afin de senir de référence 
pour les chapitres suivants. 
2.2.1 iquations d'ondes 
Soit une contraite r agissant sur un  matériau élastique et provoquant une dé- 
formation e. Suite & cette contrainte. le matCriau est hors d'équilibre. Les forces 
selon les coordonnées cartcsiennes rl. 22 et 13 agissant sur la surface d'un volume 
clémentaire de ce matériau (figure 2.1) s'écrivent comme 
oii l'indice i de T,, indique une contrainte parallèle à 1,. et I'indice j dénote que cette 
contrainte agit sur une siirfac~ perpendiculaire à 1,. Voyons comment ces forces 
peuvent ét re reli6es A ilne quanti té mes~irable. DPfinissons le vecteur de déplacement 
d'une particule (ou idenient de voliinie) p ~ u  
Ce vecteur u est la quantité mesiiree en sismologie. La deuxième loi de Newton 
permet de relier In dérivée seconde de u p.u rapport au temps (l'accélération) d'un 
élément de volume ii la force esercée sur cet clement de volume : 
a 2 u 1  
p- = Forces agissant sur le volume selon x i  
3t 
où ill est le déplacement selon X I  et p est la densité (constante) du matériau. 
Par ailleurs. la forme générale de la loi de Hooke s k r i t  
où c ~ , ~  est un tenseur d'ordre 4 à 21 coefficients indépendants. Pour un milieu 
isotrope. on a r,, = A l  + 2pr,,. et T,] = 2pet,. ( i  # j )  : où. par définition. 1 = 
e 1 1  + e n  + e33. et A et p sont les constantes de Lamé. A représente la dilatation que 
Figure 2.1: Décomposition de la contrainte agissant sur 
la surface d'un volume de référence. 
subit le volumt.. En utilisant la loi de Hooke pour remplacer les contraintes r par 
ies déformations r .  et sachant que les déformations sont reliées aux déplacements 
(qui sont plus facilenient mesurahles) par 
Selon les axes 12 et ~ 3 .  on obtient 
où 112 et UJ sont les déplacements selon x* et r3 respectivement. On peut exprimer 
les équations (2.6). (2.7) et (2.8) sous la forme vectorielle comme 
Équation des ondes P 
L'équation obtenue en effectuant la divergence de (2.9) est appelée équation des 
ondes P et est reliée à la dilatation (ou la contraction) du milieu. Elle s'exprime 
propage avec une vitesse a. Le mouvement des particules se fait selon la direction 
de propagation. 
Équation des ondes S 
Lorsque la déformation est accompagnée d'un mouvement de rotation. l'onde 
géncrée est décrite par le rotationel de l'équation (2.9). L'équation d*onde vectorielle 
pour les ondes S s'écrit alors sous la forme suivante 
en utilisant la définition des angles de rotation de la déformation tels que 
Le terme décrit le cisaillement que subit le volume de référence. L'onde S se 
propage avec une vitesse 3 = Gpp. La vitesse 3 peut varier entre O et 70% de la 
valeur de n ; l'expression reliant o et :i est 5' = ,/m. 
Une caractéristique fondamentale des ondes Ç est que le mouvement des par- 
ticules est perpendiculaire à la direction de propagation. De plus, ce mouvement 
peut être polarisé dans le plan perpendiculaire à cette direction. En sismologie. on 
utilise la notation SV pour décrire la composante des ondes S polarisée selon la 
verticale. et SH pour la composante polarisée horizontalement. 
2.2.2 Rais sismiques 
2.2.2.1 Équation de I'eikonal 
Le modèle du rai sismique constitue une facon simple de se représenter la tra- 
jectoire de propagation cte l'onde sismique. On définie ce modèle à partir de la 
propagation d'une perturbation discontinue dans un milieu homogène. Cette dis- 
continuité est définie comme le produit de deux fonctions. l'une du temps et l'autre 
de la position. selon 
u(x.1) = U(t - T ) j ( x )  (2.13) 
où T correspond au temps de parcours (tmuel time) et dépend de la position, 
c.-a-d. T = T ( x ) .  De cette dépendance découle la non linéarité du phénomène. 
Un front d'onde est une surface représentative de la distribution spatiale de la 
discontinuité. L'équation (2.13) est une solution de l'équation (2.6) valide en tout 
point à l'exception de la position de la source. considérée ponctuelle. En substituant 
(2.13) dans (2 .6 ) .  on trouve que 
En distribuant les dérivées partielles et le Laplacien. on obtient 
$cl +--+ui-+--1. ar au, a2 aj au, 
+ I- ax3 h3 8x3 ax3 ax3 
Sachant par ailleurs que U dépend de T qui à son tour dépend de la position. on 
trouve ilne relation chi  type suivant pour les composantes de U 
Si on substitue (2.13) dans (2.7) et (2.8) et (2.16) dans les équations de la forme de 
(2. l j ) ,  et que l'on somme les trois équations résultantes. on obtient une expression 
corn plexe reliant les dérivées secondes temporelles de UT les dérivées premières 
spatiales et temporelles de U. U ainsi que f et ses gradients. Le problème est 
par ailleurs posé de telle façon qu'au voisinage du front d'onde. U fluctue plus 
rapidement que f. ce qui fait que $f et $ fluctuent d'autant plus vite (.Uti 
et Richards. 1980). On peut alors dégager la condition suivante de I'expression 
mentionnée précédemment 
De fait. T satisfait l'équation de ITeikonal 
où c est soit a la vitesse de l'onde P, soit .3 la vitesse de l'onde S. 
2.2.2.2 Relation entre T et le champ de vitesse sismique 
On introduit la quantité s comme la distance parcourue le long d'un rai à partir 
d'un point de référence donné. Cette distance s peut être relié au temps de parcours 
T par (Aki et Richards. 1980) 
Cependant. il est souvent utile d'étudier la géométrie des rais. ce qui nous pousse à 
rechercher une relation pour x = x(s)  où T n'apparait pas et où le champ de vitesse 
est fonction de l'espace c = c(x). On peut démontrer. en utilisant I'équation (2.18) 
d Idx  
- (- -) = v (;) . 
ds  c ds  
De cette équation découle la définition du paramètre du rai p. Par exemple. 
dans un système de coordonnées tel que décrit à la figure 2.2, le vecteur de lenteur 
unitaire p est 
fi = Pcosi + e s i n i ,  (2.31) 
où i est l'angle d'incidence du rai par rapport a la verticale. Or. les trois quantités 
r. i et c. bien qu'elles varient dans l'espace, permettent de définir un paramètre p 
qui demeure constant tout le long du rai. Ce paramètre s'écrit 
r sin i p = -. 
C 
Chaque rai a son propre paramètre p. et ce dernier est utilisé pour identifier et 
distinguer les différents rais sismiques. 
Figure 2.2: Convention du  système de co- 
ordonnée sphérique épicentral. Le récepteur 
est situé à x = ( r .0 .  d) et la source est à 
xt = ( r ' .  V .  of) .  
Les ondes présentent également la propriété de satisfaire au Principe tir F e n a t .  
Ce principe stipule que pour deus points A et B situés sur un rai. ce rai représente 
la trajectoire où le temps de parcours de .-i à B est stationnaire selon c(x). et cette 
trajectoire constitue le chemin emprunté par l'onde. Selon ce principe. des petites 
perturbations de la trajectoire auront un effet négligeable sur le temps de parcours 
en comparaison de perturbations du champ de vitesse. 
2.2.3 Effets du milieu sur la propagation des ondes 
Absorption 
L'absorption est le phénomène par lequel l'énergie associée au mouvement de 
l'onde est redistribuée dans le sol sous forme de chaleur. Ce phénomène est en partie 
responsable de la diminution de l'amplitude et de la disparition des ondes. D'un 
point de vue empirique, ce phénomène est caractérisé par le coefficient d'absorption 
q régissant une décroissance exponentielle de l'amplitude (A = .Ao exp-v). 
Dispersion 
Si l'on décompose un train d'ondes par transformée de Fourier. on obtient un 
spectre contenant une certaine plage de fréquences. Si la vitesse de propagation est 
la même pour toutes ces fréquences. le train d'onde se propagera sans se déformer. 
Si. par contre. la vitesse varie en fonction de la fréquence. la forme du train d'ondes 
subira une distorsion et on dira que le milieu est dispersif. 
Réflexion et réfraction 
La réflexion et la réfraction sont des phénomènes bien connus en physique des 
ondes. La loi de Snell décrit ces phénomènes. Lorsqu'iine onde rencontre ilne surface 
plane délimitant un contraste de propriété du milieu. une partie de son énergie est 
réfléchie et subsiste daris le niilieu initial. La fraction restante est réfractée dans le 
deuxième médium et change de direction abruptement (figure A.1. p. 228). 
Si I'onde se propageant rencontre une surface fortement courbée (c.-A-d. le rayon 
de courbure de la surface est largement inférieur à la longueur d'onde). la loi de 
Snell n'est pas valide. L'énergie de I'onde se u courbe H autour de I'obstacie. à la 
façon d'une vague lorsqu'elle frappe un poteau vertical. 
Aniso tropie 
L'aniso t ropie sismique survient lorsque la vitesse de propagation varie selon la 
direction dans laquelle elle est mesurée. ou lorsquélle varie avec la direction de 
polarisation (Sheriff et Geldart , 1995). Dans les roches. l'anisotropie sismique peut 
être générée par plusieurs causes telles qu'une fracturation préférentielle du milieu, 
sa structure cristalline ou une stratification dense. 
Milieu isotrope 
Milieu anisotrope 
Milieu isotrope dd 
Figure 2.3: Découplage d'une onde S dans un milieu ani- 
sotrope. 
L'anisotropie n'affecte pas le mode de propagation des ondes P. Cependant, 
elle occasionne un phénomène de biréfringence des ondes S (Sheriff et Geldart. 
199.5). Ainsi. lorsqu'une onde S traverse un milieu anisotrope. elle a la propriété 
de se diviser en deux ondes transversales ayant la même direction de propagation 
que l'onde originale. L'une de ces ondes se retrouve polarisée dans la direction de la 
vitesse maxiniale (cm.,) alors que la seconde génère un cisaillement dans la direction 
de la vitesse minimum (crnin)- La différence de vitesse provoque un déphasage entre 
l'arrivée des deux ondes S (figure 2.3). Ce déphasage est proportionnel à l'intensité 
de l'anisotropie et la distance parcourue en milieu anisotrope. 
2.3 Atténuation 
2.3.1 Origine et causes 
L'atténuation peut être définie comme la diminution de I'amplitude et une perte 
préférentielle des hautes fréquences du signal sismique en fonction de la distance 
de propagation ou du temps. C'est un phénomène aux causes multiples. C h  des 
facteurs principaux en est l'absorption ( 8  2.2.3). c'est-à-dire la transformation de 
l'énergie sismique en chaleur par friction interne ou granulaire dans un milieu in- 
élastique (Johnston el  uf.. 1979: Sheriff et Geldart. 1995). Plusieurs modèles théo- 
riques ont été développés pour décrire l'atténuation générée par absorption: un 
tableau comparatif de c ~ s  méthodes est donné dans Kjartansson (1979). Un autre 
facteur important d'atténuation est la diffusion de Iénergie sismique occasionnée 
par des hétérogénéités de faibles dimensions (Frankel et Clayton. 1986: Lay et W- 
lace. 1995). D'autres facteurs affectent également la distribution de l'amplitude des 
ondes sismiques : ce sont le diaganime de rayonnement de la source. la dispersion. 
la présence de fluides d'i rnbi bit ion. ['interférence des ondes d'intérêt avec d'autres 
oncles et la partition de l'énergie aux interfaces marquant des contrastes d'impé- 
dance sismique. Ces facteurs ciécoulent des propriétés ou de la géométrie du milieu 
de propagation et sont siisceptibles de se superposer. Laverdure (1994) donne une 
bibliographie exhaustive sur les causes et mécanismes de 1% ténuation. ainsi qu'une 
revue des méthodes d'évaliiation du facteur Q. 
2.3.2 Le facteur de qualité sismique Q 
Le taux d'atténuation est habituellement exprimé en dB, m. Cependant. le fac- 
teur adimensionnei de qualité Q est généralement utilisé pour quantifier l'atténua- 
tion propre à un matériau. Par définition. le facteur Q est inversement proportionnel 
à l'énergie absorbée par le milieu lors d'un cycle d'oscillation de l'onde (Sheriff et 
Geldart. 1993). Cette définition revèt la forme mathématique suivante : 
Q = ?x/(Fraction d'énergie perdue par cycle) 
= 'L;i /(LE/E) 
Ainsi, plus le matériau est de piètre qiialité du point de vue sismique, plus I'énergie 
de I'onde sismique dissipée (A E) est graiicie. plus le facteur de qualité sera faible. 
L'expérimentation montre que généralement le coefficient d'absorption est propor- 
tionnel à la fréquence et que Q en est indépendant. c.-à-d. Q est constant pour 
un matériau (Toksoz et ul.. 1979). Kjartansson (1979) a par ailleurs développe un 
modèle théorique pour un Q constant. Pliisieurs techniques existent pour le calculer 
(Tonn. 1991: Laverdiire. 1994). Trois d'entre elles sont retenues pour ce travail : les 
méthodes du rapport des amplitudes. du rapport cles spectres d'amplitude et du 
temps de montée. 
Généralement. on consiclère que le hcteur Q est lié uniquement à l'absorption. 
On peut cependant distinguer deux mécanismes générateurs d'atténuation. soient 
l'absorption et la diffusion. Contrairement à l'absorption où il y a perte d'énergie. la 
ciiffusion entraîne une redistribution de l'énergie (Lay et Wallace. 1995). La diffusion 
a lieu en présence des petites hétérogénéitk qui repartissent le front d'onde en une 
séquence d'arrivées subséquentes appelée coda. L'amplitude de la première amvée 
est ainsi atténuée parce qu'une fraction de l'énergie de l'arrivée directe est transmise 
i la coda. L'effet combiné de l'absorption et de la diffusion est de réduire le facteur 
de qualité selon 
Q-' = Qil + QI1 (2.24) 
où Q, est dii à l'absorption et Qd à la diffusion. 
2.3.3 Divergence géométrique 
La divergence géométrique occasionne également une diminution de l'amplitude 
sismique en fonction de la distance parcourue par l'onde. Ce phénomène. contrai- 
rement à l'absorption. n'implique cependant pas une t ransformation de l'énergie 
sismique. La divergence géométrique est due à une redistribution de l'énergie en 
fonction de la surface occupée par le front d'onde. Son effet varie selon le type 
d'onde se propageant. soit qu'elle est plane. cylindrique ou sphérique. 
La divergence géométrique est décrite par un rapport d'intensité. L'intensité I 
est la quantité d'énergie sismique E se propageant a travers une surface unitaire 
normale à la direction de propagation par unité de temps. Pour une onde harmo- 
nique. elle est définie selon 
où p est la densité du milieu. c est la vitesse de propagation de l'onde. j est sa 
fréquence et A son amplitude. Pour une onde sphérique dans un milieu homogène. 
le rapport d'intensité pour deux portions d'un front d'onde de rayons r t  et fi est 
(Sheriff et Gelcian. 1995) 
2.3.4 Méthodes de calcul de Q 
On présente dans cette section les techniques retenues pour le calcul du facteur 
Q présenté au 8 2.5. 
2.3.4.1 Détermination par le rapport des amplitudes 
Une décroissance exponentielle de l'amplitude dans I'espace ou  dans le temps 
décrit génkralement bien l'absorption. Soient A et .lo les amplitudes d'une onde 
plane en deux points séparés d'une distance r (Ao étant généralement l'amplitude 
a la source). la décroissance spatiale est définie comme 
où q est le coefficient d'absorption. Dans le temps, la relation est 
où h est le coefficient d'amortissement et j est la fréquence de l'onde. En utilisant 
la définit ion (2.23). l'équation (2.27) et sachant que l'énergie est proportionnelle au 
carré de l'amplitude. on peut montrer que (Sheriff et Geldart. 1995) 
Lors d'une période T. l'onde se déplace d'une longueur d'onde A. Si la perte d'énergie 
est due uniquement à l'absorption. le facteur d'atténuation sera égal à hT = rlA 
(selon les expressions (2.27) et (2.28)). ce qui permet d'exprimer le facteur de qualité 
comme 
où c est la vitesse de l'onde ( A  = c l / ) .  Le coefficient d'absorption il peut être 
calculé à partir du rapport des amplitudes .4 et .-Io (équation (2.27)). Considérant 
que le milieu est homogène et isotrope. et utilisant deux mesures en deux points i 
et 1. on isole d'abord le coefficient d'absorption du rapport des amplitudes .-L,/.-l,. 
tel que 
avec i # j. 
L'amplitude à la source .Ao peut ensuite être calculé au moyen de la relation 
2.3.4.2 Détermination par le rapport des spectres d'amplitude 
Selon Kurita (1968). le terme d'atténuation (2.27) est décrit dans le domaine 
des fréquences par 
Pour un milieu a Q et vitesse constants. l'expression reliant l'amplitude au terme 
atténuant est alors 
Le terme 1 .Ao i regroupe les caractéristiques de la source. la divergence géornét rique et 
la réponse des instruments (Bath. 1971: Laverdure. 1994). 11 est possible de dériver 
une expression pour Q à partir du rapport de spectres mesurés en deux points r l  
et fi de I'espace. On obtient ainsi 
En considérant que les traces ont été corrigées pour la réponse des instruments 
et la divergence géométrique et que l'amplitude à la source est la même selon les 
directions r i  et r?. les termes .-lo(w) et & ( i ~ ) ~  s'annulent et on peut obtenir la 
relation suivante pour un milieu de vitesse honiogène 
. J ( i ~ , t l )  On montre au paragraphe suivant une technique pour calculer le rapport -I I 
qui permet de réduire le biais causé par la présence de bruit dans les mesures. Cette 
technique connue en traitement du signal est appliquée pour la première fois au 
calcul du facteur Q. 
Calcul du rapport par spectres croisés 
Soient a(t)  et b(t) deux signaux mesurés à d e u  capteurs différents. Ces signaux 
peuvent être vus comme la somme du signal sismique et d'un bruit. tels que 
où x ( t )  et y ( t )  sont les signaux sismiques et m(t)  et n( t )  sont les bruits. Par ailleurst 
on sait (Robinson et Treitel. 1980) que le signai sismique peut être décrit comme La 
convolution du signai source o ( t )  avec une fonction de transfert h ( t )  représentant 
le milieu atténuant, c.-à-d. 
On a alors dans le domaine des fréquences (dénotant A(w)  la transformée de Fourier 
de n ( t ) )  
Or. la détermination du facteur Q implique le calcul du rapport de A(w) sur B(w). 
que l'on notera H&) et qui s'écrit alors 
On remarque que la présence de bruit vient biaiser H&). 
Une façon de réduire ce biais passe par la théorie des systèmes linéaires. On sait 
que la fonction de transfert entre deux signaux peut être estimée par le rapport de 
la densité inter-spectrale entre ces signaux. sur la densité (auto-) spectrale de la 
fonction d'entrée (Bendat et Piersol. 1971). Si on assimile b ( t )  comme l'entrée d'un 
système ayant a ( t )  pour sortie. on peut dors écrire 
où Sa&*') est la fonction de densité spectrale croisée entre a( t )  et b ( t )  et Sb(u)  est 
la fonction de densité spectrale de b ( t ) .  Or. on peut montrer à partir de (2.37) et 
(2.38) que 
et que 
Sb(h~)  = s&) + &(s r )  = s,(si) &(sr )  H&) + sn(w). (2.44) 
où l'astérisque (') dénote le conjugué complexe. On remarque que Sb(u) contient 
le spectre du bruit n(t).  Il est possible d'estimer Sn(u) 
la trace enregistrée avant la première arrivée. On peut 
a partir de la portion de 
ainsi définir l'est imateur 
2.3.4.3 Détermination par le temps de montée 
Une caractéristique fondamentale de l'atténuation est qu'elle occasionne une 
transformation de l'onde transitoire se propageant dans le milieu atténuant. On 
observe généralement un H étalement » de l'onde dans le temps. Gladwin et Stacey 
( 1 9 3 )  ont montré que le temps de montée r d'une impulsion se propageant dans 
un milieu donné est reliée au facteur Q de ce milieu. Cette relation est linéaire et 
prends la forme 
t 
où ro est le tenips de montée à la source et t est le temps de parcours de l'impulsion. 
Le temps de montée peut être défini comme T = t w ~ A m a z  - t l O ~ A m a z ,  où .-lm= est 
l'amplitude maximale de la première montée (Blair et Spathis, 1982). Le paramètre 
c est une constante pour laquelle Kjartansson (1979) a dérivé une valeur théorique 
de 0.298 pour des géophones lorsque Q > 20. Cette constante peut également 
dépendre du milieu de propagation (Tonn. 1991). Gràce à la relation (2.46), il est 
possible de déterminer Q en traçant une droite de régression a partir de valeurs de 
r mesurées en plusieurs points à différentes distances de la source. 
Québec I 
-76' -75' -74' -73' 
Figure 2.4: Localisation du barrage de Carillon. 
2.4 Acquisition des données 
Le barrage de Carillon est situé sur la rivière Outaouais. à environ 60 km de 
SIontréal f i  2 . 4 .  Hydro-Québec en est le propriétaire et exploitant. C'est un 
ouvrage de type barrage-poids au fil de l'eau (fig. 2.5 A)  mis en service en 1962. La 
hauteur de chute est de 18 métres : la puissance de la centrale est de 655 MW. 
La campagne complète des mesures s'est échelonnée du 22 octobre au i décembre 
1998. Les mesures présentées dans ce chapitre ont été acquises le 10 novembre. La 
figure 2.5 B illustre la section de l'ouvrage où les mesures ont été prises. Cette 
section a déjà fait l'objet de traiawu d'injection afin de colmater des joints ouverts 
quasi- horizontaux (Saleh et Tremblay, 1998). 
L'acquisition des mesures nécessaires à ce travail a été rendue possible grâce 
à l'utilisation d'un système microsismique du laboratoire de recherche minière de 
CANXIET (Sudbury. Ontario). Ce système comporte une unité centrale de traite- 
ment (ordinateur). dix capteurs et une unité de connexion. Le jeu de dix capteurs 
comporte un accéléromèt re triaxial. un géophone triauid. quatre accéléromètres 
Figure 2.5: A) Vue du barrage de Carillon. B) Partie barrage- 
poids de l'ouvrage où les mesures ont été prises. 
uniaxiaux et quatre géophones uniauiaux. 
Le système agit en surveillance continue. Lorsqu'un événement est détecté sur un 
canal (le seuil d'amplitude critique est excédé). le système initialise une surveillance 
systématique aux autres canaux sur une fenêtre de temps donnée. Si des événements 
sont détectés à un nombre prédéterminé de canaux. l'enregistrement de la fenêtre 
d'acquisition courante est déclenché pour tous les canaux La fenêtre de siirveillance, 
le nombre minimal de canaux contenant un événement et le seuil critique sont 
déterminés par 1-opérateur. La durée de la fenêtre dTacquisit ion est dé terminée par 
la fréquence doéchantillonnage et la capacité de sauvegarde. soit -1096 points par 
trace. La fréquence d'échantillonnage peut varier de 600 Hz à 20 kHz. Le système 
comporte un convertisseur -4. N de 12 bits. Seize canaux sont disponibles. dont un 
doit être réservé pour chronométrer le temps de déclenchement de l'enregistrement. 
Le système de CANLIET est limité au réglage des gains par groupe de trois 
canaux. La séquence de branchement des capteurs consiste à brancher d'abord 
les capteurs triaiaux et ensuite les capteurs unia!.uiaux. Conséquemment, un gain 
identique est appliqué sur les trois canaux d'un capteur triaxial. On se trouve aussi 
B avoir des groupes de trois capteurs uniaxiaux avec un même gain. Les gains sont 
progranimables de 12 d B  a 84 dB (plage de 12. 24. 32. 44, 52, 64. 72 et 84 dB). 
Les géophones sont construits a partir de capteurs fabriqués par GE0 SPhCE 
Corp. ( Houston), rnotléle GS-2ODS. La fréquence naturelle de ce type de capteurs 
est S Hz. La sensibilité des géophones est de 29528 mV rn-' s (750 mV ips) pour un 
amortissement de 60%. Un étalonnage des géophones à un gain de -44 dB indique 
iin factpiir d'6talonnnge moyen de 5.279 x IO-' m s-' m V L .  Les accéléromètres 
sont constitués de capteurs .-\NALOG DEVICES. modèle ADICLO5. d'une sensibi- 
lit6 cie 400 mi. g. Le couplage des capteurs au béton est obtenu en les fixant avec 
de la colle epory à prise rapide. le béton ayant été émeulé en surface au préalable. 
Le capteur est recouvert d'un sac de sable afin de réduire les perturbations envi- 
ronnantes de grande amplitude (Descour. 1993). Xotons que pour cette étude, il 
était impossible de forer dans le béton pour encastrer les capteurs. La position des 
capteurs a été relevée à l'aide d'une station totale (précision de l'ordre du cm). 
La figure 2.6 illustre la position des dix capteurs utilisés. Les accéléromètres sont 
dénotés par une étiquette débutant par A. les géophones par G. Les unités A01 et 
GO2 sont les capteurs triaxiaux. Idéalement. les capteurs doivent être placés partout 
autour du volume étudié, de façon à réduire les ambiguïtés lors de la localisation 
des hypocentre et de la détermination des mécanismes au foyer. Sur un barrage, 
seuls la crête et la partie aval de la structure sont facilement accessiblse ; ce sont les 
points que nous avons couverts. Une attention a également été portée afin de distri- 
Figure 2.6: Position schématique des capteurs. La lettre A de I'éti- 
quette indique un acceléromètre et la lettre G un géophone. Les 
distances sont en mètres. 
huer uniformément géophones et accéléromètres. capteurs uniaxiaux et triaxiaux. 
horizontaux et verticaux. 
Les signaux. limités à àa gamme [O - '1400 Hz1 à l'aide d'un filtre analogique 
passe-bas. ont été numérisés a une fréquence de '10 kHz par canal. donnant une 
fenétre d'acquisi tion de 0.2 seconde. La fenêtre de sun-eillance a éth fixée a 25 ms. 
La source utilisée pour cet essai est un coup de masse de 1 kg. Seize coups ont été 
portés a une vingtaine de centimètres du géophone tr iaial  GO2 (voir fig. 2.6). 
2.5 Résultats 
D'emblée. I'at ténuation est apparue importante lors du réglage des gains au dé- 
but de l'investigation. Un rapport de puissance signalibruit (S;B) très faible est 
mesuré a u  accélérornètres (en moyenne S; B = 14). comparativement à ce qui est 
observé aux géophones. Les gains aux géophones doivent être élevés pour déclen- 
cher fenregistrement. Lors de I'acquisition des mesures spécifiques à I'évaluation de 
l'atténuation. des signaux de qualité acceptable (S jB  > 400) ont été obtenus uni- 
quenient aux géophones GO?. GO;. GO8 et G09. La figure 2.7 illustre un exemple de 
traces obtenues à ces capteurs. Notons par ailleurs que les sismogramrnes du c a p  
teurs GO7 sont particulièrement bruités par rapport aux trois autres. La figure 2.7 
montre également une forme d'onde P caractéristique à GO7. forme commune aux 
16 événements. Cette distorsion peut être attribuable a une diffraction du front 
d'oncie à la ligne d'inflexion au joint au dessus du capteur GO2 (fig. 2.6). Les 16 
événements donnent des rapports de puissance S, B (l'indice, dénote t< onde P ») 
moyens de 1 . 8 ~  10"our GO?. 3 . 6 ~  10' pour GOi. 2 . 9 ~  10" pour GO8 et 7 . 4 ~  10" 
pour G09. 
Considérant que l'onde P incidente ii un capteur uniaxial n'est pas nécessaire- 
ment dans le même m e  que ce capteur. une correction pour l'angle dïnciclence de 
l'onde P a du être apportée. Cette correction consiste à diviser l'amplitude par le 
cosinus directeur relatif à l'orientation du capteur. Le cosinus directeur est calculé 
en considérant un rai droit de la source au capterir pour GO8 et G09. et un rai 
droit ayant subit une inflexion au changement de pente du côté aval pour GOT. 
L'amplitude à CO? est reconstituée à partir des trois composantes : la correction 
pour l'angle d'incidence n'est pas applicable à ce capteur. 
Les valeurs d'amplitude aux quatre géophones ont également été corrigées pour 
la divergence géométrique en utilisant la relation (2.26). Les valeurs suivantes de 
- - rayon ont été utilisées : r c ; ~ ~  = 0.16 m. rc-07 = 12.5 m. r ~ 0 8  = 1 . 4  m et rcog = 19.9 
m. 
Le facteur de qualité sera fonction du type d'onde étudiée. soit P (compression) 
ou S (cisaillement) pour les ondes de volume (Hasegawa. 1974). Ainsi. l'amplitude 
de la première montée P plutôt que l'amplitude maximale est utilisée pour évaluer 
['atténuation. et toute référence subséquente à l'onde P fera référence à la première 
montée. Cette façon de faire est retenue pour éviter d'utiliser l'amplitude d'une 
onde S qui pourrait être superposée à l'onde P. Par exemple. l'onde S suivra de 
Figure 2.7: Traces mesurées pour l'événement Nov100955510198C (10 novembre 1998 
à 09h 55m 51.01s). Les traits horizontaux indiquent l'amplitude de la première mont& 
retenue pour le calcul de Q par le rapport des amplitudes. 
Tableau 2.1: Valeurs moyennes et écartitype du taux d'atténuation. de la vitesse sis- 
mique et de Q pour les 16 événements (méthode du rapport des amplitudes). 
Taux d'atténuation (dB/rn) Vitesse P (m/s) Facteur de qualité 
Paire moyenne 0 UR a Q O 
seulement 0,83 rns l'onde P si L., = -4000 mis et c, = 3000 m i s  et que le capteur 
est à 10 r n  de Ia source. 
2.5.1 Méthode 1 : Rapport des amplitudes 
Des valeurs de r l  et ci'amplitiide do ont été calculées pour les paires de géophones 
GO2 GO;. GO2 COS. GO2 G09. GO? GO8 et GO8 - GO9 pour les seize événements au 
moyen des relations (2.31) et (2.32). Le tableau 2.1 contient les valeurs moyennes 
obtenues. L'écart-type sur les valeurs de rl (environ 15%) est acceptable. Notons que 
la paire GO7 GO9 a été rejetée car elle a donné des résultats très dispersés. Cela est 
probablement dû a la faible différence d'amplitude entre les capteurs GO7 et GO9 
(dont les valeurs moyennes normalisées par .Ao sont respectivement de 0.0445 et 
0.0393 contre 0.1528 pour (308). Ces capteurs sont relativement rapprochés l'un de 
l'autre et éloignés de la source. entraînant un calcul de q plus instable. Les valeurs 
de .-Io et d'amplitude corrigées aux capteurs Goï. GO8 et GO9 ont néanmoins servi 
au calcul du taux d'atténuation. 
Le modèle du rai droit (modèle de vitesse homogène) est utilisé pour calculer une 
vitesse P apparente pour chacun des capteurs G07. GO8 et G09, et ce pour chaque 
événement. Le to est approximé par le temps d'arrivée à G02. Les valeurs de u, 
asignées aux paires Goï-GO8 et G08-GO9 sont calculées en faisant la moyenne des 
deux vitesses de chaque capteur. Les vitesses obtenues serviront au calcul du facteur 
Q selon les méthodes 1 et 2. Les valeurs moyennes sont présentées au tableau 2.1. 
Les valeurs de vitesse apparente obtenues semblent indiquer a priori que le béton 
est d'assez bonne qualité. De plus. elles sont relativement consistantes pour chacun 
des géophones (écart-type de 95 mis, soit 2.3%). 
Le facteur Q a d'abord été calculé par la formule (2.30). La fréquence / utilisée 
pour le calcul est la fréquence dominante des spectres calculés a la section suivante. 
Les valeurs du facteur Q obtenues sont regroupées au tableau 2.1. Ces valeurs sont 
consistantes d'un évhement à l'autre pour chacune des cinq paires, surtout pour 
les paires composées avec le capteur G02. 
2.5.2 Méthode 2 : Rapport des spectres d'amplitude 
Détermination du rapport des spectres 
Le calcul des spectres d'amplitude de l'onde P est délicat pour deux raisons : 
(1) les séquences temporelles (onde P) contiennent peu d'échantillons (en moyenne 
entre 20 et 30) et (1) les signaux sont dans certains cas bruités. Une approche 
utilisée pour estimer les spectres de séquences courtes est d'utiliser une méthode 
basée sur un modèle paramétrique de processus aléatoire. En particulier. pour des 
processus a bruit blanc. le modèle autorégressif (AR) est couramment employé. Ces 
méthodes ont l'avantage d'estimer les spectres avec une meilleure résolution que ce 
qui est obtenu des méthodes classiques telles que celle du périodogramme de Welch 
(Marple. 1987). Reliés a un système d'équation linéaire, le modèle AR a l'avantage 
d'étre simple à résoudre. Dans la famille des estimateurs autoregressifs se trouve la 
méthode d'entropie maximum introduite par Burg (ISE). 
Pour fins de comparaison. les spectres ont été calculés au moyen des algorithmes 
de Burg et de Welch tels qu'implantés par le logiciel ~ ~ T L A B  (les détails des algo- 
Canal B4 (G02) canai rd (GE?). (P = 10) , 10' Canai r i  1 (G07) 
15 1 .a 2 -  =* 
1 
Figure 2.8: Calcul des spectres pour l'événement Nov100955510198C par la méthode du 
maximum d'entropie de Burg (1975) pour un modèle AR d'ordre p = 10 (courbe pleine) 
et par la méthode de Welch (courbe de tirets). Les ondelettes associées à l'arrivée P e t  
sélectionnées pour le calcul sont représentées par les peignes. 
rit hmes peuvent être trouvés dans hIarple (1987)). Un exemple de spectres obtenus 
est illustré 6 la figure 2.8. On remarque que L'algorithme de Burg permet d'obtenir 
des spectres où ressortent des fréquences dominantes : la résolution spectrale est éle- 
vée. Également. en plus des rapport,s d'amplitude obtenus de ces deux méthodes. on 
propose de comparer les résultats avec ceux obtenus par le rapport des amplitudes 
calculé par les spectres croisés tel que défini à l'équation (3.45) (également calculés 
Pour les seize événements. l'énergie est majoritairement comprise entre 500 et 
2500 Hz. Par ailleurs. les spectres présentent rarement plus de deux pics dans cette 
bande de fréquences. Également, la composante x au capteur GO2 (canal 4) contient 
une fréquence dominante plus élevée que les autres composantes. et ce pour chacun 
des 16 événements. Pour des raisons qui seront discutées par la suite. le spectre de 
cet te composante a été utilisé pour les calculs en lieu du spectre de la trace GO2 
complète. 
Traitement des valeurs aberrantes 
Le calcul de Q par rapport des spectres a été effectué pour les paires de géo- 
phones GO7 GO?. CO8 GO'. Gog-- GO?. G07--GoS. G07-GO9 et G09-GO8 à partir 
de la formule (2.36). Pour chaque paire, le capteur au rapport S,!;B le plus élevé est 
utilisé au dénominateur pour limiter le biais lors du calcul de f ip (équation (2.45)). 
Ainsi. une valeur de Q est calculée pour chacune des fréquences du spectre. pour 
chaque paire. Les résultats ont été jugés significatifs dans la bande .j472500 Hz. les 
points à I'exterieur de cette plage n'ont pas été conservés pour ia suite des calculs. 
Les valeurs ainsi obtenues ont ensuite été examinks pour éliminer les valeurs 
aberrantes. Le calcul a produit quelques valeurs numériquement indéfinies ( NaN) . 
infinies. ou inférieures à zéro: ces points sont rejetés. Par ailleurs. afin de dégager 
une valeur moyenne Y. un poids pp( f )  a été attribué pour chacune des valeurs de 
Q à chaque fréquence. Ce poids est fonction de l'énergie du signal aux fréquences 
dorinées et permet de mettre I'emphase sur la portion énergétique du spectre. Pour 
chaque point d'un spectre G donné. on calcule d'abord un poids pc(f) comme 
l'amplitude à ce point divisé par l'amplitude maximale du spectre. Ensuite. on 
attribue comme poids a la valeur de Q le produit des deux poids des deux spectres 
utilisés pour son calcul. Par exemple. pour les valeurs de Q obtenues de la paire 
GOZ-GOT* on a PQ(/) = P G O ~ ( / )  P G O ~ ( ~  ) -  
Des droites de régression linéaire avec et sans pondération sont tracées pour 
chaque paire de géophones afin de mesurer sommairement la dépendance de Q par 
rapport à la fréquence. Les coefficients de la clroite sont : 
J 
où crq! est la covariance entre Q et j. Pour chaque paire de capteurs, les points pour 
lesquels le résidu s'écarte de 3 écart-type (30) de la droite de régression sont rejetées. 
Les valeurs moyennes (Q) ainsi que les écartctype (a) avec et sans pondération sont 
contenus au tableau 2.2. Le pourcentage de points conservés est également inclus 
dans le tableau 2.2. On remarque que la pondération tend à réduire l'écart-type. 
Deux paires de capteurs ont donné des r4sultats de faible qualité. soient GO7409 et 
GO:! GO8 (des écarts-type très élevés donnant jusqu'à 60% d'événements rejetés). 
Cela peut s'expliquer par la faible distance entre ces capteurs relativement a la 
source. ce qui fait que le rapport des / . 4 ( ~ 9  1 n'est pas suffisamment marqué pour 
produire un calcul stable. 
Les valeurs de Q obtenues par la méthode des spectres croisés et les droites 
de régression sont tracées à la figure 2.9. On remarque a l'observation de cette 
figure que Q n'est pas indépendant de la fréquence. On remarque par ailleurs que 
le tableau 2.2 indique que les valeurs obtenues par spectres croisés sont plus élevées 
que pour les deux autres méthodes. 
2.5.3 Méthode 3 : Temps de montée 
Les temps de montée ont été mesurés selon la définition de Blair et Spathis 
(1982) pour les seize ét-énements aux quatre capteurs. Ces valeurs ont été portées 
en graphique à la figure 2.10 en fonction de la distance sourcecapteur d. En ap- 
proximant le ro de l'équation (2.46) par le temps de montée au capteur triaxial 
GO2 on remarque une singularité pour 9 des 16 événements. En effet, la valeur de 
TO (rGai.) est plus élevée que ~ ~ 0 8 ,  alors qu'elle devrait demeurer inférieure en tout 
Tableau 2.2: Valeurs moyennes et écarts-type de Q. avec et sans pondération, pour les 
16 événements (méthodes du rapport des spectres). 
Burg 
Avec pondération Sans pondération 
Paire Q a % conservé q a % conserué 
G07-GO2 3.4 0.9 98 4.0 1.5 98 
GO8402 16.2 19.4 84 15,O 17.6 84 
GO9-GO2 5.8 1.6 99 6.6 2.1 99 
G07-GO8 2.1 1.0 97 2.1 0.9 97 
G07-GO9 l7,3 32.4 38 34.9 46.8 38 
COS-GO8 5.2 1.2 99 5 2  1.3 99 
Welch 
Avec pondération Sans pondération 
Paire Q a % conservé Q a % conservé 
GO?-GO2 3.8 1.0 100 4.2 1.2 100 
G08-GO2 11.6 7.8 99 12.1 8.9 99 
GO9402 5.7 1.7 100 6.2 2.0 100 
G07-GO8 2.3 0.6 99 2,4 0.5 99 
G07-GO9 23.5 60.8 64 49.7 94.1 64 
G09-GO8 5.0 1.2 100 5,3 1.3 100 
Spectres croisés 
Avec pondération Sans pondération 
Paire CJ a % conservé c) n % conservé 
temps. Or. la constante c de l'équation (2.46) est valide lorsque tout les capteurs 
sont identiques (Kjartansson. 1979). ce qui n'est pas le cas. GO2 étant triaxial. La 
droite de régression permettant de calculer Q a ainsi été calculée avec et sans G02. 
Cett,e droite de régression prends la forme 
avec bl = % et bo = r-  bld.  Le facteur Q est calculé en combinant (2.16) et (2.48), 
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Figure 2.9: Distribution des valeurs de Q calculées par méthode du rapport des spectres 
(spectres calculés par spectres croisés). après rejet des valeurs aberrantes. Les traits 
correspondent aux droites de régression pour les points présentés : le trait en tirets 
est la droite de régression pondérée. le trait plein la droite de régression normale. 
dispersées. et le calcul de la droite de régression s'est lait également en excluant et 
incluant ces valeurs. Les coefficients des quatre droites obtenues ainsi que les valeur 
de Q correspondantes sont présentés au tableau 2.3 : ces droites sont également 
tracées à la figure 2.10. 
En assumant que les déviations de la droite de régression sont distribuées de 
façon normale. il est possible d'estimer un intervalle de confiance sur les coefficients 
de la droite (Draper et Smith. 1981). Ces intervalles de confiance (pour une limite 
Tableau 2.3: Valeurs moyennes de Q pour les 16 événements, coefficients des droites 
de régression et coefficient de corrélation (méthode du temps de montée). 
7 mesures GO2 
o mesures GO7 
o mesures GO8 
0 mesures GO9 
- 2: G02-G08-GO9 
1 O 
Distance (m) 
Figure 2.10: Temps de montée T en fonction de 
la distance des capteurs à la source. Les traits re- 
présentent les droites de régressions calculées pour 
les combinaisons de capteurs indiquées dans la Ié- 
gende. 
de confiance de 95%) sont inclus au tableau 2.3. L'erreur sur bl ent,raine l'erreur 
sur Q suivante 
On observe ainsi que la faible confiance sur le coeacient 6, entraîne une erreur im- 
portante sur l'estimation de Q. L'intervalle de confiance sur Q au tableau '1.3 est la 
somme de (2.49) et d'une expression similaire pour l'erreur sur v,. Dans notre cas, 
la contribution de (2.49) est de 99% sur l'écart-type de Q. En conséquence de ces 
confiances restreintes sur Q, les valeurs du tableau 2.3 doivent donc être utilisées 
avec précaution. bien qu'elles s'accordent assez bien avec les résultats précédents 
lorsque GO2 est exclu. Par ailleurs. on remarque égaiement que l'inclusion ou l'ex- 
clusion de GO7 a peu d'influence sur Q' mais que son inclusion est très négative sur 
le coefficient de corrélat ion. 
2.6 Discussion 
Cornmen t se comparent nos résultats ? 
Le facteur Q moyen obtenu par rapport des amplitudes est égal à 5'1 I 1,6 pour 
une fréquence moyenne de 1'250 I 275 Hz. Par ailleurs, trois valeurs moyennes de 
Q sont obtenues par rapport des spectres. Ces valeurs sont de 8,4 rt 14,4 pour les 
spectres calculés par la méthode de Burg, de 8.3 I 20.7 pour les spectres calculés 
par la méthode de Welch et de 17.9 & 53,3 pour les rapports spectraux calculés 
par la méthode des spectres croisés. Notons que si on rejette les paires GO'L-GO8 et 
CO8 (209. on obtient 4.5 k 1.9 pour les spectres calculés par la méthode de Burg, 
4.6 î 1.8 pour les spectres calculés par la méthode de Welch et 8.3 I 3.5 pour 
la méthode des spectres croisés. Par la méthode des temps de montée. on obtient 
7.5 * 1-4.9. Le facteur de qualité mesuré à Carillon se situe sous la fourchette des 
valeurs faibles de Q dans les roches. En effet. Q se situe sous 1000 dans les roches, 
~piquemerit entre 10 et 100 (Toksoz et  (il.. 1979). bien que dans les roches ignées 
Q puisse avoisiner 3000- $000 (Laverdure. 1995). II est à noter qu'on observe dans 
les tables de Carnichael (1989) que pour un type de roche donnée. un échantillon 
a contenu élevé en sable présente une valeur de Q plus faible qu'un échantillon à 
contenu moins élevé. Par ailleurs. on remarque que la valeur moyenne de u, mesuré 
à Carillon. 4081 i 95 m, S. indique un béton de bonne qualité (Kharrat, 1997). 
On trouve trois explications possibles ii ces valeurs faibles de Q. D'abord, il 
semble y avoir une atténuation de diffusion due à la composition du béton (ciment 
et granulats). La longueur d'onde moyenne de l'onde de compression est approxima- 
tivement X = 4000. 1500 = 2.7 m. Puisque la taille des granulats est plus petite que 
A. ceux-ci peuvent agir comme des points diffringents (dinusion de Rayleigh). Un 
milieu présentant des hétérogénéités de l'ordre de grandeur de la longueur d'onde 
sismique occasionne également une diffusion dite de Mie (\Vu et Aki. 1985). .\ la fi- 
gure 2.5, une longue coda. indicatrice de diffusion. est observable aux capteurs G07, 
GO8 et GO9 par rapport à GOZ. Ce type de diffusion n'occasionne pas nécessaire- 
ment une diminution de ~ > p  (Frankel et Clayton. 1986). Deuxièmement, un milieu 
fortement fissuré occasionne de la diffusion et de l'absorption. Or. on sait que cette 
partie de l'ouvrage a déjà été injectée pour colmater des fissures (Saleh et Tremblay, 
l998). Finalement. une valeur plus faible de Q dans le béton peut être attribuable 
à une porosité plus élevée que clans les roches. Q étant inversement proportionnel à 
la porosité (Johnston et a l .  1979). ou à un contenu élevé en sable. Cette affirmation 
demeure à vérifier, la porosité et la composition du béton à Carillon ne nous étant 
pas connue. 
Sur des bétons. Kharrat (1997) a niesuré le facteur Q en laboratoire par la 
méthode du rapport des spectres. pour quatre types de mélanges dc qualité variant 
d'excellente à pauvre. II  a obtenu des valeurs moyenne de 45, 33. 15 et 8.3 pour 
des échantillons de résistance de 38. 17. 6 et 4 X i  Pa et de vitesse P de 4600. 4 180. 
3320 e t  2420 rn. s respectivement. Ces résultats ont été obtenus avec des signaux 
oscillant dans une bande de fréquence centrée autour de 200 kHz. soit deux ordres 
de grandeur plus élevés que pour nos mesures. Ces valeurs s'accordent avec nos 
résultats. considérant que le béton de Carillon est vieux de plus de 35 ans et que 
le vieillissement est susceptible d'occasionner une baisse de Q. Kharrat a aussi 
étudié en laboratoire le comportement du facteur de qualité en fonction du degré 
de fissuration du béton. En moyenne. Q varie de 44 pour un béton sain à 22 pour 
un béton sur le point de rompre. 
Ambigurtk au capteur GO2 
Une particularité des données à souligner est que la fréquence dominante moyenne 
au capteur GO8 est plus élevée qu'à G02. soit respectivement 1904 k 102 contre 1250 
f 273 Hz. GO2 est pourtant beaucoup plus près de la source et on devrait observer 
la situation inverse. Dans ce cas. la taille et le poids du capteur sont susceptibles 
d'influencer le couplage béton-capteur, bien que les avis soient contradictoires a ce 
sujet (Iirohn. 1984). Notons ici que le couplage est défini comme la fonction de 
transfert entre le mouvement du béton et la réponse du capteur, et qu'il présente 
les caractéristiques d'un système masse-ressort amorti (Krohn. 1984). GO8 est petit 
(2x3 cm) et léger (95 g) par rapport à GO2 qui comporte trois aies de mesure et 
dont les transducteurs sont compris dans un même boîtier (4x20 cm - 810 g) conte- 
nant également le pré-amplificateur. Le couplage au capteur GO2 agirait comme un 
filtre passe-bas comparativement à G08. Ce problème aurait probablement pu être 
évité si les capteurs avaient pu être encastrés dans le béton. Un filtrage passe-bas à 
GO2 causé par un mauvais couplage peut partiellement expliquer la proportionnalité 
de Q en fonction de la fréquence observée à la figure 2.9. En effet. une diminution 
relative de I'aniplitucle à GO2 aux hautes fréquences entraîne par exemple une di- 
minution du ratio dG02/.LC07. ce qui a pour effet d'accroître la valeur de Q. 
L'étude des temps de montée montre aussi un phénomène attribuable à un effet 
passe-bas i G02. Le fait que 9 des 16 temps de montés mesurés a GO2 soient plus 
élevés qu'à GO8 peut découler d'un effet similaire à la dispersion. L'atténuation 
des hautes fréquences provoque l'étalement de I'ondelette, phénomène sur lequel 
est basée la méthode même du temps de montée. Un filtre passe-bas occasionne le 
même effet sur I'ondelette et biaise ainsi le résultat. Par ailleurs. on remarque à la 
figure 7.10 que les temps de montée mesurés à GO7 sont très dispersés. L'erreur sur 
cette mesure peut avoir deux origines. soit le faible rapport S,;B à ce capteur et le 
fait que l'onde est déformée au point d'inflexion sous le capteur (fig. 7.6). Pour ces 
raisons. on a choisi de retenir la valeur de Q obtenue avec les mesures au?< capteurs 
GO8 et GO9 uniquement. 
Influence du couplage 
Dans le but d'évaluer l'effet du couplage des capteurs sur l'estimation du facteur 
de qualité. on a tenté d'estimer ce couplage conjointement a l'évaluation de Q. Des 
données adtli tionnelles ont été utilisées pour ce calcul afin d'avoir des arrivées multi- 
directionnelles aux capteurs. II s'agit de 28 tirs effectués pour le calibrage des gains. 
dont la position est connue et dont les spectres ont été calculés par les méthodes 
de Burg. de Kelch et des spectres croisés. Une solution analytique avec inversion 
de matrice a ciîl ktre abandonnée étant donné le très mauvais conditionnement du 
système à résoudre. Une solution par algorithme génétique (Goldberg, 1989) a été 
retenue. et implantée telle que décrite par Sen et Stoffa (1992) (le lecteur est invité à 
se référer à cet article ou a Sen et Stoffa (1995) pour plus de détails sur la méthode). 
Pour notre algorithme. la fonction d'évaluation (fitness) est calciilée à partir de 
la fonction d'intercorrélation normalisée E(m) (éq. (1) de Sen et Stoffa (1992)) entre 
le rapport des spectres mesuré et notre modèle. Ce modèle est défini en considérant 
le couplage comme une fonction de transfert variant avec la fréquence ( / C ( / )  j ) .  
Pour une paire de capteurs a et 6. notre modèle se traduit par 
Sur une population de .V individus. la probabilité de sélection du ie modèle est 
ensuite définie par 
où T est un paramètre de controle emprunté au recuit simulé discuté par Sen 
et Stoffa (1992). L'encodage des paramètres en chromosomes est du type Gray 
(Press et a l .  1992). et les bornes inférieure et supérieure du paramètre Q sont de 
1 et '200- La borne supérieure de la variable C est fixée à 1. la borne inférieure 
à O. La structure générale de notre algorithme est la suivante : (1) constitution 
d'une population de façon aléatoire: (2) calcul de la fonction fitness des membres ; 
(3) sélection : (4 )  reproduction et mutation : (5) pour .If itérations : répétition des 
étapes (2). (3 )  et (4). La matrice de covariance des paramet res est égaiement calculée 
selon la méthode décrite par Sen et Stoffa (1992), permettant ainsi d'obtenir un 
intervalle de confiance sur les paramètres estimés. 
La figure 2.1 1 montre les résultats obtenus avec les spectres calculés par inter- 
corrélation. Les résultats obtenus avec cette méthode sont supérieurs à ceux obtenus 
avec les spectres de Burg et Welch: la fonction E(m) après 200 générations vaut 
0.60 pour les spectres croisés contre 0.33 et 0.36 pour Burg et Welch respecti- 
vement. Sur le spectre étudié. les valeurs moyennes de couplage obtenues sont de 
0.51 i 0.09 (CO?). 0.56 * 0.10 (Goï). 0.81 I 0.1 1 (G08) et 0.19 I 0,07 (G09). 
I.P roiiplag~ =tirne à CO2 est donc plus faible qu'à G08. notamment clans la bande 
[ 1000- 1700 Hzl. ce qui corrobore notre hypothèse de l'effet de filtre passe-bas à GO2 
On remarque également que le [acteur Q ainsi calculé est supérieur d'un ordre de 
grandeur aux valeiirs obtenues précédemment. soit une valeur moyenne de 64.6 I 
22.2.  Par contre. aucun traitement des valeurs aberrantes n'est appliqué lors du 
calcul et elle est probablement surestimée. Ainsi. si on pose Qa comme le facteur de 
qualité mesuré sans tenir compte du couplage et Q, le facteur * vrai ». on a pour 
relation entre Q, et Q, 
Considérons maintenant un capteur situé à 10 rn de la source, et pour lequel on a 
niesuré Q, = 10 à 1500 Hz dans un milieu à c, = 4000 m-s. Si le couplage C de ce 
capteur est de 0.5. le Q ,  est dors  de 24.3. soit plus de 2 fois supérieur à Q,. 
Facteur de couplage 
1.5 , r , 
-+ GO2 v GO7 B- GO8 -$ GO9 
I I 1 
1 O00 1500 2000 2500 
Frequence (Hz) 
Fonction d'évaluation Facteur de qualité 
00 50 100 150 $33 1600 1500 2000 2:OO 
Génération Fréquence (Hz) 
Figure 2.11: Couplage estime par algorithme génétique. Les para- 
mètres du calcul (voir Sen et Stoffa (1992)) sont les suivants : une 
probabilité de croisement Pz de 0.6, une probabilité de mutation 
P ,  de 0.01. une probabilité d'update Pu de 0.95, T de départ égal 
à 1.5. changé à 0.1 après 60 générations. La population comprend 
4000 individus s'étant reproduit sur 200 générations. 
Sources d 'erreur 
Les sources d'erreur sur l'estimation de Q sont multiples. (1) Tel que mentionné 
aux paragraphes précédents. le couplage des capteurs n'est pas bien connu. .i ce 
sujet. il serait intéressant de pouvoir compter sur des capteurs encastrés dans le 
béton Ion d'une étude subséquente. afin de comparer le couplage ainsi obtenus avec 
le couplage de capteurs collés. (2) L'amplitude .Ao est considérée égale pour toutes 
les directions d'émission. c.-à-d. on considère que le diagramme de rayonnement 
de la source est sphérique. Cela entraîne une erreur lors du calcul de par la 
formule (2.31) et viole llwpothèse permettant d'obtenir la relation (9.36).  (3) Le 
modèle de vitesse simpliste (rais droits) sous-estime la vitesse. Pour un At constant. 
un rai courbe plus long qu'un rai droit implique nécessairement une vitesse plus 
élevée. Le facteur Q est inversement proportionnel a la vitesse et est dans ce cas 
surestimé. (4) Une imprécision de la position de la source (au maximum I 10 cm) 
a été observée. Une petite étude de sensibilité montre que cette imprécision a une 
faible influence (5%) .  ( 5 )  Une imprécision sur le pointé des amplitudes. des temps 
d'arrivée et des temps de montée entraine une erreur sur le calcul du coefficient 
d'absorption et de la vitesse respectivement. (6) Une perte de résolution des spectres 
tl'arnplitrtde survient pour les traces bruitées (hlarple. 1987). Cela est susceptible 
de biaiser l'estimation des fréquences dominantes. et des spectres eux-mêmes. (7) 
La valeur de la constante c de la formule (2.46) a été prise égale a 0.298 alors que 
ceci n ' e t  exactement valable que pour les matériaux présentant un Q > 20: de 
plus tous les capteurs ne sont pas identiques. 
2.7 Conclusion 
Lü valetir de Q obtenue à Cadlon est faible par rapport a ce qui est généralement 
obsen-é clans les roches. Également. les valeurs de Kharrat (1997) mesurées sur des 
bétons en laboratoire se situent également clans la fourchette des valeurs faibles de 
Q. Cette valeur faible de Q dans les béton pourrait être due à ( 1) sa composition 
(granulats de faibles dimensions). (2)  son état de fracturation potentielle. (3) une 
porosité élevée et (4) un mauvais couplage des capteurs avec le béton. Le premier 
facteur est susceptible d'occasionner une atténuation de diffusion. ce qu'une étude 
par modélisation par différences finies (Frankel et Clayton. 1986) ou une étude 
poussée de la coda (IIartynov et al .  1999) aurait pu déterminer. hIaiheureusement. 
de telles études nécessitent une somme de travail débordant ce qui est permis de 
réaliser à l'intérieur de la durée de cette thèse. On peut par ailleurs soupçonner que si 
I'atténuation est majoritairement due à la diffusion. elle ne sera pas nécessairement 
indicatrice d'une mauvaise qualité du béton. La faible valeur du facteur Q mesuré 
dans un tel cas ne serait pas un indicateur réaliste de la qualité du matériau. 
Par ailleurs. il serait important de déterminer avec plus de certitude si la valeur 
faible de Q n'est pas due à un mauvais couplage. Comme le montrent nos résul- 
tats obtenus par algorithme génétique. un mauvais couplage peut considérablement 
réduire Q. Le couplage n'est pas une qualité intrinsèque du milieu: il est suscep 
tible d'être amélioré. ce que des essais appropriés permettraient de démontrer. Dans 
cet te éventualité. l'applicabilité de la méthode d'auscultation proposée s'en trouve- 
rait accrue. Notons également que des mesures additionnelles sur d'autres barrages 
seraient nécessaires pour vérifier si les résultats obtenus sont représentatifs de l'en- 
semble des barrages en béton. 
Dans l'éventualité où le facteur Q est intrinsèquement faible. le rayon d'action 
d'une méthode de surveillance microsismique risque d'être limité. Cela particulière- 
ment si le bruit culturel est important. Ainsi. le développement d'une stratégie de 
filtrage basée sur les techniques développées en sismologie semble indispensable à la 
réalisation d'une telle méthode de surveillance. Ces techniques sont. entre autres. 
le filtrage de Wiener. les filtres prédictifs et le filtrage adapté (Clzrbout. 1964; 
Aki et Richards. 1980; Robinson et Treitel. 1980). De telles stratégies (présentées 
brièvement au chapitre 9) permettent d'accroître la détectabilité des événements et 
doivent constituer un axe de recherche privilégié. Reste à savoir quel est le seuil de 
détectabilité en fonction de Q, ainsi que la sensibilité de ce seuil. ce qui sera sujet 
du chapitre 5 .  
CHAPITRE 3 
DÉTERMINATION D'UN MODÈLE DE BRUIT 
3.1 Introduction 
On élabore dans ce chapitre un modèle de bruit pour l'environnement des bar- 
rages. Ce modèle est déterminé à partir de mesures effectuées sur un période de 38 
jours à l'automne 1998 au barrage de Carillon. Cette période de mesure. malheu- 
reusement trop courte. limite cependant la généralisation des résultats. Ce chapitre 
comporte néanmoins quatre sections principales dans lesquelles on définit d'abord 
ce que constitue le bruit. on détermine un niveau RhlS (mot rneun squure) qui 
sera utilisé pour le calcul des rayons critiques (chapitre 5 ) .  on étudie brièvement 
les caractéristiques spectrales du bruit. et finalement o n  se penche sur I'intercorré- 
lation entre les capteurs et la distribution des amplitudes du signal bruité. Le but 
du chapitre est donc d'une part de déterminer un critère utile au calcul des rayons 
cri tiques. et d'autre part de dégager certaines caractéristiques du bruit profi tables 
lors de l'implantation d'une configuration de mesure. 
3.2 Définition 
Définir ce que constitue le bruit s'avère une étape fondamentale dans tout trai- 
tement de mesures expérimentales car cela implique que l'on définisse de façon 
circonspecte le sujet de notre étude. En effet. en considérant que le bruit peut 
être défini comme * tout ce qui n'est pas clu signal B, son traitement repose sur la 
connaissance clii signal recherché dans les données. fut-elle complète ou partielle. 
Pour notre étucle. on pourrait ètre tenté de définir le signal comme toute ma- 
nifestation sismique ayant pour origine une réorganisation des contraintes dans un 
barrage. Cependant. cette définition est trop large pour être appliquée en pratique, 
le signal sismique pouvant être décortiqué pour permettre l'étude de caractéristiques 
particiilieres de I'état di1 barrage. Par exemple. on verra dans la deuxième partie 
de la thèse que les temps d'arrivée d'iin certain nombre d'événements sismiques 
peuvent étre utilisés pour déterminer conjointement les coordonnées de I'hyp* 
centre. le temps d'origine de ces événements et un  modèle de vitesse de la structure. 
Dans ce cas particulier. le signal se résume donc aux temps relatifs de la première 
arrivée aux différents rapteurs: nul besoin par exemple de connaître l*amplitude 
de l'onde. ni son contenu en Fréquences. Par ailleurs. si pour une raison donnée on 
s'intéresse uniquement au modèle de vitesse au sein du barrage. on pourra utiliser 
les temps d'arrivé de tous les événements détectés. qu'ils soient reliés ou non aux 
réorganisations de contrainte. Un événement considéré comme un bruit dans un 
certain contexte devient alors du signal dans une autre contexte. 
Ainsi. la définition que l'on attribue au bruit est fonction d'une application 
particulière. On remarquera cependant que généralement, on peut regrouper sous 
la bannière u bruit B toutes les manifestations sismiques n'étant pas dues à une 
réorganisation des contraintes. Des techniques existent pour retrouver un signal 
d'intérêt dans des données extrêmement bruitées. à condition de bien connaître les 
caractéristiques du signal recherché. et de s'assurer que le bruit répond à certains 
critères stat istiqiies. Ces techniques sont brièvement abordées a la section 9.2. Au- 
paravant. nous tenterons de dégager certaines caractéristiques générales pour un 
bruit susceptible d'être rencontré sur un barrage. 
3.2.1 Origines possibles du bruit 
3.2.1.1 Origine naturelle 
Dans la gamme des fréquences utilisées en sismologie (IO-" - loL Hz), plusieurs 
sources naturelles sont connues (Stutzmann et ol.. 2000: Lay et Wallace, 1995). Ces 
sources sont principalenient les variations de pression barométrique et les variations 
clirnaticpes (tempètes). ainsi que les vagues océaniques incidentes aux côtes (pour 
des stations distantes des cdtes d'au niauimum 150 km). Ces phénomènes peuvent 
influencer différemment les axes verticaux et horizontaux d'un capteur triauid. 
Cependant. étant donné la bande de fréquence couverte par ces sources. elles sont 
d'intérêt minime pour notre application. Stutzmann et ul. (2000) note cependant 
que le vent peut être ilne source de bruit pour des fréquences supérieures à 1 Hz. 
Dans notre cas. les microséismes régionaux sont égaiement considéré comme un 
bruit. Les mouvements de l'eau du réservoir à l'aplomb du barrage du côté amont 
peuvent être une source de bruit. particulièrement pour des capteurs situés près du 
réservoir. 
3.2.1.2 Origine humaine 
Dans un environnement comme celui des barrages. l'activité humaine et le fonc- 
tionnement du barrage lui-même génèrent des vibrations et sont des sources de bruit 
importantes. Ce bruit peut èt re catalogué selon qu'il est transitoire ou stationnaire. 
Considérant que le signal sismique dïntérët est transitoire, il sera important de 
pouvoir le distinguer des bruit transitoires. Sur un barrage, les sources d'un tel 
bruit sont le passage de véhicules. l'ouverture et la fermeture des vannes, le dé- 
marrage et I'arrèt des turbines, l'ouverture et la fermeture d'une grille d'entrée et 
les travaux d'entretien de la structure. Parmi les bruits de nature stationnaire, on 
retrouve I'écoulement de l'eau dans les évacuateurs et la rotation des turbines. No- 
tons également que la présence des puissantes génératrices de la centrale génèrent 
des courants telluriques dans la structure (Descour, 1993). Les champs électriques 
produits par ces courants sont une cause de bruit lorsqu'un càblage endommagé est 
utilisé lors de la prise des mesures. 
3.3 Niveau RMS du bruit 
Les données de la campagne d'automne 1998 au barrage de Carillon ont été 
utilisées pour étudier le bruit. Les paramètres de l'acquisition sont décrits a la 
section 2.4. Yotons que quatre des dix capteurs ont dii être déplacés le 16 novembre 
suite a une demande des autorités c h  barrage. Ces quatre capteurs étaient situés en 
amont sur la crète et les càbles rie connexion traversaient le chemin. .A l'approche 
de chutes de neige. le chemin doit être dégagé de tout obstacle afin de permettre 
à la machinerie de déblaiement cle circuler. Les capteurs ont été relocdisés du côté 
aval. comme le montre la figure 3.1. 
Pour cette campagne. on dénombre un total de 1149 événements, enregistrb 
entre le 30 octobre et le i décembre. On montre à la figure 3.2 l'heure à laquelle 
se sont produit ces événements. en fonction de la date d'occurrence. Notons que 
Ies paramètres d'acquisition du système ont été ajustés au cours de la campagne, 
notamment les critères de déclenchement de l'enregistrement. il est alors difficile de 
déterminer avec certitude si une période de la journée ou du mois est plus active 
qu'une autre. I'obsen-ation de la figure 3.2. on peut tout de même supposer que 
Figure 3.1: Localisation des capteurs au barrage de Carillon avant 
et  après le 16 novembre. Les capteurs relocalisés sont A01. A04. 
GO9 et G10. 
l'activitb a principalement lieu entre ihOO et 18h00. ce qui est logique compte tenu 
de l'activité humaine au barrage plus importante durant cette période. 
Sélection des données pour le calcul 
-4 chaque Svénement est associé un fichier de données contenant 14 traces de 
4096 points chacune. La configuration du système fait en sorte que le début de l'évé- 
nement déclencheur de l'enregistrement se situe environ au mille centième point. 
Le niveau RhIS de chaque trace a été calculé automatiquement en deux lots pour 
l'ensenible des événements. Le premier lot contient les 1024 premiers points des 
traces. et le deuxième les 102-1 derniers points des traces. De cet te faqon, on limite 
le risque de contenir du signal sismique dans le caicul. Cependant, comme les 32172 
portions de traces n'ont pas toutes été inspectées visuellement. il est possible que 
cela se soit produit pour un petit nombre d'entre elles. Les résultats des deux lots 
ont été comparés. 
Les valeurs RhIS aux géophones et aux accéléromètres ont été mises en gra- 
phique en fonction du jour et de l'heure de l'enregistrement. et également en fonc- 
tion de l'heure de la journée. Elles sont présentées ci-dessous. 
Figure 3.2: Distribution des événements enregistrés à Carillon en 
fonction de l'heure et du jour. 
3.3.1 Géophones 
La figure 3.3 montre les valeurs RMS de velocité pour les 11-19 événements. en 
fonction de leur date. Ces valeurs ont été calculées sur les 1024 premiers points 
des traces. et ne diffèrent pas significativement des valeurs calculées sur les 1024 
derniers points. Une caractéristique frappante se dégage de cette figure : sauf aux 
capteurs GO9 et G10. le niveau moyen avant le 5 novembre est nettement supérieur 
au niveau moyen après cette date. Au capteur G02. on remarque deux groupes de 
valeurs entre le 5 et le 12 novembre. le premier recoupant les valeurs antérieures au 
5 .  et le second recoupant les valeurs postérieures au 12. Ces caractéristiques sont 
difficiles a expliquer. Sont-elles dues à l'instrumentation ou au barrage lui-même? 
Lors des premiers jours de la campagne. plusieurs paramètres de I'acquisition ont 
du être ajustés. notamment les gains, les filtres analogiques et les paramètres de dé- 
clenchement de l'enregistrement. Ces paramètres sont susceptibles d'influencer les 
résultats. llalheureusement. les valeurs de ces paramètres n'ont pas (.té consignés 
dans le carnet de terrain. Par ailleurs. si on considère que les d e u  classes d'évé- 
nements se chevauchent sur une période donnée (entre le 5 et le 12 novembre), il 
est possible de croire qu'ils sont dus a deux sources distinctes. Les caractéristiques 
spectrales de d e u  événements de ces groupes sont étudiées à la section 3.1.1. Dans 
l'état de notre connaissance. il  est difficile de trancher entre ces deux hypothèses. 
mais on serait porter ii croire qu'il s'agit de {leur sources différentes. Un suivi plus 
serré des contli tions de terrain s'avérera nécessaire lors d'une prochaine campagne 
afin de lever le doute sur de telles interrogations. 
Par ;iilleiirs. on constate que globalenlent. une valeur RMS de L O - ~  m.  s semble 
raisonriable rornrne niveau moyen rie bruit. Cette valeur s'accorde avec ce qu'on 
observe bis IPS mines ( \ [enciecki. 1997). Cependant. le niveau peut facilement 
atteiritire 10-" ni S .  en particulier aus capteurs CO;. GO9 et Cl0 qui sont situés 
sir la cr6te citi barrage. La figure 3.3 montre également qu'après le 5 novembre. 
la variance est plus élevée à ces capteurs. Certaines parties de la structure sont 
cioric pliis esposées au bruit. Notons également qu'il ne semble pas se dégager de 
différence importante entre les capteurs de différentes orientations (axes r. y ou z), 
contrairement à ce qu'ont observé Stutzmann et al. (2000). 
La figure 3.4 montre les vaieurs RMS de vélocité pour les 1149 événements. 
en fonction de l'heure de la journée. également pour les 1024 premiers points des 
traces. On remarque un nombre plus important d'événements entre ihOO et t8hOO. 
Ces événements présentent également une intensité plus élevée. On peut conclure 
que le bruit est plus important le jour. et qu'une valeur RhIS de IO-' m , s  peut 
correspondre à une limite supérieure du bruit. Cette valeur est retenue pour notre 
calcul du rayon critique présenté au chapitre 5 .  
Figure 3.3: Valeurs RMS du bruit aux géophones pour les 1149 événements en fonction 
de leur date. Ces valeurs ont été calculées sur les 1024 premiers points des traces. 
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Figure 3.4: Valeurs RMS du bruit aux géophones pour les 1149 événements en fonction 
de l'heure de la journée. Ces valeurs ont été calculées sur les 1024 premiers points des 
traces. 
3.3.2 Accéléiomètres 
Comme dans le cas des géophones, les valeurs RhlS sont très similaires pour les 
deux portions de trace. soit les 1024 premiers ou LO24 derniers points. La figure 3.5 
illustre les valeurs R51S du bruit aux accéléromètres en fonction de la date. pour 
les 1149 événements. et pour les 1024 premiers points. Des sauts sont observés à 
la figures 3.5. le 5 novembre. et également le 16 de ce mois (pour AOlx et A06), 
contrairement au 1'1 novembre dans le cas des géophones. On observe également 
une différence entre l'axe x et les deux autres axes du capteur A01 pour la période 
entre le 30 octobre et le 16 novembre. Autre particularité, les valeurs après le 3 
novembre sont plus élevées pour trois accéléromètres (A03. A 0 4  AO5). Dans le cas 
des géophones. le bruit est plus faible après le 5 novembre. Ces observations ne 
peuvent être expliquées. Cependant. bien qu'une valeur moyenne soit plus difficile 
à dégager pour les accéléromètres. nous retenons une valeur RhIS de iO-' m: s" 
comme limite supérieure pour le calcul du rayon critique de ce tzpe de capteur. 
Notons par ailleurs que comme dans le cas des géophones. l'activité est plus 
importante entre Th00 et 18h0. quoique cela soit beaucoup moins marqué pour les 
accéleromè t res. 
3.4 Caractéristiques spectrales du bruit 
Les spectres de puissance ont été calculés pour des portions de trace de 1024 et 
-1096 points. échantillonnées à 10 ou 10 kHz. Les traces utilisées pour le calcul des 
spectres ont été inspectées visuellement et sélectionnées de façon a ne pas contenir 
de signai sismique. Les spectres de puissance de la vélocité et de l'accélération ont 
été calculés par la méthode de Welch (Xlarple. 1987). Par cette technique. on vise 
à réduire la variance sur I'estimation du spectre en segmentant la série temporelle, 
Figure 3.5: Valeurs RMS du bruit aux accéléromètres pour les 1149 événements en 
fonction de leur date. Ces valeun ont été calculées sur les 1024 premiers points des 
traces. 
et en Faisant une moyenne des spectres obtenus avec ces segments. Welch a proposé 
d'appliquer une fenèt.re aux segments pour réduire les fuites spectrales. et également 
de permettre aux segments de se superposer partiellement. Pour une fenêtre de 
Hanning. une variance minimale est obtenue lorsque les segments se superposent d 
65%' (Marple. 1987). Ces paramètres ont été retenus pour notre calcul des spectres 
du bruit. 
On présente des spectres calculés pour 256 et 10'24 fréquences. Les premiers 
présentent une variance plus faible que les seconds. ce qui permet de mieux voir 
la distribution de l'énergie des hautes fréquences. Les spectres calculés pour IO24 
fréquences l'ont été sur des traces numérisées à 10 kHz. afin de mieux résoudre les 
basses fréquences. Xotons qu'un filtre analogique passe-bas de 2400 Hz est appliqué 
5 l'acquisition. et que cela se traduit sur les spectres. 
3.4.1 Spectres de puissance de la vélocité 
On montre aux figures 3.6 et 3.7 les spectres de puissance de la vélocité calculés 
pour 1024 et 256 fréquences respectivement. sur des portions de trace de 4096 points 
(les traces de cet événement sont illustrés plus loin à la figure 3.10). 
De Façon générale. les spectres de puissance de la vélocité présentent une légère 
décroissance de lténergie en fonction de la fréquence. Cette décroissance est plus 
marquée à certains capteurs. notamment GlOz. GO'Lx. GO2y et G09x. On dénombre 
trois éléments particuliers dans ces spectres. D'abord. on remaque d e u  pics dans 
les hautes fréquences sur la figures 3.7. bien visibles au capteur G022. mais présents 
a tout les capteurs. Ces pics correspondent aux fréquences 1235 et 2231 Hz. On note 
ensuite la présence d'énergie autour de 60 Hz à certain captem. Le bruit n'est pas 
blanc au géophones. 
Les spectres présentés aux figures 3.6 et 3.7 sont ceux d'un événement du 4 
tO2 l o l  l o t  id 




Figure 3.6: Spectre de puissance de la vélocité calculés pour 1024 fréquences pour 
un événement du 4 novembre (12h47). Les spectres ont été calculés pour les 4096 
points des traces échantillonnées à 10 kHz. 




Figure 3.7: Spectre de puissance de la vélocité calculés pour 256 fréquences pour 
un événement du 4 novembre (12h47). Les spectres ont été calculés pour les 4096 
points des traces échantillonnées à 10 kHz. 
novembre, appartenant au groupe « anté 5 novembre B décrit à la section 3.3 pré- 
cédente. Les spectres de puissance de la vélocité pour l'événement du 7 décembre 
(groupe « post 5 novembre s) sont tracés à la figure 3.5. L'événement du 7 décembre 
a été échantillonné à 20 kHz, contrairement i celui du 4 novembre échantillonné à 
10 kHz. Ceci explique que les spectres du 7 décembre commencent à 40 Hz, contrai- 
rement a 20 Hz pour ceux du 4 novembre. En comparant les deux séries de spectres, 
on remarque d'abord que les composantes horizontales du capteur GO2 ont beau- 
coup moins d'énergie le 7 décembre. Les capteurs GO7 et GO8 ont également des 
signatures spectrales légèrement différentes à ces deux dates. Les géophones GO9 et 
G 10 ne peuvent être directement comparés. ayant été déplacés le 16 novembre (voir 
figure 3.1). Par contre. le pic à 1200 Ha est toujours présent le 7 décembre. Ces 
cliffércnces nous portent a croire que les sources de bruit ne sont pas exactement 
les nièmes le 4 novembre et le i décembre. Le bniit est donc susceptible de varier 
dans le temps. 
3.4.2 Spectres de puissance de l'accélération 
Les spectres d'accélération sont globalement beaucoup plus homogènes doun 
capteur à I'autre que les spectres de vélocité. Ils sont notamment très plats entre 
LOO et '2400 Hz. cette dernière fréquence étant la fréquence de coupure du filtre 
analogique du système d'acquisition. On montre à la figure 3.9 un exemple de 
spectres de l'accélération. soit ceux du même événement que les figures 3.6 et 3.7. 
On ne retrouve rien à 60 Hz sur ces spectres, et les pics observés à 1200 et 2200 Hz 
sont également absents. 
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Figure 3.8: Spectres de puissance de la vélocité pour l'événement du 7 décembre. 
pour 256 fréquences. Ces spectres ont été calculés avec les 2048 derniers points 
des traces échantillonnées à 20 kHz. 





Figure 3.9: Spectres de puissance de l'accélération calculés pour 256 fréquences 
pour un événement du 4 novembre (12h47). Les spectres ont été calculés pour les 
4096 points des traces échantillonnées a 10 kHz. 
3.5 Autres caractéristiques 
3.5.1 In tercorréla tion 
Les intercorrélations entre les différents capteurs d'un même type (géophone vs 
accéléromètre) ont été calculées pour certains événements choisis afin de détermi- 
ner si le bruit est indépendant d'un capteur a l'autre. et d'un canal à un autre 
d'un même capteur dans le cas d'un capteur triauid. Les traces sélectionnées ont 
été inspectées visuellement pour ne pas contenir de signal sismique. On montre 
un exemple de telles traces à la figure 3.10. II  s'agit dans ce cas de l'événement 
du 4 novembre pour lequel les spectres sont présentés aux figures 3.6. 3.7 et 3.9 
(événement YovU-11 U X  82698C). 
Les intercorrélations de la vélocité de l'événement Nov04121ïlS2698C appa- 
raisserit $ In figure 3 .  1 1. Par exemple. lointercorrélat ion entre le bruit du capteur 
GO2x et GlOz apparaît cians le coin inférieur gauche de l'illustration. Cette figure 
montre que le bruit est fortement corrélé aux géophones. Il en est cfe même pour 
la quasi-totalité des événements pour lesquels I'intercorrélation a été calculée (20 
événements). 
Les intercorrélations de l'accélération de I'événement de la figure 3.10 appa- 
raissent à la figure 3 - 1 2  Contrairement aux géophones. le bruit aux accéléromètres 
est en général très peu corrélé. comme I.illustre l'exemple de cette image. 
3.5.2 Distribution des amplitudes 
Cne façon qualitative rapide de vérifier si le bruit est gaussien (hypothèse fré- 
quente en traitement du signal) est de tracer l'histogramme des amplitudes nor- 
malisées. La figure 3.13 montre la distribution des amplitudes aux géophones nor- 
malisées par la moyenne RhlS. 11 s'agit des données de l'événement du 4 novembre 
Nov041247181698C (1 0 kHz) 
. . - .- - -- .- . ' -. -. -- _ -_ . . ' -  - . . - - S. . 13 - '- -- A ' -  
1 1 1 1 I 
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Figure 3.10: Exemple de traces sélectionnées pour le calcul des intercorrélations. 
II s'agit des traces de l'événement du 4 novembre pour lequel les spectres sont 
présentes aux figures 3.6. 3.7 et 3.9. Les 1024 premiers points (zone ombragée) 
ont servi au calcul des intercorrélations. 
Figure 3.11: I ntercorrélations des signaux mesurés aux géophones pour l'événement 
du 4 novembre (12h47). 
pour lequel les spectres et intercorrélations sont présentés plus haut. La distribution 
gaussienne théorique pour la moyenne et la variance de chaque trace est également 
calculée et tracée sur la figure (notons que la variance est de 1 étant donné la 
normalisation). Les données de la figure 3.13 montrent des distributions 6 multi- 
modales N aux capteurs G022, GO2 et GOSI. Si on se reporte 5 la figure 3.10. on 
remarque Iëchantillonnage de ces traces s'est Fait sur une dynamique plus restreinte 
que les autres géophones. Ces distributions sont donc un artefact du à l'échantillon- 
nage. Globalement. la distribution des amplitudes aux géophones dévie peu de la 
distribution nomale. 
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Figure 3.12: Intercorrélations des signaux mesurés aux accéléromètres pour I'évé- 
nement du 4 novembre (12h47). 
Les données d'accélération suivent une distribution normale beaucoup plus fi- 
dèlement que les données de vélocité. La figure 3.14 montre en effet une corres- 
pondance beaucoup plus marquée entre la distribution expérimentale et la courbe 
théorique. 
3.6 Conclusion 
11 est important de spécifier que les résultats obtenus dans ce chapitre ne sau- 
raient faire règle général compte tenu du caractère variable du bruit. En effet. nos 
Figure 3.13: Distribution des amplitudes normalisées (géophones). Les 4096 points 
ont été utilisés pour le calcul. Le trait continu représente la courbe théorique d'une 
distribution gaussienne de moyenne p et de variance a*. 
Figure 3.14: Distribution des amplitudes normalisées (accélerornètres). Les 4096 
points ont été utilisés pour le calcul. Le trait continu représente la courbe théorique 
d'une distribution gaussienne de moyenne p et de variance 02. 
données montrent qu'il existe plusieurs sources de bruit. De plus, le caractère sai- 
sonnier du bruit n'a pu être étudié étant donnée la courte durée de la campagne de 
mesure. Il est probable que les résultats auraient été différents si une période d'ob- 
servation plus longue avait pu être réalisée. Cependant. pour les besoins de notre 
étude. nous retiendrons que les valeurs RMS de référence de 1od5 mis pour la vélo- 
cité et de 10-' m. s' pour l'accélération sont considérées comme limites supérieures 
pour le calcul des rayons critique. 
Par ailleurs. nos données montrent que le bruit est coloré aux géophones, avec 
des spectres indiquant une énergie plus élevée en basses fréquences et deux pics 
autour de 1200 et 2200 Hz. Le bruit est beaucoup plus blanc aux accélérornètres. 
De plus. les bruits de vélocité étudiés sont en générai fortement corrélés entre eau. 
contrairement aux bruits cies accélérorriètres. Finalement. la distribution des am- 
plitudes de l'accélération correspond plus fidèlement à une loi normale que son 
pendant en vélocité. 
CHAPITRE 4 
CALCUL DES SISMOGRAMMES 
SYNTHETIQUES 
4.1 Introduction 
La troisième étape de notre démarche visant A établir un rayon d'opération pour 
l'koiite microsismique sur les barrages. consiste à modéliser la réponse sismique 
pour une source déterminée. On revoit d'abord dans ce chapitre la théorie des 
sources sismiques. On expose ensuite les paramètres de la source ayant servi à nos 
modélisations. On décrit également le modèle de barrage retenu pour les calculs. 
Finalement. quelques-uns des sisrnogrammes modélisés sont présentés. 
4.2 Théorie 
4.2.1 Représentation des sources sismiques 
La présente section revoit les modèles développés en sismologie pour représen- 
ter et décrire les sources sismiques. L'ensemble des outils développés devrait être 
applicable a l'étude et la surveillance des barrages par microsismique. En effet, 
Yuyama et ul. (1995) ont utilisé ces modèles lors d'études sur des échantillons de 
béton en laboratoire. De plus. I'echelle à laquelle se produisent les phénomènes sis- 
miques dans les barrages est relu tivernent similaire à ce qu'on peut observer dans le 
domaine minier. et Gibowicz et ui. (1990) affirment qu'on n'a pas observé de diffé- 
rences significatives entre les résultats des études des séismes naturels et celles des 
secousses minières. Notons par ailleurs qu'on est porté a croire de plus en plus que 
des mécanismes focaux autres que la rupture par cisaillement - tradi t ionnellernent 
utilisée en sismologie - se produisent dans les mines (Rudajev et   il en^, 1983). ce 
qui peut également être le cas sur des barrages. 
4.2.1.1 Moment sismique et tenseur du moment 
Le modèle de source sismique le plus souvent employé en sismologie est celui 
d'une faille selon laquelle se produit un glissement. L'ne fuilie idkule est une surface 
comprise dans un volume donné. selon laquelle il se produit un glissement tangentiel 
limité à cette surface. et dont les murs ne peuvent s'écarter ni se superposer (Dahlen 
et Tromp. 1998). Si on étudie des signaux sismiques de périodes plus longues que 
la durée de la source. et de longueurs d'onde plus grandes que les dimensions de la 
source. il est possible de faire certaines approximations permet tant de développer 
un modèle pratique de source ponctuelle. 
Le tenseur de densité de moment a été défini de façon à représenter une faille 
idéale par un système de forces équivalent en un point. 11 permet de relier la fonc- 
tion de Green au vecteur déplacement ( 5  4.2.2.1). Pour le glissement u décrit à la 
figure 4.1 et le vecteur C normal a la faille. ce tenseur s'écrit comme 
où cijpq est défini par la loi de Hooke (équation (2.4)). En considérant que le milieu 
est isotrope. on trouve l'expression suivante 
Dans le cas où le déplacement se fait le long de la surface (cisaillement simple), on 
a comme condition que u - û = O et on déduit que le tenseur de densité de moment 
est égal à 
On peut récrire cette équation sous la forme plus pratique 
où Y est un  vecteur unitaire dans la direction de u, et U est la grandeur du dépla- 
cement. Par exemple. soit une fracture plane telle que représentée à la figure 4.1. 
si le glissement se produit seulement dans la direction ci .  le tenseur de densité de 
moment devient 
qui a pris l'appellation connue de double couple. Si le glissement se produit seulement 
selon &. seulement IL:] est non nul et. on est en présence d'une fracture de tension. 
ce qui donne pour le tenseur 
Ainsi. une fracture en tension est I'équivalent de la superposition de trois vecteur 
dipolaires ayant un rapport d'amplitude 1 :1 :(A + 2p) /X  (figure 1.2). 
On a dit que m est un tenseur de densité du moment. En l'intégrant sur la 
surface de la faille. on obtient le tenseur de moment propre a la source considéré. 
Ainsi. si la source se limite à une surface de faible dimension. on peut écrire 
Figure 4.1: Surface quelconque S représentant une frac- 
ture dans un milieu isotrope. Le vecteur unitaire vj est 
perpendicu t aire à E. 
Figure 4.2: Forces équiva- 
lentes à une fracture en ten- 
sion dans un milieu isotrope. 
où 5 est le point oii se produit l'événement. Si on considère que la rigidité p et que 
u sont uriiformes. on obtient 
JI, = pK4 (u,G, i uqÙp) 
où -4 est la surface de la faille. La source sismique est ainsi décrite entièrement 
par ce tenseur: deux vecteurs décrivant la normale a la faille et la direction du 
glissement.. et un scalaire indiquant la t< force » du séisme. La quantité p L 4  est 
appelée le moment sismique Mo. Les valeurs observées de -\Io varient entre 1 0 ~ ~  Nrn 
pour des séismes majeurs. 10" Nm pour des microséismes. et 10-~  Nm pour des 
micro-fissures générées sur des échantillons en laboratoire (Aki et Richards. 1980). 
En utilisant Mo et en reprenant la notation de l'équation (4.4, on peut écrire 
Par ailleurs. il est nécessaire de tenir compte du caractère temporel de la fonction 
de glissement pour pouvoir tenir compte du spectre fréquentiel généré par la source. 
On introduit une fonction source temporelle finie (Source time /unction) m. telle 
que sa dérivée temporelle (notée par ' ) satisfait 
On peut alors définir le tenseur de tuuic du moment selon 
4.2.1.2 Relation entre moment sismique et paramètres spectraux 
Un des buts de la sismologie est de relier le séisme à l'état de contrainte I'ayant 
généré. L'analyse spectrale du signal sismique sert d'outil pour quantifier et caracté- 
riser cet événement. L'analuse spectrale se fait à partir des mesures du déplacement. 
de la vélocité ou de l'accélération des particules en un point au sol. Trois compo- 
santes orthogonales ri (t) ,  ~ ~ ( t ) '  .r3(t) sont mesurées en fonction du temps dont on 
se sert pour recomposer le mouvement des ondes P ( t ) ,  SH(t) et SV(t). partir 
des séries temporelles de P. SH et SV. on calcule les spectres de fréquence par 
transformée de Fourier. La figure 4.3 schématise le spectre de fréquence idéal d'un 
enregistrement microsismique. Les paramètres utilisés pour caractériser le spectre 
sont : 
- le plateau de basse Wquence Ro 
- la fréquence de coupure (corner frequency) f, 
- la pente de décroissance du spectre ( roll-o 8). 
basses freq. roll-off 
Spectre de t 
log de la fréquence 
puissance 
Figure 4.3: Spectre de puissance schématisé. 
fc 
Le moment sismique SIo d'une faille circulaire de rayon r est relié à Ro par (Gibowicz 
où p est la densi té du niatériau 1 la source. c est la vitesse cie l'onde sisriiique (a 
ou 3) .  R est la distance par rapport a l'hypocentre et Fc représente le diagramme 
de rayonnement cles ondes sismiques. Le moment peut être calculé pour les ondes 
P et les ondes S. Dans le cas des ondes S. on a deux composantes et on doit 
utiliser Ro = d-. Par ailleurs. Boore et Boatvright (1984) ont calculé 
des moyennes quadratiques pour Fa et Fri de l'ordre de 0,52 et 0.63 respectivement. 
Si la source est approximée par une faille circulaire. son rayon est donné par 
Gibowicz et al. ( 1990) 
Kcc ro = -
2irfc ' 
où h; est une constante fonction du modèle (statique ou quasi dyiamique). Dans 
le cas d'un modèle quasi dynamique. Madariaga (1976) a démontré que Kc est 
fonction de l'angle @ entre la normale au plan de faille et la direction des ondes P 
ou S. 
Finalement. l'énergie sisniique irradiée par l'onde est exprimée par (Gibowicz 
où J est le Aux d'énergie d'une onde J = Scc:dt. avec cc la vitesse des particules 
au sol. 
4.2.2 Modélisation des sisrnogrammes 
Cette section est principalement tirée de Dahlen et Tromp (1998). 
4.2.2.1 Le tenseur de Green 
Le tenseur de Green G(x. x': t )  est utilisé pour décrire la réponse d'un milieu à 
une source sismique. Par définition. la quantité G,,(x. i: t ) est la composante en 
p du d6placement au point (x. t ) .  produit par une force impulsive unitaire dans la 
direction q située au point (x'. O).  On peut voir G comme la fonction de transfert 
du milieu. Ainsi, le déplacement u produit par une source sismique peut être dé- 
crit comme la convolution de la réponse impiilsive G avec une système de force f 
représentant cette source : 
Nais comment s'exprime concrètement ce tenseur de Green '? Selon Dahlen et 
Tromp ( 1998). on peut écrire G comme la combinaison linéaire des oscillations 
libres d'un corps élastique excit,é. sous la forme1 
G(x. x': t )  = C d ; ' s k ( x ) g ( i )  sin utt. 
'Il s'agit di1 tenseur du Green pour un corps au repos. Dahlen et Tromp (1998) présentent 
égaiement la dérivation de G pour un corps en rotation. 
où u k  et sk(x) sont respectivement les fréquences et fonctions propres du système. et 
où la sommation se fait sur toutes les fréquences propres positives (uk 2 O). Chaque 
mode de vibration dti corps excité est en théorie représenté par cette sommation. 
Dans le cas où le corps est constitué d'un matériau inélastique. la fréquence propre 
est complexe et s'écrit v k  = dk + iyk. Le tenseur de Green pour un tel corps est 
G(x. x': t )  = ~e x(iy)-'sk(x)s~(xl) exp(iukt).  (4.17) 
4.2.2.2 Correspondance mode-rai 
Nous avons vu ii la section 2.2.2 qu'il est possib!e d'utiliser le motléle du rai 
pour se représenter la trajectoire d'une onde sismique. Dans la préserite section. 
rioiis verrons comment il  est possible d'associer le tenseur de Green à ce modèle 
pour modéliser les onries P et S. 
Dahlen et Tromp ( 1998) stipulent que les oscillations libres décrites par G sont 
des ondes stationnaires produites par l'interférence constructive des ondes P. SV et 
SH ayant en comniun un paramètre p donné (voir 5 2.2.2.2 pour la définition de p). 
Cette assertion est valide au champ lointuin. dans la limite des hautes fréquences. 
-t x. 11 s'agit alors de déterminer les expressions de G relatives aux ondes P. 
SV et SH. Ces développements complexes sont présentés dans Dahlen et Tromp 
( 1998). Yous retiendrons seulement les résultats. 
En tenant compte des deux hypothèses précédentes. la forme générale du tenseur 
de Green dans le domaine des fréquences s'écrit tel que 
La trajectoire d'un rai peut être segmentée en plusieurs rais si l'onde traverse dif- 
férents milieu. La sommation de l'équation (4.18) se fait sur ces segments de rai. 
L'apostrophe indique que le paramètre est évalué à la source. Les variables p et t. 
sont respect ivrmerit la densité et la vitesse de propagation de l'onde. le terme R est 
le coefficient de divergence ybrnL;mque et T est le temps de parcours. Le facteur il 
est le produit des tlifférerits coefficients de réflexion et de transmission aux interfaces 
rericontrés le long du trajet. Le vecteur unitaire r j  est le vecteur de polarisation de 
l'onde consiciérée- Si on se réfère a la figure 2.2. ces vecteurs prennent la forme 
I j p  = i ~ o s i + & i n i .  
ijSv = îsin i - &mi. 
fiçH = -Q. 
Le but miiiritetiarit wt d'obtenir une expression pratique pour l'équation @néné- 
ride (4.15). 
4.2.2.3 Fonction de déplacement 
L'Gqiiatioti (-1.15) contient le ternie f repr6sentant la force générant la rupture à 
la source. Noiis avons vu au paragraphe -1.2.1.1 que cet te force peut être représentée 
par le tenseur hl tel que décrit à l'équation (-1.1 1). Dans le domaine des fréquences. 
ce t eriseir r s'écrit 
M(Ld) = fi.Vo&l(s). (4.20) 
.-\ partir de cette expression. on peut montrer (Dahlen et Tromp. 1998) que le 
vecteur de déplacement au récepteur mut2 
Dans cette équation. on calcul le gradient Cs à l'hypocentre. Or. considérant que 
l'on se trouve au champ lointain. on peut utiliser une expression en fonction du 
9 - - A  1'insta.r de D<ahIen et Tromp (1998). on fait appel à la notation de Gibbs pour cette équation. 
Les deux points : signifient la contraction sur deux indices adjacents. tel que T : P = T*, Pi]. 
vecteur de lenteur initial à la source p'. Le gradient tend alors vers V, -t i u ~ ~ ' - ~ ~ ' .  
Si on regroupe maintenant les termes à la source et au récepteur selon les deux 
facteurs 
on peut alors exprimer le déplacenient scalaire u(u) = fi - u(x. o) par la formule 
suivante 
où m est la fonction temporelle de la source (équation 4.10). 11 suffit niaintenant 
de prendre la triansforni& de Fourier inverse de (4.24) pour obtenir le cléplacement 
dans le domaine du temps : 
rats 
L'atténuation et la dispersion qui lui est associée peuvent ètre introduites dans 
notre modèle si on considère la vitesse complexe suivante (Dahlen et Tromp. 1998) 
On peut dors définir un temps d*uttinuution. indépendant de la fréquence. qui sera 
fonction du facteur de qualité : 
L'introduction de cette vitesse complexe dans le modèle se traduit par une conv* 
lut ion ajoutée à l'équation (4.25). On a alors 
rais 
On a donc une expression. valide au champ lointain et dans la limite u -t x. nous 
permettant de représenter le déplacement à un point x produit par une source M(t) 
située à x' : la déformation s'étant propagée dans un milieu absorbant de vitesses 
et de géométrie connues. Notons qu'i cause de l'approximation LI + r. ce modèle 
ne peut pas modéliser la diffraction genérée par des corps de dimensions finies. et 
l'atténuation par diffusion ne petit étre prise en compte. 
4.3 Paramètres de la source modélisée 
Pour les modélisations. on a retenu i'approsiniation ponctuelle d'un modèle de 
fissure circulaire plane et horizontale type cle source pour nos calculs. Ce 
modèle est décrit à la section 4 . 2  1.1. On niodélisera cieux mécanismes au foyer : un 
cisaillenient et une tension pure. pour des surfaces de rupture de 0.01 m'. 0.1 rn' 
et 1 m'. Les paramètres de la sources sont décrits aux sous-sections suivantes. 
4.3.1 Calcul du moment scalaire JI0  
Le moment sismique scalaire .\Io est égal au produit pL;.4. où p est la rigidité. 
L' est l'amplitude du glissement selon la fissure et -4 l'aire du plan de fissure. Les 
trois valeurs données plus haut ont été utilisées pour la surface de rupture -4. En 
comparant les résultats obtenus avec ces trois valeurs. on espère pouvoir déterminer 
un ordre de grandeur des défauts détectables en fonction d'une distance critique 
donnée. On pose par ailleurs que la fonction de glissement u est uniforme sur toute 
cette surface. et que son amplitude C est de 1.0 prn. 
On se base sur les propriétés du béton énoncées à la section 1-23  pour établir 
une valeur de rigidité pour les modélisations. Les valeurs retenues sont un coefficient 
de Poisson o de 0.22 et un module d'élasticité E de 30 GPa. On calcule p à partir 
de la relation (Sheriff. 1991) 
E 
= "(1 + v )  (4.30) 
On obtient ainsi une valeur de 12,3 GPa pour le module de rigidité. Pour des 
surfaces de rupture de 0.01 m2. 0.1 m' et 1 m2, le moment Mo prend alors des 
valeurs respectives de 1.23 x 1o2, 1.23 x 103 et 1.23 x 10' Nm. 
4.3.2 Durée de la source 
Pour nos calculs. la fonction m ( t )  (éq. (4.10)) retenue est une fonction ondelette 
de Gabor de la forme 
où a est la fréquence dominante de I'ondelette, o est le déphasage. Le paramètre 7 
contrôle la largeur relative du signal. 
Lors d'une étude sur la fissuration sous pression hydraulique. Ohtsu (1991) a 
utilisé une période dominante de 80 ps (fréquence de 12.5 kHz) pour modéliser 
des fissures de faibles dimensions (bien qu'aucune mention explicite concernant la 
taille des fissures n'est présente dans son texte). Dans son cas, le spectre étudié est 
compris dans la bande 11-100 kHz], et le volume couvert par le réseau de capteurs 
est grosso modo de 8 m3. Dans le cas de notre simulation, le volume couvert est 
d'environ 30 000 m" Bien que l'échelle de notre problème soit de quatre ordres 
de grandeur plus grand. il n'en demeure pas moins que les phénomènes nous in- 
téressant sont de faibles dimensions. Par ailleurs, nous cherchons à déterminer un 
seuil de détectabilité. et nous devons donc considérer des événements à l'extrémité 
du spectre possible. Ainsi. nous avons choisi une fréquence dominante relativement 
élevée. soit 3 kHz. ce qui correspond à une période de 0,2 ms. 
Figure 4.4: Ondelette de Gabor utilisée comme fonction source temporelle. 
Les paramètres de I'ondelette sont A=l ,  u=5 kHz. 7=1 et &=O. L'intégrale 
de la fonction sur la fenêtre illustrée est égale à 4. -164 x IO-'. 
L*«nclelette retenue p a i r  nos simulations est représentée 3. la figure 4.4- Elle est 
obtenue pour des valeurs de .4= 1. y= 1 et P=O. en plus de 2 - 3  kHz. Par ailleurs. 
pour remplir la condition (4.10). il faut ajuster le terme .4 à la ualeiir 1 .  4 . 4 6 4 ~  IO-" 
- 2.2-1 x 104. 
4.3.3 Orientation du plan de fissure et mécanisme au foyer 
On retrouve dans Ghrib et Tinawi (1994) des modèles types de fissuration sous 
contrainte statique clans des barrages. On a retenu pour nos simulations une fissure 
horizontale. du côté amont de la structure. Pour fin de comparaisons. deux types 
de mécanismes seront simulés selon cette fissure : une déformation en tension et un 
cisaillement pur. 
Le tenseur décrivant une fracture en tension est donné à l'équation (4.6). Ce 
tenseur est fonction des constantes de Lamé p et A. La rigidité p a été évaluée à 
12.3 GPa a la section 4.3.1. La constante de Lamé X vaut (Sheriff. 1991) 
ce qui donne X = 14.4 GPa pour les valeurs de module d'élasticité et de coefficient 
de Poisson précédentes. On aura alors un rapport d'amplitude de 1 : 1 : 2.7 pour le 
Figure 4.5: Orientation du plan 
de faille, et du glissement dans 
le cas du double couple. 
tenseur c h  moment. Xormal isé, ce tenseur vaut alors 
Dans le cas du cisaillement. le glissement se lait perpendiculairement à l'axe 
long du barrage. vers l'aval pour la partie supérieure de la fissure (figure 4.5). Le 
système de coordonnées utilisé dans notre cas est le suivant : 
rl : zue long du barrage. pointe vers I'est : 
- x2 : axe amont-aval. pointe vers le nord (aval) : 
- x3 : axe vertical. pointe vers le haut. 
Ainsi. le glissement se fait selon Q clans un plan ayant pour normale Q. Le tenseur 
unitaire du moment est alors 
Les coordonnées spatiales de la source sont (10.0 1.0 13.73). 
Figure 4.6: 
sismogramn 
Géométrie du modèle et position des capteurs pour la modélisation des 
les synthétiques. Le modèle s'étend en réalité jusqu'à rl = 300 m. La 
source est située au point (10. 1, 13'75). 
4.4 Choix du modèle de barrage 
Le modèle utilisé pour la calcul des sisrnogrammes synthétiques est inspiré du 
barrage de Carillon à partir duquel l'atténuation a été évaluée (chapitre 2). Un 
réseau de 134 capteurs hypothétiques recouvre le modèle illustré à la figure 4.6. 
Cette figure montre le modèle sur seulement 150 des 300 mètres de la longueur selon 
l'axe XI. et également seulement les 99 premiers capteurs. Les 150 m et 35 capteurs 
restants ont été omis afin permettre la visualisation du réseau de capteurs, plus 
dense A proximité de la source située au point (10.0 1.0 13.73). Comme mentionné 
précédemment. Ie volume de la structure est d'environ 30000 m3. 
Différentes modélisations ont été effectuées pour un modèle à vitese constante 
et un modèle à gradient vertical de vitesse. Les amplitudes modélisées ne sont 
pas significativement différentes pour ces deux modèles. et seulement les résultats 
du modèle vitesse constante seront présentés. Les vitesses uP et t; du modèle 
homogène sont respectivement de 1000 et 3000 m,k. Le gradient vertical appliqué 
dans l'autre cas est de 3 3  m s r d .  pour une vitesse cp variant de 4000 à 4500 m. s 
et L', variant de 3000 a 3300 m. S. 
Également. différentes modélisations ont été réalisées pour des facteurs de qua- 
lité Q de 5 .  10. 20. 50 et 100. constants au sein du barrage. L'effet de ces différentes 
valeiirs de Q sera (lisctit6 au chapitre 5 .  
4.5 Calcul des fonctions de déplacement 
Les sisrnograriirries -nt hétiques ont été calculés avec les programmes du logiciel 
CRT c h  consortium Seisrnzc Chues in Cornpiex 9- 0 Stlvctures dirigé par Vlastislav 
~erven?  au département de géophysique de I'LTniversité Charles de Prague. Ces 
programmes. dont la référence principale est c e r v e n ~  et ul. (1988), sont disponibles 
sur le site web du consortium (http ://sais .karlov.mff . cuni. cz) .  
Selon Cemenf et u1. ( 1988). la fonction de déplacement synthétique est donnée 
rats 
où r' est l'hypocentre et 
Il s'agit d'une forme modifiée de lëquation (4.28). Les paramètres utilisés pour les 
modélisations sont résumés au tableau 4.1. Pour chaque modélisation, les déplace- 
ments ont été calculés selon les trois axes spatiaux (n = 1.2.3).  et ont été dérivés 
numériquement pour obtenir les fonctions de vélocité et d'accélération. Seules les 
univées directes ont été modélisées. 
Les figures 4.7 et 4.8 montrent un exemple de sisrnogrammes de vélocité et dgac- 
célération. obtenus à un même capteur (R 15). mais pour trois valeurs du moment 
Tableau 4.1: Récapitulatif des constantes et unités utilisées pour le calcul des sismo- 
grammes synthétiques 
Paramètre .Cio M -4rnar de m(t )  Q P 
Unitês .V - m 8-t s - km-" 
1.23 x 10" 
Valeurs O 0,886 
1.23 x 103 
utilkdks 
i : O 
O 
1.23 x luJ 
scalaire .\Io. Pour cet exemple. le mécanisme au foyer est le double couple. Le mo- 
dèle de vitesse et le facteur Q sont les mêmes pour ces quatre modélisations. On 
note que la forme de l'onde demeure la même, mais que les amplitudes augmentent 
en fonction de .\Io. Nos modélisations obéissent au principe de similarité. 
La figure 4.9 montre un exemple de sismogrammes de vélocité obtenus a un 
mème capteur. mais pour quatre valeurs du  facteur Q. Le mécanisme au foyer est 
le double couple. Le modèle de vitesse et le moment scalaire JIo sont les mêmes pour 
ces trois modélisations. Sur ces figures, l'effet de la dispersion est nettement visible. 
En effet. l'étalement est graduellement moins important pour les modélisations à 
Q = 10. Q = '10. Q = 50. Q = 100. Par ailleurs. l'amplitude varie également en 
fonction de Q, étant environ plus élevée de deux ordres de grandeur pour Q = 100 
que pour Q = 10. 
Finalement. on montre l'effet du mécanisme au foyer sur la forme de l'onde, 
toujours pour le capteur R15. Le moment scalaire est le même dans les deux cas, fixé 
à une valeur de 1.23 x 102 Nrn. La figure 4.10 montre que ces deux événements ont 
des signatures sismiques bien distinctes. Observons par exemple la composante 22 
des sismogrammes pour ces deux modélisations. Pour la source en tension l'arrivée 
temps (s) 
temps (s) 
0.48 0.99 1 0 0  1 .O1 1 02 1 03 1 .O4 
temps (s) 
Figure 4.7: Sisrnogrammes de vélocité au capteur R15 pour trois valeurs de JIo. 
Ces résultats ont été obtenus pour un modèle de facteur Q égal à 10. 
O 98 O 99 1 0 0  1  01 1  02 1 0 3  104 
temps (s) 
temps (s) 
Figure 4.8: Sisrnogrammes d'accélération au capteur R15 pour trois valeurs de JIo. 
Ces résultats ont été obtenus pour un modèle de facteur Q égal à 10. 
-4se-06 1 1 I 
0.98 0.99 1 0 0  t .Ot 1 0 2  1 .O3 1 0 4  
temps (SI 
Figure 4.9: Sismogrammes de vélocité au capteur R15 pour quatre valeurs de Q. 
Ces résultats ont été obtenus pour une source de moment AIo égal à 1,23 x 10* Nm. 
On remarque bien l'effet de la dispersion sur les sisrnogrammes; l'étalement est 
nettement régressif pour un Q croissant. 
-3.0e-06 
2.44344 - 
0.98 0.99 r oo i .oi 1 02 1 03 I ~1 
temps (s) 
cn 
O o e 4 0  
5 2e96 - ROIS Q = 10, Mg = 1.23 x 102 Nm - double couple 
Figure 4.10: Sismogrammes de vélocité au capteur R15 pour deux mécanismes au 
foyer différents. Ces résultats ont été obtenus pour une source de moment .Uo égal 
à 1.23 x 10' Nm et un modèle de facteur Q égal à 10. 
ROIS x i  
f-- 
? !  
\ 
g 0Oe.M) -. 
P prédomine complètement l'arrivée S: alors que pour le double-couple elle est 
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carrément absente. l'arrivée S étant la seule présente. On remarque que la polarité 
-5 2e-06 - 
de certaines arrivées sont inversées. 
4.6 Conclusion 
On a exposé dans la première partie de ce chapitre une revue de lit térature rela- 
tive à la modélisation des sismigrammes synthétiques. Spécifiquement, on présente 
la théorie permettant de représenter une source sismique par un système de forces 
équivalent. ainsi que la théorie permettant d'utiliser ce modèle de source pour m e  
déliser des arrivées sismiques au champ lointain. à la limite des hautes fréquences. 
Le programme CRT du consortium Sezsmic CVuues in Cornplex P D  Slnrctures. basé 
sur ce modèle. a ensuite été utilisé pour effectuer des modélisations pour deux types 
de mécanismes au foyer. pour trois ordres de grandeur du moment scalaire IIo, et 
pour cinq modèles ii Q distincts. Ces résultats seront exploités au chapitre suivant 
pour déterminer le seuil de détectabilité de la méthode microsismique appliquée 
a u  barrages. 
CHAPITRE 5 
CALCUL DES RAYONS CRITIQUES 
5.1 Introduction 
Une fois les résultats des chapitres 2. 3 et 4 compilés. tous les éléments sont en 
place pour déterminer le seuil de détectabilité recherché. On expose dans ce cha- 
pitre la méthode pour le faire et les résultats obtenus. Ces résultats sont présentés 
en fonction c h  moment sismique JIo et du facteur Q. Le moment sismique est prw 
portionnel a la surface de rupture de la fissure. ce qui nous permet d'apprécier la 
tlétectabilité en fonction de la taille des défauts dans le barrage. Étant donné que 
le facteur Q est fonction du couplage des capteurs (§ 2.6). nous avons également 
choisi d'étudier l'influence de ce facteur sur la détectabilité. Nous pouvons dors 
évaluer la différence entre un « bon R et un * mauvais » couplage. Nous exposons 
également quelques considérations relatives au type de capteur souhaitable pour un 
système d'auscultation. 
5.2 Résultats 
Pour déterminer le seuil de détectabilité. les amplitudes maximales des ondes 
sismiques ont été portées en graphique en fonction de la distance à la source, et 
M, = 1 23~10t (d-cl. O = 10; ondes P M, = i.23~10-- (d-c); Q = IO; ondes S 
Figure 5.1: Distribution des vélocité P et S maximales produites par un double couple 
de 1.23 x 102 Nm en fonction de la distance à la source. 
comparées avec le niveau de bruit RXIS établi au chapitre 3. Nous considérons que 
pour que le s i p i 1  sismique soit Jétectuble. son urnplitude doit être de deux ordres 
de yrundeur supt7ieure uu nizfeuu de bruit RAIS (rapport d'amplitude S B -, LOO). 
Ce chois est conservateur si on considère le critère rapport de puissance S. B -, -LOO 
(équivalent à tin rapport d'amplitude S.  B - .  20) établi à la section 2.5. p- -47. mais 
ptiiscp'un seuil de détec tabilité est recherché. il  semble approprié de resserer ce 
critère. Au mieux. ce critère sera trop sévère. 
La figure .5.1 montre un exemple de l'amplitude maximale de la vélocité en 
fonction de la distance i la source. en l'occurrence pour un modèle de facteur Q 
égal à 10 et un moment .\Io de 1 . 2 3 ~  102 Nm. Dans ce cas. la vélocité est reconstruite 
à partir des mesures aux trois aves ( c  = JE:, + v& i ~2,). Sur cette figiire. la zone 
gris pàle correspond à 1 -. S B S. 100. La zone plus foncée correspond au niveau 
du bruit. On voit que lorsque la distance est supérieure à 30 m. l'onde P ne sera 
certainement pas détectable. c'est-à-dire que l'amplitude se trouve dans la zone gris 
pàle. Si la distance est supérieure à 10 m. une partie des événements sera détectable 
et I'autre ne le sera pas. II y a donc une zone où les événements sont potentiellement 
détectables. 
Le tableau 5 .  L regroupe les rayons critiques déterminés par lknplitude maxi- 
Tableau 5.1: Rayons critiques (m) déterminés par l'amplitude maximale de la vélocité. 
1,23 x 10' (t) 
(0.01 m2) 
1.23 x 10' (dc) 
(0.01 m') 
1.23 x 10? (dc) 
(0.1 rn2) 
1 2 3  x IO' (dc) 
male de la vélocité. pour l'ensemble des modélisations réalisées. Dans ce tableau. 
Le rayon r, est cléterminé à partir des ondes P (surligné en gris). et r, B partir des 
ondes S. La notation ( t )  indique une source en tension. et (dc) iin cloiihle-roiiple. 
L'aire entre parenthèse sous la valeur de .\Io est la taille de la surface de rupture 
du moment correspondant. L'absence de données au delà de 280 m est due aux 
dimensions du modèle de barrage (300 m x 12 m x 15 m). Dans ce tableau. on 
observe sans étonnement que le rayon est proportionnel au facteur Q et au moment 
sismique. 
Une remarque s'impose lors de l'interprétation des données et de la comparaison 
entre les rayons déterminés à partir des ondes P (r ,)  et des ondes S ( r , ) .  En général. 
Q, est de deux à trois fois plus faible que Qp (Lay et Wallace. 1995). Or, Q, ne nous 
est pas connu pour le béton de Carillon. En effet, nos données ne nous permettaient 
pas le calculer car. étant donné le volume restreint de la zone d'étude. la première 
arrivée S se superpose a l'onde P sur les sisrnogrammes mesurés à Carillon. Il est 
alors impossible d'isoler I'amvée S, et seul la première arrivée P a été utilisée 
pour le calcul de Q. Ainsi. on ne saurait faire une comparaison directe des rayons 
r, et r, présentés dans les tableau de ce chapitre. Notre analyse reposera alors 
M, = i 23x102 ( 1 ) ;  O = 10; ondes S 
Figure 5.2: Distribution des vélocité P et S maximales produites par une source en 
tension de 123 x IO* Nrn en fonction de la distance à la source. 
principalement les valeurs de r,, : r, est uniquement présenté B titre indicatif. 
5.2.1 Influence du mécanisme au foyer 
Le tableau 5.1 semble indiquer que pour les cas siniples ttudibs. le rriécanisme au 
foyer a peu d'influence sur l'ordre de grandeur du rayon de détectabilité. Seulement. 
ce mécanisme va influencer le type d'oncle ayant la plus forte énergie. Bien sur. il 
est impossible de tirer des concltisions fermes à partir de l'étude de seulement deux 
mécanismes au foyer différents. Cependant, si on compare les figures .5.1 et 5.2. on 
remarque par exemple que dans le cas du double-couple. l'onde S est de plus grande 
amplitude que l'onde P. alors que l'inverse se produit pour la source en tension. 
Néanmoins. la distance que peuvent parcourir ces ondes avant d'être indétectables 
est du même ordre de grandeur. 
5.2.2 Influence du facteur Q 
Le moment scalaire .\lu est directement proportionnel à l'aire de la surface de 
rupture à la source. Ainsi. à des moments de 1.23 x 10? 1.23 x lo3 et 1.23 x lu4 Nm 
sont associées des aires respectives de 0.01. 0.1 et I m2. la figure 5.3. on a porté 




Figure 5.3: Relation entre le rayon de détectabilité et l'aire 
de la surface de rupture à la source pour un modèle de 
double-couple. Les rayons ont été déterminés par l'amplitude 
maximale de la vélocité. 
pour dcux milieux de Q kgaux à 10 ct 50. Ccttc figure montre que le factcur Q a 
un cffct détcrrninant sur la détcctabilité. en particulier pour des defauts de faibles 
dimensions (10 cm x 10 cm). En théorie. le facteur Q est intrinsèque au milieu. mais 
nous avons montré a la scction 2.6 commcnt le couplage des capteurs peut infiuencer 
ce paramètre. Considérons. à partir des résultats de  la scction 2.6. qu'un couplage 
adéquat fait en sorte que le facteur Q apparent (Q,) est de 50. et qu'un mauvais 
couplage résulte en un factcur Q, de 10. Le simple fait de sàssurer d'un couplage 
optimal permet alors de doubler le rayon d'efficacité d'un SI-stémc d'auscultation 
microsisrnique. En de telles conditions. des défauts de 0.01 rn2 peuvent être détectés 
à une distance de 25 m. et potentiellement détectés à unc distance de 100 m. Des 
défauts de 1 rn2 seront détectés à une distance de 110 m. et potentiellement détectés 
à une distance de 220 m. 
Tableau 5.2: Rayons critiques (m) déterminés par l'amplitude maximale de l'accélération. 
1,23 x 10' ( t )  rp < 20 rp < 30 rp < 50 rp  < 90 r, < 150 
(0.01 m2) - r, < 20 20 < r, < 35 35 < r ,  < 60 50 < r, < 90 
5.2.3 Influence du type de capteur 
On considère clans cette section les différerices entre ce que l'on observerait à des 
géophones et i cles ;iccéIéroniètres. et entre ce que l'on observerait à des capteurs 
uniaxiaux et triâuiaux. Évaluons dans un premier temps la différence entre gé* 
phones et accéléromètres. Le tableau 3.2 résume les rayons critiques déterminés par 
l'amplit ude rnavirnale de l'accélération. pour i'ensemble des rno<lélisations réalisées. 
Si on compare les résultats contenus dans ce tableau avec ceux de la vélocité du 
tableau 5.1. on constate que la portée est légèrement plus faible aux accéléromètres 
(diminution de 5 à 10%). Considérant le coiit plus élevé des accéléromètres. leur 
utilisation s'avérerait alors justifiée seulement si on veut traiter les données avec 
certaines des méthodes décrites à la fin de cette thèse (8  9.2. p. 197), les caractéris 
tiques statistiques du bruit à ce type de capteur répondant mieux1 aux hypothèses 
à Ia base de ces méthodes. 
Considérons maintenant le cas de mesures effectuées avec des capteurs uni- 
axiaux. Le tableau 5.3 regroupe les rayons critiques déterminés avec l'amplitude 
maximale de la vélocité selon 1 'axe vertical uniquement. Ces valeurs sont nettement 
' .i tout le moins telles que nos mesures l'ont indique au chapitre 3 
Tableau 5.3: Rayons critiques (m) déterminés par l'amplitude maximale de la vélocité 
selon l'axe vertical. 
- - 
1.23 x 10' (dc) 10 < rp < 20 10 < rp < 25 20 < rp < 30 30 < r, < 50 
1.23 x 10' ( t )  
(0.01 m') 
plus faibles que les rayons déterminés par l'amplitude maximale de la vélocité, avec 
une différence pouvant atteindre 50%. Dans ce cas. il apparait important de poli- 
voir compter sur un minimurn de capteurs triaxiaux lors de la mise en place d'un 
système de surveillance. Dans le cas où un système de surveillance comprendrait 
des capteurs uniaxiaux et des capteurs triauiaux. les capteurs t riaxiaux devraient 
ètre placés aux extrémités <lu volume couvert afin de maximiser la détectabilité du 
système. 
10 < rp < 20 15 < rp < 30 20 < rp < 45 30 < rp < 60 45 < rp < 90 
r, < 20 r, < 25 20 < rr < 35 35 < r, < 65 < r, < 90 
Conclusion 
Les résultats présentés dans ce chapitre montrent que. dans le cas où des c a p  
teurs triaxiaux sont utilisés et où le couplage capteurs-béton est optimal. tout dé- 
fauts de 0.01 m2 pourrait être détecté à une distance de 25 m. Cette distance peut 
atteindre 100 rn pour un certain nombre d'événements générés par une source de 
cette dimension. Si les défauts font 1 m', la distance peut atteindre 220 m. On sou- 
lignera à nouveau qu'un mauvais couplage des capteurs. ou I'utilisation de capteurs 
uniaxiaux uniquement. peut réduire de moitié la portée de la méthode. 
PARTIE II 
LOCALISATION DES EVENEMENTS 
CHAPITRE 6 
TECHNIQUES DE LOCALISATION DES 
HYPOCENTRES 
6.1 Introduction 
Les techniques de localisation des hypocentres ont principalement été dévelop 
pées pour les besoins de la sismologie. Cependant. cI'autres domaines d'applications 
ont bénéficié ou contribué à la recherche. notamment le génie minier et le génie des 
réservoirs géothemaux. On présente dans ce chapitre trois méthodes. Chacune est 
caractérisée par ses avantages et ses inconvénients. qui ont été soupesés afin de 
déterminer la technique à retenir pour construire notre propre méthodologie de 
localisation des hypocentres. 
6.2 Inversion conjointe hypocentre-vitesse sismique 
La première méthode présentée dans ce chapitre a été développée pour les 
besoins de I'ingénierie des réservoirs géothermau (brièvement décrite à la sec- 
tion 1.3.2.4. page 2 2 ) .  Les travaux de Block ( L991) peuvent en effet être vus comme 
la continuité des efforts entrepris au début des années 80 dans ce domaine. L'ap 
proche de Block consistant a déterminer les coordonnées de la source et un modèle 
tridimensionnel de vitesse. vise deux buts. Premièrement, on cherche à améliorer 
la précision sur la localisation des hypocentres en tenant compte des variations de 
vitesse sismique induites par la fracturation de la roche. L'obtention d'un modèle de 
vitesse permet dans un  deuxième temps de fournir des informations sur la perfor- 
mance potentielle du réservoir. c'est-à-dire son volume et la distribution du réseau 
de fracture. 
Block a travaillé a l'élaboration d'un algorithme d'inversion conjointe hypocentre- 
vitesse car cette approche présente I'avantage d'être rapide par rapport à une mé- 
t hode d'inversion séparées de vitesse et de relocaiisat ion. Son dgon t hme repose sur 
l'utilisation de la technique de séparation des paramètres ( Pavlis et Booker. L 980). 
lacpelle permet de coiipler les cieux étapes de l'inversion. 
Block introduit 6galemt)nt c i e s  contraintes sur les modèles dc vitesse de façon 
à éviter des résultats aberrants d u  point de vue physique. rnème si ces résultats 
satisfont les critères de minimisation des moindres carrés. Une première contrainte 
est appliquée pour em pécher les fluctuations spatiales rapides de vitesse aux noeuds 
faiblement résolus. L'aiiteure applique également une limite supérieure a la vitesse 
que peut prendre le modèle. Finalement. une dernière contrainte est appliquée pour 
palier à la non-unicité résultant de la dualité entre le temps d'origine de l'événement 
et les corrections statiques des stations. 
6.2.1 Formulation du problème inverse 
Le but de l'inversion est de minimiser par moindres carrés la différence entre les 
temps d'arrivée observés to et les temps d'arrivée t ,  calculés à partir d'un modèle 
de vitesse. L'idée est de changer les paramètres d'un modèle de vitesse et les hy- 
pocentres de départ pour que les nouveaux temps d'amvée calculés t ,  + At, soient 

éviter de cette façori les valeurs extrêmes aux noeuds faiblement résolus (où la 
couverture des rais est faible). Pour ce faire. on minimise la dérivée seconde de la 
vitesse par rapport ii l'espace r. y. 2 .  Le terme des dérivées secondes dans l'espace 
est pondéré par un Facteur lagrangien X daris l'équation à minimiser. On peut donc, 
en ajustant A. accroitre ou rkluire l'importance de cette contrainte par rapport aux 
autres termes de la fociction. 
On doit trouver une expressiori pour les dérivtes de la vitesse afin de traduire 
de façon mat hématique cette contrainte. Soit trois noeuds 1. 2 e t  3 subissant une 
perturbation de vitesse. la di.rivi.e seconde peut être écrite comme 
où d est la distance entre les noeuds et i indique le ie noeud de la grille. En utilisant 
a i  = 2 / ( d 1 2 ( d i 2  + d2:3)). n l  = 'L/(il12&) et u:, = '>/(d23(d12 + ciz3)) .  011 peut récrire 
l'équation précédente cornme 
On remarque que le premier terme de l'équation est constant à l'intérieur dhne 
itération. II est possible d'exprimer cette équation sous forme matricielle en fonc- 
tion du vecteur l m  contenant les vitesses aux différents noeuds et les corrections 
statiques des stations. Ainsi. en creant la matrice K contenant les facteurs u et des 
zéros correspondant aux l s c  du vecteur Am et en notant c les termes constants de 
la parenthèse de droite de l'équation (6.5). on obtient 
Block fait également état de la possibilité de contraindre le rapport u,/v,. En ré- 
gularisant ce rapport et l'une des deux vitesses, par exemple v,, on se trouve en 
quelque sorte à lier au modèle de us le modèle de 5. Ainsi les structures majeures 
sont préservées ci'un modèle a l'autre. 
La deuxième contrainte est appliquée pour restreindre les valeurs de vitesses à 
l'inttrieur d'un intervalle (lonn(.. Une pénalité linéaire P ( v ) .  de pente -4. fonction 
de la vitesse est calculée pour chaque noeud ainsi : 
Lorsque la vitesse calculée en un point sort de la fourchette choisie. la pénalité P 
est difGrente de zéro et sera d'autant plus élevée que la vitesse calculée est loin de 
la limite fixée. En fonction de la perturbation. la penalité s'exprime comme 
OU 
et sous forme matricielle 
Les éléments du vecteur 3P' multipliant les Au dans .lm sont des 1: alors que les 
éléments multipliant les Asc sont des 0. Comme la contrainte de régularisation. le 
terme de la pénalité est multiplié par un facteur lagrangien de pondération ( y { ) .  
Une dernière contrainte est appliquée pour tenir compte de la dualité temps 
d'origine- correct ion statique. La correction statique correspond à une constante 
que l'on attribue à chacune des stations à l'extérieur de la grille du modèle. Elle 
est appliquée car. étant donné que le modèle utilisé par Block est constitué d'une 
grille ii vitesse variable entoure d'un espace homogène à vitesse constante (voir 
figure 7.1. page 133). il faut pouvoir tenir compte des variations de vitesse qui 
peuvent exister à l'extérieur de la grille. En ajoutant une constante aiLu temps 
d'arrivée. oii compense pour le délai du à une variation de vitesse à l'extérieur de 
la grille qui sera toujours le meme. Conime l'algorithme utilise en entrée les temps 
d'arrivk relatifs à chacun des capteurs. le temps d'origine 1, de l'évériemerit n'est 
pas connu. Or. si les corrections statiques sont libres de varier à toutes les stations. le 
temps d'origine et les corrections statiques peuvent être décalés d'un même facteur 
arbitraire sans que les résidus ne changent. Pour palier à cette ambiguïté. Block 
impose que la sonirne c l e s  correct ions stat iclues soit (.gale à zero. Nat hématiquement. 
pour nstu capteurs. cela s'écrit : 
nsta 
ou. de manière équivalente. par 
nsta nsta 
1 ASC* = - 1 SCI. 
t=  1 t=  I 
Sous forme matricielle. on obtient 
u est un vecteur contenant des 1 multipliant les l s c  contenus dans le vecteur Am 
et des O multipliant les As. 
Séparation des paramétres 
La technique de séparation des paramètres (Pavlis et Booker. L990) permet 
d'éliminer le premier terme de l'équation (6.4) et ainsi de n'inverser qu'une seule 
matrice. En décomposant la matrice H par factorisation QR (Golub et Van Loant 
L996), on obtient une matrice T par la transposée de laquelle on pré-multiplie 
l'équation (6.4). On obtient 
La matrice T est calculée pour chacun des évtnements et les matrices M: ainsi que 
les vecteurs ri de chaque événement sont regroupés en une seule matrice et un seul 
vecteur. Cet te opération permettra de trouver d'abord les Ar; et Asc contenus daris 
Am. 
Solution par les moindres carrés 
La solution est trouvée en minimisant par moindres carrés la fonction compre- 
riant les thidus des temps d'arrivée et les termes de contrainte exprimes selon 
(M'An1 - r ' ) ' (Mt~rn - r') + X(c + K ' L ~ ) '  (c  + K'Am) 
T 1T t : i (p + 8 ~ ' ~ ~ r r ) ~ ( ~  + aPIArn) + (u tT1rn  + s )  ( u  l n  + s). (6.10) 
La solution est donnée par (Block. 1991) 
Relocalisa tion des hypocen tres 
Une fois les vitesses Au et les corrections statiques l s c  déterminées. les coordon- 
nées des hypocentres sont recalculées en minimisant ia différence entre le premier 
terme de l'équation (6.4) et les résidus (< courants »(c'est-à-dire de l'itération en 
cours). Ainsi. la somme des carrés des nouveaux résidus est 
 nouveaux résidus)' = ( H I M I  - r , ) ' ( ~ J h ~  - ri) 
avec comme solution 
Ah, = (H:H~)-'H:~,. 
Résolution des paramètres 
La r6solution est la niesure de l'acuité avec laquelle les paramètres du modèle 
sont determiri& lors de l'inversion. Block a defini la matrice de r6solutioti R comme 
ou rir est la solution donnée par I'i riversioti et rrl,,,,,, est la solut ion a correcte » 
au sens des moindres carrés (en pratique. la solutiori « correcte >) ne sera jamais 
la solution réelle à cause du bruit cians les données et de la non unicité de la 
solution). Si chacun des paramètres est &termine de lqon unique. alors R sera une 
matrice identité. Block ( 1991) a décomposé l m  en tirfinai - rit find-i pour obtenir 
l'expression suivante pour la résolution des vitesses et des corrections statiques 
Dans le cas des hypocentres. la matrice de résolution est égale à la matrice identité. 
car aucune contrainte n'est appliquée à I'équation (6.13). 
6.3 Méthode « semi-automatique >> 
Ge et Kaiser (1990. 1992) ont développé une méthode semi-automatique de 
localisation des événements reliés a u  coups de terrain dans les mines. Leur méthode 
diffère des méthodes utilisées antérieurement en génie minier au Canada en ce 
qu'elle ne suppose pas que les arrivées enregistrées soient exchsivernent dues à 
des ondes P. Les auteurs estiment que le mauvais pointage (une onde S de plus 
grande amplitude que l'onde P qui est interprétee comme une onde P) peut être 
du au mécanisme générateur de l'onde. au trajet de propagation. au contenu en 
fréquence. aux caractéristiques d'atténuation (lu milieu. aux caractéristiques du 
rtcepteur ou à l'orientation du récepteur par rapport à l'onde incidente. 11 est à noter 
que le développement de cet te méthode est basé sur l'utilisation d'un Gquipement 
n'enregistrant qu'une seule composante de l'onde incidente et effectuant un pointage 
automatique. 
Ge et Kaiser proposent une théorie pour ITinterpr6tatiori de la nature physique 
cies pointages (onde P ou S) sans connaître les formes d'onde. Par comparaison 
des temps ci'arriv6e et en se référant à la distance entre les capteurs. les auteurs 
déterminent si le pointage est dù à une onde P ou S. Sachant la nature de I'onde 
à chacun des capteurs. la position de l'hypocentre est calculée par triangulation en 
utilisarit des vitesses c, et c, coristantes et homogènes. 
Limite théorique des dineremes de temps d'arrivée et identification des ondes 5 
Ge et Kaiser ont défini la limite théorique des temps d'arrivée (LTTA) comme 
la différence maximale possible entre d e ~ v  temps d'arrivée à deux capteurs. Cette 
limite. fonction de la distance entre les capteurs et de la vitesse du milieu (décrits 
à la figure 6.1). est exprimée comme 
Cette limite sen à effectuer le classement des événements selon leur nature. Si, 
pour un modèle homogène à vitesse L., constante. la différence de temps a deux 
capteurs est supérieure à cette limite, on examinera la possibilité que l'un des deux 
e, événement 2 
1 
événement 1 I * C C 
capteur i capteur 1 
Figure 6.1: Limite théorique entre les différences de temps d'ar- 
rivée. Dans le cas où on enregistre seulement des ondes P. la 
différence entre les temps d'arrivée de I'événement L est nécessai- 
rement plus grande que pour I'événement 2. la distance 2c étant 
plus grande que 1. 
pointés soit une onde S. En effet. les ondes S se propageant à plus faibles vitesses 
mettront plus de temps avant d'être captées. 
Résidus 
Les auteurs ont défini le résidu de canal 7, comme 
ou t i  est l'amvée enregistrée et tc, est l'arrivée calculée pour le i' capteur. L'arrivée 
calculée est définie comme t q  = t + tti avec t étant l'origine et tti étant le temps 
de parcours jusqu'au je  capteur. Comme cet te dernière expression corn porte deux 
inconnues. t doit être évalué par moindres carrés sur les n stations. On trouve 
finalement pour le résidu de canal 
Si le résidu de canal est de signe positif. la vitesse attribuée à ce canal est trop 
élevée et on considère alors que l'amvée est due à une onde S. Une fois que la 
nature de l'onde mesurée est déterminée. la position de l'hypocentre est calculée 
par triangulation en utilisant une vitesse a, et une vitesse us constante. 
6.4 Méthode à 
Parallèlement aux 
un capteur 
méthodes de localisation à plusieurs capteurs uniaxiaux. il 
existe des méthodes à un seul capteur triaxial. généralement utilisées pour loca- 
liser les sources profondes. Ces méthodes sont basées sur l'évaluatiori de l'angle 
d'incidence de l'onde P airisi que sur la mesure du délai entre l'onde P et l'onde S. 
SIoriya et ul. (1994) proposent une méthode de localisation rehtive. basée sur 
l'étude de * doublets » acoustiques. Le doublet acoustique est défini comme une 
paire ~I'émissions acoustiques présentant une méme forme d'onde et provenant d'une 
méme fissure. mais a des temps différents. Cette localisation est relative car elle 
localise une source par rapport a l'autre. On doit donc au départ connaitre la 
position d'une source. 
Évaluation du délai entre P et 
La distance relative entre deux événements (figure 6.2) est égaie à 
où l p  et As sont respectivement la différence entre les temps d'arrivée de l'onde P 
(Ap  = t, - tpb)  et de l'onde S (As = t,. - t s r )  pour deux événements a et 6. Ap et 
As sont estimés par l'observation des corrélations croisées (figure 6.3) des spectres 
de p ( t ) .  .sh(t) et SC$) (obtenus des composantes r(t).  y(t) et ; ( t )  mesurées). Pour 
chacune des composantes. la cohérence et le délai sont mis en graphique en fonction 
de la fréquence. ce qui permet de déterminer le délai associé à la cohérence la plus 
élevée. 
IL: distance relative = 1, - Ib 
A@, Ag: directions relatives 
Source B 
10 / -  
Source A 
Figure 6.2: Schéma illustrant les paramètres de la méthode 
de Moriya et al. (1994). 
Estima tiun de la direction rela tive 
La direction relative de I'onde P est obtenue de la matrice spectrale définie 
comme 
Moriya et (if .  (1990) ont démontré que le premier vecteur propre de la matrice 
spectrale donne la direction de L'onde P incidente. Connaissant cette direction. AL. 
10 et M. il est possible de retrouver la source B par rapport à la source .A. 
6.5 Conclusion 
Un avantage déterminant de l'inversion conjointe décrite à la section 6.2 est 
le calcul des paramètres de l'hypocentre et du modèle de vitesse du milieu. Les 
vitesses sismiques sont fonction des propriétés mécaniques du milieu (3 2.2). et une 
image de la distribution spatiale de ces vitesses est le reflet de la distribution de 
1- transformée de Fourier 
r
délai 
l ( f )  = ~ ( f )  / 2nf 
spectres de puissance 
sa,(t)* Sbb(f) 
Figure 6.3: Diagramme synthétisant l'analyse des spectres 
croisés (d'après Moriya et al. (1994)). 
spectre croisé 
Sab(f) = Kab(f) - I 
ces propriétés mécaniques. L'inversion conjointe a donc été retenue car elle permet 
à la met hode d'auscultation de poser un diagnostic plus complet. Ses performances 
dans u n  contexte de barrage seront évaluées au chapitre S. -Auparavant. on se penche 
sur certaines considérations relatives à la modélisation des temps d'arrivée. étape 
essentielle de I'inversion. 
CHAPITRE 7 
MODÉLISATION NUMÉRIQUE DE LA 
PROPAGATION DES ONDES SISMIQUES 
7.1 Introduction 
La propagation des ondes sismiques peut être modélisée de façon simple si on 
considère que la fréquence de l'onde tend vers l'infini : le rai sismique constitue 
alors la représentation (le la trajectoire de l'onde. Cependant. I'approximation de 
fréquence infinie s'avère dans certains cas limitative. Vasco et al. (1995) présentent 
une  étude comparative illustrant les performances de méthode d'inversion tomo- 
graphiques basées sur (1) l'approximation du rai sismique. (2) la méthode dite 
wuceputh basée sur l'équation d'onde et I'approximation de Born, et (3) la méthode 
dite des volumes de Fresnel1. Les rnét hodes (2) et (3) incorporent à différents degrés 
le contenu fréquentiel dans la formulation. et restituent des tomogramrnes globale- 
ment plus lisses et comportant moins d'artefacts que la méthode (1). Cependant. 
ces méthodes. et particulièrement la méthode (2). requièrent une connaissance corn- 
plète (partielle pour la méthode (3)) de la forme de l'onde. et demandent davantage 
' Le volurne de Fresnel est défini à partir du temps de parcours d'une onde à fr6quence domi- 
nante donnée (Cemens et Soares. 1992). 
de puissance de calcul. ce qui limite leur utilisation pour l'inversion. La rapidité re- 
lative et la disponibilité des programmes de modélisation par tracé des rais nous a 
poussé à utiliser une méthode de ce type. 
Pour le géophysicien. les barrages présentent deux caractéristiques importantes : 
la géométrie de la structure est connue et les contrastes de vitesse sismique sont 
très nets entre le béton. l'eau et l'air. On verra que ces caractéristiques peuvent 
avoir une incidence sur la facon de modéliser la propagation des ondes sismiques 
dans le milieu. 
7.2 Revue des méthodes de tracé des rais 
7.2.1 Modélisation par inflexion des rais 
La méthode d'inversion de Block repose sur la comparaison entre les temps 
d'arrivée niesurés et des temps d'arrivée calculés. La méthode d'inflexion des rais de 
Cm et Thurber (1987) a été choisie par Block pour modéliser les temps d'arrivée. 
Selon cette méthode. le soi est représenté par une grille de points rectangulaire 
tridimensionnelle (figure 7.1). A chaque point est associé une vitesse c, et une 
vitesse c, .  Les vitesses P et S en un point ( r .  y. 2) quelconque sont déterminées par 
interpolation linéaire. 
Inflexion des rais 
L'équation d'onde (éq- ('2.10) ou (2.11)) stipule qu'une onde se propageant dans 
une zone comportant un gradient de vitesse voit sa direction de propagation s'inflé- 
chir. La direction dïntlexion est normale au rai. et son amplitude est proportionnelle 
à la composante du gradient normale au rai. Connaissant les variations spatiales de 
la vitesse au sein du milieu. il est donc possible de tracer les rais sismiques. Une 
façon de procéder consiste a minimiser le temps de propagation entre le point de 
o noeud a vitesse 
variable 
noeud a vitesse 
constante . . . . 
r e .  . . = .  . 
O .  0 .  a .  
o n .  O .  a .  
u . 
. b  
. Q 0 .  il. . 
Figure 7.1: Grille servant a representer la distribution des vitesses 
dans le sol pour la modelisation par inflexion des rais. 
depart et le point daarrivee d'un rai. cela en inflechissant le rai selon les gradients 
cie vitesse le long de sa trajectoire. 
Concretement. I'algorithme de modelisation debute avec un rai partant a la 
source et se terminant au capteur. Ce rai est scindee en deux segments de lon- 
gueurs @ales pour calculer une premiere inflexion. On trouve par minimisation une 
premiere estimation du temps de parcours. Par la suite. on double le nornbre de 
segments et on recalcule une inflexion et un temps de parcours. Si la difference entre 
ce temps de parcours et le precedent est infkrieure a une valeur fixee au prkdable, 
Ie processus est arrete. Sinon. on double a nouveau le nombre de segments. 
Block a modifie cet algorithme pour obtenir une meilleur convergence dans 
les zones a faible gradient de vitesse ainsi que dans les zones a tr6s Fort gradient. 
EssentielIement. elle force le programme a diviser la t rajectoire en un certain nombre 
de segments d'une longueur donnée pour ainsi éviter une convergence prématurée. 
7.2.2 Modélisation par la méthode des tirs 
Une autre approche consiste grossu modo ii simuler un tir en éventail de plusieurs 
rais et à suivre ces rais jusqu'aux récepteurs. Cette méthode a été exploitée entre 
autres par Cemen5 et ol. ( 1988) et Aki et Richards ( 1980). 
Selon la méthode de ~erveny  et al. (1988). la modélisation d'un rai se fait en 
évaluant les coorclonnées du rai au fur et à niesure de sa progression. Le rai est 
représenté par une  variable indépendante a. fonction d i i  temps de parcours T, de 
la trajectoire s et de la vitesse u. tel que 
La variable NEXPS est un  entier fixé au préalable. Cette expression peut se résu- 
mer à un système à six équations différentielles du premier orcire (en coordonnées 
cartésiennes) : 
CE = C?-SEXPS 
da Pl pour i = 1.2.3. (7.2) 
(h = $-SEXPS , 
da i lxK 
Selon ce système. r' sont les coordonnées d'iin point le long du rai. et pi = 6 T / a x t .  
Une fois ce système résolu. on peut obtenir le temps de parcours par 
Une limite importante de cette méthode est que rien ne garantie que le rai 
se rende au récepteur. En effet. dans les miliei~u fortement contrastés. les zones 
à faibles vitesses sont souvent sous échantillonnées. La couverture étant moindre 
dans de telles zones. un récepteur s'y trouvant encoure le risque de ne pas être 
atteint par un des rais tirés. Par contre. la méthode des tirs est précise. D'après L. 
Klimd (communication personnelle). la précision est principalement fixée par les 
pararnèt res de l'intégration numérique de lëqiiat ion (7.3). 
7.2.3 Modélisation par méthode des graphes 
Moser (1991) a présenté une méthode basée sur le principe de Huygens et la 
théorie des graphes pour modéliser le parcours et le temps de propagation d'un front 
d'onde dans un milieu hétérogène. Le sol est représenté par un réseau de noeuds 
reliés entre eux par une u distance » proportionnelle au temps de parcours de l'onde 
sismique le long de cette connexion. On cherche ainsi le chemin par lequel le temps 
de parcours est le plus court. à l'instar du cas classique du voyageur de commerce 
qui cherche la route la plus courte d'une ville à l'autre le long de son trajet devant 
couvrir un nombre déterminé de rilles. Le principe de Fermat ( 8  2.2.2.2. p. 33) 
permet de conclure que la trajectoire du temps de parcoiin minimum représente le 
rai sismique. 
La méthode consiste B calculer d'abord le temps de parcours à partir du point 
source vers les noeuds avoisinants définis selon un patron prédéterminé (figure 7.2). 
On se sert ensuite du principe de Huygens pour utiliser le noeud au temps de 
parcours le moindre comme une deuxième source. Le calcul est recommencé avec la 
deuxième source. en excluant la première. et tous les points où le nouveau temps de 
parcours est inférieur au temps précédemment calculé sont mis à jour. Par ailleurs, 
on enregistre la source K parent » a chaque nouvelle source de façon à pouvoir 
retracer la trajectoire du rai. 
De façon à réduire l'effort de calcul. des patrons prédéterminés peuvent être mis 
en place pour éviter de calculer le temps de parcours à des points quasi-redondants 
(Mat arese. 1993). La figure 7.3 montre comment sont élagués les patrons de facon 
à obtenir une couverture angulaire plus homogène. 
Source 
0 0 0 0 0 0 0  
a Position chronométrée 
Étape 2 
O Position potentielle 
0 0 0 0 0 0 0  
O Position non chronométrée 
0 ~ 3 0 0 0 0 0  
- Rai 
0 0 . 0 . 0 0 0 0  
. . .  - .  -.- Rai potentiel 
0 0 
9 0- O 9 0 0  
Étape 4 
Figure 7.2: Étapes suivies au cours de la modélisation par la méthode des graphes avec 
un patron d'ordre 2 (d'après Matarese (1993)). 
Lorsque les grilles comportent un nombre élevé de noeuds. Iëtape de la recherche 
du noeiici au temps minimum s'avère longue. Noser (1991) a proposé de classer les 
sources potentielles par heap sortirrg de faqon à ce que le noeud au temps minimum 
se retrouve toujours en téte de classement et que les noeuds plus n rapides » suivent 
dans la pile. L'algorithme heup sort est décrit en annexe A.3. Cette méthode de clas- 
sement a été revue par Cheng et House (1996) qui ont démontré que le classement 
par l'algorithme quick sort est plus rapide que l'algorithme heup sort. Cependant, 
étant donné la disponibilité du code fonctionnant par heap sorting, cette dernière 
rnét hode a été retenue. 
Le désavantage principal de la modélisation par la méthode des graphes est 
qu'elle force le rai à suivre une trajectoire discrète. commandée par la disponibilité 




ordre 4 ,/' 
0 . 0 
r 1  
ordre 3 I 
0 œ ordre 10 (élagué) 
ordre 6 (elagué) 
a .  
Figure 7.3: Exemple du cadran supérieur droit de patrons 2D normaux 
(ordre 1 à 5) e t  élagués (ordre 6 et 10). On remarque que Bmin et O,,, sont 
plus rapprochés pour les patrons élagués. et que ceux-ci comportent moins 
de noeuds (d'après Matarese (1993)). 
pour l'ensemble des noeuds du modèle. Ceci garantie que les rais pourront être 
modélisés. 
7-2.4 Autres méthodes 
Parmi les méthodes qui n'ont pas été mentionnées jusqu'à présent. on compte 
les méthodes par différences finies (DF) et la méthode dite de constrtiction de front 
d'onde. -$ l'instar de la méthode des graphes. ces méthodes calculent les temps de 
propagations a tous les noeuds d'une grille régulière. 
Leidenfrost et al. ( 1999) ont publié une étude comparant six méthodes incluant 
différentes implémentations de la méthodes par DF. la rriét hode des graphes (telle 
qu'implémentée par Klirneg et Kvasnitka (199-4)). la méthode de coristriiction de 
front d'onde et une méthode combinant Runge-Kutta et DF. D'après leurs résultats. 
les méthodes par DF sont rapides et précises pour des moiléles simples. mais perdent 
en précision lorsque des contrastes de vélocité supérieurs a i /  fi sont rencontrés. 
Pour des modèles compIexes. les méthodes de construction de front d'onde et des 
graphes sont plus précises quoique plus lonbves à exécuter. Pour le modèle complexe 
étudié par Leidenfrost et ai. ( 1999). la méthode des graphes est de 1 $ à deux fois 
plus précise que la méthode par construction de front d'onde. mais trois fois plus 
longue à exécuter. 
7.3 Choix de la routine de modélisation pour l'algorithme 
d'inversion 
L'utilisation du programme d'inversion de Block (1991) a permis de faire res- 
sortir la faiblesse de sa routine de modélisation par inflexion des rais. L'expérience 
montre que la routine parvient mal à modéliser les rais en bordure de la grille. Par 
ailleurs. deux critères déterminent si un événement doit être rejeté lors du cdcul de 
l'inversion. Le premier est un résidu trop élevé. Le second est l'incapacité à modé- 
liser un ou plusieurs rais de cet événement. Ainsi, le programme d'inversion rejette 
pour l'itération en cours l'événement pour lequel ce rai ou ces rais sont absents. 
Comme la mise a jour de la position de l'hypocentre de cet événement ne peut être 
faite. le programme rejette l'événement a u  itérations suivantes. ce qui fait que le 
nombre d'événements utilisés diminue d'itération en itération. Ceci a la fâcheuse 
conséquence de limiter le pouvoir de résolution du programme. 
Plutot que d'accroître le nombre de noeuds en bordure de la grille pour s'assurer 
du calcul des rais et ainsi accroit re le temps de calcul et l'espace mémoire requis - 
on cherche une méthode de modélisation garantissant le calcul du temps de parcours 
et de la trajectoire pour tous les événements. Parmi les méthodes revues et dont le 
code btait accessible au moment d'entreprendre ces travaux. seule la méthode des 
graphes (Moser. 199 1) telle que programmée en C par Matarese (1993) le permet. 
Elle a été choisie pour la modélisation des temps d'arrivée de l'onde sismique. 
11 apparaît important de savoir avec quelle précision cette routine permet de 
modéliser les temps d'arrivée. spécialement avec la densité de noeuds retenue pour 
l'inversion. Auparavant. une courte description des problèmes encourus avec la rou- 
tine par inflexion des rais est présentée. afin de justifier son remplacement. 
7.3.1 Problèmes encourus avec la méthode d'inflexion des rais 
Un court programme a été écrit pour tester la routine FOEU'RW minima de 
Block. L h  modèle de vitesse homogène de 10 x 13 x 13 noeuds présentant une 
géométrie simplifiée de barrage a été utilisé pour le test. Le nombre de noeuds 
est ici dicté par le nombre de noeuds admis par le programme d'inversion pour 
une utilisation acceptable de mémoire vive ; le programme d'inversion requiert 99 
LIb pour une grille de 19 x 19 x 19. 12 capteurs et un nombre maximal de 200 
distance y (ml 
Figure 7.4: Résultats de deux modélisations avec la routine d'in- 
flexion des rais minima. Les étoiles représentent les sources et les 
cercles les récepteurs Sur la figure de gauche. les récepteurs sont 
superposés. ce qui fait que plus de deux rais peuvent converger vers 
un seul cercle. 
événenients. Dans un autre ordre de grandeur. une grille de 100 x 100 x 100 par 
exerriple entrainerait cles besoins en mémoire trop grand pour être comblés (au 
rnonient où ces tests ont été rkalisés). bien qu'elle soit susceptible de permettre une 
rnodélisat ion plus précise. On note également que le langage FORTRAN (fort ranii) 
ne permet pas d'allouer la mémoire de façon dynamique. Ceci fait que même si on 
utilise nioiris de paramètres que le programme ne le permet a priori. celui-ci est 
compilé pour iin nombre fixe et demande la mémoire pour ce nombre prédéterminé. 
On se t rou~e  alors à gaspiller la mémoire. 
Les résultats obtenus du test de minima sont présentés à la figure 7.4. On a 
utilisé deux sources à la base du barrage et dix capteurs. dont deux * dans les airs » 
pour suivre le comportement des rais à l'interface béton-air. Sur 20 rais. minima a 
pu n'en modéliser que 10. On remarque également que les rais ne sont pas rectilignes 
à l'intérieur du barrage. là ou la vitesse est pourtant homogène. Ces résultats nous 
forcent à considérer l'utilisation d'une autre méthode de modélisation. 
Figure 7.5: Résultats de deux modélisations avec la routine 
dijkstra modélisant la propagation de l'onde sismique par la mé- 
thode des graphes. Les étoiles représentent les sources et les cercles 
les récepteurs. Sur la figure de gauche. les récepteurs sont superpo- 
sés. ce qui fait que plus de deux rais peuvent converger vers un seul 
cercle. 
7.4 Validation de la routine par méthode des graphes 
7.4.1 Trajectoires des rais sismiques 
Le test décrit a la section 7.3.1 a été refait sur la routine dijkstra de Matarese 
(1993) modélisant la propagation de l'onde sismique par la méthode des graphes. 
Cn patron d'ordre 5 a été utilisé ainsi qu'une grille de 10 x 15 x 13 noeuds. D'un 
point de vue qualitatif. les résultats sont dans ce cas satisfaisants. comme le montre 
la figure 7.5. Les rais sont quasi rectilignes à l'intérieur du barrage et ont tous pu 
ét re modélisés. Évidemment. ces résultats peuvent ètre améliorés en utilisant un 
pas de grille plus fin. 
7.4.2 Temps de parcours 
Afin de s'assurer de la précision des temps de parcours restitués par d i  j kstra. il 
faut pouvoir compter sur un temps de parcours de référence pour faire la comparai- 
son. Xous avons utilisé le programme CRT (cemen? et al.. 1988) pour modéliser les 
temps d'amvée de référence. Ce programme est basé sur la méthode des tirs intro- 
duite brièvement à la section 7.2.2, Comme on l'a mentionne dans cette section. la 
précision des r6sultats obtenus de CRT est principalement fixée par les paramètres de 
l'intégration numérique de l'équation (7.3). Le choix de ces paramètres sera discuté 
plus loin. 
D'un point de vue conceptuel. le programme CRT utilise des modèles de vitesse 
décrit par des fonctioris spécifiant la distribution des paramètres du milieu (Cemen? 
et dl.. 1985). Les propriétés sont donc continues (dérivées première et seconde) dans 
l'espace au sein de blocs constituant le modèle dans son ensemble. Les limites entre 
ces blocs représentent les interfaces géologiques ou structurales. 
D e u  modéles ont été utilisés pour la validation des temps d'arrivée. Dans les 
deus cas. le modèle prend la forme schématique d'un barrage de '20 m de haut. 26 m 
de large et 30 m de long. Le premier (nommé barrage-g) est constitué d'un béton 
presentant tin gradient de vitesse vertical de 23 m s r d .  Ainsi. selon la définition 
des modèles de ~en;en$. ce rnodêle comporte trois blocs : un premier représentant 
le béton. un deuxième pour la masse d'eau en amont et un dernier constituant l'air 
à la surface du barrage et de l'eau. Le deuxième (barrage-h) est identiquement 
constitué. à la différence que trois anomalies de basses vitesses (2500 m s) y sont 
introduites. La figure 7.6 montre trois coupes permettant de visualiser ce modèle. 
Ces anomalies comportent une couche les enveloppant. de vitesse égale à 2700 m i s  
et de 25 cm d'épais. La taille de ces anomalies. incluant l'enveloppe a Z O O  m:s, est 
relativement faible. variant p s s o  modo de 3 x 1 x 5 m3 à 2 x 4 x 3 m3. 
Afin d'effectuer les modélisation par d i  jkstra, ces modèles ont dû être dis- 
crétisés. La routine grid du programme CRT a été utilisée pour ce faire. Les cinq 
pas d'échantillonnage suivants ont été retenus : 0.1, 0.2. 0,25. 0.5 et 1,O m: ceci 
afin d'étudier l'effet de la discrétisation sur les résultats. On montre à la figure 7.7 
cinq coupes illustrant l'effet de ces échantillonnages sur la géométrie des anomalies. 
Comme on est en mesure de s'y attendre. on remarque que plus le pas augmente. 
Position X 5.0 (m) Profondeur 14.8 (m) 
0.0 0.2 12.4 18.6 24.8 31.0 300 940 1580 2220 2860 3500 
Distance Y (m) vitesse (m/s) 
Figure 7.6: Trois coupes a travers le modèle barrage-h ayant servis a la modélisation 
par le programme CRT. Le modèle barrage-g est de même dimension. sans les anomalies 
de basses vitesses. 
plus la qualité de la représentation diminue. En particulier pour les modèles à pas 
dc 0.5 et 1.0 m. le pas est plus grand que la taille des anomalies à représenter 
(couche à 2700 m s de '25 cm). 
Les modélisations réaliscm pour effectuer la comparaison entre d i  jkstra et CRT 
comportaient un jeu de 110 événements (sources) et 100 capteurs. Il s'agit de la 
mème configuration de sources et de capteurs qu'utilisée pour tester le programme 
d'inversion ( 3  9.5). Les paramètres numériques utilisés par CRT sont décrits au 
tableau 7.1. Lcs modélisation effectuées avec d i  jkstra l'ont été avec un patron 
doordre 3. 
Le taux de succès (le pourcentage de combinaisons source-récepteur modélisées) 
- 
Pas: ? 
0.25 rn 2 ,? 
f 
Posinon X 5.0 (m) 
I 1 
0 0  6 2  124 6 2 4 1  310  
Distance Y cm! 
Figure 7.7: Effet de la discrétisation spatiale sur le modèle barrage-h. pour 
cinq pas de discrétisation différents. 
10-4 s Incrément initial de la variable indépendante a pour l'intégration nu- sTEP I I merique (m. (7.3)). 
Tableau 7.1: Paramètres numériques requis par CRT 
Paramètre 1 Vakur Description 
UEB IO-' s 
. . - - - - - 
N 1 sS0  1 N vaut le temps de propagation TT  divisé par l'incrément STEP 
Limite supérieure sur leerreur du temps d'arrivk brs d'une intégration 
numérique. S i  le nombre de bisections NHLF est atteint avant que 
l'erreur ne soit inférieure à UEB. ce paramètre est momentanement 
doublé. 
NHLF 
TTERR 1 z 5 x IO-" 1 TTERR vaut N fois la limite UEB 
Nombre maximal de bisections de l'incrément STEP permises lors 
d'une intégration. 
de CRT a été de 92.7% pour barrage-g et 75.3% pour barrage-h. Tel qu'attendu. ce 
taux est pliis faible pour le modèle plus complexe. Les figures 7.8 et 7.9 résument les 
résultats. On remarque d'emblée que la précision de la routien dijkstra diminue 
lorsque la complexité du modèle augmente. Ces figures montrent également que 
le pas de discrétisation a une influence limitée sur la qualité des résultats. mais 
que cette influence se fait sentir davantage pour le modèle plus complexe. -4 ce 
sujet. il est important de noter que le modèle barrage-h discrétisé avec un pas 
élevé correspond moins bien au modèle continu. Vraisemblablement. la mauvaise 
correspondance entre les modèles occasionne une erreur. s'ajoutant par surcroît à 
l'erreur due a la discrétisation. 
Paramètres découlant de STEP et UEB. pour un temps d'arrivée TT moyen de 5 ms 
CRT : 10196 données (92.7%), TT moyen = 4.96 ms 
1 , . . . , , , , , 1 , ,  . , , , . .  L l . . L * L * L . , . . , . ' , . l , . . . . . . . .  
di jkstra : p a m  = 0.10 m (0.33 mS) - -  - di) kstra : p u  = 0.2û m (434 ms) - 




Figure 7.8: Erreur entre CRT et d i  jkstra pour cinq pas de discrétisation du m e  
dèle barrage-g. Les traits indiquent la différence de temps de parcours entre les 
deux méthodes. Les histogrammes indiquent. pour la figure du haut. le nombre de 
capteurs atteint par un rai pour chaque événement; et pour la figure du bas, k 
nombre de rais ayant atteint chaque capteurs. 
CRT : 8280 données (75.3%). TT moyen = 4.72 ms 
40 60 
Capteur 
Figure 7.9: Erreur entre CRT et dijkstra pour cinq pas de discrétisation du mo- 
dèle barrage-h. Les traits indiquent la différence de temps de parcours entre les 
deux méthodes. Les histogrammes indiquent, pour la figure du haut. le nombre de 
capteurs atteint par un rai pour chaque événement; et pour la figure du bas. le 
nombre de rais ayant atteint chaque capteurs. 
7.4.3 Dérivées partielles 
7.4.3.1 Dérivée partielle ûtlilc 
L'utilisation de la routine d i  jkstsa oblige à reconsidérer la façon dont est calcu- 
lée la dérivée partielles & / 8 ~  nécessaire à l'inversion (équation (6.3)). par rapport 
ii la façon développée par Block. Une nouvelle implémentation est ici présentée. 
Reforrnulation du calcul de 31/& 
L'expression tlu temps de parcours t (travel lime) d'un rai sismique entre deux 
points de l'espace. le long d'une trajectoire S .  est décrite par l'intégrale curviligne 
On cherche. au cours de l'inversion. a savoir comment une variation de la vitesse 
di1 milieu influence le temps de parcours. c.-à-d. on cherche &/&A .j partir de 




Soit un modèle <le vitesse discret représentant le sous-sol tel que celui de la 
figure 7.1. Le rai sismique modélisé est dans un tel cas approximé par une sommation 
de segments (long de As mis bouts à bouts). L'expression du temps t de parcours 
le long de II  segments devient 
où c ( q .  q )  est la vitesse du milieu au centre du segment 1. 
On remarque deux différences fondamentales dans la faqon dont la méthode des 
graphes (routine dijkstra) et la technique d'inflexion des rais (routine minima) 
traitent les rais sismiques. L'algorithme minima i< découpe » la trajectoire en un 
inflexion des rois (minima) . . . . - .  
. . . . * . . .  
m80(ode des graphes ( di j ks t r a  1 . / .  . . . . . . . . . . . 
Figure 7.10: Représentation sur une grille 2 0  des méthodes des 
graphes et d'inflexion des rais. La méthode des graphes fait 
passer les rais directement sur les noeuds de la grille tandis que 
la technique d'inflexion utilise plusieurs petits segments passant 
entre les noeuds. 
nombre déterminé de 4 petits » segments et fait passer ces segments entre les noeuds 
de la grille. La routine d i  j kstra fait coïncider lm extrémités des segments avec les 
noeuds de la grille. De plus. si l'ordre du patron (Q 72.3) est élevé. le segment 
peut 4 traverser » plusieurs blocs de la grille. On peut ainsi obtenir des segments 
beaucoup plus long qu'avec la méthode par inflexion. On note cependant que la 
longueur est relative au pas de discrétisation qui est prévu ètre plus faible pour 
la méthode des graphes. 
Problème : Comment se traduit l'équation (7.5) pour la méthode des graphes'? 
minima 
Voyons d'abord la formulation de BIock. La dérivée partielle discrète du temps 
de parcours par rapport à la vitesse du je noeud (équation (7.6)) dérivée par Block 
s'écrit 
Pour chaque segment. la dérivée partielle ûu(q,  41, q)/ihj est non nulle seulement 
aux points de la grille entourant le segment considéré. Sa valeur est donnée en 
dérivant l'expression suivante (pour le cas 3D) 
qui est la sommation des contributions (pondérées par la distance) de la vitesse à 
chacun des huit noeuds englobant le point considéré. On trouve 
ce qui n'est ni  plus ni  nioins que la .< contribution » de ce noeud à la trajectoire c h  
rai. 
di jks t ru  
Si l'on veut procéder comme le fait minima avec les rais générés par la routine 
d i  j kstra de Matarese. on doit considérer que le segment n'est pas nécessairement 
entouré par huit noeuds. En effet. le nombre de noeuds entourant un segment est 
u priori inconnu. la longueur des segments variant le long du rai. De ce point de 
vue. le problème se complique considérablement. 
Par contre. il est possible d'utiliser les résultats obtenus par dijkstra. La rou- 
tine retourne un vecteur contenant le temps mis par le front d'onde pour se rendre 
à chaque noeud de la grille. ainsi qu'un second vecteur retraçant le parcours du rai 
de la source au récepteur. Connaissant la vitesse en chaque noeud et sachant que 
le rai passe par des noeuds j déterminés, on peut récrire ITéquation (7.7) comme 
a -As -- - (7.1 O) 
ih., u; - 
il reste alors a déterminer 1s. Une façon est de considérer les deux segments 
rattachés au noeud et d'attribuer la moyenne des deux au noeud en question. Une 
autre serait de prendre une moyenne sur toute la longueur de la trajectoire. La 
première est plus facile à programmer. Elle se justifie également si l'on considère 
qu'une variation de vitesse à un  point relié à de longs segments a plus d'influence 
sur la trajectoire du rai qu'une variation i un autre point où les segments sont plus 
courts. 
7.4.3.2 Dérivée partieile &/Bx 
La dérivée i)t/Lk doit être calculée pour établir la correction de l'hypocentre 
(éq. (6.13). p. 127). La justesse de cette dérivée ainsi que de la dérivée ûtlâv. 
obtenues par le tracé cies rais avec d i  j k s t r a  n'a pu ëtre validée quantitativement 
i ce stade. Une version récente du logiciel CRT permet le calcul et la sauvegarde 
de ces dérivées. Il serait opportun de compléter cette vérification pour la poursuite 
des travaux. Ceci constitue cl'ailleurs une des recommandations forrniilt?es à la fin 
de ce t ravai 1. 
7.5 Conclusion 
Les résultats présentés dans ce chapitre montrent la supériorité de la méthode 
des graphes sur la méthode d'inflexion des rais pour la modélisation directe des 
temps d'arrivée et le tracé des rais sismiques. Les avantages sont la capacité de 
modéliser la totalité des rais et !*acuité de cette modélisation. On remarque par 
ailleurs que la routine d i j k s t r a .  écrite en C. permet l'allocation dynamique de 
la mémoire aux paramètres. Pour ces raisons. la réécnture en C du programme 
d'inversion a été entreprise en se basant sur la routine d i j k s t r a .  Ce programme 
est testé au chapitre suivant. 
CHAPITRE 8 
LOCALISATION DES ÉVÉNEMENTS PAR 
INVERSION CONJOINTE 
HYPOCENTRE-VITESSE DES TEMPS 
D'ARRIVEE 
8.1 Introduction 
Dans ce chapitre. on évalue les performances du programme d'inversion proposé 
pour la localisation des hypocentres. On présente d'abord les modifications appor- 
tées à l'algorithme de Block ( 5  6.2. p. 120). On explique ensuite comment ont été 
générées les données -nt hétiques utilisées pour tester le programme d'inversion. 
On expose les résultats obtenus de 1'20 inversions effectuées avec différentes condi- 
tions initiales. différentes configurations de capteurs et différents niveaux de bruit 
dans les données. Finalement. les conclusions relatives a l'utilisation du programme 
d'inversion sont présentées. ainsi que certaines modifications souhaitables pour son 
amélioration. 
Calcul de la matrice de regularisation K 
Debut des itdratioris 
C 
pl DBtemine le modele de vitesse 
e 
, .- 
* ,- -- 2 
Rehaiiie les hypocentres 
Le nombre rn d'itérations atteint? i OnJ 
i 
-Calcul du vecteur c 
-Calcul de A K k  
Calcul des fonctions de penalite et de leurs dérivées 
Figure 8.1: Organigramme décrivant l'algorithme retenu pour le programme 
d'inversion conjointe hypocentre-vitesse. Les parties A et  6 sont détaillées 
au figures 8.2 et 8.3. Les variables sont décrites a la section 6.2. 
0 
8.2 Modifications apportées à l'algorithme de Block 
8.2.1 Modifications inhérentes à l'environnement des barrages 
Le programme développé est basé sur le mème algorithme que celui de Block 
(1991). II est schématisé aux figures 8.1. 8.2 et 8.3. Cet algorithme comporte cinq 
boucles et sous-boucles principales. Pour chaque itération, on détermine d'abord 
les corrections de vitesse. On relocalise ensuite de façon itérative les hypocentres 
en corrigeant dans un premier temps les positions x et y :  et les positions z. y, z et 
le temps d'origine tm dans un deuxième temps. 
Dans cet algorithme. les corrections de vitesse sont appliquées à tous les noeuds 
Lecture des temps d'arrivée pour un événement 
."- . Lecture de la position initiale de L'événement ., - - . T 
Pour chaque station. pour les ondes P et S: 
calcule les dérivées partiels de la vitesse 
calcule les dérivées partielles de la correction statique 
calcule les dérivées partielles de l'hypocentre 
' ' -' 1 Calcule e l  met B iour L'occuience des rais chaque noeud [ (6 
1 .  . . .  Calcul de la décomposition QR de H, 1 .  I in 
1 . -. ' 1 Ajoute les éléments calcules a la matrice M et au vecteur r 1 ( 8 ) 
I Vbdie SI la moyenne der changmentr de vitesse est l@ :.7! trop élevée, et réduit les bv le cas échéant . ' , +:'. . . *  . 1.'. ..i -c. ce . _ + A  
Figure 8.2: Organigramme de l'algorithme de détermination 
vitesse (partie A de la figure 8.1). Les variables sont décrites à 
du modèle de 
la section 6.2. 
Lecture des temps d'arrivée pour un événement 
Lecture de la position initiale de l'événement 
r I 
;- -. 
[ @ , * -  . -- -Permission a tat. et long. de changer A 1 3 .  - 
- . -p. - Calcule les temps de parcours 0--* :- . . .  . . 
I 
Pour chaque station. pour les ondes P et S: - calcul les dérivées partielles de l'hypocentre 
I 
1 
Calcul de ta décomposition QR de )I, Permisston a lat.. long.. 
prof. et otirne de changer 1 
I 
. Calcul Ah, par retrosubstitution 
f 
5 Met a lour les latitudes et longitudes 
Figure 8.3: Organigramme de l'algorithme de relocalisation des hypocentres (partie B 
de la figure 8.1). Les variables sont décrites à la section 6.2. 
et donc la vitesse est susceptible de varier à tous les noeuds de la grille. Dans 
la réalité. par contre. on sait que la vitesse de propagation des ondes sismiques 
est à peu près constante dans I'air et dans l'eau. II apparaît alors superflu de 
calculer une correction de vitesse à des noeuds où on sait qu'elle doit demeurer 
constante. et qui sont de toute façon sans intérêt. On peut choisir de modifier la 
grille pour ne mailler que la structure de béton, ce qui complique considérablement 
la programniation de la routine de modélisation et qui ne permet d'ailleurs pas de 
modéliser la propagation de l'onde à l'extérieur du barrage. On peut aussi choisir 
de ne corriger la vitesse qu'à certains noeuch. oll on décide qu'elle peut varier. 
On a plutôt retenu la deuxième façon. plus réaliste du point de vue physique et 
plus facile à inipl6nienter. Cette correction constitue une première mociification 
apportée à l'algorithme. Notons que ce faisant. an réduit le nombre d'inconnus du 
systènie résoudre. On se trouve également a réduire non pas la taille des matrices 
a traiter. mais le nombre cl'éléments qu'elles contiennent. ce qui permet de réduire 
la mémoire vive requise celle-ci étant allouée de faqon dynamique. D'un point 
de vue pratique. on introduit dans le progamme une matrice d'inclusion de même 
dimension que la matrice des vitesses du milieu. Cette matrice est composée de 
zéros (noeud à ne  pas corriger) et de uns (noeud à corriger). On peut ainsi assigner 
n'importe quelle géométrie aux noeuds que l'on souhaite corriger. Dans notre cas, 
cette géométrie prend la forme du modèle de barrage souhaité. De plus. le fait 
de connaître les limites du barrage permet de rejeter les événements relocalisés à 
l'extérieur de celui-ci. On évite alors les aberrations telles qu'une source située dans 
le réservoir ou dans I'air. 
Cne deuxième modification a été apportée à l'algorithme. Considérant que la 
distribution des vitesses à l'intérieur du barrage est a pràon' m i e u  connue que la 
position des h-pocent.res. la détermination des corrections sur les hypocentres pré- 
cède le calcul des correct ions du modèle de vitesse. Schématiquement, on intervertie 
les étapes A et B illustrées à la figure 8.1. On réduit de cette façon le biais introduit 
par une position erronée des hrpocentres. dans le nouveau modèle de vitesse. 
Finalement. une dernière modification à l'algorithme de Block est de ne considé- 
rer que les arrivées P. et non les arrivées P et S. pour l'inversion. Ceci car l'arrivée 
S est sou~~ent susceptible de se superposée à l'arrivée P étant données les faibles 
distances parcourues par ces ondes sur un barrage ( 5  2.2). Ce faisant. on limite 
l'information permet tant de localiser l'hypocentre. mais on réduit le nombre de pa- 
ramètres à résoiiclre car on seul modèle de vitesse doit être déterminé. Du point de 
vue temps de calcul. l'inversion des arrivCes P seulement est aussi moins couteuse. 
En effet. pour chaque calcul direct. une seule modélisation est requise au lieu de 
deux : et les modéles de vitesse à résoudre comportent deux fois moins d'inconnus. 
8.2.2 Autres modifications 
La mise à l'essai cl11 progamme d'inversion a permis de faire ressortir que l'étape 
de relocalisation des hypocentres schématisé à la figure 8.3 est très sensible aux cri- 
tères de convergence imposés par l'utilisateur (octogone numéro 3 de la figure). Qui 
plus est. si un événement ne peut satisfaire ces critères de convergence à l'intérieur 
d'un nombre fixe d'itération. il est rejeté pour la suite des calculs (octogone nu- 
méro 5 sur la figure 8.3). Si on impose un critère de convergence trop souple. les 
résultats de l'inversion ne seront pas satisfaisants. .î l'inverse. si les critères sont 
trop rigides. un nombre restreint d'événements localisés est obtenu. Pour palier à ce 
problème. un critère de convergence décroissant en fonction des itérations (boucle 
1 de la figure 8.1) a été introduit dans le programme. Le critère de convergence 
prend la forme d'une fonction e-xponentielle décroissante. -4 la première itération. 
le critère est égal au critère final souhaité cf. multiplié par tin certain facteur /. -Au 
1 2 3 4 5 6 7 6 9 1 O 
Itération 
Figure 8.4: Illustration de la décroissance exponentielle du 
critère de convergence de relocalisation des hypocentres. 
cours d'une itération i donnée. le critère courant cc vaut 
oii rc est le nombre d'itérations. Un exemple est illustré a la fibwre 8.4. 
Par ailleurs. comme la première relocalisation se fait avant la première correc- 
tion di1 modèle de vitesse. les événements rejetés a la première itération ne sont 
pas relocalisés avec un modèle de vitesse corrigé. Une niociification supplémentaire 
au programme d'inversion consiste ii réintroduire à la deuxième itération les évé- 
nements n'ayant pu être localisés à la première itération. On espère alors que le 
modèle de vitesse ajusté après la première itération permettra leur localisation lors 
de l'itération subséquente. 
Finalement. une dernière modification touchant un critère de convergence a été 
implanté. cette fois-ci à l'étape de la correction du modèle de vitesse. 11 s'agit de 
la tolérance imposée à l'inversion de la matrice A par gradient conjugué (étape 11 
en figure 8.2). Parker (1994) a développé un critère statistique pour déterminer la 
tolérance. Soit une variable aléatoire x à partir de laquelle on extrait .V échantillons 
pour constituer le vecteur X. La norme de ce recteur X peut être définie par la 
fonction de densité de probabilité de x 
Le terme E [IlXll] mesure la distance moyenne entre le modèle vrai et les observa- 
tions. Parker propose d'utiliser cette mesure comme critère de tolérance définissant 
le degré d'ajustement raisorinable entre le modèle théorique et les données bruitées. 
Pour un bruit gaussien. l'expression (8.2) se réduit à la forme plus pratique suivante 
où o est la variance de X. Ce critère a été implémenté comme une option dans le 
prograrrime ci'inversion. 
8.3 Création des données synthétiques 
Le mo<ii;Ie de vitesse utilisé pour le calcul des temps d'arrivée synthétiques est 
le même que celui utilisé pour la validation de la routine d i  j kstra (§ 7-42.  p. 1-13). 
Les temps de parcours ont été modélisés avec d i  jkstra. en utilisant ce modèle 
discrétisé avec un pas de 0.25 m. Ce pas correspond au pas le plus fin modélisablel. 
Les sources sont concentrées autour des zones de < faiblesse » du modèle. c.-à-d. 
les zones de basses vitesses. Un total de 110 événements ont été modélisés, parmi 
lesquels 10 sont considérés comme des tirs de calibrage. donc avec des hypocentres 
connus et fixes. Ces tirs de calibrage sont utilisés pour mieux contraindre le modèle 
de vitesse. Ces dix événements ont été « tirés » dans le réservoir en amont, pour 
s'assurer que l'onde se propage à travers la structure. jusqu'ai~u capteurs situés en 
aval. La position des sources est illustrée à la figure 8.5. 
Six configurations de capteurs ont été utilisées pour les simulations. Ces configu- 
rations. comportant entre 8 et 100 capteurs. sont représentées à la figure 8.6. Pour 
'Pentium II cadencé à 300 MHz sous SoIaris 2.6. avec 256 Mb de mémoire vive. 
Figure 8.5: Position des sources pour la modélisation 
des données synthétiques. 
une des deux configurations à 8 capteurs et les configurations à 12 et 20 capteurs. 
ceus-ci sont placés uniquement sur la créte et du côté aval de la structure. Des c a p  
tetirs ont été positionnés dans le réservoir. du coté amont. pour les configurations 
B 50 et 100 récepteurs. Finalement. des capteurs sont situés sous le barrage. coté 
amont. pour la configuration à LOO capteurs et la deuxième configuration à huit 
capteurs (OSb). 
Pour chacune de ces configurations. des jeux de données bruitées additionnels 
ont été créés en ajoutant aux temps d'arrivée synthétiques des valeurs aléatoires 
distribuées uniformément. Les limites de l'erreur ajoutée sont de k 0.1 ms (2%. 
pour un temps d'arrivée moyen de 3.03 ms). * 0,25 rns (5%). f 0.5 ms (10%) et 
f L ms (20%). .\ ce sujet. on remarque qu'une erreur supérieure à 0.25 ms sur les 
temps d'arrivée est peu vraisemblable. compte tenu de la fréquence d'échantillon- 
nage élevée des systèmes d'acquisition (une fréquence de 70 kHz produit un pas 
d'échantillonnage de 0.05 ms). Également. deux jeux de données décimés ont été 
créés pour chaque jeu de données bruitées. afin de reproduire des conditions réelles 
de terrain. Le critère de décimation est de nature stochastique. et pondéré en fonc- 
Figure 8.6: Six différentes configurations de capteurs. A) Configuration à 
huit capteurs (configuration dénotée 08). B) Configuration à huit capteurs, 
dont deux sous le barrage (dénotée 08b). C) Configuration à 12 capteurs 
(configuration dénotée 12). D) Configuration à 20 capteurs (configuration 
dénotée 20). E) Configuration à 50 capteurs (configuration dénotée 50). 
F) Configuration à 100 capteurs (configuration dénotée 100). 
tion de la distance sourcecapteur. c'est-à-dire que les rais les plus longs sont les 
plus susceptibles d'être éliminés. Pour un événement i' un rai de longueur Ir et un 
nombre aléatoire distribué uniformément LT, ce critère prend la forme 
où P et F sont ajustés pour garder approximativement 70% and 80% des temps 
d'arrivée. 
8.4 Paramètres des inversions 
Un total de 120 inversions ont été effectuées pour cette étude. Les paramétres 
conimiins a toutes ces inversion sont les suivants : cl (éq- (8.1)) de 1 m et 0.0001 s 
pour les coordonnées spatiales et le temps d'origine respectivement. f = 2 et a = 1. 
ainsi que cm,, et cm, de 1000 et 3300 rn; s pour la pénalité sur la vitesse (éq. (6.7)). 
Les pararné t res d'entrée variables sont clécri ts ci-dessous. 
Modèle initial 
Trois différents niodèles initiaux ont été utilisés pour réaliser les inversions avec 
les données exemptes de bruit. 11 s'agit d'un premier modèle de vitesse homogène 
de 2800 rn s (nommé H 1). d'un second modèle de vitesse homogène de 3100 m/s  
(nommé H2) et d'un troisième modèle à gradient de vitesse vertical (nommé G). Le 
gradient de ce dernier modèle est de 25 m.'s m-l.  et la vitesse varie de 2800 m;s 
à la crête. a 3300 m.  s dans les fondations. Chacun des modèles est discrétisé avec 
un pas de 1 x 1 x 1 m'. Dans le cas des données bruitées. les modèles H2 et G. 
plus près du modèle réel. ont été utilisés. On justifie I'utilisation du modèle G par 
le fait que dans la réalité. le modèle de vitesse peut être estimé au préalable par 
une campagne de tomographie sismique. 
Tableau 8.1: Paramètres utilisés lors des inversions. pour chacune des sir configu- 
ration de capteurs 
Niveau de bruit 
"MI : modéle initiai, PR : paramétres rwherchés (rn : niocide de vitesse. h : hypocentres), PC : 
pourcentage des temps d'arrivée conservés. 
0 %  1 2 % 
Hypocentres initiaux 
HI m-h 100 
H2 m-h 100 
G m-h 100 
G h 100 
Pour 114 des 120 inversions. la position spatiale initiale des événements est le 
centre du barrage. soit la coordonnée ( 13. 10. 17). Au temps d'origine initial a 
été ajouté une valeur aléatoire uniformément distribué. comprise entre f 3 ms. 
C'est donc considérer qu'aucun u priori n'est accordé aux hypocentres. Pour les 
six inversions restantes. seul le modèle de vitesse est recherché: c'est-à-clire que 
les paramètres des hypocentres sont fixés à leurs valeurs exactes et on se trouve 
a faire une tomographie de vitesse. Ces six inversions ont été effectuées avec les 
temps d'arrivée propres, avec le modèle G à l'entrée. pour les six configurations de 
capteur. Le tableau 8.1 résume les paramètres des 120 inversions. 
5 5% 10 rc 
H2 ni-h 100 
G rn-h 100 
G rn-h 80 
G ni-h 70 
H2 m-h 100 
G m-h 100 
G rn-h 80 
G m-h 70 
Détermination des lagrangiens 74 et A 
20 '% 
Les valeurs assignées a u  lagrangiens y et h ( 5  6.2.1. éq. (6.11)) ont un impact 
déterminant sur les résultats des inversions. Rappelons que 7 pondère la pénalité 
sur les bornes inférieures et supérieures de la vitesse. et que h pondère la contrainte 
de lissage. Or. bien qu'il existe des méthodes pour déterminer a prion' ces valeurs 
(Tittenngton. 1985: Idier? 2000). elles ne sont venues à notre connaissance qu'au 
moment de soumettre cette thèse. Ainsi. au départ, nous avons calculé la norme 
H2 rn-h 100 
G m-h 100 
G m-h 80 
G m-h 70 
- H2 m-h 100- 
G m-h 100 
G m-h 80 
G m-h $0 
quadratique des matrices ~ . I ' ~ M ' .  K'~K' ,  et c ) ~ ' ~ d ~ ' .  Les wlcurs de 7 et X ont été 
ajustées pour que ces normes soient d'un ordre de grandeur comparable. 11 a fallu 
procéder par essai-erreur par la sui te pour obtenir un ajustement plus fin. 
Nos essais ont montré que des variations du paramètre de lissage X d'un ordre de 
grandeur ont un impact considérable sur les résultats. beaucoup plus marqué que des 
variations comparables de Or. on sait que la contrainte de lissage est introduite 
pour limiter l'effet de la sous-détermination du système 3. résoudre. Cependant. que 
l'on utilise 8 ou 100 capteurs. le degré de sous-détermination ne sera pas le même 
et X devra être ajusté en conséquence. SIalheureusenient. cela n'a pu étre fait pour 
notre étude. hute de temps. Au moment oii ces calculs ont été réalisés. le temps de 
calcul pouvait atteindre quatre jours' pour une seule inwrsiori et le calcul associe 
rie la résolution et des erreurs. cela pour la configiiration la plus lourde : celle de 
100 capteurs. On note à ce sujet que le calcul de la résoliition et des erreurs est en 
moyenne sept fois plus long qu'une inversion de 10 itérations. En conséquence. les 
120 inversions mentionnées plus haut et présentés i la section suivantes ont pour 
la plupart été effectués avec la même valeur de X et 9. 
8.5 Résultats 
8.5.1 Considérations relatives à l'utilisation du programme d'inversion 
inversion conjointe vs /O calka tion à modèle de vitesse constant 
La performance du programme d'inversion est d'abord comparée à une locali- 
sation classique par moindres carrés avec un modèle de vitesse constant (désignée 
MC dans la suite du texte). On veut ainsi vérifier si le coùt en calcul de I'inversion 
- 
'~entiwr-ÏÏ  cadencé à 300 MHz sous Solaris 2.6. avec 256 SIb de mémoire vive et lTerecutab1e 
généré avec le compilateur GNU gcc, 
est justifié. Les données exemptes de bruit sont utilisées pour cette comparaison. 
Lorsque le modèle initial est d'une vitesse homogène de 3100 m :s (modèle H2), 
l'inversion offre une performance supérieure à la localisation K. Les figures 8.7 
et 8.8 montrent les erreurs RNS sur la position spatiale et le temps d'origine obtenus 
de ces deux méthodes. Ces figures montrent d'abord que pour les six configurations 
de capteurs considérées. l'erreur spatiale est d'environ 1; à 3 fois plus faible pour 
l'inversion que pour la méthode SIC. Les résultats sont similaires pour le temps 
d'origine. On remarque également qu'en toute logique. les résultats les meilleurs 
sont obtenus pour les configurations à 50 et LOO capteurs. 
On mit aussi sur ces figures que le taux de localisation (le nombre d'événements 
localisés sur le nombre initial) est plus élevé pour l'inversion. en particulier pour 
les configurations 08. 0Sb. 12 et 20. Parmi ces configurations. 08b présente un taux 
particuliérement élevé. attribuable à la présence de capteurs en amont en plus des 
capteurs en aval. et donc A ilne répartition des capteurs autour du volume à l'étude. 
Lorsque le modèle initial utilisé pour la comparaison comporte un gradient ver- 
tical (niocléle C). la stipérionté de I'inversion tombe drastiquement. La figure 8.9 
montre l'erreur RMS sur la position spatiale obtenue avec ce modèle (les résultats 
sont similaires pour le temps d'origine). Sur cette figure. on observe en premier lieu 
que l'erreur u u p e n t e  avec les itérations pour les configurations de moins de 50 cap- 
teurs. L'erreur est stable pour les configurations 50 et 100. Ce comportement est 
discuté plus loin (8  8.6). De plus. dans la majorité des cas. l'erreur MC se compare 
avec l'erreur des premières itérations de l'inversion. Par ailleurs. si on compare ces 
résultats avec les résultats obtenus avec H2. on remarque d'une part que lorsque 
des capteurs en amont sont utilisés (configurations 08b. 50 et 100). l'erreur obte- 
nue avec le modèle G est plus faible que ce qu'on obtient avec H2. En particulier. 
l'erreur spatiale RAIS obtenue avec la configuration 08b est environ trois fois plus 
Configuration 08 (modele H2) Configuration 08b (modèle H2) 
MC 01 02 03 O4 05 O 6  07 08 09 10 MC 01 02 03 04 05 06 07 08 09 10 
Configuralion 12 (modele H2) Configuration 20 (modèle H2) 
MC 01 02 03 04 05 06 07 08 09 10 MC 01 02 03 04 05 06 07 08 09 10 
Configuration 50 (modéle H2) Configuration 100 (madele H2) 
Figure 8.7: Comparaison entre la performance du programme d'inversion 
et la localisation à modèle de vitesse constant, pour les six configurations 
de capteurs e t  pour le modèle de vitesse H2. L'erreur spatiale RMS est 
représentée par les barres verticales, gris foncé et annotée MC pour la 
localisation par moindres carrés, gris plus pâle et annotées de 01 à 10 pour 
chacune des itérations du programme d'inversion. Le chiffre a la tête de 
ces barres est le nombre d'événements localisés sur 100. 
faible en partant du modèle G. .\ l'inverse. les trois autres configurations (08. 12. 
20) donnent une erreur plus élevée avec le modèle G a l'entrée. du fait de l'aug- 
mentation de cette erreur au cours de l'inversion. Donc. partant du modèle CI la 
présence de capteurs en amont en plus des capteurs en aval s'avère cruciale. En ce 
qui concerne le taux de localisation. l'inversion avec modèle G donne des résultats 
légèrement su périeu w a la localisation MC. et globalement comparable à l'inversion 
avec modèle Hz. En résumé. il semble que lorsque le modèle de vitesse est assez 
Configuration 08 (modele H2) Configuration 08b (modele H2) 
Configuralion 12 (modele H2) 
Configuration 50 (madele H2) 
MC 01 02 03 04 05 06 07 08 09 10 
Configuration 20 (modele H2) 
1 6 e - W l C  ' - - - 
MC O1 02 03 04 05 06 07 08 09 IO 
Configuration 100 (modèle H2) 
MC 01 02 03 04 05 06 07 08 0!3 10 MC 01 02 03 04 05 06 07 0809 10 
lieratton Itération 
Figure 8.8: Comparaison entre la performance du programme d'inversion 
et  la localisation à modèle de vitesse constant, pour les six configurations 
de capteurs et pour le modèle de vitesse H2 - Erreur RMS sur le temps 
d'origine. 
bien connu. l'inversion n'est pas justifiée à moins que la connaissance du modèle de 
vitesse soit souhaitée ou que l'on dispose de capteurs en amont. 
ln fluence du nombre d'itérations 
Les figures 8.7. 5.8 et 8.9 nous amènent à considérer l'influence du nombre 
d'itérations sur les résultats de l'inversion. En particulier, la figure 8.7 montre que 
cinq itérations suffisent généralement pour obtenir un résultat satisfaisant - ou 
meme optimal pour les configurations 12 et 20. Au delà de ce nombre, l'erreur 
diminue peu. pas du tout ou même augmente. et le nombre d'événements localisés 
diminue. Dkilleurs. les résultats reliés a u  modèles de vitesse présentés plus loin 
Configuration 08 (modele G )  Configuration 08b (modèle G) 
MC 01 02 03 04 05 06 07 08 09 10 MC O 1  02 03 04 05 06 07 Oô 09 
Configuration 50 (modele G )  Configuration 100 (modele G) 
Configuration 12 (modele G) Configuration 20 (modèle G)  
- - 
MC or 02 03 oa OS 06 07 08 09 IO MC or  02 03 04 05 06 07 08 09 ro 
Itération Itération 
Figure 8.9: Comparaison entre la performance du programme d'inversion 
et  la localisation à modèle de vitesse constant, pour les six configurations 
de capteurs et pour le modèle de vitesse G - Erreur spatiale RMS. 
sont tous ceux des modèles obtenus à la cinquième itération. même si dix itérations 
ont été complétées. 
8.5.2 Choix d'une configuration des capteurs 
Le but de cette section est de discuter de l'optimisation du réseau de capteurs. 
Pour ce faire. trois facteurs doivent être considéré : (1) la précision et (2) le taux 
de la localisation des hypocentres. ainsi que (3) l'exactitude du modèle de vitesse 
restitué par l'inversion. Ces facteurs sont évidemment susceptibles d'ëtre influencés 
par le niveau de bruit. ce qui sera étudié. 
8.5.2.1 Localisation des hypocentres 
On montre a la figure 8.10 l'erreur spatiale RhlS de l'hypocentre pour les inver- 
sions ayant eu le modèle Hz pour modèle de vitesse initial. Une remarque s'impose 
pour l'étude de cette figure et des figures qui suivront dans cette section. Il est 
important de considérer le nombre cl'événements localisés lorsque l'on compare les 
erreurs d'une configuration à l'autre. niéme si cette erreur est une moyenne. Par 
le trajet des rais qu'il impose. l'hypocentre h, de chaque événement contribue à la 
mise à jour du modèle de vitesse m. Si un événement commande une correction de 
m ne satisfaisant pas un autre événement t i  fortiori si le bruit est élevé . il y a 
en quelque sorte compromis lors de la correction. Pour un nombre élevé d'événe- 
ments. le modèle m ne pourra satisfaire parfaitement tout les h , .  Si ce nombre est 
plus faible. la mise à jour de m est slrsceptl l le de se faire à la plus grande satisfac- 
tion des h,. Il y a compromis potentiel entre taux de localisation et précision de la 
localisation. 
!dais revenons a la figure 8.10. On y voit I'erreur en fonction du niveau de bruit 
et de la configuration de capteurs. en plus du nombre d'évknements localisé, pour le 
modèle initial H% et pour les itérations 1. 2. 5 et 10 de l'inversion. Globalement. on 
note la bonne performance de la configuration 08b par rapport aux configurations 
08. 12 et 20, tant au niveau de l'erreur que du nombre d'événements localisés. 
Au minimum. la configuration O8b donne une erreur deux fois plus faible que la 
configuration OS. et un taau de localisation trois fois plus élevé. En ce qui a trait à la 
précision de la localisation. les performances de cette configuration sont comparables 
à celles des configurations 50 et 100. Par ailleurs. la dégradation de la qualité des 
résultats en fonction du bruit est bien visible. Pour les données les plus bruitées, la 
configurations 08b donne toujours une erreur comparable aux configurations 50 et 
LOO. mais présente un t a u  de localisation plus faible. 
Itération 1 Itération 2 
08 08b 12 20 50 100 08 08b 12 20 50 100 
Itération 5 Itération 10 
OB O& 12 20 50 100 08 08t1 12 20 50 1 0 0  
Configuration de capteurs Configuration de capteurs 
Figure 8.10: Erreur spatiale RMS (m) de l'hypocentre pour les inversions 
ayant eu le modèle H2 pour modèle de vitesse initial. Le chiffre superposé 
est le nombre d'événements localisé. 
Comment se comporte l'inversion si. cornme on l'observe la plupart du temps sur 
le terrain. les données sont incomplètes? La figure 8.1 1 montre I'erreiir spatiale sur 
la localisation des hypocentres. pour les jeux de données décimés de 30%. de 2û% et 
les jeux complets. De cette figure, on note que lorsqu'un grand nombre de capteurs 
est utilisé. la qualité du résultat est peu affectée par la décimation. Cela n'est pas 
les cas des configurations de 20 capteurs et moins. Même la configuration 08b. qui 
donne un meilleur résultat lorsque des jeux de données complets sont utilisés. voit 
une augmentation de l'erreur et une diminution du taux de localisation apparaître 
avec les jeux décimés. Yotons cependant que ces résultats sont obtenus à partir 
du modèle initial G. On discute plus loin de la dificulté à obtenir des résultats 
satisfaisants en partant de ce modèle. Il aurait été intéressant d'étudier l'effet de la 
décimation en partant du modèle H2. mais cela n'a pu être fait faute de temps. 
Donc en résumé. nos tests montrent que la disponibilité de capteurs dans la 
structure - par exemple dans des galeries - et situés du côté umont de l'ouvrage, 
augmente drastiquement le pouvoir de localisation des événements ainsi que la pré- 
cision de cette localisation. Par ailleurs. advenant que des capteurs puissent être 
placés ainsi. une dizaine de ces capteurs s'avèrent suffisant pour obtenir une locali- 
sation précise. Lorsque l'environnement est bruité au point de limiter l'enregistre- 
ment d'une portion des données. l'accroissement du nombre de capteur augmente 
le pouvoir de localisation des événements. 
8.5.2.2 Modèles de vitesse 
Coefficient de corrélation et différence RMS de la vitesse 
La corrélation et la différence entre les vitesses du modèle vrai et du modèle 
obtenu sont les mesures retenues pour quantifier la justesse de l'inversion sur ce 
paramètre. La figure 9.12 montre le coefficient de corrélation entre le modèle de 
vitesse vrai et les modèles de vitesse obtenus de l'inversion. avec le modèle initial 
Hz. On note que le modèle H2 étant homogène. sa variance est nulle, ce qui fait que 
le coefficient de conélation entre H'Z et le modèle vrai est nul. Sur la figure, la valeur 
absolue de ce coefficient varie de 0.009 (blanc) à 0,91 (noir), et la corrélation varie 
donc de très mauvaise à très bonne. De façon générale. la conélation des modèles 
obtenus avec les données bruitées est Faible, comparativement aux données propres 
ou très faiblement bruitées. Par ailleurs. pour les données très bruitées, le fait de 
disposer d'un nombre élevé de capteurs et de capteurs en amont ne semble pas 
influencer de façon significative la conélation, comme ce fut le cas de l'erreur sur 
































Configuration de capteurs 
Figure 8.11: Erreur spatiale RMS (m) de l'hypocentre pour les inversions ayant 
eu le modèle G pour modèle de vitesse initial. L'étiquette en abscisse indique la 
configuration et le jeu de données, par exemple 08b80 indique la configuration 
08b et le jeu contenant 80% des données. Le chiffre superpose est le nombre 
d'événements localisés. 
Itération 1 Itération 2 
08 08b 12 20 50 100 08 08b 12 20 50 100 
Itération 5 Itération 10 
08 OBb 12 20 50 tW 08 0ôû 12 20 50 tOO 
Configuration de capteurs Configuration de capteurs 
Figure 8.12: Corrélation entre le modèle de vitesse vrai et les modèles de 
vitesse obtenus de l'inversion avec modèle initial H2. 
Si on observe les corrélations obtenues avec le modèle G. les résultats sont sen- 
siblement différents. Dans ce cas' le coefficient de corrélation au départ, entre le 
modèle G et le modèle vrai. est déjà élevé avec une valeur de 01943. La figure 8.13 
montre que les corrélations demeurent élevées ou baissent légèrement au cours de 
l'inversion, des données propres jusqu'ai~u données contenant 10% de bruit. La cor- 
rélation diminue de façon importante pour 20% de bruit, sauf pour la configuration 
à LOO capteurs, et les combinaisons configuration-jeu de données Oû-100. 08bTO et 
08b-80. On explique la plus forte corrélation de la configuration 100 par le nombre 
élevée de rais traversant le barrage, qui  contraignent bien l'inversion de vitesse. Par 
contre. la faible couverture de l'ouvrage avec les configurations 08 et 08b semble 
jouer tantot en faveur. tantot en défaveur d'une correction juste du modèle de 
vit esse. 
Distribution spatiale de la vitesse 
Quoiqu'u tile. la corrélat ion s'avère quelque peu réductrice en ce qu'elle tient 
compte de l'ensemble du modèle de vitesse en un seul chiffre. Une mesure plus 
qualitative tenant compte des anomalies de vitesses est la distribution sputiule de 
la différence entre le modèle vrai et le modèle restitué par I'inversion. La figure 8.14 
montre cette différence pour quatre modèles obtenus avec les modèles initiaux G 
et H L  deux configurations de capteurs (08b et 100). et les données propres. Carac- 
téristiqiw la plus frappante. on remarque que l'anomalie de basse vitesse au centre 
d u  niodèle est mal recouvrée. En particulier. la différence de vitesse est de plus de 
300 m s pour la configuration 08b. .i cet égard. il est important de se rappeler 
que les anomalies de basses vitesses sont souvent souséchantillonnées. Ceci s'ex- 
plique par le principe de Fermat qui dicte aux rais de passer par le chemin le plus 
court. et donc par les zones de hautes vitesses - a moins que la source elle même 
ne soit située dans la zone de basse vitesse en question. La figure 8.15 illustre la 
couverture des rais. qui  s'avère nettement plus faible pour la configuration 08b. 
Slalheureusement pour notre application. les anomalies recherchées sont principa- 
lement les zones de basses vitesses associées aux parties plus faibles de l'ouvrage, 
et la possibilité de les imager sera toujours limitée par ce principe. Également. la 
contrainte de lissage va réduire la capacité de l'inversion à rendre un modèle avec 
une anomalie très contrastée. Mais revenons à la figure 8.14. On remarque que. 
hormis pour l'anomalie de basse vitesse. le modèle H 2  parvient mieux à s'ajuster 
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obtenus de l'inversion avec modèle initial G. 
Position X 5.0 (m) 
O 3 10 15 20 25 30 5 10 15 20 25 30 
Distance Y (rn) Distance Y (rn) 
Figure 8.14: Différence entre le modèle vrai et les modèles de vitesse ob- 
tenus à la 5" itération pour deux modèles initiaux (G et H2). deux confi- 
gurations de capteurs (08b et 100) et les données propres. Une zone grise 
indique que la différence est de plus de 500 m/s. 
les deux modeles obtenus de G demcure relativement faible peu importe le nombre 
de capteurs (toujours hormis l'anomalie de basse vitesse). 
On sait que l'anomalie de basse ritcssc est mal rccouvréc. Est-elle seulement vi- 
sible et. le cas échéant. avec quelle confiance est-elle interprétable? .i la figure 8.16. 
on compare quatre coupes à travers les modèles de vitesse obtenus à la 5" itération 
pour les deux modèles initiaux G et H2 et  les deux configurations de capteurs des 
figures précédentes. On remarque que l'anomalie de basse vitesse n'est pas visible 
pour la configuration à 8 capteurs. La résolution (3 6.2.1. éq. 6-15) est une me- 
sure de la confiance attribuable aiLu vitesses du modèle. Elle est représentée à la 
Position X 5.0 (m) 
0 5 10 15 20 25 30 
Distance Y im) 
5 10 15 20 25 30 
Distance Y (m) 
Nombre de rais 
Figure 8.15: Couverture des rais aux noeuds des modèles de vitesse obtenus 
à la 5e itération pour deux modèles initiaux ( G  et H2). deux configurations 
de capteurs (08b et 100) et les données propres. 
figure 8-17 pour les quatre coupes précédentes. Dans le cas de la configuration 100. 
la résolution est élevée dans la zone de l'anomalie. L'anomalie est donc supportée 
par les données. elle n'est pas le fait d'un artefact dû à une mauvaise couverture 
du modèle. Ce n'est pas le cas de la configuration 08. 
II est intéressant de noter que les corrélations entre le modèle vrai et les modèles 
de la figure 8.16 sont de 0,921 (08bG). 0.657 (08bH2). 0.933 (LOO-G) et 0.872 
(100-Hz). Cne corrélation élevée n'est donc pas nécessairement une garantie de la 
résolution élevée des anomalies. comme le cas 08bG en témoigne. 
L'anomalie de basse vitesse est-elle visible pour les autres configurationsL? La 
Position X 5.0 (m) 
O 5 10 15 20 25 30 5 10 15 M 25 3J 
Distance Y (m) Distance Y (m) 
Vitesse (mls) 
Figure 8.16: Comparaison entre les modèles de vitesse obtenus à la 5" 
itération pour deux modèles initiaux (G et H2). deux configurations de 
capteurs (08b et 100) et les données propres. Le modèle vrai est illustré à 
la figure 7.6. Le lagrangien A régissant la contrainte de lissage est indiquée 
sur la figure. 
figure 8.18 montre dcs coupes similaircs aux modèles dc vitesse précédents. pour 
Ics configurations 08. 12. 20 et 30. toujours pour In modèles initiaux G et Ho et 
les données propres. Sur cette figure. on observe qu'une anomalie de bassc titcssc 
est présente pour les modèles obtenus de G. et pour lc modèle obtenu du H2 avec 
50 capteurs. La configuration 08 montre une anomalie de dimension beaucoup plus 
grande que I'anomalie réelle. et la résolution associée (6g. 8.19) montre que cette 
anomalie n'est pas bien supportée par les données. En fait. la résolution ne semble 
significative que pour 50 capteurs et plus. quoique la corQuration 2 0 4  donne un 
Position X 5.0 (m) 
O 5 IO 75 20 25 30 
Oistance Y (m) 
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Figure 8.17: Résolution de la vitesse pour les modèles de la figure 8.16. 
modèle de vitesse satisfaisant . 
On peut cstimcr qu'une configuration a 20 capteurs permet dc résoudre adfiqua- 
temcnt le modèlc de vitesse avec des temps d'arrivée propres. Sachant l'importance 
des capteurs situés à la base du coté amont. une inversion a été effectué pour une 
configuration à ?O capteurs modifiée pour que cinq d'entre eux soient ainsi situés 
(configuration ?Ob). Le modèle de vitesse initial de cette inversion est le modèle G. 
et les temps d'arrivée propres ont été utilisés. La figure 8.20 montre une coupe d m  
le modèle de ritesse et la résolution associée obtenus à la cinquiéme itération. ainsi 
que l k e u r  RUS sur la position spatiale et le temps d'origine. L'anomalie de basse 
vitesse est mieux circonscrite spatialement avec cette configuration. mais demeure 
Position X 5.0 (m) 
O 5 10 15 M 25 30 5 10 15 20 25 30 
Distance Y (m) Distance Y (m) 
Vitesse (rnls) 
f 
Figure 8.18: Comparaison entre les modèles de vitesse obtenus à la 5' ité- 
ration pour deux modèles initiaux (G et H2). les configurations de capteurs 
08. 12. 20 et 50. et les données propres. 
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Figure 8.20: Modèle de vitesse (A) et résolution associée (B) obtenus à la 
5" itération d'une inversion à 20 capteurs dont cinq sont situés à la base du 
côté amont (configuration 20b) ; ainsi que l'erreur sur la position spatiale 
(C) et le temps d'origine (D). Le modèle initial G et les données propres 
ont servis au calcul. 
faiblement contrastée visucllement. La résolution est plus élevée dans Ic zone dc 
l'anomalie pour la confi y ra t ion  20b. Comparons maintenant l'erreur sur la locali- 
sation entre la configuration 20 initiale et la nouvelle configuration 20b (fig. 8.9 vs 
fig. 8.20). On observe que celle-ci est d'environ trois fois inférieure avec la nouvelle 
configuration. et qu'elle est comparativcrnent plus stable au fur et à mesure que 
l'inversion progresse. 
Le modèle utilisé pour la création des données synthétiques comporte également 
deux anomalies de basse vitesse à la base du barrage. autour de la position .Y valant 
18 m (figure 7.6. p. 145). Cne seule de ces deux anomalies, la plus volwnineiwe, 
Position X 18.0 (m) 
1 .  T , 
O 5 10 15 20 25 3 0 0  5 10 15 20 25 30 
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Figure 8.21: Coupe à la position X = 18 m du modèle de vitesse et de la 
résolution associée obtenus à la 5" itération d'une inversion à 20 capteurs 
dont cinq sont situés à la base du côté amont. II s'agit du même modèle 
que celui de la figure 8.20. 
est rccourréc par l'inversion avec la con fi yrat ion 20b : il s'agit de l'anomalie située 
du côté aval. La figure 8.21 montre une coupe à travers le modèle prlcldent. à la 
position S - 18 m. On remarquc que la limite inférieure de I'anomalic n'est pas 
bien circonscrite étant donnée la Faiblc couverturc par les rais. 
ln fluence du bruit 
Que se passe-t-il en présencc du bruit 'l Lorsque le niveau dc ce bruit est très 
élevé (20%). l'inversion ne peut restituer l'anomalie de basse vitwe. et rend même 
un modèle de vitesse assez peu fidele au modèle vrai dans les zones 4 saines u .  En 
effet. comme l'indique la figure 8.22. le modèle obtenu est parsemé de zones de 
hautes et basses vitesses ne correspondant pas à des anomalies réelles. Cependant. 
il est peu vraisemblable de rencontrer dans la réalité une erreur ausm élevée sur les 
temps d'arrivée. L'examen des modèles obtenus avec des niveau': de bruit moins 
élevés (fig. 8.23) montre que lorsque l'erreur sur les temps d'arrivée est supérieure 
Position X 5.0 (m) Position X 10.0 (m) 
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Position X 15.0 (m) Position X 20.0 (m) 
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Figure 8.22: Quatre coupes à travers le modèle obtenu à la 5" itération avec 
le modèle G initial. 100 capteurs et  le données contenant 20% de bruit. 
à 2%. Iknomalic dc basse vitcssc ne peut être imagéc. Il s'avère donc essenticl dc 
pouvoir disposer dc tcmps d'arrivée le plus propre possible pour pouvoir espérer 
rcsoudrc Ic modèle de vitcssc convenablement. Selon nos résultats. unc erreur aussi 
faible quc 5% ne le permet pas. 
8.6 Discussion 
On a observé à la section 8.5.1 que lorsque le modèle G est utilisé pour dé- 
marrer les inversions. l'erreur sur les hypocentres croit avec les itérations pour cer- 
taines configurations (fig. 8.9). On tente ici d'expliquer ce comportement- Observons 
5 10 15 20 25 30 5 10 15 20 25 30 
Distance Y (m) Oistance Y (m) 
Position X 5.0 (m) 
Figure 8.23: Comparaison entre les modèles de vitesse obtenus à la 5' 
itération pour deux modèles initiaux (G et H2). la configurations de 100 
capteurs. et les données contenant 2%. 5% et 10% de bruit. 
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Figure 8.24: Évolution du coefficient de corrélation (barres verticales) et 
de la différence RMS (trait) entre le modèle vrai et les modèles obtenus au 
cours de l'inversion - modèle G initial et temps d'arrivée propres. 
d'abord comment évolue le modèle de vitesse au fil des itérations. La figure 8.21 
montre l'évolution du coefficient de corrélation (barres verticales) et de la différence 
RAIS (trait) entre le modèle vrai et les modèles restitués a chaque itération. Pour 
les configurations présentant un accroissement de l'erreur sur la détermination de 
l'hypocentre (08. 08b. L:! et 20)' on observe une dégradation correspondante de la 
qualité de modèle de vitesse. 
Le problème est donc associé à l'incapacité à résoudre adéquatement le modèle 
de vitesse en partant du modèle G. Pourquoi ceci '? Observons les résultats des six 
inversions partant de ce modèle et réalisées sur la vitesse uniquement, avec les hy- 
pocentres fixés à leurs valeurs vraies. On montre à la figure 8.23 des coupes à travers 
les vitesses obtenues à la 5' itération pour ces six configurations. et la résolution 
associée 5 la figure 8.26. Pour la totalité des configurations, l'anomalie de basse 
vitesse est visible. mais différemment contrastée selon la configuration. Également. 
à configuration égale. la résolution est plus élevée lorsque les hypocentres sont fixes 
(fig. 8.26 vs fig. 8. 17 et 8.19). 
L'évotiition du coefficient cfe corrélation et de la différence RXE entre le modèle 
vrai et les rnoclèles restitués à chaque itération est représenté à la figure 5.27. Ces 
paramètres ne changent à toute fin pratique pas au cours de l'inversion. De plus, 
ils sont les mèrnes pour les six configurations: un nombre plus élevé de capteurs 
n'influerice pas cie façon significative ces deux paramètres. Donc. bien que l'on voit 
que le modèle s'ajuste différemment selon la configuration. cela n'est pas traduit 
par le co~fficient de rorrélation et la différence RMS. En résumé. partant d ~ i  rnodéle 
G. et ce même clans des conditions optimales hypocentres connus et fixés -. il ne 
semble pas possible d'améliorer quantitativement le modèle de vitesse. 
Si on observe le résidu RAIS (figure 8.28). on remarque que celui-ci décroit si 
Hz est utilisé pour démarrer l'inversion. Si. par contre G est utilisé. le résidu RhIS 
démarre au niveau minimal atteint par HZ et demeure à peu près constant au long 
de l'inversion. Donc. partant du modèle G. la solution est déjà atteinte au sens des 
moindres carrés. 
Dans la version du programme présentée dans ce chapitre. le résidu RhIS n'est 
pas utilisé comme critère d'arrët. Le programme continue de tourner mëme si la 
solution optimale au sens de moindres carrés est atteinte. ce qui peut expliquer que 
la qualité de la solut ion diminue au fil des itérations. Un test utilisant le résidu devra 
ëtre implémenté dans le programme pour décider de la poursuite des itérations. Par 
ailleurs. il serait intéressant d'étudier l'effet d'un critère de convergence décroissant 
pour la résolution de l'équation (6.1 1). qui constitue le calcul de la correction des 
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Figure 8.25: Comparaison entre les modèles de vitesse obtenus à la 5' 
itération pour les hypocentres fixés. le modèle initial G et temps d'arrivée 
propres. 
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Figure 8.26: Résolution de la vitesse pour les modèles de la figure 8.25. 
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pour obtenir une localisation précise et un taux de localisation élevé, en autunt 
qu'un certain nombre d'entre eux p i s s e  être placé dans lu structure du côté amont 
et qu 'une couverture volumique puisse être obtenue. Si tel est le cas, un dizaine de 
capteur permet cl 'at tei nclre iin précision satisfaisante. Lorsque l'on cherche ii bien 
caractériser le modèle de vitesse. le nombre de capteurs doit être au minimum ciou- 
blé. Et. au risque de se répéter. le fait d'accroître le nombre de capteur est futile si 
on ne peut disposer d'un certain nombre du coté amont. Par ailleurs, les résultats 
montrent que lorsque les données sont très bruitées, le modèle de vitesse obtenu de 
l'inversion correspond mal au modèle vrai. En particulier. l'anomalie de basse vi- 
tesse recherchée dans notre exemple ne peut ètre recouvrée. Nos résultats montrent 
qu'une solution satisfaisante est obtenue si le niveau de bruit n'excède pas 2%. 
Évidemmmt . ces roncliisions devront et re cautionnées par des tests réalisés 
avec des données réelles. .i ce jour. des tests préliminaires ont été réalisés sur une 
maquette de barrage ati laboratoire de recherche en génie civil de I'IREQ. Lors 
de la prise de mesures sur cette maquette. des coups de marteau étaient frappés 
sur la surface de la maquette. à des positions relevées au préalable. pour déclencher 
l'enregistrement et ainsi simuler une source. Cependant. le fait que les sources soient 
situées à la surface nuit au taux de localisation. En effet, puisque la source est 
a la surface. la probabilité qu'elle soit relocalisée à l'extérieur de la maquette à 
un moment ou un autre est élevée. ce moment. loévénement est rejeté par le 
programme ( 5  8.2.1). Ces tests n'ont pu donner des résultats satisfaisants. 
Finalement. nos résultats montrent également que lorsque le modèle de vitesse 
initiai satisfait au critère des moindres carrés au début de l'inversion. celle-ci diverge. 
Trois modifications au programme sont proposées pour empècher cela. On veut 
d'abord déterminer un critère d'arrêt qui sera fonction de I'évolution du résidu RMS. 
On souhaite également étudier l'effet d'un resserrement du critère de convergence en 
fonction des itérations, lors du calcul de la correction de vitesse. La dernière avenue 
considérée consiste à assouplir la contrainte lissage à partir d'un nombre donné 
d'itération. afin de permettre un meilleur contraste des anomalies déjà trouvées. 
CHAPITRE 9 
AXES DE RECHERCHE SUGGÉRÉS 
9.1 Introduction 
Au moment d'entreprendre cet te thèse. des ambitions titanesques habitaient le 
thésard. Force lui fut de constater l'emprise du temps sur la réalisation de ses objec- 
tifs. Le programme initial de recherche comportait trois volets : les deux premiers 
traités dans les deux parties de cette thèse. et un troisième traitant de l'étude des 
mécanismes au foyer. 
Par ce dernier chapitre. on vise à présenter au lecteur les pistes retenues initiale- 
ment qui n'ont pu être étudiées. La première section du chapitre rejoint la première 
partie de la thèse et traite des techniques de traitement du signal permettant d'ac- 
croître la détectabilité et la discrimination des événements microsismiques dans un 
signal bruité. La deuxième section du chapitre touche différentes analyses permet- 
tant de caractériser les mécanismes au foyer. La connaissance de ces mécanismes 
permet de déterminer dans une certaine mesure l'état de contrainte au moment de 
l'émission. 
9.2 Détection des événements par traitement du signal 
Comme on l'a vu clans le première partie de la thèse, la détection d'un événe- 
ment sismique est fonction des paramètres que sont : l'énergie de la source et son 
diagramme de rayonnement. la sensibilité des capteurs. l'atténuation de l'énergie 
sismique par le milieu. et le niveau de bruit ambiant. Parmi ces paramètres. les 
caractéristiques de la source. l'atténuation du milieu et, jusqu'à un certain degré 
le bruit. sont extrinsèques à I'action humaine: et le pouvoir de détection de la 
méthode de siirveillance doit s'y soumettre. .i un élément près. Des techniques de 
traitement du signal ont été tléveloppées afin de réduire l'effet néfaste du bruit sur 
la détection. On présente ici de telles techniques. 
9.2.1 Filtragede Wiener 
Une technique simple de conception de filtre consiste a minimiser au sens des 
moindres carrés la différence entre un  sisrnogramme dl convolué avec le filtre je 
recherché (l'inconnu) et le signal sismique st supposé connu. On considère que le 
sisrnogramme est constitué de la somme du signal se et d'un bruit nt .  tout deux 
stationnaires. pour des temps t discrets tel que 
Considérons que 'i jeux de donnés provenant d'un même système sont disponibles. 
Pour un jeu k. on a un sismogamme 
On cherche alors à minimiser le terme suivant 
ce qui est fait en dérivant cette expression par rapport aux paramètres du filtre 
et en l'égalant à zéro. On trouve ainsi (Aki et Richards, 1980) 
On dénote que les sommations sur k sont en fait la fonction d'autocorrélation 
de dt et la fonction d'intercorrélation entre st et d l .  exprimées par r, et g, respec- 
tivement ( 5  A.2.I). L'équation (9.4) peut alors se récrire 
ou. sous la forme riiatricielle pour des séquences de n éléments 
II s'agit de résoudre ce système pour obtenir les paramètres du filtre. 
Évidemment. à une prédiction par moindre carrés est toujours associée une 
erreur. On note également que la résolution du système (9.6) peut être instable 
du point de vue numérique. En pratique, on ajoute un faible pourcentage de bruit 
blanc au système pour que le spectre des valeurs propres du système soit exempt 
de zéros. 
9.2.2 Filtrage multi-canal 
9.2.2.1 Filtre prédicteur 
La méthode précédente peut être étendue à un système à plusieurs canaux. On 
tire alors avantage de la connaissance du bruit dans plusieurs canaux pour mieux 
le prédire. Disposant de .II stations. le sisrnogramme de la ie station sera 
Si on considère que les processus sont tous stationnaires. les coefficients du filtre 
déterminés pour lin temps t sont valables en tout temps. En suivant la même 
procédure qu'B la section précédente. le filtre est dans ce cas trouvé en minimisant 
( A k i  et Richards. 1980) 
où les crochets ( ) indiquent la moyenne sur plusieurs échantillons. On obtient le 
système suivant é i  résoudre 
on. en utilisant les fonction d'auto et intercorrélation 
Clmbout (1964) a utilisé cette méthode sur des données télésismiques. Ce filtre 
a l'avantage de préserver le temps d'arrivée de l'oncle et la forme de la première 
montée. qui sont les paramètres de première importance. Par contre, la forme de 
l'onde subira une distorsion à partir du moment où l'intervalle de prédiction est 
plus long que le signal st. 
9.2.2.2 Méthode du maximum de vraisemblance 
La méthode précédente est basée sur la stationnarité des séries temporelles. 
Cette hypothèse est irréaliste en sismologie si on cherche à étudier la forme complète 
de l'onde. Une autre façon de traiter le signal sismique est de considérer que l'onde 
transitoire incidente est la même à toutes les stations' à un décalage dans le temps 
près. 
Consiciérons le système a un temps fixe donné. On a ainsi les sismograrnmes 
Ce modèle suppose que les sisrnogrammes obéissent à une distribution gaussienne 
de moyenne s et de matrice de covariance 
Lorsque la séquence de donnée est de longueur .V. la matrice de covariance devient 
de dimension JI .V x .Il.V. avec i et j référant aux stations et k et 1 référant aux 
temps discrets. 
La fonction de densité de probabilité conjointe s'écrit pour le système au temps 
où O,, est l'élément i j  de la matrice inverse de pi, et (dl est son déterminant. Pour 
des séquences de longueur .V. la fonction de densité de probabilité devient 
(Aki et Richards. 1980) ont montré que la probabilité (9.14) est mavirnum si on 
choisi s pour minimiser 
.\ 1 
Ce minimum survient pour 
et s constitue alors l'estimé du maximum de vraisemblance du signal lorsque les 
données ne sont constituées que pour un seul temps t .  Pour des séquence de longueur 
.V. on trouve pour sk 
La méthode du mavimum de vraisemblance s'avère efficace lorsque le bniit est 
cohérent à travers un réseau de capteurs. Capon et u1. (1968. 1969) I'ont utilisé avec 
succès en télésismique pour éliminer des ondes de Rayleigh provenant d'un second 
séisme. 
9.2.3 Détection basée sur la maximisation du rapport signaIlbruit 
9.2.3.1 Filtrage adapté 
Lorsque les signaux sont stationnaires. le filtrage adapté permet de détecter la 
présence d'un signal de forme connue ou de fonction ci'autocorré1ation connue. dans 
une séquence composée de ce signal et d'un bruit blanc ou coloré. Le filtre adapté 
voit sa désignation provenir du fait qu'il est adapté de façon optimale au signal 
recherché. 
Filtre adapté en présence de bruit blanc 
Soit un sisrnogramme tel que décrit à Véquation (9.1) où le bruit nt est blanc. 
Soit également un filtre at tel que sa sortie a une entrée dt est 
où Q et c, sont respectivement la réponse du filtre au signal pur et au bruit blanc 
pur. On cherche dans ce cas un filtre donnant le rapport signal sur bruit 
Valeur du signal filtré au temps to 
11 = 
Puissance moyenne du bruit filtré à to 
qui sera le plus yand possible. 
Polir des séquences ion~wes de .V+ 1. la convolution de st avec al est de longueur 
2.V - 1. Posons le temps to égal à 
1 ''X 
11 = - - 
E{c-;.} 
.V. On a alors 
(nosav + ( i p s - ,  + - - + usso)' 
car on sait que la puissance cl i i  bruit blanc est une constante. en l'occurrence 40. 
En utilisant l'inégalité de Cauchy (x (16)' 5 u2 1 6". on trouve l'expression 
qui devient une égalité si le filtre est donné par 
On remarque ainsi que le filtre adapté n'est ni plus ni moins que la séquence du 
signal recherché renversée. Le filtrage peut donc se faire en effectuant l'intercorré- 
lation du sisrnogramme g, avec le signal st recherché. et le filtre donne une sortie 
rnaximurn au sens de p si le signal s, est présent dans gr. 
Filtre adapté en présence de bruit coloré 
Que se passe-t-il si le bruit est coloré ? Le terme q, de l'équation (9.21) devient 
la matrice q d'autocorrélation du bruit nt .  de dimension (.V + 1) x (J + 1). Le 
rapport signal sur bruit devient alors 
(asT)* (as)*(saT) p = - =  
aqa* aqaT * 
où a = (uo, a i ,  . u x )  et s = ( s , ~ ,  sx- i : ,  s o )  En dérivant (9.24) et en égalant à zéro. 
on trouve le filtre optimum lorsque (Robinson et Treitel, 1980) 
9.2.3.2 Filtre a énergie D 
Si le signal recherché est transitoire, ce qui est le cas en sismologie. le filtre 
u énergie » (ouput eneryy Nier. Robinson et Treitel (1980)) constitue le filtre opti- 
mum pour détecter ce signal en présence de bruit. 
On définie dans ce cas le rapport signal sur bruit en terme d'énergie comme 
Énergie du signal filtré 
X = - Et 4 - (9.26) 
Puissance moyenne du bruit filtré E { $ }  
Ce filtre se construit à partir de la connaissance du spectre d'amplitude du 
signal s,, dénoté iS(/) 1. Sachant qu'a partir de / S ( / ) !  on peut calculer le spectre 
de densité d'énergie du signal par la relation R( f) = S(/)Se(/) = iS(/)12. on peut 
alors déterminer I'autocorrélation de st à partir de la transformée cosinus de Fourier 
inverse de R( 1). 
On peut alors introduire ici la matrice d'autocorrélation r du signal s,, de di- 
mension (N + 1) x (.V + 1) : ce qui permet de récrire le rapport signal; bruit comme 
En dérivant X par rapport à a et en égalant à zéro, on trouve (Robinson et Treitel. 
1980) 
(r - Aq)aT = O. (9.28) 
où seulement r et q sont connus. On reconnait en l'équation (9.28) un problème aux 
valeurs propres généralisé. Dans ce cas. X constitue la valeur propre et le filtre a 
est le vecteur propre associé. On choisira donc le vecteur propre associé à la valeur 
propre maximale. A,,.
9.2.4 Détection automatique 
En sismologie, différentes techniques ont été mises au point afin de détecter 
automatiquement des séismes. -4 titre indicatif, on dénombre entre autre des mé- 
thodes basées sur le rapport entre les enveloppes moyennes à court et long terme 
Earle et Shearer (1994). la reconnaissance de forme (Joswig, 1990), et l'utilisation 
de filtres prédicteurs (Granet. 1983) et de filtres adaptés Ferber et Harjes (1983). 
9.3 Étude des mécanismes au foyer 
On prtsente très succinctement dans cet te section différentes techniques et mé- 
t hodes pour caractériser les sources sismiques. 
9.3.1 Calcul de la libération de contrainte 
Le concept général de chute de contrainte (stress h o p )  est apparu pour quan- 
tifier l'ampleur de la libération de la contrainte lors d'une déformation. Cinq esti- 
mateurs ont été définis ( Boatwright . L 984) qui correspondent à diffkents modèles 
ou hypot héses. 
Un premier ntimateur relie la chute de contrainte statique rrioyenne Aa ( uverage 
stutic stress drop) d'une faille circulaire au glissement moyen ü. la rigidité p. et le 
rayon de la faille r par (Keilis-Borok. 1957) 
Il  a été démontré que cette relation sous-estime la chute de contrainte (Nada- 
riaga. L979). Brune (1970) a proposé un modèle reliant le spectre des ondes S à la 
contrainte * effective ». soit la chute de contrainte dynamique. En assumant que 
la contrainte effective est égale à la chute de contrainte statique moyenne. on peut 
arriver à exprimer la chute de contrainte de Brune (Brune stress Jrop) comme 
Trois estimateurs tiennent compte d'iine chute de contrainte dynamique. Wyss 
(1979) a défini la contrainte apparente en se basant sur E, l'énergie irradiée comme 
- 
II a été démontré que la contrainte apparente r, est sensiblement égale à la chute 
de contrainte statique 10. Les deux estimateurs suivant sont calculés à partir de 
mesure de la vélocité ou de i'accélération des particules au sol. Boatwright (L980) 
propose un estimateur calculé à partir de la pente initiale de la vélocité des parti- 
cules au sol mesurée. Son modèle s'appuie sur la théorie présentée à la section 4.2.2. 
En posant < = u/3sir16) où c est la vitesse de rupture et B est l'angle entre 1a nor- 
male à la faille et la direction de l'onde S. Boatwright arrive i l'expression suivante 
pour la chute de charge dynamique 
Boatwright définit p(<)  comme la densité à la source et p ( x )  et J(x) comme la 
densité et la vitesse des ondes S au point de mesure. R est un facteur de divergence 
géométrique et Fc est le diagramme de rayonnement. Un deuxième estimateur de 
la chute de charge dynamique a été proposé par Hanks et McGuire ( 1981) calculé à 
partir de l'accélération a, é d u é e  pendant I'arrivée de l'onde S. Leur estimateur 
s'exprime comme 
9.3.2 Tracé du déplacement des particules 
Une analyse qualitative simple à effectuer consiste à tracer la progression dans 
le temps du déplacement des particules au sol en un point fixe. Le tracé projeté 
dans le plan horizontal ou dans un plan normal à la direction d'incidence permet de 
voir si l'onde est polarisée et donne une indication sur le déplacement à la source. 
9.3.3 Tenseur de contrainte et plans de faille 
Rivera et Cistemas (1990) proposent une méthode pour déterminer le tenseur 
de contrainte d'une région donnée. Leur méthode repose sur l'utilisation des me- . 
sures de polarité et de l'angle d'arrivée enregistrés à un groupement de géophones. 
Leur méthode M è r e  cles méthode traditionnelles en ce qu'elle ne nécessite pas la 
détermination des mécanismes au foyer de chaque événement. On peut ainsi se dé- 
barrasser de l'hypothèse voulant que les microséismes soient générés par un seul 
type de niécanisme. Les auteurs posent plutôt que les événements enregistrés sont 
cius a un  tenseur valable dans la zone des hypocentres. On peut ainsi retrouver un 
rriodèle ii plusieurs failles et vecteurs de glissement. 
Rivera et Cisternas ont dérivé une expression théorique pour l'amplitude et 
la polarité d i n e  onde P en fonction du tenseur de contrainte. Une inversion est 
effectuée pour restituer le tenseur de contrainte générateur des événements mesurés. 
9.3.4 Analyse simplifiée du tenseur du moment 
Ohtsu (1991) a démontré qu'il est possible de déterminer les sir composantes du 
tenseur du moment à partir des seules mesures de première amplitude des ondes P, 
en supposant que le milieu est homogène et isotrope. La méthode consiste à résoudre 
par inversion les six composantes de % (cf. éq. (4.1)) reliées à l'amplitude de l'onde 
P mesurée à six capteurs, et définies par le système d'équation (Ohtsu. 1991) 
où uP(x) est l'amplitude de l'onde P à la position x. R est la distance de la source 
au capteur. ri est son cosinus directeur. indique la direction du capteur et LI est 
un facteur de sensibilité du capteur. Les termes r, et r, représentent des vecteurs 
unitaires dans les directions p et q respectivement. On peut récrire l'équation (4.2) 
en fonction du module de cisaillement p et du coefficient de Poisson o telle que 
où v est un vecteur unitaire normal à la surface de la fissure. D'après Ohtsii (1991). 
l'équation (9.35) peut être décomposée pour trouver les valeurs propres suivantes 
Valeur propre mu. : I L  - + luk . 1) 
? / L U U ~ V &  
Valeur propre interm. : 
1 - 2 0 '  
~ a ~ e u r  propre min. : p ( - - M ) -  
Sachant qu'en présence d'une fissure en cisaillement pur. u est perpendiculaire à 
o. c.-à-d. u p k  = O. et qu'en présence d'une fissure en tension pure u est parailéle 
Q v.  c.-à-d. u p k  = 1. il est possible de classer le type de fissuration à partir de la 
décomposition de m,,. L'auteur propose une classification basée sur la contribution 
principale de ces types de fissuration en termes d e  double couple ( DC). d'un dipole 
linécrire compensé (CLVD) et d'une partie isotrope (figure 9.1). Ces proportions 
relatives sont déterminées par 
Valeur propre max. 
Valeur propre max. = l = X + Y + Z .  
C'deur propre interm. 
Videur propre max. = O - 0?5Y + 2, 
\.'aleur propre min. 
Vaieur propre max. = -X - 0.5Y + Z. 
après normalisation par la valeur propre maximale. Ainsi. les sources avec un ratio 
X supérieur à 50% sont considérées comme des fissures de cisaillement. alors que 
lorsque X < 50% et Y+Z > 50%. les sources sont supposées en tension. 
OC CLVD isotrope 
Figure 9.1: Décomposition en valeurs propres en termes de parties 
DC. CLVD et isotrope. La fissure est classifiée en fonction des 
proportions relatives de X. Y et Z. 
9.4 Conclusion 
On a présenté dans ce chapitre des méthodes pour accroitre le pouvoir de détec- 
tion des événements rnicrosismiques. et pour caractériser les mécanismes au Foyer. 
Parmi les techniques de traitement du signal. on retient en particulier la méthode 
du maximum de vraisemblance et le filtre énergie. Parmi, les méthodes permettant 
de caractériser les rnccanismes aux foyer. celles de Rivera et Cisternas (1990) et 
Ohtsu (199 1) sont également des avenues intéressantes. 
CONCLUSION 
On a tenté d'établir dans cette thèse si l~auscultation microsismique peut être 
ii tiiisée pour surveiller les barrages en béton. Y répondre dépend de plusieurs fac- 
teurs et du degré d'information recherché. Trois questions doivent être soulevées 
clironologiquement. dont les réponses successives conditionneront la poursuite du 
cheminement : (1 )  est-il d'abord possible de détecter les événements a l'intérieur 
d'un rayon d'action utile. (2) est-il possible. le cas échéant. de localiser leurs sources 
précisément. et finalement ( 3 )  est-il possible de déterminer le mécanisme respon- 
sable cle cet te émission. Des éléments de réponse sont proposés pour répondre aux 
deux premières de ces trois questions. 
Détection des événements 
Dans la première partie de la thèse. on évalue les paramètres régissant la dé- 
tectabilité des événements microsismiques, à savoir l'atténuation in situ des ondes 
sismiques dans le béton. le niveau de bruit susceptible d'être observé sur un barrage, 
et la réponse sismique de fissures de dimensions données. Des mesures effectuées 
au barrage de Carillon montrent que le facteur Q. de l'ordre de 3 à 10. y est plus 
faible que ce qu'on observe en général dans les roches et que ce qu'on a mesuré sur 
des bétons en laboratoire. On soupçonne que cette forte atténuation soit en partie 
attribuable à la diffusion de l'énergie sismique par les granulats du mélange, et en 
partie due à un couplage inadéquat des capteurs lors de la prise des mesures. On a 
évalué l'effet tlu couplage sur le facteur Q, et on pose qu'un couplage optimal rende 
Lin facteur Q de l'ordre de 30. 
Le bruit a également été étudié a partir des mesures réalisées au barrage de 
Carillon. La prise de mesures sur un seul barrage et sur une période de mesure 
restreinte i 38 jours nous empêche de tirer des conclusions formelles au sujet de ce 
paramètre. Néanmoins. des limites supérieures du niveau de bruit ont été établies 
afin de permettre la détermination d'un seuil de détectabilité. Par ailleurs. l'étude 
des caractéristiques spectrales et statistiques des enregistrements indique que les 
accéléromètres seraient plus propices que les géophones à fournir un signal apte à 
et re traité pour rehausser la clétectabilité. 
La niotlélisation numérique d'evénenients microsismiques sur un barrage comme 
celui de Carillon a ensuite été accomplie en utilisant différentes tailles de fissures et 
différentes valeurs du facteur Q. Ces modélisations montrent que dans des condi- 
tions optimales. on est en droit de s'attendre à pouvoir détecter tout défauts de 
0.01 rn' à une distance de 25 m. Cette distance peut atteindre LOO m pour un  cer- 
tain nombre cle ces événements. Si les défauts font 1 m2. la distance peut atteindre 
220 111. 
L oca /ka tion des hyp ocen tres 
Dans la deuxième partie de la thèse. on présente une méthode de localisation des 
sources sismiques basée sur l'inversion conjointe hypocentre-vitesse des temps d'ar- 
rivée sismique. Différentes méthodes de localisation sont d'abord évaluées. Parmi 
celles-ci. l'inversion se démarque par sa capacité à fournir une information supplé- 
mentaire : la distribution des vitesses sismiques au sein du milieu. Ce paramètre est 
corrélé avec la compétence du matériau. et une image de sa distribution spatiale 
reflète Iëtat de la structure. Sa connaissance est donc un atout- Par ailleurs? la 
méthode d'inversion repose sur l'utilisation d'une routine de modélisation du tracé 
des rais. Différents algorithmes de modélisation existent. parmi lesquels la méthode 
des graphes s'avère appropriée pour notre application. Une version publique a été 
implémentée dans le programme d'inversion développé dans cette thèse. 
Le programme d'inversion a été testé avec des donnéeç synthétiques. Le modèle 
de vitesse synthétique comporte trois anomalies de basse vitesse. Des jeux de don- 
nées de temps d'arrivée propres et avec une erreur de 2%. 5%' 10% et 20% ajoutée 
ont été générés, et les jeux de données ainsi bruitées ont été décimés pour réaliser 
ces tests. Six configurations de capteurs ont été testés. en utilisant trois modèles 
de vitesse de départ. Les résultats de ces inversions montrent qu'une localisation 
précise peut ètre atteinte avec une dizaine de capteurs. à la condition de pouvoir 
compter sur des capteurs à la base de l'ouvrage <III roté amont,  en plus des capteurs 
sur la crête et du côté aval. Si l'on s'intéresse à la justesse du modèle de vitesse res- 
titué par l'inversion. ce nombre doit au minimum ètre doublé. De plus. des temps 
d'arrivée relativement propres (niveau de bmit n'excédant pas 2%) doivent être 
disponibles pour résoudre le modèle de vitesse convenablement. 
Recommandations 
Mesures additionnelles 
Il est impératif de valide lr la valeur du facteur Q avancée dans ce travail par 
de nouvelles mesures. Idéalement. ces mesures devraient être complétées sur plu- 
sieurs barrages afin de permettre l'obtention d'une valeur représentative pour ce 
type d'ouvrage. Également. il est essentiel lors de l'acquisition de s'assurer que le 
couplage des capteurs au béton est le meilleur possible. Un bon couplage est obtenu 
lorsque les capteurs peuvent ét re encastrés dans le béton. 
Par ailleurs. le bruit doit être étudié sur une plus longue période. En sismologie, 
les variations saisonnières du climat sont fortement corrélées au niveau de bruit 
observé. et il est important de s'assurer que, tel qu'on le soupçonne, ce n'est pas 
le cas dans la gamme des fréquences utile a l'auscultation microsismique. De plus, 
comme dans le cas du facteur Q. le bruit doit Ptre mesuré sur plusieurs barrages 
afin de s'assurer de la représentativité des résultats. 
Considérations relatives à la planification d'un levé 
En plus de la bonne qualité du couplage déjà mentionnée. tout levé devrait 
compter sur un certain nombre de capteurs placés daris l'ouvrage, par exemple dans 
des galeries. et situées du côté «mont de la structure. Ceci est essentiel pour bien 
localiser les événements. ainsi que pour rnieus résoudre la distribution des vitesses 
sismiques par inversion. Également. l'iitilisntion de capteurs triaxiaux permet à 
toute fin pratique de doubler le rayon de détectabilité de la méthode. On devrait 
pouvoir compter sur de tels capteurs. ii tout le moins aux extrémitées du volume a 
l'étude. Des capteurs uniauiaux pourraient être ajoutés en plus grand nombre entre 
les triaxiaux. afin d'optimiser la détermination du modèle de vitesse. Finalement. 
l'utilisation d'accéléromètres plutôt que de géophones semble plus prometteuse pour 
le rehaussement de la qualité des signaux. bien que cela requiert confirmation. ce 
stade. l'utilisation combinée d'accéléromètres et de géophones est donc souhaitable. 
Validation des hypothèses soulevées 
On a dit que des mesures sont nécessaires pour valider la valeur du facteur Q 
estimée a Carillon. Il serait égaiement intéressant de modéliser numériquement la 
diffusion de l'énergie sismique dans le béton afin d'établir si la Forte atténuation est 
attribuable à la composition granulat-ciment. et donc intrinsèque à ce matériau. 
De telles modélisations ont déjà été réalisées pour des roches (Frankel et Clayton, 
19%: \!il r l  <il.. 2000). et cela ne devrait pas poser problème pour le béton. Par 
ailleim. la validation di1 calcul des dérivées partielles &/& (i 7.4.32) découlant 
rie l'iitilisation de la méthode des graphes doit également étre complétée. 
Améliorations au programme d'inversion 
On a soulevé au chapitre 8 trois modifications envisagables pour améliorer la 
performance (111 programme d'inversion. D'abord. un test utilisant le résidu devra 
ètre implémenté dans le programme pour décider de la poursuite des itérations. On 
souhaite également étudier l'effet d'un resserrement du critère de convergence en 
fonction rles itérations. lors ciu calcul de la correction de vitesse. La dernière avenue 
considér& consiste à assouplir la contrainte lissage à partir d'un nombre donné 
d'itbrst ions. afin de permet t r ~  lin meilleiir contraste des anomalies déjA troiivées. 
et de considérer les niéthode de détermination des lagrangiens traités dans Idier 
(2000). 
Traitement des données 
Dans le cas où de nouvelles mesures confirment une Faible valeur du facteur 
de qualité pour les béton. i l  serait intéressant de tester la méthode du maximum 
de vraisemblance et. le filtre énergie pour le développement d'une procédure de 
détection en temps réel. 
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ANNEXE A 
A. 1 Propagation des ondes sismiques 
A. 1.1 Solut ions aux équations d'onde 
11 est possible de trouver des solutions pour (2.10) et (2.11) en fonction de la 
dilatation A et du cisaillement 8. Cependant. il est plus intéressant d'avoir une 
expression pour le déplacement ou la vélocité des particules constituants le milieu. 
ces quantités étant pius facilement mesurables. On a introduit deux fonctions de po- 
tentiel ;(rl. Q. 1 3 ,  t )  et y (1,. r?, Q, t )  pour décrire respectivement les mouvements 
de dilatation et de rotation. ; et ont été définis de façon à satisfaire (Sheriff et 
Geldar t. 1995) 
u = V q + V x y o  (A. 1) 
et V -  y = O. On pose également que 9 est relié à la dilatation par V2; = V - u = A. 
que y est relié à la rotation par -V2y = V x U, car V x u = V x V x y = 
VV - y - V2y, et que p et y satisfont ( A l )  indépendamment. 
Considérons maintenant le cas simple où le potentiel est nul et que le potentiel 
; ne varie que dans la direction rl (c.-à-d. ; = &, t)).  Le déplacement des 
particules en un point sera décrit par 
et ce déplacement se fait donc dans la même direction que la propagation de l'onde. 
Cette onde est connue comme t'onde P. 
Si par contre 9 est nul en tout point et que y varie seulement dans la direction 
rl (c.-à-d. 1 = y (rl  ,t ) ) .  le déplacement des particules est décrit par 
Les particules se déplacent perpen<Iiculairernent à la direction de propagation de 
l'onde et nous sommes en présence d'une onde S. L'onde S est souvent décomposée 
en une composante verticale par rapport a la direction de propagation (SV) et en 
une composante horizont ale (S H) . c.-à-d. l'oncle est polarisée. 
So/utions des équations des ondes P et S en fonction des potentiels de déplacement 
Les ondes harmoniques constituent la solution la plus simple pour résoudre 
l'équation ( A . 1 ) .  Les ondes harmoniques sont décrites mathématiquement par 
= -4 sin n(lr t r r u *  + r u 3  - I.2 ) (A.?) 
Soit le cas simple d'une onde P incidente à la surface séparant deux demi-espaces 
élastiques de propriétés dist uictes (figure A. 1). Les Fonctions de potentiel peuvent 
revêtir les formes harmoniques suivantes 
Figure A.l:  Représentation schématique d'une 
onde P incidente (Ao) à la surface séparant deux 
milieux de propriétés différentes. Une fraction de 
l'énergie est réfléchie alors que la fraction res- 
tante est transmise à travers le deuxième milieu 
(loi de Snell). II y a génération d'une onde S à 
If interface. 
Les amplitudes .A0, -4,. A?. BI et B? sont déterminées à partir des conditions aux 
limites. 
A.2 Tkaiternent du signal 
A.2.1 Définitions 
Notion de sta tionnarité 
u n  processus aléatoire est stationnaire au sens str ict si toutes ses propriétés 
statistiques. toutes ses distributions' sont invariantes sous une translation dans le 
temps. Lorsque la stationnarité est limitée au deux premiers ordres (moyenne et 
variance). on dit qu'il y a stationnarité au sens large. 
Autocorrélation 
La fonction d'autocorrélation &,(tl, t 2 )  d'un processus aléatoire réel x ( t )  est 
définie comme l'espérance mat hématique du produit x(t  ) et x( t2 )  (Papoulis, 1991) 
où J(r.  t )  est la fonction de densité de probabilité de x( t ) .  La fonction d'autocova- 
riance C, de x ( t )  est 
oii q ( t )  = E ( x ( t )  } est la moyenne de la variable aléatoire x ( t ) .  La fonction C,, sera 
égale à I'autocorrélation pour des processus de moyenne nulle. On remarque qu'en 
géophysique. on utilise indistinctement les termes autocovariance et autocorrélation, 
les moyennes étant soustraites Je fucto (Hatton et ul.. 1986). 
Pour un signal discret de longueur finie .V. l'autocorrélation devient un estimé 
de la fonction (A.9) (Hatton et al.. 1986) 
1 
S-k-1  
r k ( x ) = -  1 x;xtik. k = O . l .  ..... \ i -1 '  *v (A. 10) 
t=O 
où l'indice dénote le ke échantillon de la séquence et ' indique le conjugué com- 
plexe. 
In tercorréla tion 
La fonction d'intercorrélation R&, t 2 )  de deux signaux aléatoires réels x ( t )  et 
y ( t )  est définie comme (Papoulis. 1991) 
Elle représente une mesure de la similarité entre deux processus. Pour deux signaux 
discrets de longueur finie l'intercorrélation devient un estimé de la fonction 
(A.11) (Hatton et al.. 1986) 
Les processus x ( t )  et y ( t )  sont dit orthoyonuzu si 
R,(t ,. tî) = O pour chaque t et t2 
(A. 12) 
et sont dits non corréiés si 
C,(tl.t2)=0 p o ~ r c h a q u e t ~ e t t ~ .  (A. 14) 
On remarque également que. pour des séries périodiques réelles de période .V. 
Con volution 
L'opération de convolut ion permet de calculer la sortie s ( t )  d'un système linéaire 
à une entrée e(t) connue. connaissant également la fonction de transfert h ( t )  de ce 
système. La convolut ion des exprimée en termes mathématiques selon 
Si le système est du domaine discret et que les séquences sont de longueur finie N, 
on a alors la sommation 
La convolution est commutative et cwociative en plus d'obéir aux aviomes de 
linéarité - homogénéité. additivi té. distribu tivité. On remarque également la simili- 
tude entre l'intercorrélation (A.  12) et la convolution (A. l'i), ce qui permet d'écrire. 
pour des séries périodiques réelles 
On peut ainsi obtenir l'intercorrélat ion de deux séquences en renversant la première 
et en la convoluant avec la seconde. 
A.3 Algorithme heap sort 
Les données R,. ..., RN 
de depan 





H4. Avance vers le bas ---.., , > r  
i fdération==l{r=j}else{1=y2} - 
/ 
-CI 
1 .= 2 
I H5. Trouve le 'filsm le plus élevé 
i itK,<K,, ( j + = )  1 
7 
1 =. 
H6. - . oui 
non . 
Figure A.2: Organigramme de l'algorithme heap sort tel que 
présente par Knuth (1973). 
ANNEXE B 
FORMULATION DU RAPPORT HQ(w) PAR 
DENSITE INTER-SPECTRALE 
B. 1 Dérivation 
On montre dans cette section comment on peut arriver à une expression de 
Hy(u) pour un biais minime causé par le bruit. c.-à-d. une expression qui idéalement 
vaudrait 
pour le système décrit aux équations (2.37') et (2.38). e t  illustré à la figure B. 1 .  
Cette dérivation constitue une des contribution de la thèse- 
La fonction d'nu tocorrélation du signal u( t  ) s'écrit (Papoulis, 199 1) 
Suivant le même chemin. on trouve pour b ( t )  
Figure B. 1: Système équivalent. 
et la fonction d'intercorrélation entre u ( t )  et b ( l )  vaut 
Si le bruit rn( t )  n'est pas corrélé avec le bruit r r ( t )  (hypothèse du bruit aléatoire), 
alors 
Rab@) = R&) 
Or. les fonctions R, et R, peuvent également s'écrire 
Maintenant. on sait que la transformée de Fourier de R ( t )  est le spectre de 
puissance S(L-). Ainsi. en combinant (B.5) et (B.6) on trouve 
On a également que 
S y ( ~ )  = S,(ir)Hb(a)H~(w)- 
En faisant le rapport de (8.8)  sur (B.9). on trouve une expression égale à I'équa- 
tion (B.1) recherchée. Cependant S&) n'est pas directement connu. Prenant la 
transformée de Fourier de (8.3) .  on a 
S&) = S, (u) + SR (3) .  (B. 1 O) 
pour laquelle Sb&) et &(si) peuvent être calculés à partir des sisrnogrammes m e  
surés. On obtient alors l'expression finale 
(B. 11) 
