We present an algorithm that exploits quantum parallelism to simulate randomness in a quantum system. In our scheme, all possible realizations of the random parameters are encoded quantum mechanically in a superposition state of an auxiliary system. We show how our algorithm allows for the efficient simulation of dynamics of quantum random spin chains with known numerical methods. We also propose an experimental realization based on atoms in optical lattices in which disorder could be simulated in parallel and in a controlled way through the interaction with another atomic species.
We present an algorithm that exploits quantum parallelism to simulate randomness in a quantum system. In our scheme, all possible realizations of the random parameters are encoded quantum mechanically in a superposition state of an auxiliary system. We show how our algorithm allows for the efficient simulation of dynamics of quantum random spin chains with known numerical methods. We also propose an experimental realization based on atoms in optical lattices in which disorder could be simulated in parallel and in a controlled way through the interaction with another atomic species. One of the most remarkable features of quantum mechanics is that it allows for the creation of superposition states, making the ambitious dream of performing many tasks at the same time a real possibility. This extraordinary concession lies at the heart of quantum computation and is the basis of all quantum algorithms developed so far [1] . In this letter we present a new algorithm that exploits this quantum parallelism to simulate in parallel many different evolutions of a quantum system. Our motivation is the simulation of physical systems whose understanding requires to study their behavior under many different Hamiltonians. An important example of such systems are quantum random systems (QRS) [2] . For them certain parameters of the Hamiltonian (e.g., interaction couplings, potential strengths) are random (classical) variables. Therefore the exact simulation of their dynamics requires to perform many evolutions, one for each realization of the set of random variables. QRS have captured a lot of attention in the last decades [2, 3, 4] . The presence of randomness can dramatically change the behavior of quantum many-body systems, leading to fascinating phenomena [2] . Moreover, the answer to puzzles as the unusual transport properties of high temperature superconductor materials is inextricably tied to the understanding of phase transitions and transport in the presence of disorder [5] . On the theoretical side, the understanding of QRS is hindered by the fact that the number of required simulations for an exact calculation scales exponentially with the number of random parameters [6] . On the experimental side, one of the big challenges is the creation of randomness in a controlled way. Here, atomic systems in optical lattices [7, 8] , highly versatile and controllable, are one of the most promising candidates.
In this letter we present an algorithm that allows to simulate dynamics (and ground state properties) of a QRS within one single time evolution in which the system is put into interaction with an auxiliary system. The key idea is that all possible realizations of the set of random classical parameters are encoded quantum mechanically in a superposition state of the auxiliary system. Choosing the interaction with the ancilla in the appropriate way, all possible quantum evolutions of the QRS are simulated in parallel. As a particular case, adiabatic evolution with the ancilla can simulate at once all possible ground states of the QRS. As one of the main results of this work, our algorithm establishes an exact mapping between a QRS and a certain interacting (non-random) system. This equivalence opens a new path both to the numerical and experimental simulation of QRS. On the numerical side, it allows for the efficient simulation of QRS within the framework of numerical methods that simulate the corresponding interacting systems efficiently. For example, for the case of a quantum random spin chain we will show that the problem is mapped onto the simulation of the time evolution of a one-dimensional (1D) lattice system. Recently, numerical methods inspired in density matrix renormalization group (DMRG) [9] and matrix-productstate (MPS) [10] techniques have been developed to efficiently simulate the time evolution of 1D lattice systems [11, 12, 13] . Here we will show how to implement the efficient simulation of quantum random spin chains within the methods introduced in [12] . On the experimental side our scheme opens the possibility of simulating randomness in parallel through the interaction with an auxiliary quantum system. Moreover, conversely, it allows to interpret current interacting experimental schemes as potential simulators of certain random equivalent problems. We propose an experimental scheme in which a variety of disordered phases as quantum glasses [14, 15] or Anderson insulator phases [16] could be simulated in current experiments with optical lattices [17, 18] .
The algorithm. Let us consider a quantum system with Hilbert space H that evolves accordingly to a Hamiltonian H(r 1 , . . . , r n ) where r 1 , . . . , r n are random variables that take values within a finite discrete set, r ℓ ∈ Γ ℓ = {λ ℓ 1 , . . . λ ℓ m ℓ }, with a probability distribution given by p(r 1 , . . . , r n ). In order to simulate exactly the dynamics of such a system one would need to perform n ℓ=1 m ℓ simulations, one per each possible realization of the set of random variables r = (r 1 , . . . r n ). For each realization the system evolves to a different state |ψ r (t) = e −iH(r)t/ |ψ 0 , where |ψ 0 is the initial state. Given this set of evolved states and a physical observablê O, one is typically interested in the average of the expectation values of that observable in the different evolved states, that is, in quantities of the form:
On the following we describe an algorithm that allows to simulate in parallel all possible time evolutions of the random system described above. We consider an auxiliary system with Hilbert space H a and a Hamiltonian acting on H ⊗ H a of the form H = H(R 1 , . . . ,R n ), wherê R 1 , . . . ,R n are operators that act in H a , commute with each other and have spectra Γ 1 , . . . , Γ n . Note that we have replaced the set of random variables r by a set of quantum operatorsR with the same spectra. The algorithm works as follows. 1) Initialization. Let us prepare the auxiliary system in an initial superposition state of the form:
where the states |r are simultaneous eigenstates of the set of operatorsR, withR ℓ |r = r ℓ |r . Each state |r is therefore in one to one correspondence with one realization of the the set of random variables r, its weight in the superposition state (2) being equal to the probability with which the corresponding realization occurs for the random system. 2) Evolution. We evolve the initial state of the composite system |ψ 0 ⊗ |ψ a under the Hamiltonian H. The evolved state is
This superposition state contains the complete set of evolved states we are interested in. 3) Read-out. In order to obtain the quantities (1) we just need to measure the observableÔ ⊗ 1,
The algorithm above allows us, in particular, to obtain the averaged properties of a random system over the collection of all possible ground states. Let us assume that the interaction between the system and the ancilla is introduced adiabatically, so that the Hamiltonian is now H(t) = H(β(t)R), where β(t) is a slowly varying function of time with β(0) = 0, β(T ) = 1, T being the time duration of the evolution. If the system is prepared in the ground state of the Hamiltonian H(0), the algorithm above will simulate in parallel all possible adiabatic paths, so that the composite superposition state (3) will contain all possible ground states of the random system [19] .
Additionally, the scheme above can be easily extended for the computation of other moments of the distribution of physical observables (higher than (1)), which are sometimes important in the understanding of QRS [4] . For example, quantities like Ô 2 − Ô 2 , can be computed by using an additional copy of the system [20] .
Numerical implementation. The algorithm described above reduces the simulation of a quantum random system to the simulation of an equivalent non-random interacting problem. This exact mapping allows us to integrate the simulation of randomness in quantum systems within the framework of numerical methods that are able to efficiently simulate the corresponding interacting problem. As an illustrative example we consider the case of a 1D spin s = 1/2 system with random local magnetic field. The Hamiltonian of the system is:
where H 0 is a short range interaction Hamiltonian, b = (b 1 , . . . , b N ) is a set of classical random variables that take values {1/2, −1/2} with probability distribution p(b). Following the algorithm above the 2 N simulations required for the exact simulation of the dynamics (or the ground-state properties) of this random problem can be simulated in parallel as follows. We consider an auxiliary 1D spin σ = 1/2 system. We prepare this ancilla in the initial state |ψ a = b α b |b , where the states |b have all z components of the N spins well defined, σ z ℓ |b = b ℓ |b , and α b = p(b). The entangled properties of the state of the ancilla reflect the classical correlations among the random variables. For example, for a uniform distribution of the random field, p(b) = 1/2 N , the state of the ancilla is just a product state, |ψ a ∝ (| ↑ + | ↓ ) ⊗N . We evolve the system and the ancilla under the interaction Hamiltonian
Here, β = B if we want to simulate dynamics under Hamiltonian (5), and β is a slowly varying function of time with β(0) = 0 and β(T ) = B for the simulation of the ground state properties. We have then reduced the simulation of the random problem to that of the time evolution of two coupled spin 1/2 chains with Hamiltonian (6). This problem is equivalent to a 1D lattice problem of N sites with physical dimension d = 2 × 2, which can be easily incorporated to the framework of the numerical methods introduced in [11, 12] . Implementation of the scheme above is as follows. As in [12] we take a small time step ∆t and compute |Ψ(∆t) exactly, a state for which the dimension of the matrices A will be typically larger. Following [12] we then "truncate" the matrices in an optimal way and use the "truncated" state to compute the next time step. 3) At any time t we can efficiently determine the quanti- ties O 1 . . . O N as O 1 ⊗ 1 . . . O N ⊗ 1 , which can be efficiently computed for MPS [12] .
In order to test the efficiency of the simulation scheme above we have compared it with an exact calculation for the case in which H 0 is an XY model Hamiltonian, (5) is computed exactly using fermionization techniques [21, 22] . The quantities (1) are then determined by averaging over the expectation values of the 2 N states obtained. The comparison is shown in Fig. 1 for N = 16 and different correlations functions averaged over the collection of evolved states ( Fig. 1(a) and 1(b) ) and ground states (Fig. 1(c) ), both for a uniform probability distribution ( Fig. 1(a) ) and a correlated one (Fig. 1(b) ). Using MPS with D = 20 we obtain a very good accuracy (see insets in Fig. 1 ). As in [11, 12] we have two sources of error. One is the Trotter expansion. Here the error can be decreased by considering smaller time steps. The other source of error is the truncation of the MPS to a smaller dimension. For the simulations we have performed this error did not grow much with the size of the system. Using the numerical scheme above we have performed simulations of the dynamics of random field XY (Fig. 2) and Heisenberg (Fig.  3 ) chains with N = 40.
The scheme above can be easily extended for the nu- Experimental proposal. Using the ideas of the algorithm above we present an experimental scheme for atoms in optical lattices that could be use as a simulation protocol for a variety of disordered phases. We consider a system of atoms b (bosons or fermions) in an optical lattice (3D, 2D, or 1D) in a certain state |ψ 0 . We consider another system of atoms a (e.g, another spin state or atomic species) which experiences an independent lattice potential [23] . We consider a situation in which the lattice potentials of atoms a and b are initially shifted in such a way that there is no interaction between the two systems. We proceed as follows: 1) We prepare atoms a is a certain state |ψ a . This state can always be written in a Fock basis as |ψ a = n1...nM α n1,...nM |n 1 . . . n M , where n 1 , . . . n M are the occupation numbers of the M lattice sites and the α's are certain complex coefficients. We then suddenly ramp up the lattice for atoms a (so that tunneling processes are instantaneously suppresed), and shift it so that the interaction with atoms b is instantaneously switched on. 2) We let the composite system evolve. The Hamiltonian that governs the evolution is
where H b is the Hubbard Hamiltonian for atoms b,n a ℓ ,n b ℓ are the local density operators for atoms a and b, and U ab is the interaction coupling between atoms a and b. 3) We finally measure the system b. According to the algorithm developed above, this interacting experimental scheme is simulating in parallel all possible dynamics of atoms b under the random Hamiltonian:
where V 1 , . . . , V M are random potential strengths that take values within {0, 1, . . . , N a } with a probability distribution given by p(V 1 , . . . , V M ) = |α V1,...VN | 2 , N a being the number of a atoms. Choosing the initial state of atoms a in the appropriate way we can tune the probability distribution of the random potential for atoms b. Changing the entanglement properties of the state in which atoms a are prepared we will change the correlation properties among the random local potentials. As well, the intensity of the disorder potential can be tuned by varying the interaction strength U ab (e.g., shifting the lattices). This allows to simulate a large variety of disordered phases. As opposite to the classical simulation of randomness (e.g.,with speckle lasers [24] ) our quantum mechanical approach allows to simulate all possible evolutions of the random system in one single run of the experiment. Concerning measurements, note that in an experiment we will typically have many copies of the system (an array of 2D or 1D systems) so that the outcomes will be already averaged over all copies. As an example of current interest let us consider the case in which atoms a and b are initially prepared in two independent Tonks states [22] with filling factor ν a and ν b . For this case FIG. 4 : Numerical simulation of the time evolution of the averaged density of a Tonks gas in an optical lattice with M = 40 sites and ν = 1/2 in the random potential generated by another Tonks gas with ν = 1/5. the experimental scheme above would simulate the dynamics of a Tonks gas in the presence of the random potential generated by another Tonks gas. Using the numerical scheme above we have simulated this situation for M = 40 sites and ν b = 1/2, ν a = 1/5. Interestingly, the averaged density of atoms b shows localization of atoms b in the regions in which atoms a are most probably absent (see Fig. 4 ).
In conclusion, we have presented an algorithm that allows to simulate (classical) randomness in quantum many body systems via a single quantum mechanical problem in which quantum interactions allow all possible quantum paths of the random system to occur simultaneously. Our scheme opens new possibilities in the numerical and experimental simulation of QRS. We thank M. A. Martín-Delgado for helpful discussions. Work supported in part by DFG, EU projects and Bayerische Staatsregierung.
