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Abstract. 
My thesis has accomplished 3 significant contributions to neuroscience. Firstly, I 
have discovered a novel example of vertebrate deep-brain photoreception. 
Spontaneously generated fictive locomotion from the isolated nervous system of 
pro-metamorphic Xenopus tadpoles is sensitive to the ambient light conditions, 
despite input from the classical photoreceptive tissues of the retina and pineal 
complex being absent. The photosensitivity is found to be tuned to short 
wavelength UV light and is localised to a small region of the caudal diencephalon. 
Within this region, I have discovered a population of neurons immuno-positive for 
a UV-specific opsin protein, suggesting they are the means of phototransduction. 
This may be a hitherto overlooked mechanism linking environmental luminance to 
motor behaviour. Secondly, I have advanced the collective knowledge of how both 
nitric oxide and dopamine contribute to neuromodulation within motor control 
systems. Nitric oxide is shown to have an excitatory effect on the occurrence of 
spontaneous locomotor activity, representing a switch in its role from earlier in 
Xenopus development. Moreover, this excitatory effect is found to be mediated in 
the brainstem despite nitric oxide being shown to depolarise spinal neurons. 
Thirdly, I have developed a new preparation for patch-clamp recording in pro-
metamorphic Xenopus tadpoles. My data suggest there are several changes to the 
cellular properties of neurons in the older animals compared with the embryonic 
tadpole; there appears to be an addition of Ih and KCa channels and the presence 
of tonically active and intrinsically rhythmogenic neurons.  In addition, I have 
shown that at low doses dopamine acts via D2-like to hyperpolarise the membrane 
potential of spinal neurons, while at higher doses dopamine depolarises spinal 
neurons. These initial data corroborate previously reported evidence that 
dopamine has opposing effects on motor output via differential activation of 
dopamine receptor subtypes in Xenopus tadpoles.   
  
1 
 
General Introduction. 
“Nothing in biology makes sense except in the light of evolution” 
Dobzhansky (1964) 
The realisation that all life is connected by the common strand of its DNA is of 
fundamental importance to all those who wish to study biology. Every ion channel or 
behaviour is a product of millions of years of struggle and survival, of life and death. 
Although a doctoral thesis rightly involves studying the minutiae of a subject, it is 
always helpful to consider the bigger picture – for example, why a particular structure 
or trait evolved and whether or not it is likely to exist in other systems or species. This 
is essentially the last of Tinbergen’s ‘four questions’, which are a good test of any claim 
to understand animal behaviour. The focus of this work is the neural control of 
locomotion in the Xenopus laevis frog tadpole and I would argue that this system can 
provide answers, not just to one of these questions, but to all four: 
 Causation – What are the mechanisms underlying a given behaviour? 
 Function – How does the behaviour impact on survival reproduction chances? 
 Development – How does the behaviour change with age? 
 Evolution – How does the behaviour compare with other species and how might 
it have arisen during phylogeny? 
Amphibians have their origins in the Devonian Period, about 400 million years ago, and 
were some of the first animals to leave the aquatic environment and live, at least 
partially, on land. Like all vertebrates, amphibians have a backbone protecting the 
nervous tissue that comprises the spinal cord. They share this feature with all fish, 
reptiles, birds and mammals, including of course, humans. Unlike many of these groups, 
amphibians have not fully escaped from an aquatic lifestyle, and must stay close to a 
source of water in order to breed. Their externally fertilised ova and embryos are 
relatively large and amphibians, particularly frogs, have been studied extensively as a 
model for vertebrate development. They also possess relatively large neurons and are 
studied widely as models of neuroethological phenomena.  
A persisting problem facing neuroscience is the gap in our understanding of the link 
between neurons and animal behaviour. Major advances have been made in 
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understanding the basic cellular processes within the body. In the nervous system, for 
example, the ionic basis of the action potential and the way neurons communicate is 
now textbook knowledge. Synaptic plasticity and LTP are also reasonably well 
understood, and behavioural paradigms are used in an attempt to infer how these 
cellular processes encode memories and underpin the way we learn new information. 
However, these highly complex behaviours involve huge computational power, and 
working out how the activity of networks of neurons leads to the emergence of 
behaviour is not immediately obvious. Furthermore, to study these processes in detail, 
and at a cellular level, requires animals, and it is difficult to equate learning in another 
species with our own cognitive abilities. Only by developing experimental models 
which have both accessible, preferably identifiable neurons, and tangible behavioural 
outputs can we hope to link the two fields together. While even this approach is likely to 
fall short of a full explanation for the richness of animal behaviour, it is the logical first 
step.    
Locomotion is a common behaviour that is relatively accessible and can help bridge this 
brain-behaviour knowledge gap. Like breathing, walking and chewing, locomotion is a 
rhythmic motor behaviour with a regular, largely predictable output. This means that the 
same neurons are likely to participate in a relatively stable pattern during each cycle of 
activity, and the effects of experimental manipulations can be observed and compared 
against this stable baseline. Amongst vertebrates, there are two primary strategies for 
motor control; axial swimming and appendicular limbed locomotion. Axial systems 
evolved first and represent a simple starting point for animals with a bi-laterally 
symmetrical body plan. They work based on contracting muscles at the same level of 
the body in alternation, and generating a travelling wave of body curvature along the 
head-to-tail axis of the body. In an aquatic environment this generates thrust by exerting 
force on the water. The alternation of activity across the body negates lateral 
displacement, while the travelling wave propels the animal forward. Appendicular 
systems, on the other hand, have evolved for a life on land and enable the body to be 
lifted off the ground against the forces of gravity. In order to achieve this they require 
jointed appendages, or limbs, and generally work by contracting antagonistic pairs of 
muscles to flex and extend about each joint. While this organisation is a necessary 
adaptation for a life out of water, it is substantially more complex, requiring 
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coordination not just around each joint but also simultaneously between one or more 
pairs of limbs.  
Amphibian locomotion is a rare case where both locomotor strategies are employed in 
the same species, either during development or, in the case of salamanders, 
simultaneously as an adult. This feature of amphibians speaks to their evolutionary past, 
since the transition from axial to limb-based locomotion was central in allowing them, 
and other pioneering species, to leave the water behind. During metamorphosis, the 
limbs develop in a process that requires all of the critical components of embryonic 
development: progenitor cells differentiate following induction by transcription factors; 
new muscles develop and are innervated by motor neurons (MNs); and, at the level of 
the spinal cord, neurons must form appropriate synapses in order to coordinate the 
activity of these MNs. This entire metamorphic process is orchestrated by thyroid 
hormones, and has been studied extensively in amphibians. It represents a unique 
opportunity to investigate the processes that control early development in all 
vertebrates, but in an accessible system where the larvae are freely behaving and 
capable of observable behaviours.  
The accessibility of amphibian development also has the benefit of making longitudinal 
studies more feasible. This enables a researcher to ask not just how a given behaviour 
works at a particular time, but how that behaviour emerges during development. The 
development of motor control in Xenopus is a particularly good model for this 
approach, since it is characterised by several dramatic behavioural transitions: the 
embryos are relatively simple but still capable of swimming in response to stimulation; 
the larvae develop a more flexible swimming pattern that allow them to speed up, slow 
down and change direction; later still, the larvae become free-swimming and remain in a 
state of almost constant motion; finally, metamorphosis is accompanied by the 
development and ultimately the functional independence of the limbs. As the reader will 
discover later in this thesis, the starting point for these studies is the motor control 
system of the Xenopus embryo, which is understood in great detail; from the level of 
synaptic interactions through to animal behaviour. This thesis adds to that body of 
knowledge and hopefully opens up several new avenues for discovery. To return to 
Tinbergen’s four questions, there is an opportunity to study the neural mechanisms 
controlling swimming; the development of those mechanisms and how they modify 
locomotor behaviour to cope with the demands of the environment; and finally how the 
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motor control strategies relate to those of other vertebrates, both the axial systems of 
fish and the appendicular systems of mammals.  
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1 The nature of spontaneous fictive locomotion in pro-metamorphic 
Xenopus laevis tadpoles and its sensitivity to light.  
 
1.1. Summary. 
The Xenopus laevis tadpole swimming network has long been used as a model for 
the study of vertebrate locomotion. Until the last 10 years this work had been 
constrained to the first 3 days of development. At these late embryonic and early 
larval stages the tadpole is a predominantly sessile creature which normally swims 
only in response to sensory stimulation. This work focuses on the stages of 
development which follow, when the tadpoles become free-swimming and move 
around almost constantly, to facilitate their lifestyle as obligate filter feeders. 
Fictive locomotion at theses stages mirrors this ethological transition as ventral 
root activity now also readily occurs spontaneously. While a basic pattern of 
activity suitable to drive propulsive locomotion is maintained throughout larval 
development, the factors that affect the occurrence of on-going spontaneous 
activity have not been previously studied. Evidence presented here suggests the 
spontaneous generation of locomotion is sensitive to ambient light levels. Isolated 
nervous system preparations, devoid of photic input from the eyes or pineal gland, 
are more active in the light than in the dark. Upon re-illumination after a period in 
the dark, locomotor activity is initiated with a brief delay. The effects are not due 
to abiotic factors such as a change in temperature caused by the lighting 
conditions. A small region of caudal diencephalon must be left intact for the 
sensitivity to persist. Moreover, focal illumination of this region, but not other 
adjacent areas in the brainstem, elicits responses to light. The sensitivity is sharply 
tuned to short-wavelength UV light and occurs over a biologically relevant range 
of intensities. Furthermore, a cluster of neurons immune-positive for the UV-
sensitive opsin protein, opsin 5 (OPN-5), is found in this region of the tadpole 
brain. Taken together these data suggest the freely behaving Xenopus tadpole 
detects light via diencephalic deep-brain photoreception which links changes in 
luminance to motor activity.    
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1.2. A brief history of vertebrate locomotor research. 
1.2.1. The motor infrastructure. 
The study of vertebrate locomotion can be traced back to at least 100 years ago, to the 
pioneering work of Charles Sherrington. He proposed that reflexes were the building 
blocks of all movement and that complex actions could be achieved via combinations of 
these relatively simple ‘functional units’ (Sherrington, 1906).  Stimulus-reflex arcs are 
undoubtedly fundamental to the most basic survival tasks of animals but, while a 
withdrawal response may be vital in avoiding injury from a noxious stimulus, in reality, 
they aren’t themselves capable of generating complex behaviour. The ‘motor 
infrastructure’, as Sten Grillner coined it is composed of all the possible networks of 
neurons that can be activated by the nervous system to bring about movement (Grillner 
2003). They include everything from simple reflexes to coordinated whole body 
activities, which may employ virtually every system simultaneously to bring about 
ordered, elegant behaviour.  
Perhaps the most complex motor tasks are those where a given motor action can be 
selected in a goal-directed manner. Humans have arguably mastered this better than any 
other species with their ability to communicate through speech, using coordinated 
movements of the tongue, soft palate and lips in combination with expiration of air from 
the lungs (Fitch 2000). Reaching movements, where the body, including the whole arm, 
wrist and fingers, must be coordinated based on visual information (Fattori et al. 2010) 
similarly require major computational power. These advanced motor tasks clearly 
require practise, since we are not born being able to speak a defined language or catch a 
bouncing ball. The flexibility built into these movements is at the heart of what makes 
us and all animals adaptable. Understanding these complex, highly intricate behaviours 
requires basic knowledge acquired through research on more predictable and hard-wired 
neural circuitry, such as those underlying rhythmic motor patterns.    
In mammals, the respiratory rhythm is a classic example of a rhythmic activity which, 
from birth until death, will barely skip a beat (Feldman et al. 2003).  The underlying 
respiratory neuronal networks are located primarily in the medulla of the brainstem and 
project from here to activate motor neurons (MNs) in the cervical spinal cord. The 
primary rhythm generating nuclei of the respiratory network are the pre-Bötzinger 
complex (Smith et al. 1991) and the retrotrapezoid nucleus / parafacial group (Onimaru 
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& Homma, 2003). The former is thought to maintain the respiratory rhythm at rest and 
contains rhythmogenic interneurons that are capable of maintaining rhythm even when 
isolated in thin slices of brainstem (Feldman & Del Negro 2006). The latter contains a 
subset of CO2-sensing neurons and is thought to be recruited and contribute to rhythm 
generation during active expiration, when the respiratory system is under stress 
(Onimaru et al. 2009).   
One major difference between respiratory networks and those controlling locomotion is 
that the latter generally requires a ‘go’ signal. In vertebrates locomotion is driven by 
descending pathways from the reticular formation which are in turn activated by higher 
centres in the midbrain and forebrain. This hierarchical arrangement allows an animal to 
control when and how it moves without requiring a constant mental effort to maintain 
the basic activity once initiated.  After the decision to move has been taken, the 
coordination of the head, arms, torso and legs seem to flow together without 
interruption. This seems very different from a set of binary reflexes simply spliced 
together.  
"...the spinal reflex is of the nature of a distorted 'beat' of the rhythmic 
progression phenomenon." (Brown 1914) 
To gain a full understanding of the neural control of locomotion it is important to 
understand which parts of the central nervous system (CNS) are involved and what roles 
they play. The basic layout of a locomotor system begins with the descending control 
systems. These provide the excitatory drive required to first initiate and subsequently 
maintain locomotion. The descending excitation activates spinal networks that are wired 
together so as to provide patterned input to MNs. The MNs exit the spinal cord via the 
ventral roots and release acetylcholine (ACh) at the neuromuscular junction causing 
muscle contraction. During locomotion, sensory feedback from the periphery constantly 
modulates on-going activity. Information from the motor and somatosensory cortices, as 
well as the spinal cord and vestibular system converge on the cerebellum. The 
cerebellum is equipped with up to half of the total number of neurons in the brain and is 
endowed with huge computing power used to generate an internal model of the world, 
which can be compared with the real-time information during motor behaviour. 
Through a system of feed-forward corrective actions the cerebellum is able to correct 
for errors in movement, keeping them smooth and coordinated.  
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Historically, locomotor research was carried out on mammalian preparations and 
therefore I will introduce the following sections with the early work done primarily on 
the decerebrate cat. Partly owing to their relative simplicity, a more complete picture of 
vertebrate locomotion is found in the spinal networks which control swimming in 
‘lower’ vertebrates, such as the lamprey and the Xenopus embryo (for review see 
Grillner 2003; Roberts et al. 2010). Finally, time will be devoted to research in both the 
mouse and zebrafish that have come to the fore in recent times, specifically due to the 
power of genetic manipulations now available in these species. 
1.2.2.  The supra-spinal control of locomotion. 
In the vertebrate brain the supra-spinal centres for locomotor control, located in the 
brainstem, are reasonably well understood (Fig. 1.1). First described in the cat midbrain 
(Shik et. al, 1966), tonic stimulation of the mesencephalic locomotor region (MLR) 
elicits locomotor activity which ceases when the stimulus is removed. The same 
stimulus activates the postural system and can, depending on the strength of stimulation, 
alter the frequency and intensity of muscle contractions (Shik et. al, 1966). In addition, 
stimulation of the MLR can initiate transitions in gait, such as a switch from walking to 
galloping.  This is true not only in other mammals (Skinner & Garcia-Rill, 1984), but 
likely all vertebrates since the same basic organisation exists in the lamprey (Sirota et 
al. 2000). There is considerable debate about the anatomical extent of the MLR and 
indeed whether or not it can be classified as a single entity (see Sinnamon, 1993; Jordan 
1998; Fig. 1.1). However, there is evidence for the inclusion of the following nuclei of 
the mammalian brain: the periaqueductal gray, the pedunculopontine nucleus, the 
cuneiform nucleus, and the locus coeruleus (Jordan 1998).  
The MLR in lampreys is localised in a very small periventricular region of caudal 
mesencephalon and stimulation of this area but not adjacent areas will produce properly 
coordinated swimming (Sirota et al. 2000). Projections from the lamprey MLR not only 
descend directly to the spinal cord but also innervate several regions of the caudal 
brainstem implicated in locomotion.  In contrast, the mammalian MLR has no direct 
connection with the spinal locomotor circuitry and acts only via the caudal brainstem 
nuclei (Garcia-Rill & Skinner, 1987). 
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Figure 1.1  The MLR and the supraspinal control of locomotion 
 
A, the basic layout of supraspinal control centres in the mammalian brain. B, Schematic 
illustrating the influence of several major brain areas on the MLR and ultimately on the spinal 
CPG for locomotion. In general the MLR is inhibited by the basal ganglia and excited by the 
hypothalamus. In turn the MLR activates reticulospinal centres in the hindbrain that provide 
excitatory drive to the spinal CPG. Overlaid in this schematic are the proposed context-
dependent control systems for mammalian locomotion: the basal ganglia are thought to underlie 
the exploratory system; the medial hypothalamus the primary defensive system and the lateral 
hypothalamus the primary appetitive system. Figures adapted from Jordan (1998; B) and (Le 
Ray et al. 2011)    
 
The reticular formation, which runs the entire length of the rhombencephalon, has 
several nuclei which are linked to the activation and maintenance of locomotion 
(McClellan & Grillner, 1984). It is a bottleneck in the control of locomotion where 
sensory inputs, especially from trigeminal afferents (Viana Di Prisco et al. 1997), as 
well as other descending pathways converge. In the lamprey, reticulospinal neurons 
have been recorded from in the freely behaving animal and shown to be linked to almost 
every aspect of movement including initiation, speed, turning and termination 
(Deliagina et al. 2000). It is also apparent that there is a gradient of excitatory inputs 
from the MLR to the rhombencephalon (Brocard & Dubuc, 2003). The rostral most 
areas receive the strongest input form the MLR and are correspondingly recruited at the 
lowest levels of stimulation, whereas the more caudal brainstem regions receive weaker 
input and require more intense MLR stimulation to activate them.  
A B
10 
 
As well as the MLR, there is a corresponding region of the diencephalon involved in the 
generation of locomotion, namely the diencephalic locomotor region (DLR). The DLR 
is located in the ventral or sub thalamic tissue of all the species studied to date. In 
mammals, this site is located within the zona incerta (Parker & Sinnamon, 1983; Milner 
and Morgenson, 1988), which projects to the caudal medulla and activates locomotion. 
A homologous area of the lamprey ventral thalamus also projects to caudal hindbrain 
nuclei where it activates rhythmic firing which in turn causes rhythmic bursting from 
spinal ventral roots (Ménard & Grillner 2008; El Manira et al. 1997).  
Both the MLR and the DLR receive descending input from multiple forebrain structures 
including the basal ganglia and hypothalamus (Le Ray et al. 2011; Fig. 1.1A). In 
general the basal ganglia act to inhibit the MLR and thus activation of downstream 
components of the locomotor circuitry is achieved through disinhibition (Le Ray et al. 
2011). This idea is supported by experimental evidence in mammals, showing that 
stimulation of the substantia nigra pars reticulata (SNr) can mask MLR-induced 
locomotion (Takakusaki, 2003). Furthermore, directly disinhibiting the MLR, by local 
application of the gamma-aminobutyric acid (GABAA) receptor antagonist, bicuculline, 
induces locomotion (Garcia-Rill et al, 1990). This is also true in the lamprey, where the 
medial pallium inhibits the MLR via GABA and locomotion is again induced by 
disinhibition of this input (Menard et al, 2007). More recently, in the lamprey, the 
posterior tuberculum (PT) was found to project to the MLR (Ryczko et al. 2013). This 
pathway releases DA onto neurons within the MLR and facilitates the MLRs activation 
of reticulospinal systems, causing an increase in motor output.  
The hypothalamic inputs to the MLR are thought to be split between the lateral and 
medial hypothalamus. In contrast to the basal ganglia, the hypothalamus activates the 
MLR directly and also projects to the reticulospinal nuclei of the brainstem (Jordan 
1998). The three major inputs to the MLR (the basal ganglia, the lateral hypothalamus 
and the medial hypothalamus) have classically been seen as controlling different 
context-dependent motor behaviours in mammals (Fig. 1.1B; Sinnamon, 1993). 
Sinnamon described the behaviour types as follows: exploratory locomotion; primarily 
defensive locomotion and primarily appetitive locomotion.  
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Figure 1.2  Neural specification in the spinal cord. 
 
During early embryonic development the fate of specific classes of neurons is determined by a 
series of inductive signals and transcriptional codes. Ai, the expression of Shh RNA in the 
spinal cord of a chick reveals high concentrations are found ventrally in both the floor plate (FP) 
and notochord (NC). Aii, the release of Shh from the ventral aspect of the neural tube results in 
a gradient of protein concentration (blue triangle) that in turn imposes a pattern of 
homeodomain protein expression (see right hand side). At specific concentrations, Shh represses 
class I and induces the expression of class II homeodomain proteins and the combination of 
these effects defines different domains of the neural tube that have their own unique compliment 
of transcription factors. Aiii, When homeodomain proteins abut the same progenitor domain 
mutual inhibition of expression between class I and class II proteins reinforces the domain 
boundary. Aiv, Ultimately, the progenitor domains (p0,p1,p2, pMN and p3) result in specific 
post-mitotic neuron classes called V0, V1, V2, or V3 interneurons and MNs. B, As well as this 
dorso-ventral patterning, neuron fate is also determined by a transcriptional code running along 
the rostro-caudal axis of the spinal cord. In the neural tube the expression of a set of 
chromosomally linked Hox genes (top) is induced by graded expression of FGF (middle – blue 
triangle). Genes nearest the 3’ end of the cluster are expressed rostrally at low concentrations of 
FGF while those nearest the 5’ end are expressed caudally in response to high FGF 
concentrations.  Additional inductive signals from retinoic acid (RA) and growth differentiation 
factor 11 (Gdf11) contribute to Hox gene regulation at either more rostral or caudal levels, 
respectively (middle). Figures adapted from (Jessell 2000;A) and (Dasen & Jessell 2009; B).  
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The basal ganglia are proposed to underlie the exploratory system, where locomotion is 
targeted towards distal stimuli, acting primarily via the pedunculopontine nucleus.  The 
lateral hypothalamus is proposed to underlie the appetitive system, where locomotion 
serves to bring the animal in contact with rewarding stimuli. Finally, the medial 
hypothalamus is proposed to underlie the defensive system, where locomotion functions 
to distance the animals from dangerous or noxious stimuli (Jordan 1998; Sinnamon, 
1993). These generalisations seem to provide a good starting point to understand the 
complex arrangement of descending drive for locomotion but it is also clear that the 
system is not as hard wired as the description implies. In reality multiple regions can be, 
and are, active together during a given behaviour (Jordan 1998). 
In fish, the nucleus of the medial longitudinal fasciculus (MLF) is thought to overlap 
with the MLR (Uematsu & Todo, 1997). This region not only receives input from 
multiple sensory modalities but is active during a diverse range of motor behaviours 
including escape, turning and optomotor responses (Sankrithi & O’Malley 2010).  
A simplistic view of descending drive to the spinal cord is that of tonic, unpatterned 
excitation that is moulded into meaningful motor output by the spinal circuitry. This is 
not the case. Multiple studies have highlighted coordinated rhythmic activity within 
reticulospinal populations (Soffe et al. 2009; El Manira et al. 1997; Kasicki & Grillner, 
1986; Perreault et. al, 1993). Excitatory drive in Xenopus has now been narrowed to a 
0.3mm region of caudal hindbrain and rostral spinal cord (Li et al. 2006). The cells 
involved are able to produce sustained, rhythmic excitation to the spinal network from 
only a brief stimulus by a process of mutual excitation and rebound firing (Li et al. 
2009; Moult et al. 2013).  
In the zebrafish hindbrain a genetically defined population of descending, 
glutamatergic, V2a, neurons have been shown to be both necessary and sufficient to 
drive swimming behaviour (Kimura et al. 2013). Within this population, however, are 
sub-groups which fire both in-phase and tonically in relation to on-going motor 
behaviour. This suggests a diversity of roles even amongst genetically and anatomically 
similar neurons.  
1.2.3. The development of the neurons in the ventral spinal cord.  
An important leap forward in the study of spinal circuits controlling locomotion was the 
unravelling of the developmental processes which induce differentiated cell-types (Fig. 
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1.2). Briefly, cell fate is defined by the expression of homeodomain transcription factor 
proteins and these are controlled in turn by the relative exposure of progenitor cells to 
various morphogens (Jessell 2000). In the neural tube, Sonic Hedgehog (Shh) is 
released ventrally from the floor-plate (Fig.1.2Ai; Briscoe et al. 2000) while bone 
morphogenetic proteins are released dorsally from the roof-plate (Lee & Jessell, 1999).  
The relative concentrations of these morphogens, highest close to the site of release and 
lower as you move along the dorso-ventral axis of the neural tube, impose a graded 
pattern of transcription factor expression. This is achieved since the homeodomain 
proteins are divided into two classes. For instance, the expression of class I proteins is 
repressed by distinct concentrations of Shh while the expression of class II proteins is 
dependent on a set level of Shh (Fig. 1.2Aii). Together, this sets up distinct progenitor 
domains based on the combination of homeodomain proteins expressed at a particular 
dorso-ventral level of the neural tube (Jessell 2000). This is the basis for the layout of 
the spinal cord in all vertebrates and results in different cell types occupying different 
positions along its dorso-ventral axis (Fig. 1.2Aiv).  
The mammalian spinal cord has been shown to contain 11 primary classes of neuron 
which emerge during embryonic development (Goulding & Pfaff 2005; Jessell 2000). In 
terms of the circuitry for locomotion, there are 5 distinct classes of neuron located in the 
ventral half of the cord, namely V0-V3 interneurons and MNs (Briscoe et al. 2000; 
Jessell 2000). The interneuron populations are named based on the dorso-ventral 
position of their respective progenitor domain within the neural tube, with V0 dorsal-
most and V3 located ventral-most. The MN populations are restricted to a domain 
located between V2 and V3 interneuron domains. What is most exciting and important 
about this is that the processes are highly conserved and so should be almost identical in 
all vertebrate species leading to homologies of anatomy, physiology and function 
among cell types with the same developmental make up. 
1.2.4. Spinal CPG networks.  
The central role of the spinal circuitry in the production of locomotion was highlighted 
first by Thomas Graham Brown (Brown 1911). In his 'half-centre' model, Brown (1914) 
proposed that the spinal cord, independent of the rest of the brain and absent of sensory 
input, could generate properly coordinated step cycles within a limb through a system of 
‘mutual inhibition.' This was based on the discovery that antagonistic 
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extensor and flexor muscles in a spinalised cat were active intrinsically and in 
opposition (Brown 1911; Fig. 1.3). These results were in contrast to Sherrington’s 
proposal that locomotion depended on continual sensory feedback (Sherrington, 1910)  
 
Figure 1.3  Reciprocal inhibition between antagonistic muscles is controlled 
intrinsically within the spinal cord. 
 
The basis for T.G. Brown’s half centre model for rhythmic progression during locomotion was 
based on mutual inhibition between neurons with antagonistic actions. Ai, A recording made 
from the tibialis anterior (upper trace) and the gastrocnemius (lower trace) in a spinalised cat 
where all muscles have been de-afferented and those other than the pair being recorded from 
have been paralysed. Aii, when rearranged for clarity the contraction (rise of the curve) from the 
flexor muscle (Fl; tibialis anterior) coincides with the relaxation (fall of the curve) in the 
extensor muscle (Ex; gastrocnemius). Figures adapted from Brown (1911).  
 
 
In terrestrial mammals the CPG for walking is distributed asymmetrically within the 
spinal cord in order to control both fore and hind limbs as well as the different joints of 
a single limb. This was first formally proposed by Sten Grillner in his ‘unit burst 
generator’ theory of the locomotor CPG (Grillner, 1981). The majority of research into 
the mammalian CPG for locomotion has focused on the networks controlling the 
hindlimbs. The circuitry of the lumbar and sacral spinal cord is sufficient to generate a 
basic motor pattern suitable for walking in isolation of both the brain and sensory inputs 
(Brown 1914; Grillner & Zangger, 1979). Furthermore, the rhythmic activity within a 
single joint, in this case the ankle, is retained with just three spinal segments (L6-S1) 
Ai ii
Ex
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intact (Grillner & Zangger, 1979), highlighting the distribution of multiple ‘units’ of the 
CPG for locomotion.   
Based on this early work there has been much attention focused on stripping the 
mammalian CPG down to its minimal component parts. The relative contribution of the 
rostral and caudal portions of the lumbar cord to rhythmic locomotion has generated 
much debate (see Kiehn 2006). In general, rostral lumbar segments have been found to 
produce rhythmic motor output in isolation better than the more caudal segments, 
suggesting a gradient in rhythmogenic capacity may exist (Hounsgaard & Kiehn 1989; 
Kiehn & Kjaerulff, 1998; Christie & Whelan, 2005). In contrast, there is little debate 
about the localisation of the components of the CPG in the transverse plane (Goulding 
2009; Kiehn 2006). Neurons in the ventral spinal cord, specifically in laminae VII and 
VIII, are rhythmically active during locomotion which has been confirmed both with 
activity-dependent labelling (Cina & Hochman, 2000) and electrophysiology (Tresch & 
Kiehn, 1999). More recently, using optogenetic manipulation of excitatory interneurons 
in discrete areas of the lumbar spinal cord, it has been possible to activate locomotor-
like rhythmic bursting from ventral roots (Hägglund et al. 2010; Hagglund et al. 2013). 
This work has provided weight to the unit burst generator theory by showing rhythmic 
activity can be initiated unilaterally; independently in flexor or extensor networks as 
well as within individual flexor motor pools (Hagglund et al. 2013).   
The story is simplified somewhat in spinal control of axial locomotion where there are 
no jointed limbs to coordinate. The motor output during undulatory swimming 
displayed by both Xenopus tadpoles and lampreys adheres to a pattern of left-right 
alternation and intersegmental delay down the rostro-caudal axis of the body (Kahn & 
Roberts 1982; Wallen & Williams 1984). Controlling these movements are networks of 
neurons which share broadly similar anatomy and functional contribution (Fig. 1.4). 
The two major cell types in the both networks are the glutamatergic excitatory 
interneurons that drive the activation of ipsilateral MNs (Dale & Roberts 1985; Li et al. 
2006; Buchanan & Grillner, 1987) and the glycinergic interneurons that inhibit the 
contralateral ‘half-centre’ (Buchanan, 1982; Soffe et al, 1984; Dale, 1985).   
In the lamprey, the intersegmental coordination responsible for maintaining the rostro-
caudal phase lag for proper forward locomotion has been studied both physiologically 
and via mathematical simulations (Grillner & Wallen 2002). Fish, as well as other 
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swimming animals, have a fairly stereotyped way of generating thrust. A propagating 
wave, originating near the head, is passed towards the tail by the sequential contraction 
of longitudinally distributed muscles. At the level of the spinal cord, MNs innervating 
each muscle (or block of muscle) must be activated by an underlying ‘wave’ of cellular 
activity. The speed of swimming is controlled by altering the phase lag between 
segments but at all rates of locomotion the phase lag remains a fixed proportion of the 
instantaneous cycle duration (Grillner & Kashin, 1967). In the lamprey this value is 
roughly 1% between each of the 100 or so adjacent body segments and is true both in 
vivo and in the isolated spinal cord (Wallen & Williams 1984). Neatly, this maintains a 
relatively stable body shape, approximately one sine wave, regardless of the swim 
frequency and means efficiency is not compromised when moving at different speeds.   
Both the major excitatory (Dale, 1986) and inhibitory (Buchanan, 1982) interneurons 
serving each spinal segment have projections extending longitudinally up and down the 
cord. Moreover, a second population of inhibitory interneurons, which innervate the 
contralateral cord in the lamprey have projections that extend up to five segments in 
either direction (Ohta et al, 1991). The anatomy of these neurons suggest the circuitry is 
in place to coordinate activity along the rostro-caudal axis of the body. Based on this 
basic connectivity map the intersegmental coordination during swimming has been 
modelled (Hellgren-Kotaleski et al, 1999a; b). The results are somewhat confusing since 
in one model the ipsilateral excitatory interneurons are key to setting the phase lag while 
in the other this is dependent on the contralateral inhibitory interneurons. It seems likely 
that multiple mechanisms at both cellular and network levels unite to maintain the 
proper coordination of swimming. When artificially reproduced in a simulation it is 
perhaps no surprise that the individual components can get very close but never exactly 
match the intersegmental coordination in the intact animal (Wallen & Williams 1984). 
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One further point of interest arising from these studies is the idea that, in reality, the 
spinal cord is not split up into segments. While externally the cord has a segmental 
organisation, with bilaterally paired dorsal and ventral roots projecting to and from 
segmental muscle blocks, the internal structure of the cord is not arranged in such a 
way. In the lamprey (Grillner & Wallen 2002), like the Xenopus tadpole (Roberts & 
Clarke 1982), the spinal neurons are arranged in continuous columns and not broken 
into distinct sections. Especially in terms of modelling swimming behaviour, this runs 
against the grain, which has tended to focus on the coupling of oscillators located along 
the length of the cord (Cohen et al, 1992; Buchanan, 1992). In fact, simulating 
intersegmental coordination assuming one continuous network produces a head to tail 
phase lag which is even more stable than the coupling of discrete oscillator units 
(Wadden et al 1997).   
 
Figure 1.4  The spinal networks of the lamprey and Xenopus frog tadpole. 
 
The spinal networks controlling locomotion in the lamprey (A) and the Xenopus frog tadpole 
(B) are arguably the best understood vertebrate CPGs. Both share several fundamental features 
that highlight the highly conserved nature of the vertebrate spinal cord across species. They are 
arranged in two half centres, as originally proposed by T.G. Brown (1914), with mutual 
inhibition between the two sides being provided by inhibitory interneurons that cross the spinal 
cord from left to right and vice versa (I & cIN). Both have excitatory glutamatergic interneurons 
that excite the other members of their ipsilateral half centre (E & dIN) and inhibitory 
interneurons that provide ipsilateral inhibition (L & aIN). Each network is also understood in 
terms of the sensory systems that contribute to locomotion (SR-E and SR-I in A & RB, dlc and 
dla in B). Figures adapted from Grillner & Wallen (2002; A) and Roberts et al, 2010; B).   
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The zebrafish (Danio rerio) has become an increasingly prominent model used in motor 
control research in the last two decades (Fetcho et al. 2008; McLean & Fetcho 2011). 
The appeal of zebrafish as an experimental model owes itself to a unique combination 
of 1) an axial swimming behaviour, which can be placed in the context of the lamprey 
and particularly Xenopus systems; and 2) the potential for genetic manipulation, which 
opens up an ever-expanding tool-kit with which to probe the neural circuitry. 
Furthermore, larval zebrafish have the added bonus of being transparent, allowing the 
use of powerful imaging techniques to visualise neural activity in vitro or even in freely 
behaving animals (Fetcho & O’Malley, 1995). In addition, zebrafish display a wide 
variety of distinct motor behaviours within the first five days after fertilization and 
while still only a few millimetres in length, making them ideal for high throughput 
screening of genetically perturbed phenotypes (Granato et al. 1996).  
The spinal circuit in zebrafish unsurprisingly shares some common features with the 
other swimming vertebrates. It comprises glutamatergic excitatory interneurons which 
drive ipsilateral MNs during locomotion (Kimura et al. 2006) and a suite of at least six 
different commissural interneurons which cross the cord providing input to the 
contralateral side (Hale et al. 2001). In fact, it seems a major difference between the 
zebrafish and both the lamprey and Xenopus spinal network is this prevalence of 
commissural projections. Of the 8 spinal interneurons so far described, three have 
primarily ascending axons while four have primarily descending projections (Hale et al. 
2001). Like in the lamprey these have a mixture of projection patterns ranging from just 
a few segments to the entire length of the spinal cord. The zebrafish is equipped with all 
the spinal cell types required for a classic axial motor pattern with left right alternation 
and intersegmental coordination along the rostro-caudal axis of the body.  
The MNs in zebrafish are sub-divided into distinct classes. Primary MNs are large and 
number just two or three per spinal segment (Westerfield et al. 1986; Myers, 1985). 
They are primarily involved in powerful motor behaviours including fast swimming, 
struggling and escape (McLean et al. 2007; Gabriel et al. 2011; Liu & Westerfield, 
1988). Secondary MNs are generally smaller but more numerous than the primaries and 
are primarily active during slower, weaker movements.  
Within the spinal circuitry it is not only the MNs which are differentially recruited 
during different behaviour. Ventral excitatory interneurons are rhythmically active at 
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the lowest swimming speeds with more dorsal excitatory cells recruited as swimming 
frequency increases (McLean et al. 2007). In the zebrafish larvae, this map of 
recruitment matches the recruitment of MNs perfectly. Primary MNs are located 
dorsally and are active only at high swimming speeds while secondary MNs follow a 
ventro-dorsal recruitment pattern as swim speed is increased.  
There is also a recruitment map of inhibitory interneurons during increasing swim speed 
but with the opposite topography to the MNs and excitatory interneurons, with dorsal 
cells active at lower speeds and more ventral cells active during the fastest swimming. 
At the cellular level, however, these populations are correlated, since the most ventral 
MNs and excitatory interneurons and the most dorsal inhibitory interneurons have in 
common relatively high input resistance (IR). There is evidence that there is a 
continuum of cellular and synaptic properties, including IR, which underlie the 
recruitment order of larval zebrafish MNs, (McLean et al. 2007; Menelaou & McLean 
2012). In the adult zebrafish there are thought to be at least 3 distinct pools of secondary 
MN, separated not only by their intrinsic properties and synaptic currents but also by 
their topographic arrangement along the dorso-ventral and medio-lateral axis of the cord 
(Gabriel et al. 2011). Moreover, these pools are not readily identifiable or recruited 
based on IR alone, suggesting that differentiation within the MNs may underpin 
different behavioural outputs that emerge during development.     
The development of excitatory interneurons in zebrafish has also highlighted this 
general principle whereby the position of a neuron in physical space is related to its 
functional role in behaviour (McLean & Fetcho 2009; Kimura et al. 2006). These 
studies have shown that, like MNs, the location of excitatory interneurons in the spinal 
cord is based on their order of development. The neurons born first become the dorsal 
most members of the population as cells born later are added to the network ventrally 
(McLean & Fetcho 2009). Moreover, the acquisition of new behaviour matches this 
pattern. The 4-day old larvae are capable of two distinct modes of swimming with the 
involvement of either the whole body for fast swimming or the tail on its own for 
slower swimming (Budick & O’Malley 2000; McLean et al. 2008; McLean & Fetcho 
2009). In contrast the 2-day old embryo uses the entire body when swimming, 
irrespective of the speed of locomotion. These data link the development of a neural 
network with the properties of the component neurons and ultimately the behaviours 
that the network can generate.  
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The powerful tools available for research on zebrafish coupled with its relatively simple 
axial-based locomotor strategy make it arguably the best model for studying motor 
control at the present time. This position is certainly strengthened since it facilitates a 
link between anatomically and functionally similar neurons in axial species and the 
homologous cell-types in the more complex mammalian CPG networks. The component 
neuron classes within the mammalian cord are beginning to be teased apart with the 
help of targeted cell class-specific genetic techniques based on the progenitor domain 
occupied by each class of neuron within the developing spinal cord (Jessell 2000).       
For example, V0 interneurons are defined by the post-mitotic expression of the 
homeobox gene Dbx1 (Pierani et al 2001). This population comprises a mixture of 
excitatory and inhibitory neurons which primarily project contralaterally, and are 
implicated in the coordination of left-right alternation during mammalian locomotion 
(Lanuza et al. 2004). More recently this role in left-right coordination has been shown 
to be speed / gait dependent: genetic ablation of the primarily inhibitory, dorsal 
population disrupts alternating limb activation at low speeds while ablation of the 
primarily excitatory, ventral population disrupts alternation at high speeds (Talpalar et 
al. 2013). An additional sub-set of V0 cells, which project ipsilaterally, are the source of 
C-bouton cholinergic input onto MNs and are thought to regulate MN firing in a task-
dependent manner (Zagoraiou et al. 2009).  
V1 interneurons are characterised by the post-mitotic expression of the transcription 
factor Engrailed-1(En-1) and project locally within the one side of the spinal cord. They 
release GABA and glycine and include Renshaw cells, which provide recurrent 
inhibitory input to MNs (Eccles et al. 1954; Sapir et al. 2004; Renshaw 1941); and 1a 
inhibitory interneurons, which are activated by 1a afferents and provide reciprocal 
inhibitory input to antagonistic motor pools (Eccles & Lundberg 1958). It is important 
to note that Renshaw cells and 1a inhibitory interneurons act in feedback loops whereby 
MN firing actively regulates network output. This is distinct from the assertion that 
MN’s are merely the means of delivering patterned network activity to the periphery 
since they play an active role in shaping their own firing through these central 
connections. While both V1 subtypes are rhythmically active during locomotion (Pratt 
& Jordan, 1987), neither is deemed essential for maintaining the rhythm (Brownstone & 
Bui 2010). Genetic silencing of the population has been found to shape MN bursting 
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and reduce locomotor speed (Gosgnach et al. 2006) but again a complete loss of 
alternating, flexor-extensor MN activity does not occur.  
The homeobox gene Lhx3 is expressed by neurons comprising the V2 population. Like 
V1 interneurons they are also confined to the same side of the spinal cord, synapsing on 
ipsilateral MNs. In contrast to the V1 population, however, they extend their projections 
along the rostro-caudal axis of the spinal cord and can be sub-divided into excitatory 
(V2a) and inhibitory (V2b) populations (Lundfald et al. 2007; Al-Mosawie et al. 2007) 
(Zhou et al 2000). While a role for V2b interneurons in locomotion has not yet been 
investigated, V2a interneurons are required for proper left-right coordination (Crone et 
al. 2008; Crone et al. 2009). This may seem at odds with the ipsilateral projections of 
these neurons but evidence shows that they make direct excitatory connections onto 
commissural V0 interneurons (Crone et al. 2008). In addition, this loss of coordination, 
characterised by a switching in gait from left-right alternation to synchrony, occurs only 
at high speeds of locomotion (Crone et al. 2009).   
The V3 population, defined by the post-mitotic expression of Sim1. Like V2a neurons, 
they provide glutamatergic excitatory input to MNs, although they project primarily 
contralaterally (Zhang et al. 2008). They also contact most other spinal interneuron 
types involved in locomotion, distributing rhythmic excitation throughout the network. 
The removal of V3 neurons from the network, via genetic manipulations, results in 
disrupted gait and a loss of robust, balanced output from either side of the spinal cord. 
Together this suggests V3 interneurons have a role in establishing proper bilateral 
coupling of the CPG (Zhang et al. 2008; Brownstone & Bui 2010). 
The final type of spinal neuron type is the MN. As well as their peripheral projections to 
the musculature, MNs are defined by their expression of the homeobox gene Hb9 and 
their cholinergic phenotype (Arber et al. 1999; Briscoe et al. 2000). There is now 
growing evidence that within each of the 5 major spinal neuron classes involved in 
locomotion there are sub divisions which produce functionally distinct cell types – see 
V2a and V2b for example. This divergence of function within a genetically distinct 
population is best understood in the MNs, where subtypes have been known for many 
years (Kanning et al. 2010; Dasen & Jessell 2009).  
MNs are divided into motor columns that innervate different muscles: in mammals the 
limbs are innervated by MNs in the lateral motor column (LMC) while the hypaxial and 
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epaxial muscles of the body wall are innervated by the hypaxial and medial motor 
columns, respectively.  At the level of the limbs this segregation of labour continues 
with distinct divisions of the LMC. The lateral LMC population projects dorsally, 
primarily innervating extensor muscles while the medial LMC population projects 
ventrally, primarily innervating flexor muscles (Dasen & Jessell 2009; Landmesser, 
1978). Futher to this separation, there are also dedicated motor pools (Romanes, 1942) 
for each muscle of the limb and these pools form discrete clusters within the LMC 
(Landmesser, 1978; Dasen & Jessell 2009).  
The divergence of MN innervation is now reasonably well understood in terms of 
developmental genetics (Dasen & Jessell 2009). Just as the specification of MNs from 
other spinal interneurons is based on gene expression controlled by dorso-ventral 
gradients of signalling factors (Briscoe et al. 2000), the specification of a MN’s 
innervation profile is controlled by graded expression of signalling factors along the 
rostro-caudal axis of the spinal cord (Fig. 1.2B).  
Fibroblast growth factors (FGF) are released from paraxial mesoderm at the caudal 
extent of the developing spinal cord. This imposes a rostro-caudal gradient of the 
signalling factor, with less FGF present as you move rostrally (Liu et al, 2001). The 
expression of a cluster of chromosomally linked Hox genes is controlled by this graded 
FGF expression so, for example, MNs within the lumbar cord express Hox genes 10-13 
(Dasen & Jessell 2009; Lui et al, 2001). This signalling is complimented at the cervical 
and lumbar levels by localised gradients of retinoic acid and growth/differentiation 
factor 11, respectively. With over 20 different Hox genes found in various vertebrate 
MNs, a clear picture is emerging as to how the different sub-populations are organised 
during development (Dasen & Jessell 2009; Dasen et al, 2005).    
The spinal circuits underlying rhythmic locomotion have been systematically dissected 
over the last century. In both simpler axial swimming and more complex quadrupedal 
locomotion, the networks within the spinal cord are arranged similarly to drive 
antagonistic muscle contraction. As our understanding of the development of these 
networks has increased, it has become clear there are genetically homologous neuron 
classes across species. In many cases, such as the En-1 expressing V1 interneurons that 
mediate recurrent inhibition in the Xenopus tadpole (Li et al. 2004), zebrafish  
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Figure 1.5  The conservation of interneuron function across species. 
 
Cells expressing the post-mitotic transcription factor En-1 perform similar functions, mediating 
recurrent inhibition within the spinal cord in tadpoles (A), zebrafish (B) and mammals (C). aINs 
in the embryonic Xenopus tadpole spinal cord have a characteristic anatomy with a primary 
axon that initially descends before branching and ascending towards the brain (Ai). Aii, 
Simultaneous single cell recordings from aINs and other CPG neurons highlight their inhibitory 
actions in the network; evoked action potentials in an aIN (lower trace) elicit IPSPs in the other 
CPG neurons (upper trace). Aiii, An aIN labelled with GFP (a & b) has a nucleus positive for 
En-1 (c – red; see merge in d – yellow). Circumferential ascending (CiA) interneuorns in the 
zebrafish spinal cord have a primary ascending axon (Bi – thick green arrow) that branches and 
also has descending processes (Bi thinner green arrows). Bii, Current injected into a CiA during 
loose patch recording (lower trace) elicits an IPSP in a MN (upper trace). Biii, GFP-labelled 
CiA interneurons (a) are positive for an En-1-specific antibody (b – red; merge appears yellow). 
V1 interneurons in the ventral horn of the mouse spinal cord (Cia – green) are GABAergic (Cia 
& b – red; merge in b appears yellow). V1 axons labelled by GFP (Cic – green) contact MNs in 
the ventral horn immunostained for Hb9 (Cic – red). Cii, antidromic stimulation of the medial 
gastrocnemius nerve in the cat elicits recurrent inhibitory IPSPs in a ventral horn MN (Cii – 
control). Subsequent application of strychnine and then bicuculline can almost entirely abolish 
these IPSPs. Together these data provide good evidence to corroborate the long standing theory 
that Renshaw cells mediate recurrent inhibition of MNs in the ventral horn via MN collaterals 
(Ciii). Figures adapted from Li et al. (2004; A); Higashijima et al. (2004; B); Sapir et al, (2004; 
Ci); Cullheim & Kellerth (1981; Cii) & Eccles et al. (1954; Ciii).  
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(Higashijima et al. 2004) and mouse (Sapir et al. 2004), the functional roles of these 
cells are preserved across species (Fig. 1.5).  
Within the basic progenitor domain-defined cell classes, multiple sub-types are 
emerging, each with a subtly different contribution to the function of the network. The 
same basic knowledge that helped define the different network components is now 
helping to visualise and target them experimentally. This means there is now a realistic 
chance to understand the wiring in the complicated networks controlling mammalian 
locomotion in a way which, in the past, had only possible in simpler systems.    
1.2.5. Postural control during locomotion. 
A fundamental aspect of all motor tasks is that the body must be properly orientated in 
space. This process is controlled both in a feed-forward and feedback manner (for 
review see Deliagina et al. 2006).  The anticipatory, feed-forward, actions serve to 
prepare the body for expected disturbance in the environment as well as responses to 
voluntary movement. The feedback systems correct the posture after unexpected 
perturbations in the environment. Somatosensory, visual and vestibular systems are all 
involved in maintaining proper body orientation and, under different circumstances, 
work in unison or individually (Beloozerova et al. 2003a; Deliagina et al. 2006).  
In mammals, corrective head movements are driven primarily by vestibular and visual 
input while postural control of the trunk is achieved primarily by somatosensory input 
from the limbs (Beloozerova et al. 2003a; Deliagina et al. 2006).  The somatosensory 
inputs work locally at the level of the individual limb, such that perturbations to either 
the rostral or caudal trunk can be corrected independently (Beloozerova et al. 2003a). 
Furthermore, the correct trunk position is maintained when in the dark, removing visual 
input, and with the head fixed to remove vestibular input (Deliagina et al. 2000; 
Beloozerova et al. 2003a). The somatosensory system acts in a closed loop within each 
limb, relaying mechanoreceptive information to the spinal cord and making local 
adjustments based on deviations from the norm (Deliagina et al. 2006). In addition, limb 
mechanoreceptors also provide feedback to the descending control systems in the 
brainstem, cerebellum and motor cortex (Beloozerova et al. 2003b). Here, information 
about head orientation from the vestibular and visual systems is thought to be integrated 
before the appropriate response is relayed back to the spinal cord via the vestibulospinal 
and reticulospinal tracts.  
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The organisation of postural control in the lamprey seems to function in a similar 
fashion. Vestibular and visual information are relayed to the spinal cord via dedicated 
reticulospinal pathways (Deliagina et al, 1992).  For each plane of movement there are 
two groups of reticulospinal neurons which mediate antagonistic vestibular reflexes. If 
the lamprey deviates too far from the normal orientation, inputs from both the vestibular 
and visual systems will activate one group while inhibiting the other. The antagonistic 
nature of the reticulospinal neurons ensures the equilibrium point, usually dorsal side 
up, is restored (Deliagina et al, 1992; Deliagina et al, 2006).   
1.2.6. The role of sensory feedback during locomotion. 
As well as maintaining proper posture during motor tasks feedback loops are vital to 
integrate proprioceptive information into on-going locomotion. Indeed, the study of 
motor control can trace its roots back to the study of these feedback loops: Charles 
Sherrington’s work in the early part of the 20th century posited that rhythmic locomotion 
could be generated by linking together a repeating series of local spinal reflexes 
(Sherrington, 1910). Although these reflexes do not underlie the fundamental 
progression of rhythmic motor activity they are nevertheless vital for real locomotion in 
an intact animal (Pearson 2004). The artificial, in vitro setting in which fictive 
locomotion is recorded highlights the importance of Brown’s central control system. In 
reality, however, the environment is unpredictable and sensory feedback helps us to deal 
with this, adjusting motor output appropriately. Specifically, sensory feedback seems to 
be important to adapt motor activity based on the instantaneous state of the limbs and / 
or muscles involved at a given time (Pearson, 2004). 
 During walking, the transitions between stance and swing-phase activity need to 
account for the load on the supporting leg. It has been shown that a prerequisite for the 
transition to swing-phase activity is unloading of the leg: unloading the leg prematurely 
advances the onset of the swing phase (Gorassini et al. 1994), while adding additional 
load to the leg will increase the duration of the stance phase (Duysens & Pearson, 
1980). This mechanism avoids a situation where a leg bearing a large proportion of total 
body weight is lifted off the ground.  
While the lamprey obviously does not receive somatosensory input from limbs, 
mechanoreceptors in the lateral margin of the spinal cord provide similar feedback 
during locomotion (Grillner & Wallen 2002). These edge cells (Grillner et al, 1984) are 
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activated when the contralateral musculature contracts and provide both inhibitory input 
to the contralateral, active hemi-cord and excitation to the ipsilateral, inactive hemi-cord 
(Di Prisco et al, 1990). In doing so edge cells reinforce the left-right alternation within 
the spinal network. Similarly to mammalian walking there is good evidence that this 
sensory feedback is important when dealing with environmental obstacles (Ekeberg & 
Grillner 1999; Grillner & Wallén 2002). In modelled lamprey swimming, a network 
lacking the contribution of edge cells is unable to swim straight once it encounters an 
area of increased water flow. With edge cells restored the model lamprey can traverse 
the area of faster flow with minimal disruption to normal swimming (Ekeberg & 
Grillner, 1999).    
1.2.7. The role of the cerebellum during locomotion.   
The cerebellum is implicated in a wide array of motor behaviours including voluntary 
movements, eye movements, balance and locomotion (for review see Morton & Bastian 
2004). Clinically, gait ataxia is common in patients with damage to the cerebellum 
(Earhart & Bastian 2001). This is characterised by poorly coordinated stepping and a 
lack of proper balance. The legs can often move independently of one another and at 
different speeds, highlighting the importance of the cerebellum for coordinating 
disparate groups of muscles. Moreover, the learning and trial-and-error refinement of 
new motor skills is known to require proper functioning of the cerebellum (Thach, 
1998). Postural control is mediated in part through the cerebellum and cats with 
cerebellar lesions display disrupted upright postural tone as well as problems 
maintaining balance during both sitting and standing (Sprague & Chambers, 1953).  
Recordings from vestibular nuclei in the cat during treadmill locomotion highlight a 
cyclic modulation of activity during the different phases of the step cycle (Orlovsky, 
1972). When the cerebellum is intact, firing in vestibular neurons peaks at the beginning 
of the stance phase and is lowest at the end of the stance phase. This cyclic activity is 
completely lost after the cerebellum is removed. Moreover, localised cooling of the 
implicated areas of the cerebellum has been shown to increase extensor activity and 
prolong the stance phase (Udo et al, 1976). Together these results highlight the 
importance of the cerebellum in modulating on-going locomotion.  
Perhaps the most advanced role for the cerebellum in motor tasks is in sensorimotor 
integration. There is a long standing idea that to achieve fluidity during complex motor 
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tasks, and for efficient motor learning, the CNS generates an internal representation of 
the predicted outcome of any on-going behaviour (Wolpert et al. 1995; Flanagan & 
Wing 1997; Hantman & Jessell 2010; Wolpert et al. 2011). In order to achieve this, the 
nervous system needs to integrate sensory information from the external environment, 
proprioceptive information about the location of the body and limbs in space as well as 
details of the planned motor act from the cortex. Feed-forward prediction also depends 
on corollary discharge, whereby a version of the signal driving the activity is also 
integrated into sensory centres, cancelling out any self-generated sensory stimulation.   
In the case of mammalian locomotion, sensorimotor information from the spinal cord is 
relayed to the cerebellum primarily via the dorsal spinocerebellar (dSC) tract (Hongo et 
al, 1967; Matsushita & Hosoya, 1979). A subset of dSC tract neurons that specifically 
serve the thoracic and lumbar spinal cord form a discrete nucleus called Clarke’s 
column (Mann 1973). Via the dSC tract these neurons are thought to relay 
proprioceptive information to the higher motor centres of the cortex and cerebellum 
where it is compared with corollary signals about planned movements. Interestingly 
though, there is also evidence for the convergence of these signals in the Clarke’s 
column neurons themselves, potentially permitting cortical signals to enhance or 
suppress proprioceptive feedback at the level of the spinal cord (Hantman & Jessell 
2010).   
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1.3. The onset of free swimming in Xenopus laevis tadpoles. 
1.3.1. The Xenopus model of motor control. 
Over the last 40 years one of the major model systems for the study of motor control has 
been the embryonic tadpole of the African clawed toad (Xenopus laevis; for a recent 
review see Roberts et al. 2010). The success of the Xenopus tadpole as a model system 
owes much to its relatively simple spinal circuit comprised of just 8 different types of 
neuron. In addition, the tadpole is capable of performing only a few simple, stereotyped 
motor behaviours each initiated by dedicated sensory pathways. Furthermore, Xenopus 
laevis has proved to be an amenable experimental animal, in large part due to the ability 
to produce fertilised oocytes on demand and all year round via hormone (hCG) injection 
and the subsequent rapid development of those eggs into swimming embryos.     
From the time of fertilisation and when reared at 23
0
C, the tadpole takes just over two 
days to reach stage 37/38 (Nieukwoop & Faber, 1956; NB, all staging from here on will 
be based on the descriptions outlined in this work), the stage studied most extensively in 
terms of motor control. Over the course of the next 24 hours the Xenopus embryo 
develops into a larva (stage 42) and its swimming acquires increased flexibility in 
several key features of the motor pattern (McLean et al. 2000; Zhang et al. 2011; Sillar 
et al. 1991). This switch is thought to be primarily due to the development of 
modulatory systems located in the brainstem, which will be discussed in more depth 
later (Chapter 2). 
The tadpole has a basic repertoire of behaviours during the first few days of life that 
serve to keep it safe until it can move around freely in the environment. A mechanical 
stimulus on one side of the trunk or tail will elicit a weak flexion response in the 
opposite direction that is normally followed by a prolonged episode of rhythmic 
swimming (Boothby & Roberts, 1995). Stimulation of the head, however, causes a 
robust flexion of the tail and initiates swimming in an unpredictable direction (Buhl et 
al. 2012). Prolonged stimulation of the skin, simulating the tadpole being grasped by a 
predator, causes robust struggling behaviour (Soffe, 1991). Finally, a reduction in 
illumination detected by the pineal will cause the tadpole to swim (Roberts, 1978; 
Foster & Roberts, 1982). If the light is dimmed while the tadpole is already swimming it 
will speed up and turn upwards, eventually becoming attached via the cement glad to 
the underside of whatever has cast a shadow in the water (Jamieson & Roberts 2000).    
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At these early stages of development, paralysing the axial swimming muscles allows 
stable recordings of the neural activity that ordinarily drives swimming behaviour. This 
fictive locomotion can be evoked by a brief stimulation of the skin and is 
indistinguishable in coordination from the real swimming displayed by the intact 
tadpole, with left-right alternation across the body and a brief rostro-caudal delay 
between ipsilateral muscle blocks (Kahn & Roberts 1982). Moreover, since the fictive 
locomotion recorded in vitro occurs at the characteristic frequencies of real swimming, 
10-20Hz, it suggests there is little or no contribution of proprioceptive feedback at these 
stages.     
By making single cell recordings in the spinal cord and brain it has been possible to link 
sensory inputs to motor behaviour (Roberts et al, 2010; Buhl et al, 2012) as well as to 
understand the interconnections within the spinal CPG, which is able to sustain 
locomotion once the influence of sensory stimulation has long since dissipated (Li et al, 
2006; Li et al, 2009; Roberts et al, 2010; see Chapter 3 for further discussion).   
During embryonic and early larval development the tadpole does not need to move to 
feed, surviving on its yolk sac, located on the ventral side of the animal. By the time this 
yolk sac is exhausted the mouth, gut and anus will all be functional (Nieuwkoop & 
Faber, 1956) and the tadpole will be appropriately equipped to switch its lifestyle to one 
of an obligate filter feeder. In order to achieve this switch the development of the 
gastrointestinal tract has to be matched by changes to the motor system that allow the 
animal to join the water column and move around freely in the search for food. 
1.3.2. The switch to free-swimming. 
Paradoxically, for an animal used to study motor behaviour, the tadpole embryo is 
primarily a sessile creature, swimming only in response to sensory stimulation. Instead 
of swimming around, the embryos spend the vast majority of their first day post-
hatching hanging from a mucous-secreting cement gland located ventro-medially on 
their head. The cement gland and head skin contain mechanosensory nerve endings 
whose cell bodies are located in the trigeminal ganglia (Roberts & Blight, 1975; 
Roberts, 1980). When activated, for example after the tadpole swims into a solid object 
or the water surface, the action potentials of trigeminal neurons project to the hindbrain, 
activating GABAergic midhindbrain reticulospinal (mhr) neurons, which in turn project  
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Figure 1.6  The switch to free swimming in Xenopus laevis larvae. 
 
During embryonic and early larval development, Xenopus laevis tadpoles are predominantly 
sessile creatures. At stage 45 there is a dramatic switch in their behaviour, where they take to 
the water column and swim almost continually. A, Spontaneous swimming occurs very 
occasionally in stage 37/38 embryos but by stage 45 these episodes are far more frequent and 
the total time spent swimming has increased significantly. B, A traced trajectory for a single 
example of a spontaneous swimming episode from a stage 37/38 and stage 45 tadpole. Not only 
are these events very rare in the embryo, they are significantly shorter than those occuring at 
stage 45. Ci, This picture of a stage 50 Xenopus larvae illustrates the typical head down hover 
maintained while the animal feeds. This slow swimming involves just the caudal portion of the 
tail as can be seen by the travelling wave that begins more than half way along the animal in this 
image. Cii, At these stages Xenopus swimming differs from almost all known aquatic animals 
in that it does not display a linear relationship between tail beat frequency and swimming speed 
(see open white circles). The relatively high tail beat frequencies at slow swimming speeds in 
Xenopus are due to it initially controlling changes in swim speed via recruitment and de-
recruitment of the axial muscles along the length of its tail. For comparison the same 
measurements are displayed for swimming in a Rana tadpole, which swims with its whole tail at 
all swimming speeds (filled black circles and linear plot). Figures adapted from Scott (2012; 
A&B) and Hoff & Wassersug (1986; C). 
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to the spinal cord and whose activity inhibits spinal neurons and prematurely terminates 
on-going swimming (Boothby & Roberts, 1992; Perrins et al, 2002).  
As well as the additional influence of biogenic amines and other neuromodulators, the 
development of swimming behaviour in Xenopus is altered by the degradation of this 
GABAergic pathway (Boothby & Roberts, 1992). The cement gland is gradually lost 
during development and there is a coincident reduction in the fidelity of the stopping 
response. Depspite this, there is evidence that the GABAergic mhr neurons persist until 
at least stage 42 where despite being detached from the cement gland they may still 
contribute to the termination of swimming, which at these stages is characterised by a 
barrage of GABA IPSPs (Reith, 1999).  
By stage 45/46 (4 days post fertilisation; dpf) the animal is free-swimming and the 
cement gland has completely degraded. At these stages, fictive locomotion also displays 
an increase in episodes of an apparently spontaneous nature (Fig. 1.6; Scott, 2012). At 
the earliest larval stages (stages 42-43) there are only sporadic episodes of spontaneous 
swimming but by stage 45 the animal is active about 20% of the time. Moreover the 
spontaneous activity persists after removal of both the forebrain and mid-brain but is 
absent completely in spinalised preparations (Scott, 2012). 
A series of in vitro brainstem-spinal cord preparations from specific time points during 
Xenopus metamorphosis produce stage-specific locomotor output in isolation from the 
rest of the animal (Combes et al. 2004; Fig. 1.7). At pre-metamorphic stages (stages 50-
54) the fictive motor output recorded from exposed ventral roots is very similar to that 
during embryonic and early larval development: it displays left-right alternation across 
the spinal cord and a rostro-caudal delay. Moreover, the frequency of the motor bursts is 
appropriate for the corresponding stages in vivo. In post-metamorphic juvenile froglets 
(stage 64) fictive motor output can now be recorded from lumbar nerve branches that 
would normally innervate extensor or flexor muscles in the hind limbs. Again, the in 
vitro activity was found to correlate well with the real behaviour, with synchronous bi-
lateral activity between extensor or flexor pairs across the body and ipsilateral flexor-
extensor alternation.  
During metamorphosis the larval tadpoles transition between purely tail-based axial 
undulations and purely limb-based appendicular kicking. The intervening stages are 
characterised by two distinct periods. The first occurs when the hind limbs first become  
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Figure 1.7  The transition from axial to appendicular locomotor strategies studied   
in vitro during amphibian metamorphosis. 
 
The isolated brainstem-spinal cord preparations developed by Combes et al (2004) illustrate the 
development of the neural circuitry underlying the dramatic switch in locomotor strategy during 
metamorphosis in Xenopus laevis. A, In pre-metamoprhic larvae (Ai; stage 50) extracellular 
recordings from exposed spinal ventral roots (Aii) ehibit the left-right alternation and rostro-
caudal phase lag characteristic of fictive locomotion in earlier stages of Xenopus development 
(Aiii). B, During early pro-metamorphic stages (Bi; stage 58) additional extracellular recordings 
can be made from exposed nerve roots that ordinarily innervate flexor and extensor muscles 
(Bii). The fictive motor output recorded at these stages is unusual in that ipsilateral flexors and 
extensors are active in synchrony while contralateral limb muscles are active in alternation (Biii 
and on an expanded time base in E). Moreover, the limb activity is functionally coupled to the 
axial rhythm alternating across the cord in phase with spinal ventral root activity. C, During 
metamorphic climax (Ci; stage 61) the fictive motor output (Ciii) highlights the emergence of 
two distinct rhythms, which can be recorded simultaneously from the isolated brainstem-spinal 
cord preparation (Cii). D, In post-metamorphic froglets (Di; stage 64) the tail has been resorbed 
and fictive locomotion recorded from the exposed nerve roots of the hindlimbs (Dii) reveals the 
functional appendicular rhythm with bilateral synchrony between homologous muscles and 
ipsilateral alternation between flexors and extensors (Diii). F, A summary of the emergence of 
the functional appendicular rhythm (red) from the distinct pre-existing axial rhythm (blue). 
Figures adapted from Combes et al (2004; A-E) & Sillar et al (2008; F).    
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motile and are swept back against the tail during undulatory swimming. The in vitro 
preparations from this period (stage 58) illustrates the neuromuscular basis of this 
behaviour with ipsilateral flexor-extensor activity synchronised and alternating with the 
corresponding nerve roots from the opposite side of the spinal cord. This activity is not 
only unlike rhythmic activity in the limbs later in development, it is coordinated with 
axial ventral root activity recorded further down the tail. The final preparation 
developed by Combes et al (2004) was representative of metamorphic climax when the 
tadpoles swim using a combination of axial and appendicular propulsive modes. The in 
vitro preparations from this period (stage 61) display both axial and appendicular 
rhythms, that may occur either simultaneously or independently (Fig. 1.7).   
Together these data suggest that the emergence of the circuitry for limb-based 
locomotion is characterised by a period when the functional output of the neural 
network is coupled to the pre-existing axial network. The anatomical and physiological 
basis of this coupling remains to be determined but preliminary data suggests that 
electrical coupling between limb and axial MNs that may contribute to the initial 
functional development of the appendicular circuitry (Wagner 2013, unpublished 
observations).  
1.3.3. The swimming behaviour of free-swimming Xenopus larvae. 
After the onset of free-swimming the Xenopus tadpole swims in a manner which is quite 
different from fish, including anguilliform species like the lamprey and teleosts like the 
zebrafish, as well as the larvae of other anuran species (Hoff & Wassersug,1986;  
Wassersug, 1989). While Rana and Bufo tadpoles are negatively buoyant and often 
utilise hard mouth parts to feed directly from the substrate, Xenopus tadpoles are 
positively buoyant and are obligate filter feeders. To facilitate this lifestyle, the animal 
is almost constantly active, sculling with the caudal portion of the tail at approximately 
10Hz, which serves to keep the tadpole in a head-down ‘hover’ (Hoff & Wassersug, 
1986). Ethologically this has been suggested to facilitate efficient filter feeding by 
keeping the head still and allowing clouds of schooling tadpoles to feed simultaneously 
without creating unnecessary turbulence (Katz et al, 1981; Hoff & Wassersug, 1986).   
Again, unlike fish and other anuran species, Xenopus tadpoles do not merely increase 
the frequency of tail undulations when they want to swim faster (Fig. 1.6; Hoff & 
Wassersug, 1986). Instead, they have a two-stage process for increasing swim velocity. 
38 
 
Firstly, they recruit progressively more rostral myotomes, thus increasing the length of 
the contractile wave and the surface area of the tail involved in propulsion, while 
maintaining a relatively constant frequency of tail beat. This serves them adequately up 
to speeds of about 6 body lengths per second. At speeds above this, Xenopus conform to 
the same rules as fish and other anuran tadpoles, employing the whole tail and 
displaying a linear relationship between tail beat frequency and swimming speed (Fig. 
1.6; Hoff & Wassersug, 1986).    
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1.4. Deep-brain photoreception. 
1.4.1. An introduction to photoreception. 
Life on Earth is inextricably linked to the light from the sun. As the planet turns on its 
axis we and everything else that lives here are exposed to a pattern of light and dark that 
is repeated on both a daily and yearly basis. The origins of photosensitive life are 
thought to date back at least 2.8 billion years, when cyanobacteria (blue-green algae) 
first appear in the fossil record (Olsen, 2006). Since then evolution has driven the 
development of progressively sophisticated mechanisms for animals to make use of the 
environmental light.  
In animals there are two primary ways light is processed. Firstly, the crude changes in 
brightness that occur over the course of a day can be detected by photosensitive regions 
including the pineal organ. This luminance detection underlies many processes, from 
simple light avoidance to the regulation of the complex processes which adhere to a 
daily rhythm. This circadian timing system allows animals to optimise their 
physiological output during the course of the day and means they can predict the 
environmental change instead of having to respond to it once it has happened 
(Roenneberg & Foster, 1997). Secondly, animals utilise spatiotemporally patterned light 
information for image formation, creating a representation of the external world via 
specialised visual organs called eyes. This facilitates light processing on a much faster 
time-scale allowing second-by-second adjustments to visualise, for example, looming 
threats, enticing sources of food or even potential mates. Together the two systems 
enable an animal to respond efficiently to both the predictable and highly unpredictable 
nature of its environment.  
Both visual processing and luminance detection depend on the same basic mechanism. 
Specialised proteins called opsins are able to absorb photons of light and instigate a 
phototransduction cascade which ultimately alters the membrane potential of the 
photoreceptive cell. Phylogenetically, the opsins involved in both visual and non-visual 
tasks can be traced back to a common ancestor that pre-dates the vertebrate lineage 
(Yokoyama 1996). Moreover, the major light sensitive areas of the vertebrate nervous 
system, namely the lateral eyes, pineal organ and deep-brain areas including the 
hypothalamus, have origins in periventricular, cerebrospinal fluid (CSF)-contacting 
neurons of the diencephalon (Vigh et al. 2002). Together these results point to the 
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evolution of specialised photosensitive tissues from a primitive set of neurons capable 
of luminance detection.  
1.4.2. Classical photoreception in the vertebrate eye.   
Humans are able to perceive light striking the retina at wavelengths between 400-700nm 
– the so called visible spectrum. The vertebrate multi-coloured view of the world is 
achieved by the combination of five types of photoreceptive pigment, of the 
aforementioned opsin superfamily, within two classes of photoreceptor cells, namely 
rods and cones (Fig. 1.8A). Rods are far more abundant than cones and are more 
sensitive to light, enabling the detection of even single photons of light. They are vital 
for vision in low-light conditions (or ‘scotopic’ vision). Rods utilise rhodopsin, which 
has it peak sensitivity at ~ 495nm, in order to transduce light. Cones, on the other hand, 
underlie vision in well-lit conditions (‘photopic’ vision) and have at least four different 
pigments with peak sensitivities spread across the visible range, enabling colour vision 
(for a recent review see Jacobs 2012). Long-wavelength sensitive (LWS; red) pigments 
peak at ~ 560nm; middle wavelength sensitive (MWS; green) pigments at ~530nm 
while two short-wave sensitive (SWS; blue) pigments peak between 315-435nm and 
415-470nm, respectively (Peirson et al. 2009; Jacobs 2012). In different vertebrate 
species, different combinations of these pigments are expressed. For instance, in 
mammals, the SWS2 (415-470nm) and the MWS opsins have been lost (Bowmaker & 
Hunt, 1999).  
Both rods and cones are members of the ciliary class of photoreceptor, typically found 
in vertebrates, and are distinct from the rhabdomeric photoreceptors found in many 
invertebrates (Lamb 2013). The phototransduction cascade in ciliary photorecpetors, 
particularly rods, is a very well described signalling pathway and a model for G-protein 
linked signalling (for review see Arshavsky et al. 2002). Phototransduction in rods 
begins with the absorption of photons of light (Fig. 1.8B). Like all visual pigments 
rhodopsin is composed of a membrane bound opsin protein and a vitamin A-derived 
molecule called retinal. Retinal normally exists in an antagonistic, 11-cis, configuration 
but is isomerised by light to an all-trans configuration. This conformational switch 
activates the rod-specific, Gi/Go-type G-protein, transducin. In turn, transducin 
activates a phosphodiesterase (PDE) and promotes the hydrolysis of cGMP to GMP. 
The rod membrane potential is maintained relatively depolarised by cGMP-gated ion 
channels which, when open, promote an inward ‘dark’ current. In the light, the 
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circulating cGMP levels are reduced by increased PDE activity and the cGMP-
dependent channels close causing the photoreceptor cell to hyperpolarise (Fig. 1.8C; 
Arshavsky et al 2002).  
Vision in invertebrates differs in many ways from vertebrate vision but for now it is 
important to mention the mechanism of phototransduction for comparison. Invertebrates 
use rhodopsin-based photopigments but instead of activating transducin, the 
isomerisation of retinal activates Gq/G11-type G-proteins. This, in turn, leads to PLC 
activation and subsequent IP3 and DAG production. Eventually, transient receptor 
potential (TRP) channels are opened allowing Ca
2+
 entry and causing membrane 
depolarisation (Fig. 1.8C; Hardie & Raghu, 2001).     
1.4.3. Luminance detection and extra-retinal photorecption 
Luminance detection is the catch-all term for processes which sense light but are non-
visual, meaning they simply detect how much light is in the environment at any one 
time without any detailed spatiotemporal information. The majority of research into 
luminance detection has focused on its role in setting the so called ‘biological clock’ 
and how circadian cycles within animals are generated and maintained. This work is of 
particular interest in a medical context, since, due in large part to artificial light, humans 
are fast breaking away from the natural cycle of light and dark which has honed our 
physiology for millennia: the concepts of jet lag, shift work and electric light are all 
very recent additions to planet Earth (Foster & Wulff 2005). 
The circadian regulation of physiology and behaviour is hardwired into all animals on 
the planet. By having the power to predict the coming of night and day the body is able 
to work optimally over the course of 24 hours and avoids the highly inefficient method 
of responding to the changes in the environment as they happen (Roenneberg & Foster, 
1997; Foster & Kreitzman, 2004). An internal representation of the Earth day is present 
in all species. This has been corroborated by the observation that, devoid of external 
cues, the daily rhythms will continue regardless (Bunning, 1973). This, so called, “free-
running” rhythm is found to be close to but never exactly 24 hours (Fig. 1.9).  
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Figure 1.8  Classic photoreception for vision. 
 
A, In the vertebrate retina there are two types of ciliary photoreceptor cell, called rods and 
cones. The outer segment of the photoreceptors contain the photoreceptive machinery while the 
inner segment synapses onto other cells within the retina for processing of the visual 
information. Bi, The first step during phototransduction is the absorption of a photon of light 
(hv) by 11-cis retinal. This reaction converts the vitamin A-derived molecule into an all-trans 
confirmation. Bii, The retinal is bound to a membrane-bound opsin protein and the 
conformational change induced by light activates the opsin. C, Opsins are found in both 
vertebrate and invertebrate phototransduction although their activation by light has differential 
downstream effects: vertebrate phototransduction involves the activation of the G-protein 
transducin and subsequent activation of PDE resulting in reduced cGMP levels and 
hyperpolarisation via the closing of CNG ion channels; invertebrate phototransduction, on the 
other hand, involves Gq G-proteins, PLC activation and depolarisation via the opening of TRP 
channels. Figures adapted from Peirson & Foster (2006; A & Bii) and Peirson et al (2009; Bi & 
C).  
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Of course, in reality, the internal ‘free-running’ representation of time would be useless 
if it was not synchronised to the natural day-night cycle. To achieve this, a timing cue 
from the external environment or “zeitgeber” (time giver) is required to reset or entrain 
the internal clock (Aschoff, 1984). For most species the primary zeitgeber is the reliable 
change in the lighting conditions at dawn and dusk and so the resetting of the biological 
clock by zeitgebers is termed photoentrainment (Roenneberg & Foster, 1997).  
 
Figure 1.9  Free-running of circadian rhythms under constant light conditions. 
Ai, Wheel-running activity in a mouse plotted over 17 days. For the first 7 days the mouse was 
exposed to a light regime of 12 hours light, 12 hours dark (LD 12:12) and displayed normal 
nocturnal activity. On the 8
th
 day the mouse does not experience ‘dawn’ and the lights are kept 
off for the remaining 10 days (DD). Wheel-running activity continues to show circadian 
rhythmicity but gradually advances in time due to running at 23.5 hours rather than exactly 24 
hours. Aii, A different mouse initially exposed to normal LD 12:12 conditions is subsequently 
exposed to constant light (LL). Under these conditions the wheel-running activity advanced 
displaying a period of approximately 25 hours. In both conditions the endogenous nature of the 
circadian rhythm as well as the importance of a light dark cycle to maintain 24 hour periodicity 
is evident. Figures adapted from Roenneburg & Foster (1997).  
 
 
While the intrinsic circadian cycles within animals are seemingly well conserved across 
species, the mechanisms for receiving the photic cue to entrain the rhythm is relatively 
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diverse. The pineal organ (or commonly called “pineal gland”) is found in all 
vertebrates, although it has taken on slightly different forms and functions across 
species (Peirson et al, 2009). The pineal structures, like the eyes, arose from an 
invagination of the diencephalon and are the remnants of two dorsally located ‘eyes’ 
thought to exist in an early ancestor in the vertebrate lineage (Vigh et al, 2002). To this 
day, some reptiles (Rhynchocephalia and Squamata) and amphibians (Anura) retain an 
extra-cranial ‘third eye’ in addition to intracranial pineal glands (Pierson et al, 2009). In 
the case of the reptiles this parietal eye is structurally very similar to the lateral eyes 
containing both a lens and a cornea (Shand & Foster, 1999). In lamprey and teleosts the 
pineal complex is also composed of two structures, the pineal and parapineal, although 
both are located intracranially (Vigh et al, 2002).  
The primary role of the pineal is to synthesis and secrete the neurohormone melatonin 
(Arendt 1998; Korf et al, 1998).  Melatonin is released during the dark phase of the 
light/dark cycle and its levels fluctuate across the course of the day, helping to 
synchronise many physiological processes to a circadian rhythm. In non-mammalian 
vertebrates, the pineal is directly light sensitive and located near the surface of the brain. 
Moreover, the majority of pinealocytes resemble photoreceptor cells in appearance and 
indeed a mixture of cone-like and rod-like cells are found (Vigh et al, 2002).  
In several species, including the lamprey, zebrafish and chicken, the pineal is also 
capable of generating endogenous circadian rhythms, meaning the whole 
photoneuroendocrine system is housed in one structure (Korf et al, 1998). In fact, in 
house sparrows that have become arrhythmic after pinealectomy, a transplanted pineal 
will restore robust rhythmic activity within just a few days (Zimmerman & Menaker, 
1979). This work neatly demonstrates the hormonal nature of the signal, since the donor 
pineal has no chance to make neural connections but can still entrain the physiology of 
the recipient bird. Although the mammalian pineal contains many constituents of the 
phototransduction cascade (Korf et al, 1985; Foster et al, 1989), crucially, it contains no 
chromophore and has lost its direct sensitivity to light (Vollrath, 1981; Foster et al, 
1989; Korf et al, 1998; Arendt, 1998). Moreover, circadian rhythms in mammals are set 
within the suprachiasmatic nucleus (SCN) of the hypothalamus and the pineal itself is 
purely a secretory structure.     
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The mammalian SCN is thought to be the master clock of the body. The first studies on 
the SCN showed that this tiny cluster of approximately 20,000 cells in the rat, were 
necessary to maintain regular patterns of hormone secretion and behaviours including 
feeding and locomotion (Moore & Eichler, 1972). By recording directly from the SCN 
it has been shown to follow a rhythmic pattern of neural activity, with more activity 
during the day and less at night (Inouye & Kawamura 1979). This is true both in intact 
animals, the isolated SCN and individual SCN neurons (Welsh et al. 1995).  The SCN 
communicates with the rest of the brain via both direct neural connections and as yet 
unknown chemical messengers  and controls processes all over the body via 
neuroendocrine signalling (for a review see Kriegsfeld & Silver 2006). Despite this 
view, it cannot be ignored that almost all peripheral tissues are capable of circadian 
oscillation in gene expression (Foster & Kreitzman, 2004). The story is clearly very 
complicated but, whether or not other cells and tissues are hardwired to oscillate over 
the 24 hour day, it is the SCN and the SCN alone that can restore rhythmic activity once 
it is lost (Ralph et al, 1990; Foster & Kreitzman, 2004).  
All photic information from the retina leaves via the optic nerve which is composed of 
the axons of retinal ganglion cells (RGCs). As well the carrying visual information to 
the lateral geniculate nucleus and midbrain, en route to the primary visual cortex, the 
optic nerve contains the retinohypothalamic tract (RHT). The RHT, as its name 
suggests, links a proportion of RGCs to the hypothalamus and allows external photic 
information to reach the SCN. In mammals, therefore, photoreceptors for both vision 
and luminance detection are found in the retina. Blind or enucleated mammals cannot 
entrain to a light dark cycle (Nelson & Zucker 1981) (Foster et al, 1991); however, 
mutant mice, with intact retinas but without rod or cone photorecpetors (rd/rd cl), retain 
this ability (Freedman et al, 1999). Furthermore, these mice showed normal pineal 
melatonin regulation suggesting the link between the retina and the circadian machinery 
of the hypothalamus is independent of rods and cones (Lucas et al, 1999).  
Electrophysiological recordings from retinal neurons labelled via retrograde tracing 
from the SCN in rats highlighted a population of RGCs that were directly photosensitive 
(Berson et al. 2002). These results were backed up by calcium imaging from the rd/rd cl 
mice which again highlighted a population of intrinsically photosensitive sensitive 
RGCs (ipRGC; Sekaran et al, 2003). Moreover, this sub-set of RGCs, which make up 
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about 1% of the total population, were found to express melanopsin, a novel 
photopigment in the mammalian retina (Provencio et al. 2000; Hattar et al. 2002).  
Melanopsin has since been shown to be crucial for the phototransduction in vertebrate 
luminance detection. In studies using melanopsin knockout mice (Opn4
-/-
), the animals 
displayed disrupted entrainment to light (Panda et al, 2002; Ruby et al, 2002). 
Furthermore, knockout of melanopsin as well as rods and cones resulted in mice that 
were completely unresponsive to light (Hattar et al, 2003). Surprisingly, the mechanism 
for melanopsin-mediated phototransduction seems to be more like that found in 
invertebrate systems than a typical vertebrate signalling cascade (Peirson & Foster 
2006). Briefly, ipRGCs and cells transfected with melanopsin depolarise in response to 
light; signalling seems to be dependent on Gq/G11-type G-proteins and not Gi/Go-type 
and PLC and TRP channels are also implicated in the signalling cascade (for review see 
Peirson et al. 2009).  
The input from ipRGCs converges on the SCN from sites all over the retina and, unlike 
the topographic arrangement of RGC inputs to the visual cortex (Rodieck, 1998), is 
unpatterned (Cooper et al, 1993). By averaging irradiance from the entire visible 
environment, and not the radiance from a single point, the SCN can then get a more 
accurate ‘picture’ of the true light level. Experimental evidence corroborates this since 
the system for photoentrainment is less sensitive overall than the visual system and also 
requires longer integration times (Nelson & Takahashi 1991). The slower integration 
time helps to avoid errors caused by momentarily encountering a particularly dim or 
bright photic environment, while the high threshold for activation serves to reduce the 
chance of saturation over the several minutes needed for accurate irradiance detection.  
1.4.4. Extra-retinal and extra-pineal photoreception 
The idea that regions of the brain other than the pineal complex or retina could be 
sensitive to light is not a new one. As long ago as 1911, Karl von Frisch demonstrated 
that blinded and pinealectomised European minnows (Phoxinus phoxinus) retained an 
ability to change their colour in response to light (von Frisch, 1911). In addition he 
showed that lesions to the diencephalon would remove this response and thus concluded 
that the brain, specifically the periventricular tissue, was directly light sensitive.  This 
assertion has proven to be remarkably accurate and has stood the test of time and 
rigorous testing.  
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Perhaps the best described role for von Frisch’s ‘deep encephalic photoreception’ is in 
the photoperiodic response displayed by birds. This response is the means by which 
avian species, particularly those living out with the tropics, accurately time seasonal 
cycles of breeding, moulting and song production (for review see Dawson et al. 2001). 
This timing is crucial since it ensures that young are born at the best possible time of 
year when food resources are most abundant. The basic idea is that as days (or the 
photoperiod) get longer in the spring then the birds’ hormone levels are altered, 
bringing about the appropriate seasonal changes in physiology and behaviour.  
It is beyond the scope of this description but the neuroendocrine control of seasonal 
behaviour in birds is extremely well understood (Silver & Ball 1989; Ubuka et al. 2013; 
Sharp, 2006). Briefly, the hypothalamic neuropeptides, gonadotropin-releasing hormone 
and vasoactive intestinal polypeptide, act on the pituitary gland controlling the release 
of luteinizing hormone (LH) and prolactin, respectively. LH acts directly on the gonads 
stimulating the production of gametes and the synthesis of sex steroids. Prolactin acts in 
a diverse fashion to prepare the animal for reproduction and parenthood. Ultimately it is 
environmental stimuli, including light, that initiate these neuroendocrine cascades.     
The first evidence for avian deep-brain photoreception comes from work that showed 
that gonadal growth associated with lengthening photoperiod could be induced in 
blinded ducks (Benoit, 1935). Direct and localised illumination of the hypothalamus in 
these animals was shown to be sufficient to bring about gonadal induction. This work 
was later confirmed in the sparrow (Passer domesticus), where the response was also 
shown to be independent of the pineal (Menaker & Keatts, 1968). This is also true in the 
Japanese quail (Coturnix japonica; Siopes & Wilson, 1974) where the photopigment(s) 
involved in mediating the photoperiodic response have been investigated. Originally the 
photoperiodic response in quail was postulated to be via rhodopsin-like photoreceptors. 
An action spectrum of LH production peaked at approx. 492nm (Foster et al. 1985). 
However, rhodopsin immunoreactivity has not been detected in the quail brain (Foster 
et al, 1987), while both VA-opsin and OPN-5 (neuropsin) have been localised in the 
quail hypothalamus (Nakane et al. 2010; Halford et al. 2009).  
In the case of OPN-5 the photopigment is found in the periventricular cells of the 
paraventicular organ (PVO) and these cells make direct contact with the CSF of the 
third ventricle (Nakane et al, 2010). Notably, these CSF-contacting neurons have been 
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postulated as possible deep-brain photoreceptors owing to their anatomical similarities 
to pineal and retinal photoreceptors (Vigh et al, 1980). As well as identifying the OPN-
5-positive neurons, Nakane et. al. (2010) demonstrated that the OPN-5 protein is a 
functional photopigment with a peak sensitivity to light at approx. 420nm. In addition, 
they showed that the photoperiodic response in quail occurred readily to short-
wavelength light, including UV-B, UV-A and blue light (approximately 350-500nm). 
Furthermore, they provide evidence that the OPN-5-positive cells project to the median 
eminence, in close proximity to the pars tuberalis of the pituitary gland, suggesting a 
direct link between the machinery for phototransduction and that for endocrine 
signalling.   
While this makes a convincing story for OPN-5 in the PVO mediating photoperiodism, 
it by no means precludes the involvement of other photopigments and brain areas. There 
have been several studies highlighting a diverse range of opsin proteins in the avian 
brain: rhodopsin has been found in the septal region of the pigeon (Silver et al, 1988); 
melanopsin in the septal region of the chicken (Chaurasia et al. 2005); and VA-opsin in 
the anterior hypothalamus of both chicken and quail (Halford et al, 2009). It seems 
likely that just as the neuroendocrine component of photoperiodism is multifaceted, the 
photransduction component may combine multiple sensory tissues to give the 
appropriate response to a complex neuroethological problem. 
1.4.5. Motor behaviour mediated by deep-brain photoreception 
Movement in response to light is potentially as ancient as photosensitivity itself. It is 
reasonable to assume that cyanobacteria, which are thought to have been around for at 
least 2.8 billion years, were some of the first organisms to sense light (Olsen, 2006). 
Since they depend on photosynthesis for energy, cyanobacteria have developed a 
number of neat strategies to optimise the amount of light that they are exposed to (Song 
et al. 2011; Bhaya 2004).  
The bacterium Synechocystis is capable of both positive and negative phototaxis: they 
exhibit positive phototaxis to light between 560nm (green) and 720nm (red) while they 
exhibit negative phototaxis to UV-A light (360nm). Moreover, they can distinguish 
between the quality of the light, avoiding blue (470nm) or red (600-700) light which is 
at high intensity (Choi et al, 1999; Ng et al, 2003).  Similarly, dinoflagellates, a simple 
group of phytoplankton, display daily vertical migrations in the water column to 
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maximise photosynthetic yield (Ault 2000). These responses are clearly non-visual and 
much more akin to luminance detection, where the quantity and quality of light is 
assessed without processing any spatiotemporal information.   
Invertebrates also display photomotor behaviour independent of the eyes. Drosophila 
larvae with their primitive eye-like Bolwig organs genetically ablated can still perform 
negative phototaxis (Xiang et al. 2010). This response is dependent on a specific set of 
neurons that line the body wall and are normally associated with the avoidance of 
noxious stimuli, including heat and mechanoreception. Additionally, the mechanism for 
phototransduction in these novel photoreceptors is unlike that in the invertebrate visual 
system, employing a rhodopsin-like gustatory receptor (Xiang et al. 2010; Keene & 
Sprecher 2012). This same receptor class underlies negative phototaxis in the eyeless 
roundworm Caenorhabditis elegans (Edwards et al. 2008). In this case the response is 
tuned to harmful, short-wavelength, UV light. It seems in both cases the non-visual 
motor behaviour has evolved to protect these animals from dangerous exposure to 
sunlight.     
In vertebrates the first evidence for extra-retinal, extra-pineal photomotor behaviour 
came from experiments on blinded and pinealectomised lampreys (Fig. 1.10). Despite 
removal of these classic photoreceptive areas, illumination of the head produced 
movements of the body (Young 1935a; Young 1935b). A similar study in blinded, 
pinealectomised eels (Anguilla anguilla) showed they too responded to illumination of 
the head with a change in motor behaviour (Veen et al. 1976). In this study, the eels’ 
natural negative phototaxis, which involves backwards swimming after exposure to 
light, was retained after removal of both the lateral eyes and pineal. Moreover, covering 
the brain with an opaque plastic shield abolished this response highlighting the 
involvement of non-pineal encephalic photoreception (Fig. 1.10).  
In zebrafish, both positive and negative phototaxis is known to occur (Serra et al. 1999; 
Burgess et al. 2010). The fish will swim away from a bright light and generally prefer 
dark conditions but in a dark environment they will swim towards a localised region of 
light. It has now been shown that while the eyes are required for proper orientation 
towards a light stimulus, a general increase in motor activity upon loss of illumination, 
termed dark photokinesis, persists in enucleated fish (Fernandes et al. 2012). Moreover, 
genetic ablation of the pineal does not affect this motor response implicating deep-brain 
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photoreception. Using a neat set of genetic manipulations, Fernandes et. al. (2012) have 
shown that the Orthopedia transcription factor domain of the hypothalamus, known to 
contain both melanopsin and multiple tissue opsin (Tessmar-Raible et al, 2007), is 
necessary for dark photokinesis. Furthermore they were able to narrow the 
photosensitive neurons to a population of melanopsin-positive cells of the anterior 
preoptic area.  
Another simple motor behaviour displayed by larval zebrafish is the photomotor 
response (PMR; Kokel et al, 2010). The PMR is characterised by low-frequency, high-
amplitude coiling and higher frequency, lower amplitude swimming behaviours, which 
are both increased in response to flashes of bright light. The response only occurs 
transiently during development, between 30 and 50 hours post fertilisation (hpf), and is 
mediated by cells within the caudal hindbrain (Kokel et al. 2013). By inhibiting 11-cis-
retinal synthesis with Ret-NH2, Kokel et. al. (2013) were able to show that 
phototransduction by an opsin underlies the PMR. To date this is the only evidence for 
direct light sensitivity in the vertebrate hindbrain.  
 While not mediated by deep-brain photoreception, some of the first responses to light 
in neonatal mice are dependent on luminance detection by ipRGCs (Johnson et al. 
2010). Negative phototaxis, characterised by turning away from bright light, is present 
in mice from P6, before the opening of the eyelids at P12-13 and even before the visual 
system is active at P10. This response is dependent on melanopsin within ipRGCs and is 
thought to be a protective reflex to keep unguarded pups within the nest in the first few 
days of life.   
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Figure 1.10  Extra-retinal, extra-pineal photoreception and motor behaviour. 
 
Ai, Lamprey larvae lie dormant on the bottom of a tank while in the dark but wriggle and begin 
to swim immediately when exposed to light. Aii, Focal illumination of the larvae results in 
movement both when light is shone on the pineal gland, and particular locations on the tail (see 
Aiii for a record from a single experiment). Bi, The eel (Anguilla anguilla) displays a nocturnal 
pattern of motor activity. Bii, This pattern is retained after both enucleation of both eyes and 
pinealectomy. Biii, Rhythmicity is lost, however, when a foil cap is placed over the skull of the 
eel. Biv, Rhythmicity is not lost when a transparent plastic cap is placed on the skull, 
highlighting the dependence on novel photosensitive structures in the brain in mediating this 
circadian behaviour. Figures adapted from Young (1935; A) & van Veen (1976; B).  
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1.4.6. Amphibian deep-brain photoreception. 
Light sensitivity in the amphibian brain is of particular interest to this work and as such 
I will devote time to it here. Several opsins and photochemical molecules have been 
identified in the amphibian brain: pinopsin and rhodopsin have been found in the CSF-
contacting neurons in the pre-optic nucleus of the toad (Bufo japonicas; (Yoshikawa et 
al. 1998); expression of rod and cone-type transducin has been localised to the preoptic 
nucleus and SCN of the bull frog (Rana catesbeiana; Yoshikawa et al, 1994); both 11-
cis and all-trans retinal have been detected in the bull frog diencephalon (Masuda et al, 
1994); and melanopsin, first isolated from the Xenopus dermal melanophores, was also 
found in the preoptic nucleus and SCN of that species (Provencio et al. 1998).  
Direct evidence for photosensitivity in the amphibian brain was first provided by Dodt 
& Jacobson (1963), when they showed the pineal, located in the dorsal diencephalon, 
was directly sensitive to photic stimulation. Other areas of the frog (Rana esculenta & 
Rana ridibunda) diencephalon and mesencephalon are also directly sensitive to light 
(Cadusseau & Galand 1980; Cadusseau & Galand 1981). In these experiments, 
electrophysiological unit recordings were made from close to the 3
rd
 ventricle in the 
rostral diencephalon and from the region of the deep tegmental commissure, where 
tectospinal pathways are located. The majority of units were activated by light and fell 
silent in the dark (Cadusseau & Galand 1980). There is also evidence for spontaneously 
active areas that are inhibited by light as well as areas which are capable of a 
combination of these responses (Cadusseau & Galand 1981).  
1.4.7. Mammalian deep-brain photoreception. 
In mammals there is no evidence for deep brain photoreception although there is 
evidence that light penetrates the mammalian brain (Hartwig & Veen 1979; Ganong et 
al, 1963). Moreover, encephalopsin, has been detected in the mammalian pre-optic area 
and paraventricular nucleus as well as several other brain areas and the spinal cord 
(Blackshaw & Snyder 1999). Although it is merely speculation, the lack of extra retinal 
photoreception in mammals may be explained by their early passage through a 
‘nocturnal bottleneck’. About 100 million years ago, some of the earliest mammals 
were thought to be nocturnal insectivores and omnivores. Perhaps at this time the 
exposure to light during the day was so limited that photoreceptors other than those in 
the eyes became surplus to requirement (Peirson et al, 2009).   
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1.5. Results summary. 
The following pages will outline the major findings from a set of extracellular 
experiments investigating the effects of light on the occurrence of spontaneous 
locomotor activity in pro-metamorphic Xenopus laevis tadpoles. To clarify, the term 
pro-metamorphic is used from here on to describe animals at stages where external hind 
limbs / limb buds were present (stages 48-63, and covering all the animals used in the 
experiments presented in this thesis). This is distinct from previous studies (for 
example, see Combes et al, 2004), which have differentiated between pre-metamorphic 
(stages 50-54), early (stages 55-59) and late (stages 60-63) metamorphic and post-
metamorphic (stages >64) stages. 
 The axial locomotor pattern recorded in vitro from the isolated nervous system 
of pro-metamorphic Xenopus tadpoles was found to be a good correlate for real 
swimming behaviour, with appropriate coordination to mediate forward 
propulsion. Episodes of prolonged, self-sustaining fictive locomotion occurred 
spontaneously and could also be evoked via electrical stimulation of the optic 
tectum.   
 The occurrence of this spontaneous locomotor activity was found to be 
dependent on light but independent of all known photoreceptive tissues, 
including input from the eyes and the pineal organ. However, the lighting 
conditions did not alter the intrinsic parameters of the locomotor rhythm and 
evoked activity was indistinguishable between the light and the dark.  
 This deep brain photoreception was shown to be tightly tuned to short-
wavelength UV light, with light of longer wavelengths unable to elicit an 
increase in motor output, even at higher intensity. 
 The photosensitivity has been isolated to a small region of caudal diencephalon 
and a cluster of neurons expressing the ‘UV opsin’, OPN5 has been located at 
this level in the caudal hypothalamus.  
 Together these results provide evidence that Xenopus tadpoles are capable of 
deep-brain photoreception, which links luminance detection to motor behaviour 
and represents a novel form of light sensitivity within the vertebrate brain.   
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1.6. Methods 
1.6.1. Animals and husbandry. 
Experiments were performed on a range of pre-metamorphic and pro-metamorphic 
stages of the South African clawed frog, Xenopus laevis. Animals were obtained by 
hormone assisted (hCG injection; 1,000 U/mL; Sigma) matings of adults selected from 
an in-house breeding colony. Fertilized ova were collected and reared in enamel trays 
until the first free-feeding stages, before being transferred to standard glass aquarium 
tanks. The tadpoles were fed at least once every 72 hours with powdered whole egg 
(AA Baits). Tanks were cleared of detritus approximately every 48 hours and the water 
was changed regularly – about every 14 days. The tanks were oxygenated with standard 
aquarium aerators and environmental enrichment was provided in the form of plastic 
aquarium plants.  All procedures conformed to the UK Animals (Scientific Procedures) 
Act 1986 and the European Community Council directive of 24 November 1986 
(86/609/EEC) and have been approved by the University of St Andrews Animal 
Welfare Ethics Committee (AWEC). 
1.6.2. Extracellular electrophysiology apparatus. 
Prior to electrophysiological experiments, the animals were humanely killed via 
standard Schedule 1 methods: the tadpoles were first overdosed in approximately 230g 
ml
-1
 Ethyl 3-aminobenzoate methanesulfonate (MS222); they were then transferred to a 
Sylgard-lined Petri dish containing ice-chilled ‘RANA’ saline (composition, mM: NaCl, 
112; KCl, 2.0; CaCl2, 5.6; MgCl2, 1; NaHCO3, 20; C6H12O6, 17). Death was quickly 
confirmed, first via destruction of the heart causing instant cessation of the circulation 
and then by removal and destruction of the forebrain except for the most caudal portion 
of diencephalon that extends beneath the rostral brainstem.  
Next, the remaining nervous system was dissected free of the carcass, apart from the 
caudal portion of the tail, which was left attached in order to verify the preparation was 
capable of normal motor output. The isolated brainstem and spinal cord was then 
transferred to a second Petri dish containing fresh circulating saline that was bubbled 
with carbogen (95% O2; 5% CO2) for recording purposes. The bubbled saline remained 
between pH 7.2-7.4. The recording dish was housed inside a Peltier cooling system in 
order to maintain the preparations at approximately 17
⁰
C, which has proved to be 
optimal for reliable extracellular recordings (see Clemens et al, 2012, for example). 
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Using sharpened tungsten wire, they were pinned down through the remaining tail 
muscle, and either the cranial nerves or a portion of tissue sometimes left intact around 
the brainstem. Glass suction electrodes, cut to approximately the diameter of the ventral 
root were used to record motor discharge and a glass stimulating electrode was 
sometimes attached to the optic tectum in order to evoke episodes of fictive locomotion. 
The stimulation was delivered via a DS2A isolated stimulator (Digitimer).   
1.6.3. Pharmacological manipulations. 
During application of pharmacological compounds the saline was circulated in an open 
loop using a Minipuls3 peristaltic pump (Gilson) until 100ml had entered the bath. At 
that point the loop was closed and the saline circulated as in control. Measurements 
were generally taken in the 30 minutes following closure of the loop. Drugs used were 
GABAA receptor antagonists SR-95531 (GABAzine; 1-2M) or bicuculline (2M) and 
the NMDA receptor agonist NMDA (20-50M). Washout was performed via an open 
loop with fresh saline flowing to waste. Once the preparation had been thoroughly 
washed the loop was sometimes closed and a second application performed. Unless 
otherwise stated the drugs were purchased from Sigma Aldrich (UK).   
1.6.4. Light sources. 
For experiments where the lighting conditions were manipulated, the recording 
apparatus was housed in a modified Faraday cage covered with tin foil and black-out 
cloth. The light level in the cage during lights-off was negligible (0 lux). Experiments 
with white light were performed with a standard halogen cold-light source (Olympus 
Highlight, 2000) which emitted broad spectrum light at approximately 13,000 lux (Low 
voltage halogen projection lamp, 14.5V, 90W, Phillips, Germany).  
When investigating the spectral sensitivity of the preparations, a series of LEDs were 
used (R-S components, UK). The specifications were as follows: Blue LED, peak  was 
468nm, brightness was 15,000 milli candela (mcd) or 461 lux; Green, 523nm, 
21,000mcd (136 lux); Red, 635nm, 16,000mcd (36lux); UV, 400nm (39 lux). 
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1.6.5. Immunohistochemistry. 
Embedding and sectioning. 
For immunohistochemistry, tadpole brains were harvested from animals at stage 55. The 
nervous system was isolated from the rest of the animal as during electrophysiological 
experiments (Section 1.6.2.), although the forebrain was left intact and the spinal cord 
was cut at approximately the 5
th
 post-otic muscle block. Dissections were performed in 
a Petri dish containing ‘HEPES’ saline (composition in mM: 115 NaCl, 3 KCl, 2 CaCl2, 
2.4 NaHCO3, 1 MgCl2, 10 HEPES, adjusted with 4M NaOH to pH 7.4). The tissue was 
fixed overnight at 4
⁰
C in FAA fixative (50% v/v ethanol; 10% v/v 37-40% 
formaldehyde; 5% v/v acetic acid in dH2O - the FAA was kept on ice prior to addition 
of tissue). Next, the fixed tissue was dehydrated in ethanol (96%, 2 x 15 minutes; 100%, 
3 x 15 minutes) and then chloroform (1:1 (v:v); 100% alcohol: chloroform for 15 
minutes; 100%  chloroform for 1 hour). The tissue was then left overnight in a fresh 
change of chloroform. Tissue was exposed to 4 changes of molten paraffin wax (2 x 30 
minutes; 2 x 1 hour) then embedded rostral end down and left overnight at 4
⁰
C. Sections 
were cut at 10m on a rotary microtome and then mounted on electrically-charged 
slides. 
Immunohistochemical staining.   
Sections were deparaffinised in xylene (3 x 5 minutes) and then rehydrated in alcohol 
(100%, 3 x 3 minutes; 96%, 3 minutes; 70%, 3 minutes) before being transferred to 
dH2O (3 minutes) and phosphate buffered saline plus Triton X-100 (0.01%; PBS-T). 
Antigen retrieval was performed in 0.1M citrate buffer (pH 6.0) in a steamer (25 
minutes). After being allowed to cool to room temperature the tissue was washed in 
PBS-T (3 x 3 minutes) then transferred to sequenza racks. 10% horse serum in PBS-T 
was used to block non-specific antibody binding (10 minutes) then the primary antibody 
(200l rabbit anti-OPN5; Abcam) was introduced and left overnight at 40C. The 
slides were again washed with PBS-T (2 x 5 minutes) before introducing the secondary 
antibody (200l 1:200 FITC-anti-rabbit; Vector Labs, UK) and leaving overnight 
covered in tin foil. For double labelling the previous two steps were repeated with the 
second set of antibodies (200l 1:1000 mouse anti-TH, Sigma Aldrich, UK; and 200l 
1:200 TRITC-anti-mouse, Vector Labs, UK). Following a final wash in PBS-T (5 x 5 
minutes) the sections were mounted in citifluor and the coverslip was sealed with ethyl 
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acetate (nail polish). This work was carried out in collaboration with Dr Gayle 
Middleton, School of Psychology and Neuroscience, University of St Andrews.  
Imaging. 
Following immunohistochemistry, images were obtained on a Zeiss Axio Imager Ax10 
at x40 magnification and neuronal measurements were made using Zen Imaging Pro 
(v10; Zeiss) software. 
1.6.6. Data acquisition and statistical analysis. 
Extracellular signals were ampliﬁed using differential AC ampliﬁers (A-M Systems 
model 1700; low cut off, 300Hz; high cut off, 500Hz), digitized using a 1401 analogue-
to-digitsal acquisition system (CED; Cambridge Electronic Design, Cambridge, UK) 
and stored and processed on a PC computer using Spike 2 (CED) software (sampling 
rate 8-10kHz). 
Electrophysiological data were analyzed using Dataview software (v 8.62, courtesy of 
W. J. Heitler, School of Biology, University of St Andrews, St Andrews, UK), and then 
all raw data were imported into Excel (Microsoft).  
Statistical analysis was performed in SPSS (v21). For comparison of average data either 
a paired t-test or a repeated-measures ANOVA with Bonferroni post-hoc corrections 
were used. Error bars represent standard error of the mean. Due to large inter 
preparation variation, data was often normalised to the value in control (100%). 
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1.7. Results. 
1.7.1. Spontaneously generated fictive locomotion in pro-metamorphic Xenopus 
tadpoles.  
The isolated brainstem-spinal cord from pro-metamorphic (stage 53-62) Xenopus laevis 
tadpoles (Fig. 1.11A) produces spontaneous rhythmic locomotor-like activity (Fig. 
1.11B). This activity adheres to the same basic coordination as embryonic and early 
larval stages of Xenopus development (Kahn & Roberts, 1982). The rhythm displays 
left-right alternation between opposing sides of the spinal cord (Fig. 1.11 Bii – compare 
lower two traces) and a brief rostro-caudal delay as activity propagates from head to tail 
(Fig. 1.11 Bii – compare upper two traces).  
When spontaneous activity is initiated, the more caudal spinal ventral roots are active 
first (Fig. 1.12 A – lower traces). When more rostral roots are recruited, this occurs 
sequentially, based on their rostro-caudal position and the process is reversed as activity 
wanes (Fig. 1.12 A). The recruitment of more rostral myotomes is associated with a 
reduction in motor burst frequency (Rauscent, 2008) and more caudal activity follows 
the pace set by the most rostral root active at a given time.   
The clearly defined rhythmic bursting from spinal ventral roots is often accompanied by 
lower amplitude, tonic discharge (Fig. 1.12 B). The tonic activity can be seen to 
increase in intensity immediately before rhythmic bursting is initiated (Fig. 1.12 Bi) and 
then subsequently decrease in intensity after bursting has ceased. During rhythmic 
activity, the tonic activity is not visible in the inter-burst interval (Fig. 1.12 Bii) 
suggesting MNs are initially active in an unpatterned fashion, perhaps providing a basal 
tone in the muscles, before network activity coordinates their output during swimming 
(see section 1.8.1 and Chapter 3 for further discussion). Furthermore, the tonic 
discharge is bi-lateral (Fig. 1.12 Biii) and so not likely to cause movement of the tail in 
a particular direction, again fitting with the hypothesis that it may represent a postural 
tone of low intensity muscle contraction.  
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Figure 1.11  Fictive locomotion in the pro-metamorphic Xenopus laevis tadpole. 
 
Ai, Photograph of a pro-metamorphic, stage 56, Xenopus laevis tadpole. Aii, Cartoon showing 
the approximate location of the nervous system within the intact tadpole. Aiii, Schematic 
depicting the isolated brainstem-spinal cord preparation including the approximate location of 
three extracellular, glass suction electrodes. Recordings of electrical activity were made from 
the exposed ventral roots. Bi, Extracellular recording of three ventral roots showing 
spontaneous episodes of fictive locomotion. Bii, On an expanded time base the coordinated 
nature of this spontaneous activity is evident. On the same side of the cord (compare upper two 
traces), the activity propagates with a brief rostro-caudal delay. Across the cord (compare lower 
two traces), the activity alternates in a left-right pattern. The major parameters of the motor 
output, namely burst duration; cycle period; episode duration; and time spent active, are 
depicted as well as the rostro-cadual delay, which is characteristic of forward locomotion.  
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Figure 1.12  Caudo-rostral recruitment of activity during fictive locomotion. 
 
Ai, Three extracellular recordings from progressively more caudal (top to bottom) ventral 
roots in a stage 54 tadpole. During swimming, spontaneous activity was recorded first in the 
caudal-most root (lower trace), before other roots were recruited sequentially based on their 
relative rostro-caudal position.  Aii, As the spinal segments are recruited and de-recruited, the 
fictive locomotor activity waxes and wanes: the rhythmic bursting was lost first and returned 
last in the more rostral roots (compare upper traces in Ai & ii). B, A single ventral root 
recording from a stage 59 tadpole illustrating a spontaneous episode of fictive locomotion. 
Prior to tightly co-ordinated rhythmic bursting, low amplitude, tonic activity is evident. In Bi 
this can be seen to increase in intensity just before the bursting begins. The switch to 
rhythmic bursting and the loss of tonic activity in the inter-burst period can be seen more 
clearly on an expanded time base in Bii. The pattern was repeated in reverse after the 
rhythmic bursting had ceased. Biii, Three simultaneous ventral root recordings from a stage 
56 tadpole highlight the fact that this activity occured both bilaterally (compare the bottom 
two traces) and at multiple levels along the rostro-caudal axis of the body.   
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1.7.2. Stimulation of the optic tectum generates sustained fictive swimming. 
In addition to producing spontaneous activity, the isolated brainstem and spinal cord of 
pro-metamorphic tadpoles can be stimulated in order to elicit sustained episodes of 
fictive locomotion (Fig. 1.13).  Several sites within the brainstem were tested including 
the vestibulocochlear nerve, the inner surface of the 4
th
 ventricle and locations all along 
the length of the hindbrain up until and including the rostral spinal cord. All of these 
sites could occasionally produce responses from the ventral roots but none were found 
to be as reliable as stimulating the optic tectum. One contributing factor for this was the 
collateral damage caused by the stimulating electrode over the course of an experiment 
often resulted in deterioration of the preparations when attached to regions of the 
hindbrain or rostral spinal cord. Sites on the dorsal surface of the optic tectum were 
most convenient for electrode attachment and those on the caudal portion of the tectal 
bulb were found to be most effective (see Fig. 1.13A for approximate electrode 
placement). A brief (1-20ms) stimulus, delivered to the optic tectum via a glass 
stimulating electrode, will reliably evoke a sustained bout of fictive locomotion (Fig. 
1.13 B). Once initiated, the episode of swimming is self-sustaining and will outlast the 
influence of the initial stimulus by many seconds.  
1.7.3. Episode duration is dependent on previous network activity. 
The duration of evoked episodes is strongly correlated with the preceding inter-episode 
interval (Fig. 1.13 C). When the inter-swim interval is increased from 15 to 30, 60 or 
120s, the duration of the evoked episode increases accordingly (Fig. 1.13 C). The 
average data from 7 animals highlights a strong positive correlation (R
2
 = 0.9559) 
between inter-swim interval and episode duration (Fig. 1.13 Ciii). Relative episode 
duration increases from 84.54 ± 9.90% at 15s (n = 22) to 167.15 ± 26.22% at 30s (n = 
30); 197.86 ± 32.01% at 60s (n = 31) and 326.73 ± 47.35% at 120s (n = 28). This 
relationship has also been reported during the embryonic and early larval stages of 
development where it is found to be dependent on the Na
+
/K
+
 pump, whose activity 
during periods of intense swimming causes a long-lasting, roughly minute long, 
hyperpolarisation of the membrane potential of spinal neurons (Zhang & Sillar, 2012; 
see Chapter 3 for further discussion). The phenomenon at earlier stages of Xenopus 
development links previous activity to future network performance and the same basic 
relationship is also found in free-swimming larval tadpoles.    
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Figure 1.13  Stimulation of the optic tectum elicits episodes of sustained fictive 
swimming. 
 
A, Schematic depicting the isolated brainstem-spinal cord preparation for electrophysiological 
recordings. Three glass recording electrodes are shown attached to spinal ventral roots as well 
as a glass stimulating electrode on the optic tectum. Bi, Stimulation of the optic tectum elicits 
reliable episodes of motor activity in a stage 55 tadpole. Bii, The activity lasts for several 
seconds, far exceeding the brief, 1-20ms stimulus. C, The duration of evoked episodes is 
directly related to the preceding inter-swim interval. Ci & ii, Increasing the inter-swim interval 
from 15s to 30s, 60s and 120s results in a proportional increase in the episode duration. Ciii, 
Scatter plot highlighting the strict 1:1 relationship between inter-swim interval and episode 
duration (N=7; R
2
 = 0.9559). * denotes stimulus artefact; ** denotes a stimulus that failed to 
evoke an episode of swimming. 
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1.7.4. Spontaneous locomotor activity is sensitive to changes in ambient light 
levels. 
As well as self-regulatory intrinsic control over network activity it is also important to 
consider how environmental factors such as temperature and illumination affect the 
motor output. The spontaneous locomotor activity generated by the isolated nervous 
system of Xenopus tadpoles is sensitive to light (Fig. 1.14). When exposed to light, 
preparations generally produce regular episodes of coordinated locomotor activity (Fig. 
1.14 Ai (left-hand side), ii). When in the dark (Ai, grey box), the preparations generally 
fall silent. This result is particularly important since the isolated nervous system is 
devoid of input from all known photoreceptive tissues including the eyes and the pineal 
gland. Data from 23 preparations (Fig. 1.14 Bi), where there were at least two periods of 
both light and dark, shows a significant decrease in time spent active, from 9.44 ± 
2.29% in the light to 1.39
 
± 0.40% in the dark (Fig. 1.14 Bii; p<0.01). Activity which 
does occur spontaneously in the dark does not differ significantly from that occurring in 
the light in terms of the basic parameters of swimming, namely BD, CP and ED 
(Fig.1.14 C; n = 18,16 and 22 respectively). Although not illustrated here, responses 
were also recorded to very low levels of light by using neutral density filters. In one 
preparation a response to light was recorded even when the original light level had been 
cut down by 3 log units.  
Upon re-illumination, swimming is re-initiated after a brief delay (Fig. 1.15 A). While 
there is much variation between preparations in terms of their response to re-
illumination, when the same preparation is tested multiple times it responds relatively 
consistently (Fig. 1.15 B; data taken from 9 preparations with at least 3 responses 
following 10 minutes in the dark). The average delay until swimming is initiated in this 
sub-set range from 3.94 ± 0.47s to 122.43 ± 37.51s. To illustrate this further, data from 
17 preparations with at least 5 minutes either side of a dark-to-light and a light-to-dark 
transition are displayed (Fig. 1.15C). Activity is reliably initiated when transitioning 
from dark into light (Fig. 1.15 Ci) and there is no corresponding response when the 
same preparation transition from light to dark (Fig. 1.15 Cii). Notably, the 3 
preparations that did not display a lights-on response were spontaneously active in the 
dark just prior to the change in illumination (see top 3 traces in Fig. 1.15Ci). This may 
highlight the importance of previous network activity in the likelihood of subsequent 
spontaneous activity occurring as is described for evoked activity (Fig. 1.13C).  
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Figure 1.14  Spontaneous locomotor-like activity is sensitive to changes in ambient 
light levels. 
 
A, 3 ventral root recordings showing the spontaneous, fictive swimming produced by the 
isolated brainstem-spinal cord of a stage 54 Xenopus tadpole. The recordings are made in a 
modified faraday cage allowing control of the bath illumination. With the lights on, the 
preparation is exposed to ~13,000 lux of broad spectrum white light, while when the lights are 
off the intensity drops to ~0 lux. Ai, The rhythmic locomotor-like activity (expanded in Aii) 
occurs at regular intervals until the illumination is removed (grey box). In the dark, preparations 
generally fall silent. On re-illumination, the activity returns as before the dark period. B, 
Activity increases significantly, from 1.39 ± 0.40% in the dark to 9.44 ± 2.29% in the light 
(N=23; p<0.01, paired t-test). C, Activity which does occur in the dark does not differ from the 
activity in the light in terms of the basic parameters of swimming, namely BD, CP and ED 
(N=18, 16 and 22 respectively). 
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Figure 1.15  – Light activates swimming with a brief delay. 
 
A, Three simultaneous extracellular ventral root recordings showing a typical response to 
illumination in a stage 54 tadpole: following a period of darkness (grey box), spontaneous, 
rhythmic locomotor-like activity was initiated with a short delay. B, The delay to activation is 
variable between preparations but tends to be consistent within the same preparation. Data is 
taken from 9 preparations, each with at least 3 responses to illumination following 10 minutes in 
the dark. The shortest delay before swimming is activated is 3.94 ± 0.47s while the longest is 
122.43 ± 37.51s. C, Activity is reliably initiated by transition into light (Ci) but there is no 
equivalent response to a transition into darkness (Cii). Data is taken from 17 preparations with 
at least 5 minutes before and after light transitions. Ci, Preparations are ordered based on the 
latency to activity after lights-on: the shortest delay to activity is at the bottom and the longest 
or non-responsive preparations at the top. Cii, Preparations are ordered based on activity 
immediately preceding the transition to lights off: the preparation active the shortest duration 
before the transition, is displayed at the bottom and the preparation active the longest duration 
before the transition is at the top. 
 
 
  
73 
 
1.7.5. Light has no effect on the parameters of evoked activity. 
Since motor output occurs spontaneously in these preparations it was important to test 
their response to light in a more controlled fashion. Episodes evoked via brief (1-20ms) 
stimulation of the optic tectum (Fig. 1.13) 2 minutes after the preceding episode had 
terminated, are relatively consistent and therefore provided a good baseline to test the 
effects of changing the lighting conditions (Fig. 1.16 A). Episodes of evoked activity 
are not altered by ambient light levels (Fig. 1.16). Changing the ambient light 
conditions between light and dark did not significantly alter the activity in terms of the 
basic parameters of swimming (Fig. 1.16 B). The mean BD is 61.34
 
± 2.94ms in the 
light and 60.96
 
± 3.94ms in the dark; the mean CP is 196.01 ± 9.76ms in the light and 
191.62 ± 10.19ms in the dark and the mean ED is 14.04 ± 3.14s in the light and 15.51 ± 
3.61s in the dark (N=7). This result corroborates the finding that the intrinsic parameters 
of swimming are unaltered by the lighting conditions (see Fig. 1.14C for equivalent data 
for spontaneous activity).  
1.7.6. The effect of light on spontaneous activity is not due to a change in 
temperature. 
Given the unavoidable link between light and heat and the fact that swimming in 
Xenopus is known to be temperature sensitive (Sillar & Robertson, 2009), it is important 
to rule out an effect of temperature in the sensitivity of these preparations to light. In 
general terms the experiments were designed to minimise the effect of temperature in 
two ways. 1) All experiments were carried out in a recording bath seated within a peltier 
cooler, which maintains the saline at a temperature ± 0.5
0
C of the set value. 2) The cold 
light source used generated negligible amounts of heat from the end of the light pipe 
and this was positioned ~10cm from the recording bath. In addition, removing 
illumination could abolish activity even at optimal temperatures for activity, ~16-17
0
C 
(Fig. 1.17 A).  
The lights-on response, however, did show some variation due to temperature (Fig. 
1.17B). After 10 minutes in the dark the latency to the first activity upon re-illumination 
tended to be shorter at higher temperatures (Fig. 1.17Biii and see Fig. 1.17Bi; N=2). 
Moreover, during the first 200s after re-illumination the total time spent active tended to 
be larger at lower temperatures (Fig. 1.17Bii; N=2). In contrast, however, the highest 
temperatures tested (21-25
0
C) generally (3/4 preparations) produced abnormal 
swimming characterised by short episodes of activity that were initiated in the rostral  
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Figure 1.16  Light has no effect on evoked activity. 
 
A, Activity evoked at regular intervals in a stage 55 tadpole is not altered by ambient light 
levels. Brief, 2-20ms stimulation of the optic tectum initiates a sustained episode of rhythmic, 
locomotor-like activity. B, Neither the duration of evoked episodes (ED) nor the burst durations 
(BD) or cycle periods (CP) of the rhythmic activity were significantly altered by the different 
light conditions (N=8; see also Aii & iii for comparison). * denotes stimulus artefact. 
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Figure 1.17  The effect of light on spontaneous swimming is not due to a change in 
temperature. 
 
A, The occurrence of spontaneous locomotor-like activity varies with temperature. Spontaneous 
episodes are frequent between 14-17
0
C and tail off at temperatures higher or lower than this 
(See temperature ramp, Ai). Nevertheless, when temperature is held constant within this 
optimum range, light sensitivity is retained and preparations fall silent in the dark (see expanded 
trace in Aii). B, The lights-on response tends to vary due to temperature. In two stage 55 
preparations with a robust response to light, both the time spent active (Bii), and the latency to 
activity (Biii), were inversely correlated with temperature (N=2).  C, Proper rhythmic activity is 
lost at high temperatures. When temperature is ramped between 13 and 25
0
C properly 
coordinated swimming is often (3/4 preparations) lost at temperatures above 21
0
C. In a stage 56 
tadpole normal swimming occurs readily at 13
0
C and swimming follows the normal caudo-
rostral recruitment pattern (Ci – upper trace).  At 250C spontaneous activity is composed of 
short episodes of activity that are initiated in the rostral roots first (Cii – upper trace). Moreover, 
the first cycle of activity lacks rostro-caudal phase lag displaying near simultaneous activation 
of ipsilateral ventral roots (Cii - lower trace). 
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most roots first (Fig. 1.17Cii). Furthermore, this activity often lacked proper rostro-
caudal phase lag displaying near simultaneous activation of the ipsilateral roots (Fig. 
1.17Cii).    
1.7.7. Light sensitivity is not present in pharmacologically excited preparations. 
In many in vitro locomotor preparations, pharmacological methods are used to activate 
the spinal network and then test the effects of subsequent experimental manipulations 
on the motor output.  Spontaneous locomotor activity in brainstem-spinal cord 
preparations from pro-metamorphic Xenopus tadpoles can be reliably increased 
pharmacologically in several ways (Fig. 1.18). Blockade of GABAA receptors via bath 
application of SR-95531 (GABAzine; 1-2M) or bicuculline (2M) increases fictive 
locomotion and induces regular episodes of activity (Fig. 1.18 A; example shows 
activity induced by application of 2M GABAzine). Subsequent changes to the light 
conditions do not significantly alter this activity relative to the value in the light 
(100%): BD was 104.65 ± 5.45/%; CP was 96.31 ± 0.91%; ED was 95.31± 6.50% and 
time spent active (TA) was 105.17 ± 12.66% (N=4; 2 GABAzine, 2 bicuculline).  
Increased activation of NMDA receptors via bath application of NMDA (20-50M) also 
increases spontaneous fictive activity (Fig. 1.18 B). In this case, however, activity 
generally becomes continuous with no distinct episodes visible in 3 out of 4 
preparations. Nevertheless, subsequent changes to the light conditions do not 
significantly alter the activity: relative to the value in the light (100%): BD was 104.86 
± 8.75%; CP was 102.58 ± 3.19% and TA was 94.04 ± 5.96% (N=4). Taken together 
these results suggest that the when the network is operating near to its maximum the 
more subtle effect caused by changing the illumination is unable to significantly alter 
the motor activity. The predicted effect of light would be on supra-spinal centres 
involved in the activation of the spinal network and in these preparations they are 
bypassed, potentially negating any effects the illumination may have. One thing to note 
is that during NMDA applications the light conditions were changed every 30s, perhaps 
masking any longer term effects of the photostimulation. Future experiments might 
investigate the effects of light on NMDA-induced activity over the course of 2-5minutes 
in line with the data describing the basic phenomenon of deep brain photoreception.  
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Figure 1.18  Light sensitivity is lost in pharmacologically excited preparations. 
 
A, Blockade of GABAA receptors via bath application of SR-95531 (GABAzine – 1-5M) or 
bicuculline (2M; not shown) induces a regular pattern of fictive swimming episodes. This 
activity is not altered by subsequent changes in the ambient lighting (Ai & Aii). Neither BD nor 
CP, ED or time spent active were significantly altered by changes in the lighting condition (Aiii 
- N=4; 2 GABAzine, 2 bicuculline). B, Similarly, activation of NMDA receptors via bath 
application of NMDA (20-50M) induces increased spontaneous locomotor-like activity. This 
activity is also not altered by subsequent changes in lighting conditions (Bi & ii). Biii, Neither 
BD, CP or the time spent active were significantly altered by changes in the light conditions 
(N=4). (NB, there was no ED data as in 3/4 preparations the NMDA application resulted in 
constant locomotor activity without discrete episodes). 
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1.7.8. Light sensitivity of the tadpole nervous system is tuned to short 
wavelengths. 
Since classical light sensitivity in the nervous system is dependent on opsin proteins 
which have ‘stereotypical spectral fingerprints’ (Peirson et al, 2009), the first step in 
determining the means of phototransduction in the isolated nervous system was to test 
its response to different wavelengths of light. Given that the halogen light source used 
in the initial experiments emitted a broad spectrum white light a series of relatively 
narrow wavelength LEDs were used to generate a crude action spectrum of the light 
sensitivity in the isolated nervous system. Illumination of the nervous system (Fig. 1.19 
A) with short wavelength UV light (390-410nm – 39 lux) produced a robust locomotor 
response: the time spent active increased to 16.56 ± 6.76% compared with 1.24 ± 0.63% 
before illumination; and 1.68 ± 1.26% immediately after the lights-on period (N=7; 
p<0.05; Fig. 1.19B & C - purple). Illumination of the same area with Blue (468nm – 
461 lux), Green (523nm – 136 lux) or Red (635nm – 36 lux) light did not increase 
activity above the value recorded in the dark (Fig. 1.19B & C – colour corresponds to 
wavelength used).  
The intensity of light used varied depending on the particular LED. However, UV light 
elicited a response at 39 lux (the total time spent active increased to 11.09 ± 1.72% 
compared with 0.05 ± 0.05% before illumination and 0.30 ± 0.18% immediately after 
the lights-on period; N=4; p<0.01) and 23 lux (the total time spent active increased to 
3.89 ± 1.56% compared with 0.19 ± 0.19% before illumination and 0.28 ± 0.28% 
immediately after the lights-on period; N=4; p<0.05 – Fig.1.19Di and ii). In addition, 
2/4 preparations tested showed activity during the lights-on period to UV light at 10 lux 
and 5 lux (see Fig. 1.19Di). In comparison, blue, green and red light failed to cause a 
response to light at 461, 136 and 36 lux, respectively (Fig. 1.19B & C). The spectral 
tuning of the sensitivity is particularly clear when you compare the robust light 
responses elicited by UV light to the next shortest wavelength blue light. The blue light 
did not elicit a response despite being at least ten-fold more intense than the UV light.        
As well as the total time spent active, the intensity of UV light also dictated the latency 
to the first swimming episode (Fig.1.19Di & iii). The mean latency to first activity was 
significantly shorter at 39 lux (32.63 ± 11.27s, n=8) than at 5 lux (121.50 ± 4.5s, n=2; 
N=4, p<0.01). This graded response to illumination could be important to the  
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Figure 1.19  Light sensitivity is tuned to UV wavelengths. 
 
A, Schematic illustrating the approximate area of illumination of a light guide (dashed circle). 
B, A sequence of lights-on responses of a stage 56 tadpole following 10 minutes in the dark 
(grey box). Various wavelengths of light were tested, depicted by the colour of the trace (purple 
- 390-410nm; red – 635nm; green – 523nm; blue – 468nm; intensity in lux is also displayed). C, 
Mean data of the time spent active 200s before illumination; 200s during illumination; and 200s 
after illumination for each wavelength of light (UV, red, green and blue). Illumination with UV 
light elicited a significant increase in total time spent active relative to control periods in the 
dark immediately before and after the lights-on condition (N=7). D, Sensitivity of UV light 
occurs even to low intensity stimulation. Di, A sequence of responses to UV illumination from a 
stage 55 tadpole following 10 minutes in the dark (grey box). The intensity of light used (in lux) 
matches the shade of purple in the trace from darkest (39lux) to lightest (5lux). Dii, Mean data 
of the time active 200s before illumination; 200s during illumination; and 200s after 
illumination for each intensity of UV light. Illumination at 39lux and 23lux elicited a significant 
increase in total time spent active, relative to both before and after illumination (N=4). 
Illumination with UV light at both 10lux and 5lux elicited a response to light in 2/4 
preparations, although the total time spent active was not greater than in the dark. Diii, The 
latency to swimming was significantly shorter following illumination with 39lux UV than with 
5lux UV (N=4; n=2 responses for 5lux; also see Di; * p<0.05; *** p<0.01).  
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function of the light sensitivity in the behaving animal which may use information not 
just about ‘light vs. dark’, but also about the relative amount of light in the environment.    
1.7.9. Light sensitivity of the caudal diencephalon.  
Having established that UV light could produce a maximal response to illumination the 
next step was to try and localise the sensitivity within the isolated nervous system. The 
normal dissection during extracellular experiments involved making a cut, level with 
the caudal extent of the 3
rd
 ventricle (Fig.1.20Ai). Shining UV light on these 
preparations produced reliable robust responses to illumination (see Fig. 1.20Bi & Ci 
and also Fig. 1.19B & C). When a more caudal dissection was performed – the cut was 
made flush with the optic tectum and removed the entire diencephalon apart from a 
small portion of hypothalamus that abuts the optic tectum and also lies ventrally 
underneath the tectum and rostral hindbrain (Fig. 1.20Aii) – sensitivity to UV light 
disappeared. In preparations that were spontaneously active (see the single episode of 
activity in the dark period in Fig. 1.20Aii), illumination did not produce an increase in 
locomotor activity (Fig. 1.20Bii). The mean time spent active during the lights-on 
period was 2.10 ± 1.60% compared with 2.75 ± 2.23% before illumination and 2.95 ± 
2.16% immediately after (Fig. 1.10Cii; N=4).  
In a parallel approach, a smaller diameter light guide was used to focally illuminate 
more discrete regions of the light sensitive – diencephalon attached – preparation (see 
Fig. 1.20Di for the approximate area illuminated by the small diameter light guide). 
Illumination of area 1(see Fig. 1.20Di), the rostral extent of the preparation including 
the caudal diencephalon, produced a significant increase in both the time spent active 
(Fig.1.20Ei) and the number of swim episodes (Fig.1.20Eii; also see Fig.1.20Dii). The 
time spent active increased to 18.37 ± 2.18% compared with 0.85 ± 0.80% before 
illumination and 1.31 ± 0.66% after the lights-on period (Fig. 1.20Ei; N=4, p<0.05). 
The total number of episodes increased to 10.07 ± 3.28% compared with 2.23 ± 2.11% 
before illumination and 2.00 ± 1.68% after the lights-on period (Fig. 1.20Eii; N=4, 
p<0.05). Illumination of either area 2, the rostral hindbrain, or area 3, the caudal 
hindbrain, did not elicit an increase in locomotor activity during illumination with UV 
light (Fig. 1.20D & E).  
Taken together these results strongly suggest that the light sensitivity of the isolated 
tadpole nervous system is dependent on the diencephalic tissue located between the  
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Figure 1.20  Light sensitivity is located in a small section of caudal diencephalon.  
 
Ai, Schematic showing the standard site of dissection during extracellular experiments: the 
primary cut is made at the caudal extent of the 3
rd
 ventricle, leaving the brainstem fully intact 
and undamaged. Bi, An example of the response from a stage 54 tadpole when UV light (390-
410nm; 39lux) is shone on the preparation. Swimming is reliably activated following re-
illumination after 10 minutes in the dark (grey box; also see Fig. 1.9). Ci, Illumination with UV 
light causes a significant increase in the total time spent active compared with dark periods 
before the lights-on period (N=7, p<0.05). Aii, A schematic showing a modified dissection to 
remove the caudal diencephalon except for a small portion of ventral hypothalamus; the cut was 
made flush with the optic tectum. Bii, An example of the response of a stage 55 tadpole when 
UV light is shone on the preparation. Swimming does not occur despite this preparation 
showing spontaneous activity (see episode in the dark period and mean data in Cii; N=4). D, 
Focal illumination of the isolated nervous system reveals the sensitivity to UV light resides in 
the caudal diencephalon. Di, A schematic illustrating the approximate positions and areas of 
illumination of a light guide. Dii, A series of responses to UV illumination on areas 1, 2 and 3 
from Di. Both the time spent active (Ei) and the mean number of swim episodes (Eii) were 
significantly increased when illumination was focussed on area 1, but not when focussed on 
either area 2 or 3 (N=4; NB N=3 for location 3; * p<0.05).  
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caudal extent of the 3
rd
 ventricle and the optic tectum. To provide further evidence for 
this I investigated the possible means of phototransduction in the tadpole diencephalon, 
paying particular attention to the small region where the light sensitivity apparently 
resides.   
1.7.10. A UV-sensitive photopigment is found within the tadpole caudal 
hypothalamus. 
Since all known phototransduction in the nervous system is mediated by light sensitive 
opsin proteins, the most obvious next step was to try and locate opsin-positive neurons 
within the tadpole caudal diencephalon. Relatively recent evidence for a UV-specific 
opsin (OPN5) in the quail hypothalamus (Nakane et al, 2010) seemed to be a good 
candidate for the sensitive protein in the tadpole. Not only was its peak sensitivity of 
420nm similar to the spectrally tuned response in the tadpole nervous system but it was 
located in the PVO of the quail hypothalamus, just rostral to the apparently sensitive 
region in the current experiments.     
Immuno-fluorescent labelling of OPN-5 positive neurons was performed. Coronal slices 
through the tadpole brain (see Fig. 1.21A) revealed a bilateral cluster of OPN-5-positive 
neurons within the light sensitive region of the caudal diencephalon (Fig. 1.21B). The 
neurons had an average diameter of 8.40 ± 0.56m (only clearly defined somata were 
measured, n=10; N=2). The cluster in both tadpoles was at the level of hypothalamic 
ventricle and in the clearest example extended approximately 150m laterally from the 
ventricle and spanned a dorso-ventral region of approximately 80m. This places a 
population of potentially light sensitive neurons in the region of the tadpole brain that 
mediates the photomotor response. Furthermore, the fact that OPN5 is particularly 
sensitive to short-wavelength UV light is a good match for the spectral sensitivity of 
this behaviour. Based on these data I think it is likely that a group of OPN5-positive 
photosensitive neurons within the tadpole hypothalamus enable the isolated nervous 
system to respond to light and link luminance detection to motor behaviour. That being 
said, it remains unclear how the putative deep brain photoreceptors are coupled to the 
locomotor CPG.       
In the zebrafish hypothalamus the non-retinal opsin, melanopsin, is co-expressed with 
tyrosine hydroxylase (TH) within A-11 type dopaminergic neurons, and although their 
function is unknown it is presumed they may be important for light mediated locomotor  
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Figure 1.21  A UV sensitive opsin is found within the tadpole caudal diencephalon. 
 
A, Schematic of the brain from an adult Xenopus frog showing the approximate position of 
slices used for imaging. B, OPN5-positive neurons in within the caudal diencephalon (y) of a 
stage 55 tadpoles. Bi, a cluster of neurons is located in the ventral half of the diencephalon in 
proximity to the hypothamlamic ventricle; also see Bii for expanded view of the same area. C, 
The OPN5 neurons are in close proximity to the rostral extent of the dopaminergic neurons of 
the posterior tuberculum (pt) but are not found within the same neurons. TH-positive neurons 
are found in the pt (Ci) as described in many other species. The OPN5-positive neurons (Ciii) 
are found in close proximity to a cluster of TH-positive neurons in the caudal diencephalon 
(Cii), however they are located more ventrally and so are not themselves dopaminergic.   
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responses (Fernandes et al, 2012). To investigate if a similar link between deep brain 
photoreception and dopaminergic neurons was present in Xenopus, I double labelled for 
both OPN5 and TH in these experiments (Fig. 1.21Ci &ii). Unlike in the zebrafish I 
found no evidence that an opsin, OPN5, was located within dopaminergic neurons. 
However, I did identify a cluster of dopaminergic neurons in the same region of the 
hypothalamus, located just dorsally from the OPN-positive cluster. When measured 
from the midpoint of each cluster of neurons the mean distance separating the two 
populations was 188.40 ± 40.39m (N=2). It seems these TH-positive neurons are the 
rostral-most members of a population of dopaminergic neurons that is continuous with 
dopaminergic neurons of the PT, found at a similar dorso-ventral level but more 
caudally in the hypothalamus (Fig. 1.21Ci). The average diameter of the TH-positive 
neurons in the PT was 11.77 ± 0.25m (n=13, N=2) compared with the TH-positive 
neurons at the level of the OPN5 population, which had an average diameter of 10.31 ± 
0.26m (n=11, N=2).  
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1.8. Discussion. 
1.8.1. Spontaneous locomotion in pro-metamorphic Xenopus tadpoles. 
Fictive locomotion recorded from the isolated nervous system of pro-metamorphic 
Xenopus tadpoles correlates well with their motor behaviour at these stages of 
development. Episodes of sustained, rhythmic locomotion occur spontaneously (Fig. 
1.11; Combes et al, 2004) and the pattern of recruitment, with caudal sections active 
first and more rostral sections incorporated as the episode progresses, is retained in vitro 
(Fig. 1.12A; Rauscent, 2008).  
At the level of the neural control of locomotion, the switch from sessile embryos to 
free-swimming larvae is presumed to be linked to the degradation of the GABAergic 
pathway that controls the stopping response in young tadpoles (Boothby & Roberts, 
1992a,b; Perrins et al, 2002). At larval stage 42, the GABAergic mhr neurons are still 
present (Reith, 1996) and, although the pathway connecting them to the cement gland is 
degrading, they are thought to be incorporated into a central circuit where they may 
continue to contribute to the cessation of swimming episodes. Evidence for this comes 
from the fact that episodes of swimming often terminate coincident with a barrage of 
GABAergic IPSPs (Reith & Sillar 1999). In general, sporadic GABA IPSPs are thought 
to contribute to an inhibitory tone that counteracts the tonic depolarisation of spinal 
neurons during swimming. The short, intense episodes of swimming seen in the 
presence of bicuculline at stage 42 support this idea (Reith & Sillar, 1999). Input to mhr 
neurons from the cement gland is not a factor at pro-metamorphic stages, due to the 
afferent limb of the pathway having fully degraded. Despite this, there is also evidence 
of a continued role for descending GABAergic inhibition of the spinal CPG. The 
blockade of GABAA-receptors highlights this, as disinhibited preparations show 
increased spontaneous activity well above control levels (see Fig. 1.18A). However, 
these experiments have not addressed the site of action of GABAA blockade and 
therefore could also involve disinhibtion of supra-spinal centres. This would mirror the 
situation in many other vertebrates, where local application of bicuculline to the MLR 
activates locomotor activity (Garcia-Rill et al, 1990; Menard et al, 2007). 
 It is worthy of note, however, that even at much later stages of development (stage 53-
62) the tadpoles show signs of residual activity of a descending inhibitory pathway. 
Sensory stimulation of most parts of the tadpoles head will reliably elicit an aversive 
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response and cause the animal to swim away but touching the tadpole directly between 
the nasal pits, at the rostral extent of the head, has no such effect. In fact, this form of 
stimulation seems to actively inhibit motor activity (personal observation). Given the 
dramatic and reliable effects of disinhibition in these preparations it is certainly worthy 
of further experiments to investigate both the extrinsic and intrinsic modulation of the 
tadpole spinal CPG by GABA.   
As well as simply being more active during free-swimming larval life, Xenopus tadpoles 
spend most of their time feeding, with their bodies tilted in a head down hover (Hoff & 
Wassersug, 1986). They maintain this posture by sculling with the caudal most parts of 
the tail and swim faster by recruiting more of the tail. This recruitment pattern is also 
seen in fictive locomotion (Fig. 1.12A). The recruitment and de-recruitment of the tail 
musculature can be seen as the sequential recruitment of more rostral ventral roots. To 
achieve smooth, uninterrupted swimming while incorporating more of the tail into the 
movement is quite a feat. The prevailing theory is that a gradient of excitability must 
exist within the spinal circuitry along the length of the cord (Rauscent, 2008). For 
instance, if the caudal most sections of the cord have the lowest threshold for activation 
then low levels of excitation will be enough to cause swimming with the tip of the tail. 
Subsequently increasing the descending excitation would then lead to the sequential 
recruitment of more rostral areas.  
A similar pattern of recruitment to increase locomotor speed has been described during 
swimming in zebrafish (McLean et al, 2007; McLean & Fetch, 2009). The recruitment 
does not occur along the length of the cord, since fish tend to swim with the whole tail 
at all speeds, but instead, spinal neurons are recruited based on their relative dorso-
ventral position. There is evidence that this recruitment is based on topographic 
gradients of excitability such that cells with the high IR are recruited first (McLean et al, 
2007). For the Xenopus swim network to function like this, it is apparent that the caudal 
segments of the cord must be able to produce properly patterned output in partial 
isolation from the rest of the cord. In the lamprey, it has been known for a long time that 
the spinal CPG is compartmentalised at multiple levels along the cord. In this 
preparation, isolated sections of spinal cord can still produce normal locomotor activity 
when activated pharmacologically (Cohen & Wallen, 1980; Wallen & Williams, 1984). 
This has led to the proposal that the spinal CPG is organised as a series of coupled 
oscillators (Cohen & Wallen, 1980; Buchanan, 1992). In the case of the lamprey, where 
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the whole body is involved in swimming at all speeds, the speed of swimming is a 
function of the phase relationship between the oscillator units. In Xenopus the speed 
would have to be primarily based on a gradient of excitability between oscillator units.   
The tonic activity, which can be seen before and after rhythmic ventral root activity 
(Fig. 1.12B), can perhaps provide some clues as to how the caudo-rostral system of 
recruitment works and what its function might be. Firstly, it is evident that MNs are 
active at times other than when directly involved in propulsive locomotion. One theory 
to explain this would be that, at sub-threshold levels for discrete bursting, the MNs are 
involved in postural control. In mammalian studies where locomotion was induced via 
stimulation of the MLR, the lowest levels of stimulation engaged the postural system 
causing the animals to stand and bear their own weight (Shik et al, 1966). Perhaps a 
similar initial state is activated in Xenopus as excitation builds up within the more 
rostral segments and helps stabilise the regions immediately adjacent to those actively 
involved in propulsion. Biomechanically, actively stiffening the body can be very 
important for swimming in fish as it helps counteract self-generated rotational forces 
(Webb 2002). This is known to be especially important during slow swimming, like the 
characteristic hover of the Xenopus tadpole, since the hydrodynamic trimming forces 
associated with forward swimming are reduced.  
Even if recruitment within the cord is based on a gradient of excitability, you would 
expect the neurons at a given level to be a heterogeneous group, with some cells more 
excitable than others. Given that situation, the tonic activity could be the sporadic 
output of low threshold MNs. Only when excitation reaches a level high enough to 
activate a critical proportion of the network would the coordinated bursting emerge 
from this background excitation. Interestingly, I have recorded from neurons in the 
spinal cord, including MNs, that show a good correlate for this type of activity. First, 
they depolarise and fire tonically, coincident with the low amplitude tonic activity in the 
ventral root, before switching into a pattern of rhythmic firing that matches the rhythmic 
output of the network. (see Chapter 3 for further discussion). In the context of Brown’s 
half centre model (Brown, 1914), this would be equivalent to the tonic descending 
excitation needed to bring the pattern generating component of the network to threshold. 
Effectively the tadpole may have ‘units’ of the CPG located at each segment of the 
spinal cord that have their own threshold for activation. Once a critical number of 
neurons within a given segment are depolarised, the intrinsic organisation within the 
92 
 
network should provide the appropriate synaptic excitation and inhibition required to 
produce rhythmic firing. Of course, the trigger for rhythmic activity may not be 
dependent on a critical number of neurons becoming active but could rely on a specific 
type of neuron becoming active. For instance, the descending interneurons (dINs) are 
known to be the primary source of excitatory drive in the embryonic tadpole spinal cord 
(Li et al, 2006; see Chapter 3). If these neurons persist during development, as my 
preliminary data suggests (Fig.3.14), then perhaps their recruitment is the primary factor 
determining the activation of more rostral segments of the cord during swimming.       
The emergence of tightly coordinated bursting from an initial tonic depolarisation of 
spinal neurons may also be related to coupling between adjacent areas of the cord. The 
first and last few bursts in an episode of spontaneous activity are often less sharply 
tuned than those in the middle of the episode (see Fig. 1.12Bii &iii). In simulations of 
axial swimming in the lamprey, the coupling between adjacent segments is important to 
phase-lock their activity (Buchanan, 1992). In Xenopus swimming, which involves 
recruitment and de-recruitment of spinal segments, it seems likely that the activity of a 
given segment will be better coordinated when those either side of it are active. 
Therefore, the first and last few bursts in an episode, which will have less rhythmic 
input from more rostral segments, should be expected to be less sharply tuned than 
those in the middle of the episode.      
The in vitro preparations are capable of swimming continually, just as in the intact 
animal (the tail in semi-intact preparations sometimes swims for several hours without 
stopping). However, the full extent of the locomotor-like activity is not recorded since 
the most caudal sections are too small to make reliable extracellular recordings. 
Nevertheless, what is recorded is at approximately the same frequency as during natural 
swimming in the intact animal. The natural tail beat frequency ranges between 8-12Hz 
for all but the fastest swimming speeds where it can occasionally reach 20Hz (Hoff & 
Wassersug, 1986). This correlates well with the tail beat frequency in semi-intact (tail-
attached) preparations where the tail beat is at around 8Hz (Rauscent, 2008). One 
confound between these two data sets, however, is that in vitro the recruitment of more 
rostral segments associated with increased swimming speeds is characterised by a 
reduction in ventral root burst frequency (Rauscent, 2008). This difference may be due 
to the absence of sensory feedback in the in vitro preparation. In the lamprey, the 
bending of the body during swimming activates contralateral stretch receptors called 
93 
 
edge cells, which reinforce the left-right alternation coordinated by the central circuit 
(Grillner et al, 1984; Di Prisco et al, 1990). If similar cells are involved in swimming in 
Xenopus, the lack of movement in the in vitro preparation may result in an inability to 
maintain high frequency swimming during recruitment of more rostral spinal segments.    
1.8.2. Evoked activity in pro-metamorphic Xenopus tadpoles. 
In all species where it has been studied, electrical stimulation of the brainstem or other 
supra-spinal centres is able to generate properly coordinated fictive locomotion (Shik et. 
al, 1966; Skinner & Garcia-Rill, 1984; Fetcho & Svoboda, 1993; Sirota et. al, 2000; 
Kyriakatos et al. 2011). In Xenopus tadpoles this is also the case (Fig. 1.13). However, 
unlike many other species, a transient stimulation results in sustained locomotion. To 
generate normal locomotor-like activity via the MLR a tonic electrical stimulation is 
required. In the case of the mammalian MLR, increasing the intensity of stimulation 
sequentially engages the postural system before eliciting coordinated fictive locomotion 
(Shik et. al, 1966). As the frequency of the tonic stimulation is increased the speed of 
fictive locomotion also increases and this is also seen in the fictive swimming of 
lampreys (Sirota et al, 2000) and goldfish (Fetcho & Svoboda, 1993). In pro-
metamorphic Xenopus tadpoles, brief (1-20ms) stimulation of the optic tectum produces 
reliable self-sustaining swimming. Although it has not been tested systematically, the 
most reliable sites for stimulation appear to be dorsally on the caudal portion of the 
optic tectum. In the lamprey, which shares broad anatomical similarities with the 
tadpole brain, the MLR has been localized to a similar area of the midbrain (Sirota et al, 
2000). However, the MLR is located both more ventral and more medial than the site I 
stimulated. As such, it is not clear whether the stimulus used here would be appropriate 
to activate the equivalent area of the tadpole brain. Moreover, activation of the MLR in 
the lamprey requires a relatively specific stimulation with activation of regions just 
25m away producing asymmetrical or disrupted swimming patterns (Sirota et al, 
2000). One possibility is that activation of a pathway within the optic tectum projects to 
the MLR or bypasses it completely and directly activates reticulospinal centres within 
the hindbrain. 
In fish, an overlapping and perhaps analogous region, the MLF, is also implicated in 
locomotion (Sankrithi & O’Malley, 2010). One major role for the MLF is likely in 
relaying visual stimuli to the hindbrain and spinal cord and thus mediating optomotor 
responses (Uematsu & Todo, 1997; Sankrithi & O’Malley, 2010). The fact that 
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stimulation of multiple sites on the optic tectum elicits episodes of fictive locomotion is 
further evidence for the importance of this structure in visually guided motor behaviour 
(Dong et al. 2009). In addition to the optic tectum, stimulation of  vestibulocochlear 
nerve as well as sites in the hindbrain were all capable of eliciting fictive locomotion in 
the tadpole, highlighting the convergent nature of the supra-spinal control of 
locomotion.  
The ability to produced sustained swimming from a transient stimulus is a useful tool to 
study the intrinsic capability of the spinal CPG to produce locomotion and to generate 
rhythmic activity. This has been one of the major benefits of the embryonic and early 
larval models of locomotion in Xenopus. Moreover, it avoids the need to use 
pharmacological means to activate the spinal network as is the case with the in vitro 
preparations in the lamprey (Cohen & Wallen, 1980) and the neonatal mammal (Kudo 
& Yamada, 1987). This is important since the application of excitatory receptor agonists 
such as NMDA, 5-HT and DA will alter the basal state of the nervous system and could 
potentially mask the effects of subsequent drug applications during experimental 
manipulations. Furthermore, pharmacologically activated preparations tend to be phase 
locked into a set rhythm, and as such studying the network activity over its full dynamic 
range is no longer possible. A similar approach for evoking episodes of swimming has 
been developed recently in the adult zebrafish (Kyriakatos et al, 2011). This work 
highlighted the potential pitfalls of pharmacologically activated preparations as 
prolonged exposure to NMDA changed the amplitude of synaptic drive and action 
potentials in MNs, and led to MNs firing during the rising phase of the synaptic drive 
rather than the during the plateau depolarisation, as seen following evoked episodes.    
When the optic tectum is stimulated at regular intervals, episodes of evoked swimming 
are relatively consistent in duration (Fig. 1.13C). When the interval between episodes is 
varied, however, the episode duration displays a linear relationship: the longer the 
interval the longer the subsequent episode (Fig. 1.13C). It should be noted that this 
relationship would not be truly linear and would level off at intervals greater than 2 
minutes. Eventually activity occurs spontaneously and the preparations effectively set 
their own interval that stays relatively stable (see Fig. 1.11Bi for example). At early 
stages of Xenopus development this relationship is also present and has been linked to 
an innate mechanism akin to short-term memory within the spinal network (Zhang & 
Sillar, 2012) Spinal neurons at these stages display an approximately minute-long, ultra-
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slow afterhyperpolarization (usAHP), which is generated by up regulation of Na
+
/K
+
 
pump function during activity. CPG neurons are essentially able to integrate spike 
frequency over time and use previous activity to control the excitability of the network. 
Similar cellular phenomena are also found at pro-metamorphic stages and these will be 
discussed later in this thesis (Chapter 3). At the level of motor behaviour this means that 
after a long episode of swimming, the tadpole is subsequently only capable of 
generating a shorter episode.  
1.8.3. Deep brain photoreception underlies a photomotor response in Xenopus 
tadpoles. 
An important finding of this set of experiments on fictive locomotion is that the isolated 
nervous system of pro-metamorphic Xenopus tadpoles is sensitive to ambient light 
levels (Fig. 1.14). Spontaneous episodes of fictive locomotion, recorded from spinal 
ventral roots, occur more frequently in the light than in the dark, where preparations 
generally fall completely silent. The sensitivity is preserved in preparations dissected 
level with the caudal extent of the 3
rd
 ventricle, such that the pineal gland and any input 
from the eyes is removed (Fig. 1.20Ai). Furthermore, the sensitivity is lost in 
preparations where the dissection is performed flush with the rostral limit of the optic 
tectum (Fig. 1.20Bi), suggesting the light response is mediated by a small region of 
caudal diencephalic tissue located between the two cut sites.  
Focal illumination of the isolated nervous system corroborates this finding, since light 
shone on the caudal diencephalon reliably elicits locomotion, while illumination of 
more caudal areas does not (Fig. 1.20D). Moreover, the sensitivity of this region is 
apparently tuned to short-wavelength UV light (Fig. 1.19). While illumination of the 
caudal diencephalon with UV light (390-410nm) reliably elicits robust fictive 
locomotion, illumination with longer wavelength light (468-635nm) does not. The 
presence of OPN-5, a UV-sensitive opsin protein, within the light sensitive region of the 
tadpole brain provides a possible method of transduction for this photomotor response 
(Fig. 1.21). Taken together, there is now good evidence for deep brain photoreception 
within the tadpole caudal hypothalamus that links luminance detection to motor 
behaviour.  
Since the pioneering work of Karl von Frisch, over one-hundred years ago (von Frisch, 
1911), there has been accumulating evidence for deep brain photoreception in a number 
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of species. As long ago as 1935, J.Z. Young proposed that structures other than the eyes 
or pineal mediated photomotor behaviour (Young 1935a; b). More specifically, the 
hypothalamus has been extensively studied in relation to its role in mediating 
photoperiodism in birds (Benoit, 1935; Menaker et al, 1970; Foster et al, 1985; Nakane 
et al, 2010) and has also been shown to underlie photomotor behaviour in eels (van 
Veen et al, 1976) and zebrafish (Fernandes et al, 2012).  
In zebrafish, the photoreceptors underlying dark photokinesis have been localised to the 
anterior pre-optic area and transduce light via the photopigment, melanopsin (Fernandes 
et al, 2012). The photosensitivity reported in Xenopus is definitively not mediated by 
the equivalent region of the brain since the pre-optic area was removed during the 
dissection. However, melanopsin was also found more caudally in zebrafish, in neurons 
of the PT; an area that is present in the light sensitive Xenopus preparations. This is 
particularly relevant since the cells in question were A-11 type dopaminergic neurons 
which comprise a diencephalo-spinal population implicated in motor control (Clemens 
et al. 2006). However, even if this population in Xenopus also contain melanopsin, there 
are a number of reasons why they are unlikely to be the means of phototransduction 
documented here. Firstly, the original work that identified melanopsin as a 
photopigment was carried out in Xenopus and while it was found in both the pre-optic 
nucleus and the SCN, there is no evidence for it being present in the caudal 
hypothalamus (Provencio et al, 1998). Secondly, since the photomotor behaviour in 
Xenopus is tuned to short-wavelength UV light (Fig. 1.19), it does not correspond to the 
profile for a melanopsin-mediated response, which should peak around 480nm (Berson 
et al, 2002; Hattar et al, 2003; Peirson et al, 2009).   
One opsin protein linked to UV-specific behaviour is OPN-5, which has recently been 
shown to be a component of the photoperiodic response in quail (Nakane et al, 2010). 
Not only was this novel opsin shown to be a functional photopigment, but an action 
spectrum for its response peaked at approximately 420nm. The opsin is located within 
the quail PVO, a structure of the caudal hypothalamus that is intact in the photosensitive 
tadpole preparation. Moreover, cells within the PVO have been shown to contain DA, 
NA and / or 5-HT (Vigh & Vigh-Teichmann 1998), which are all known modulators of 
locomotion in Xenopus (Sillar et al. 1992; McDearmid et al. 1997; Clemens et al. 2012). 
A particularly interesting example is found in the three-spined stickleback. It has large 
dopaminergic neurons in the PVO which form a continuous group with the 
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dopaminergic neurons of the PT (Ekstrom et al, 1992). This more caudal group are 
thought to be homologous to the dopaminergic neurons of the mammalian zona incerta, 
which makes up the sub-thalamic DLR (Parker & Sinnamon, 1983; Milner and 
Morgenson, 1988). The discovery of OPN-5-positive neurons in close proximity to 
dopaminergic neurons that similarly form a continuous group with the dopaminergic 
neurons in the PT in Xenopus (Fig. 1.21C), suggests they may be ideally placed to 
influence the descending control of locomotion. While these experiments have found  
no evidence that the OPN-5 is expressed within dopaminergic neurons, as is the case 
with melanopsin in the zebrafish PT (Fernandes et al, 2012), it remains possible that 
there could be direct connections between these presumed photosensitive neurons and 
those of the descending locomotor control centres located in this region of the tadpole 
nervous system.  
The behavioural significance of this novel photomotor response is worthy of 
considerable discussion. Firstly, it is important to clarify that the photic responses of the 
in vitro preparation are biologically relevant and thus potentially able to influence the 
behaviour of the intact animal. The lighting conditions were at physiological levels for a 
species native to ponds in South Africa: the broad spectrum, white light was 
approximately 13,000 lux and so within the range of intensity you would expect to 
experience during the day while not in direct sunlight (10,000-25,000 lux; Clark, 1990); 
the brightest LED (blue; 468nm) was approximately 460 lux and so similar to the light 
intensity experienced at sunrise or sun set; the UV LED (390-410nm) that elicited the 
maximal response to light only emitted 39 lux and produced occasionally elicited a 
response as low as 5 lux (Fig. 1.19D).  
The isolated nervous system would, of course, be exposed to more light in vitro than 
when it is encased within the intact animal. In saying this, the tadpoles are essentially 
transparent with the nervous system visible from the dorsal aspect. This changes, 
however, depending on the light conditions with bright light causing dispersal of the 
melanin within the melanophores of the skin making the skin opaque. In complete 
darkness this response is reversed and the melanin aggregates into punctate spots 
leaving the skin almost completely transparent (SPC, personal observations). 
Intriguingly, these responses are opposite for the isolated tail skin (Bagnara 1957) or 
indeed in cultured Xenopus melanophores, which both respond to light with pigment 
aggregation (for review see Oshima, 1991). The colour change seen in intact pro-
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metamorphic tadpoles more closely resemble the response of cultured melanophores 
from embryonic tadpoles where darkness causes pigment aggregation (Obika & 
Bagnara, 1963; for review see Oshima, 1991). In the intact pro-metamorphic tadpoles, 
the change in pigment aggregation may be better explained by hormonal influences that 
are known to be mediated by circulating melatonin levels controlled by the pineal gland 
(Binkley et al, 1988). The colour change is particularly relevant to this investigation 
given that the skin overlaying the nervous system, especially the region over the light 
sensitive diencephalon, is densely packed with melanophores. It seems as though the 
animal may have an inbuilt mechanism to control the amount of light reaching the brain 
which could gate the relative influence of light over the course of the day. At low light 
levels, the skin will be relatively transparent and so subtle changes in illumination may 
activate the deep-brain photoreceptors; while during full day light, a much brighter 
illumination would be required to activate them. This arrangement would allow the 
tadpoles to always avoid the brightest regions of the environment irrespective of the real 
light level.   
The pigmented skin, developing skull and adipose tissue would normally absorb and 
scatter the light, especially light of shorter wavelengths which tend to be poorest at 
reaching the deep brain (Hartwig & van Veen, 1979). However, it is worthy of note that 
the spectral tuning of this response towards UV light is ideally suited for an aquatic 
animal, since short wavelength radiation penetrates water better then longer wavelength 
radiation.  
The amount of light reaching the tadpole brain is likely to decrease during development. 
While the tadpole has relatively thin, transparent skin and a cartilaginous skull, the adult 
frog has thick, opaque skin and a hard bony skull. Both features, as well as a thickened 
layer of adipose tissue, mean the light reaching the frog hypothalamus must be greatly 
reduced compared to the tadpole. Of course, during metamorphosis, almost every aspect 
of anatomy and physiology is remodelled to accommodate a switch in lifestyle and 
perhaps deep brain photoreception is no different. The different behavioural niches 
exploited by Xenopus during development may even preclude the need for this type of 
luminance detection in the adult. While a free-swimming larva, the tadpole must 
maximise feeding efficiency in preparation for metamorphosis. Being in a state of 
constant motion and feeding in open water means they are quite vulnerable to predation 
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and so may need simple methods of minimising this risk that do not compromise 
feeding behaviour.  
Light avoidance as method of predator avoidance is a common behaviour in many 
species (Ferno, et al. 1995). In aquatic fish species this means avoiding the surface 
waters during the brightest parts of the day when predation, especially from aerial 
pescivors, is highest due to increased visibility. Additionally, many plankton species 
display similar daily migrations in the water column (Zaret & Suffern 1976). In contrast 
to the fish, however, the plankton actually seeks out the bright surface water during the 
day, both to avoid predation and to maximise photosynthesis (Auldt, 2000). There is 
therefore a trade-off between maximising feeding opportunities and minimising 
predation risks. 
In the larval tadpoles, which are obligate filter feeders, there may be a similar trade off 
whereby feeding strategy must be adjusted over the course of the day to account for the 
lighting conditions, and the associated predation risk. Deep brain photoreception may 
promote light avoidance behaviour by increasing locomotor activity relative to light 
intensity, and so increasing the probability of settling in dimly lit areas. The head-down 
posture adopted by Xenopus larvae during feeding (Hoff & Wassersug, 1986) would 
facilitate vertical displacement in the water column, since increasing the speed of 
locomotion should cause the tadpole to swim away from the surface. A role for deep 
brain photoreception in light avoidance, or negative phototaxis, has already been shown 
in eels (van Veen et al, 1976). This response involved the activation of a specialised, 
backwards swimming motor pattern. In contrast, the generalised increase in locomotor 
activity seen in the isolated Xenopus nervous system is more similar to the dark 
photokinesis behaviour displayed by larval zebrafish (Fernandes et al, 2012).  
In the eel, deep brain photoreception was also shown to mediate photoentrainment to a 
circadian cycle of increased nocturnal activity (van Veen et al, 1976). While there is no 
evidence for circadian variation in activity during larval life, adult Xenopus are 
nocturnal, being almost twice as active at night compared to during the day (Casterlin & 
Reynolds, 1980). The tadpoles of the American toad (Bufo americanus) display 
increased activity and feeding during the day and are generally inactive overnight 
(Beiswenger, 1977). The tadpoles also swim and feed less on cloudy days when light 
levels are lower. The interaction between heat and light is thought to be central to these 
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responses with tadpoles aggregating in warmer water during the day and dispersing and 
becoming inactive when light levels are subsequently diminished. It remains unclear 
whether one or both of these environmental variables underlie the behaviour.  
In these experiments the effects of light were found to be independent of temperature 
(Fig. 1.17A). I did, however, find evidence that escape-like swimming occurs at higher 
temperatures as it does in younger Xenopus larvae (Sillar & Robertson 2009). In the 
early larval tadpoles, escape swimming is characterised by high amplitude, low 
frequency C-start behaviour that differs from normal rhythmic locomotary swimming. 
In the older pro-metamorphic animals, normal swimming, with caudo-rostral 
recruitment of spinal ventral roots, occurs at lower temperatures (13-20
°
C; Fig. 1.17Ci). 
At higher temperatures (above 21
°
C), there is evidence for escape-like swimming with 
rostral roots active before more caudal ones and almost simultaneous activation of 
ipsilateral ventral roots during the first swimming cycle (Fig. 1.17Cii). This type of 
activity, with rapid activation of ipsilateral roots, suggests that there may be thermal 
activation of the escape behviour in these animals just as in the early larval stages of 
development where Mauthner neuron activation is thought to underlie the responses to 
high temperature (Sillar & Robertson, 2009).  
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2 Modulation of the spontaneous locomotor-like activity in pro-
metamorphic Xenopus tadpoles by dopamine and nitric oxide. 
 
2.1 Summary. 
Animal behaviour must be flexible to deal with the external demands of a 
dynamically changing environment, as well as the internal demands encountered 
during development. Neuromodulation, a set of processes whereby neurochemicals 
alter the signalling between neurons, is a key process in conferring flexibility on 
the neural circuitry controlling motor behaviour. It has been studied extensively in 
the neural networks of the brainstem and spinal cord that control vertebrate 
locomotion, and many of the same modulatory substances are conserved across 
different species. The present work focuses on two of these signalling molecules, 
the biogenic amine DA and the free radical gas NO. NO is shown to have a net 
excitatory effect on spontaneous locomotor activity at pro-metamorphic stages of 
Xenopus development, highlighting a complete switch in the role of NO from 
earlier in larval life. These effects are shown to be mediated primarily via the 
brainstem and affect the probability of occurrence of spontaneous motor activity 
without altering other parameters of the patterned activity. DA is shown to have 
two possible effects on the occurrence of spontaneous motor activity, either 
increasing or decreasing the total motor output. This may be due to differential 
effects of DA on the spinal cord and brainstem, or may corroborate previously 
published data showing DA’s actions on the spinal CPG are dose-dependent. While 
both NO and DA have modulatory actions on the neural circuitry controlling 
locomotion, evidence here suggests the two work independently to alter the motor 
output. Finally, evidence is presented to suggest NO may be involved in the motor 
behaviour mediated by deep brain photoreception described in Chapter 1.    
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2.2 An introduction to neuromodulation. 
2.2.1 What is neuromodulation? 
When we think about a neural circuit, our first thought is probably the layout of the 
constituent cells in that circuit. From this wiring diagram, we next attach a plus or 
minus to each interaction; does cell A excite or inhibit cell B? By adding additional 
connections that either excite or inhibit other cells in the circuit it is possible to generate 
vastly complex networks. However, neuromodulation allows the same functional 
complexity to be achieved with a fraction of the cellular machinery. There are two 
primary mechanisms for neuromodulation. Firstly, modulators can influence the 
intrinsic membrane properties of neurons, such that they respond differently to a given 
input. Secondly, modulators can alter the strength of synaptic connections between 
neurons, such that the relative influence of a particular neuron on its followers is 
variable dependent on the prevailing modulatory environment. In the theoretical 
network outlined above this means a fairly simplistic wiring diagram with far fewer 
individual neurons can now produce a hugely variable set of outputs. 
In an intact animal, the execution of a behaviour will depend on the interplay between 
different neural systems. Modulators, which tend to function in multiple systems 
simultaneously within the same animal, can thus offer a way to co-ordinate the activity 
of disparate neural networks. Higher order ‘metamodulation’, where one 
neuromodulator controls the release of a second, can add to the sophistication of control 
systems. Sitting atop this hierarchy in many cases may well be hormonal signalling, 
which can coordinate neural signals across the whole body and change the behaviour of 
an animal over long time scales and in response to environmental cues.  
Neuromodulators come in many different guises. Amino acids, biogenic amines, 
neuropeptides and even gases are known to modulate neural circuits. While it is often 
helpful to think of one type of neuron delivering a single modulator to bring about a 
defined response it is clear that neuromodulation seldom works like this. Perhaps the 
best example to illustrate this comes from the stomatogastric nervous system of 
crustaceans, where at least twenty different neuromodulators are known to converge on 
the stomatogastric ganglion (STG), and each one contributes to a different functional 
output (Marder et al. 2005). In this extreme case there are almost as many modulatory 
neurons as there are neurons in the circuit being modulated. 
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Work on the STG has also highlighted the importance of co-release of modulatory 
substances, which can add multiple configurations to the way the network operates 
(Nusbaum et al. 2001). Not only can one neuron release multiple modulators 
simultaneously, it can release one or the other preferentially, dependent on the input it 
receives. Furthermore, the neuron may have multiple release sites for modulators that 
correspond to similarly diverse post-synaptic receptor populations. Even at a single 
synapse it is clear to see just how complicated neuromodulation can be.  
Neuromodulation normally works at a slower pace than neurotransmission and tends to 
activate secondary messenger systems via metabotropic receptors. The classic second 
messenger cascade begins when a modulatory substance binds to a G-protein-coupled 
receptor (GPCR). The GPCR is composed of a receptor molecule, with seven 
transmembrane spanning domains, linked to a guanine nucleotide-binding G-protein. 
Binding of the modulator to the receptor activates the G-protein that generally binds to 
and activates an effector enzyme. In the case of the prototypical secondary messenger, 
cAMP, the effector enzyme is adenylyl cyclase (AC) which catalyses the production of 
cAMP from cytosolic ATP. Another common pathway for neuromodulation is 
phospholipid hydrolysis. In this case the activation of a GPCR causes phospholipase C 
or A2 activation and commonly catalyses the production of inositol triphosphate (IP3) 
and diacylglycerol (DAG) from the membrane bound phospholipid, 
phosphatidylinositol-4,5-bisphosphate (PIP2).  
Ultimately, second messenger systems tend to act via one of the many downstream 
protein kinases found within a given cell and effect target proteins by phosphorylation. 
Both cAMP and DAG are capable of binding and activating protein kinases directly - 
protein kinase A (PKA) and protein kinase C (PKC), respectively. In the case of IP3, 
kinase activity is mediated indirectly by controlling Ca
2+
 concentrations. IP3 opens a 
ligand gated ion channel on the membrane of the endoplasmic reticulum causing Ca
2+
 
exocytosis into the cytoplasm. The elevated Ca
2+
 concentration promotes calcium-
calmodulin complex formation and this in turn increases activation of the 
Ca
2+
/calmodulin-dependent protein kinases. Additionally, intracellular Ca
2+
 can exert its 
effects though other mechanisms including direct activation of Ca
2+
-dependent ion 
channels.  
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On an even longer time scale, neuromodulation is thought to contribute to the 
maintenance of ionic currents that make a particular neuron respond in a particular 
manner (Harris-Warrick 2011; Khorkova & Golowasch 2007). At the level of the 
network this is vital since dynamic relationships between membrane currents are 
required for the proper function of each cell type (MacLean et al, 2005). In the STG, 
oscillations in the pyloric neurons are lost after the removal of all modulatory inputs 
(Thoby-Brisson & Simmers 1998). Although the oscillations return after a few days, the 
new rhythm is based on a re-arrangement of ionic currents and the fixed ratios between 
currents are lost (Khorkova & Golowasch, 2007). These changes are not seen, however, 
when the neuropeptide proctolin is applied to a decentralised preparation, pointing to a 
major role for modulatory control in the homeostatic maintenance of the proper ratios 
between currents.    
2.2.2 Neuromodulation of vertebrate locomotion. 
Locomotion, like other rhythmic motor behaviours, requires a degree of flexibility in its 
output in order to deal with the changing demands of the environment. This occurs over 
both relatively short time scales, in the modulation of on-going activity; but also 
underlies the development of the nervous system, changing the dynamics of neural 
interactions to refine the animal’s behavioural repertoire. In the case of locomotion, the 
basic network controlling behavioural output is the spinal CPG. The circuitry within the 
spinal cord is arranged to generate antagonistic muscle contractions in order to generate 
propulsion. The modulatory influences on this network are both intrinsic, being released 
by component neurons within the cord, but also extrinsic, released by supra-spinal 
systems (Miles & Sillar 2011; Katz 1995). Extrinsic sources of modulatory input to the 
spinal CPG are probably best described for the biogenic amines, where homologous 
brainstem nuclei have been described in many species (see Miles & Sillar, 2011): 
serotonin (5-hydroxytryptamine, 5-HT) is localised within the raphe nuclei; 
noradrenaline (NA) in the locus coeruleus; and DA  in the substantia nigra, for example.  
The extrinsic modulation of developing spinal circuitry has been extensively studied in 
in the first three days of life in the Xenopus frog tadpole (Fig. 2.1). Fictive swimming in 
immobilised Xenopus embryos has a characteristic pattern of rhythmic ventral root 
bursting, displaying minimal variation in burst duration and a steady decrease in burst 
frequency over the course of a swim episode. Just a day or so later in development, the 
early larval tadpole generates a far more flexible motor pattern, whereby burst durations 
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and cycle frequencies ‘wax and wane’ within a single episode of swimming (Sillar et al. 
1991). The changes in this motor output are mimicked by the effects of the exogenous 
application of the biogenic amine 5-HT (Sillar et al. 1992). Moreover, this change 
occurs sequentially along the length of the animal during development. At the time of 
hatching (stage 37/38), 5-HT increases burst durations in the rostral but not caudal 
ventral roots; by early larval stages (stage 42), 5-HT increases burst durations along 
most of the length of the cord (Sillar et al. 1992; Fig. 2.1). The gradual switch in motor 
pattern during development matches the innervation of the spinal cord by serotonergic, 
raphe-spinal projections (van Mier et al, 1989).  Poisoning the serotonergic projections 
early in development with the monoamine neurotoxin 5,7 dihydroxytryptamine leads to 
embryonic-like swimming at larval stages (Sillar et al. 1995).  Together, these data 
suggest the maturation of the motor system is dependent on the influence of 
serotonergic innervation of the relatively hardwired spinal CPG. 
In the lamprey, the effects of 5-HT on the locomotor CPG has been studied extensively 
at the level of the MNs. In this case, 5-HT is found to block the action of apamin-
sensitive calcium-dependent potassium (KCa) channels via the 5-HT1A receptor-
mediated inhibition of N-type Ca
+
 channels (Wikstrom et al, 1995; Hill et al. 2003). 
This in turn reduces the slow afterhyperpolarization (sAHP) that normally follows an 
action potential (Wallen et al, 1989; Wikstrom & El Manira 1998). As a result of a 
reduction in the sAHP, spinal MNs show more prolonged, high frequency firing. In 
addition, the block of KCa channels extends the depolarised plateau phase of the NMDA 
receptor-mediated oscillations characteristic of lamprey MNs (Wallén & Grillner 1987). 
Collectively this results in long, high intensity ventral root bursts and a reduction in 
locomotor frequency. In parallel, 5-HT has additional influences in the lamprey circuit 
including pre-synaptic inhibition of transmitter release from reticulospinal neurons onto 
MNs that also contributes to the slowing of the motor output (Schwartz et al. 2005).  
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Figure 2.1  5-HT and the maturation of the swimming rhythm in Xenopus tadpoles. 
 
A, The 2 day old Xenopus embryo (stages 37/38; Ai) has a distinct motor output with single 
brief compound impulses on each cycle of swimming (Aii). At this stage of development MNs 
fire reliably once per cycle (Aiii). Just over a day later the ealy larval tadpole (satge 42; Bi) 
displays bursts of ventral root activity which are also more variable than the corresponding 
embryonic activity (Bii). At the level of the MNs firing is now highly variable and each cycle of 
activity may have none, one or multiple MN action potentials (Biii). C, The increase in motor 
burst durations are mimicked by bath application of 5-HT. This increase in BD in the embryonic 
tadpole only occurs in the more rostral ventral roots (Ci vs Cii and see Di vs Dii for an overlay 
of 10 cycles in each root). By stage 42, 5-HT can increase BD along most of the length of the 
spinal cord (not shown). This matches the normal increases in burst duration seen in animals 
about 12 hours later in development and also the normal serotonergic innervation pattern of the 
spinal cord by raphe-spinal projections. Together these results suggest the increased flexibility 
of the larval swimming pattern in Xenopus tadpoles is based on endogenous 5-HT production 
that is preceded by the sequential rostro-caudal development of 5-HT receptors within the spinal 
cord. Figures adapted from Sillar et al. (1998).  
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In Xenopus, the cellular mechanisms underlying the actions of 5-HT are also well 
understood. The waxing and waning of burst duration and cycle frequencies in larval 
tadpole swim episodes is proposed to be dependent on the periodic, voltage-dependent 
Mg
2+
 block of NMDA receptors (Reith & Sillar, 1998). In turn, this is dependent on the 
co-activation of 5-HT receptors on MNs, which together generate slow oscillations in 
membrane potential (Scrymgeour-Wedderburn et al. 1997). Moreover, the effects of 5-
HT are primarily mediated by pre-synaptic effects on glycinergic mid-cycle inhibition 
(McDearmid et al. 1997). By acting on inhibitory commissural interneurons, 5-HT 
reduces the cycle-by-cycle inhibition onto MNs, increasing motor burst duration and 
leading to more intense motor output. Even in these two similar model networks for 
vertebrate swimming 5-HT has essentially opposite effects on the overall locomotor 
output. While it reduces swim frequency in the lamprey, 5-HT promotes relatively fast 
intense swimming in young Xenopus larvae by increasing the duration of motor bursts 
and the proportion of the cycle occupied by the burst (McDearmid et al, 1997).  
Of course, at any moment in time, it is important to remember that multiple modulators 
will undoubtedly be present in the extracellular space. In this particular example, the 
strength of mid-cycle inhibition is not only dependent on the levels of 5-HT but also 
another biogenic amine, NA. NA has the opposite effect to 5-HT and actually facilitates 
glycinergic transmission from the commissural interneurons and thus enhances cross-
cord inhibition resulting in slower swimming (McDearmid et al, 1997). Therefore the 
instantaneous frequency of locomotion will be dependent on the relative concentrations 
of the two modulators (Sillar et al, 1998).   
It is not uncommon for modulators to work in opposition in this way and, in fact, the 
same amines control a developmental switch in locomotor strategy during Xenopus 
metamorphosis (Rauscent et al. 2009; Fig. 2.2). The switch from tail-based undulations 
to limb-based kicks, which characterise this transition, can be recorded in vitro (Combes 
et al. 2004). Interestingly, the emerging limb circuitry is functionally coupled to the 
predominant axial rhythm, with the limbs activated in left-right alternation and with 
ipsilateral synchrony between flexor and extensor muscles. Over the course of 
metamorphosis the limb rhythm acquires its own pattern of activation, eventually 
causing synchronous bilateral kicks with classical antagonistic muscle activation within 
a single hind leg (Combes et al, 2004).   
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During the metamorphic climax, tadpoles swim using a combination of both a fast axial 
rhythm and a slower appendicular rhythm. The application of exogenous 5-HT during 
this period causes a coupling of the two rhythms by simultaneously slowing the axial 
rhythm and speeding up the appendicular one (Rauscent et al, 2009). Moreover, in 
preparations that displayed a natural coupling of the two rhythms, application of 
exogenous NA speeds up the axial activity and slows down the appendicular activity 
resulting in two distinct rhythms. The modulators differentially increase and decrease 
both burst durations and cycle periods, and at both stages work in opposition to each 
other (Fig. 2.2).  
The examples outlined above are all instances of extrinsic modulation of the CPG 
circuit since the cells responsible are probably located outside the spinal cord. There is, 
however, good evidence for modulation of on-going locomotion from within the spinal 
network itself. One important example in the locomotor field is the role of purinergic 
modulation. Purines, particularly ATP and its breakdown product adenosine, are known 
to modulate the excitability of neurons within the embryonic tadpole spinal cord (Dale 
& Gilday 1996). Extracellular ATP is the primary source of energy during swimming. 
Levels of ATP are therefore highest at the beginning of swim episodes and lowest at the 
end; moreover, the levels of ATP’s breakdown product (adenosine) follow the opposite 
pattern. Recordings from spinal neurons show that ATP reduces voltage-gated K
+
 
conductances, increasing their excitability. On the other hand, adenosine reduces 
voltage-gated Ca
2+
 conductances, reducing excitability in the same neurons. The 
dynamic relationship between the two purines is thought to mediate the rundown and 
eventual cessation of swimming in the tadpole embryo (Dale & Gilday. 1996; Dale, 
1998). More recently it has been shown that adenosine, likely produced from the 
breakdown of glial-derived ATP, is capable of modulating the motor output from the 
mouse spinal cord, causing a reduction in motor burst frequency (Witts et al. 2013). 
ACh has been studied extensively as the means of transmission at the neuromuscular 
junction. In addition to this, a genetically defined population of cholinergic, V0 spinal 
interneurons exert a modulatory influence on MNs (Miles et al. 2007; Zagoraiou et al. 
2009). This V0C population is the sole source of the cholinergic, C-bouton input to MNs 
and are located in a small cluster proximal to the central canal. At the cellular level, they 
modulate the excitability of MNs by reducing the AHP (Miles et al, 2007). These 
effects are found to be dependent on type 2 muscarinic receptors and are ultimately 
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dependent on SK-type KCa channel inhibition. At the behavioural level, mice with 
specific impairments to cholinergic signalling in the V0C population are unable to 
accommodate the increased hind limb muscle activity required for robust motor activity 
such as swimming (Zagoraiou et al, 2009). All other aspects of the motor behaviour 
seem normal and thus cholinergic modulation of MN excitability is proposed to act as a 
gain control system to dial up or down motor output based on environmental demands. 
Glutamate, the major excitatory neurotransmitter in the nervous system also plays a role 
in neuromodulation. Glutamate can activate three groups of metabotropic GPCR 
(mGluR I-III). Group II and group III mGluRs seem to be primarily involved in 
glutamate autoreception. In the lamprey and embryonic / early larval Xenopus tadpole 
they are thought to be located pre-synaptically where they depress transmission in 
neurons driving locomotion (Kettunen et al. 2002; Chapman et al. 2008). In contrast, 
group I mGluRs are primarily located postsynaptically and can alter locomotion via a 
diverse array of mechanisms. One exception to this is in larval lampreys, where group I 
mGluRs act pre-synaptically to facilitate transmitter release by activating intracellular 
ryanodine receptors and increasing cytosolic Ca
2+
 concentrations (Cochilla & Alford 
1998). 
The multifaceted actions of group I mGluRs located on the postsynaptic membrane 
have been described in considerable detail in the lamprey (El Manira et al, 2002). 
Firstly, differential activation of two different sub-types of group I mGluRs, mGluR1 
and mGluR5, results in locomotor cycle frequency being either increased or decreased, 
respectively (Kettunen et al. 2003; Kettunen et al. 2002). mGluR1 raises the excitability 
of spinal neurons via two pathways, both by potentiating NMDA receptor activity 
through PLC activation and by blocking a mixed K
+
 / Na
+
 leak current through G-
protein-PKC activity (Nanou et al. 2009). mGluR5 also acts through PLC and induces 
oscillations in internal calcium concentration via activating low voltage-activated, L-
type, calcium channels, to mediate a reduction in excitability (Kettunen et al, 2002).  
These relatively short lasting effects on the locomotor network are complimented by a 
long term potentiation of locomotor activity (Kyriakatos & El Manira 2007). DAG, 
produced after mGluR1 activation, is subsequently broken down to the 
endocannabinoid, 2-Arachidonoylglycerol (2-AG). 2-AG then acts in a retrograde 
fashion, binding to CB-1 receptors on presynaptic membranes to alter transmitter 
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release from those cells. Glycinergic inhibition, mediating mid-cycle inhibition, is 
depressed while ipsilateral excitation is facilitated. Together these effects contribute to 
the long term potentiation of network activity. Interestingly, as well as 
endocannabinoids, the long term effects require NO signalling suggesting an integrated 
role for the two signalling molecules. A similar retrograde mechanism has been 
suggested to underlie mGluR-mediated depression of glycinergic signalling in the 
tadpole swimming network (Chapman et al, 2008).   
mGluR-mediated effects on locomotion are also found in mammalian systems (Taccola 
et al. 2004; Iwagaki & Miles 2011). In the mouse, group I mGluR activation alters MN 
output during locomotion but the effects are complex (Iwagaki & Miles, 2011). 
Although locomotor frequency was increased and MNs displayed membrane 
depolarisation and a reduction in action potential threshold, the global effect on MN 
output was inhibitory. In addition, effects were found on the synaptic drive to MNs 
suggesting actions at last order interneurons as well as directly on the MNs. It has been 
suggested that the primary function of mGluRs in the mouse spinal cord may be as a 
negative feedback control during periods of heightened glutamatergic signalling. The 
prevalence of glutamate in spinal circuits controlling locomotion points to the 
importance of acquiring a better understanding of modulatory, metabotropic glutamate 
signalling. 
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Figure 2.2  Opposing aminergic modulation of motor output during 
metamorphosis. 
 
During metamorphosis the motor output from Xenopus larvae transitions from purely axial-
based to purely appendicular-based. During metamorphosis the appendicular rhythm is first 
functionally coupled to the axial rhythm before emerging as its own distinctly timed and 
coordinated rhythm. Using a series of in vitro preparations it is possible to record both the 
relatively fast axial rhythm and the slower appendicular rhythm. A, application of the biogenic 
amines NA and 5-HT are found to have opposing effects on the two rhythms. In preparations 
where the rhythms are coupled (Ai & ii) NA increases the CP and BD of the appendicular 
rhythm and decreases the CP and BD of the axial rhythm. Conversely, in preparations where the 
two rhythms are distinct from one another (Bi & ii), application of 5-HT couples them by 
decreasing both the CP and the BD of the appendicular rhythm and increasing both the BD and 
CP of the axial rhythm. The effects of the amines during metamorphosis match their effects on 
the isolated rhythms both pre and post metamorphosis and these results are summarised in C. 
Figure adapted from Rauscent et al, (2009). 
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2.3 Nitrergic signalling. 
2.3.1 An introduction to NO. 
NO is a small free radical gas that is involved in biological processes in all species from 
bacteria to humans. Its ubiquity has made it the focus of a huge amount of research over 
the last 25 years and Science awarded NO “Molecule of the Year” status in 1992. Its 
significance as a signalling molecule was cemented in 1998 when Robert F. Furchgott, 
Louis J. Ignarro and Ferid Murad were jointly awarded the Nobel Prize in Physiology or 
Medicine for illustrating the role of NO in the cardiovascular system. Briefly, this work 
showed that vasodilation was mediated by a molecule released from the vascular 
endothelium (Furchgott & Zawadzki, 1980). Originally, and rather unimaginatively, 
named endothelium-derived relaxing factor (EDRF), this molecule was later proven to 
be NO (Palmer et al, 1987; Ignarro et al, 1988). This discovery finally provided an 
explanation for the effects of nitroglycerin as a smooth muscle relaxant, via endogenous 
NO release and subsequent activation of soluble guanylyl cyclase (sGC; Katsuki et al, 
1977).   
NO is synthesised from the amino acid L-arginine by the action of one of three NO 
synthesising (NOS) enzymes (Stuehr 2004). There are two sequential steps in the 
process. Firstly, L-arginine is hydroxylated on a terminal guanidine residue by the 
combined action of NOS, nicotinamide adenine dinucleotide phosphate (NADPH) and 
O2. This forms N-hydroxy-L-arginine which then undergoes a further round of 
oxidation to produce NO and the amino acid L-citrulline. All NOS isoforms are active 
as a dimer and each NOS monomer also binds the messenger protein calmodulin 
forming the functional tetrameric enzyme complex (Förstermann & Sessa 2012). The 
three isoforms of NOS, endothelial NOS (eNOS); inducible NOS (iNOS); and neuronal 
NOS (nNOS), all work via this common pathway but have distinct roles in the different 
tissues and cell types where they are most commonly found. Importantly, in the context 
of this work, all three are found within the CNS and are involved in signalling within 
the nervous system (Garthwaite 2008). 
Unsurprisingly given its name, nNOS is the most prevalent NOS isoform found in the 
nervous system and was the first to be isolated and purified (Brent et al 1991). It is 
found primarily in the cytosol of neurons within the mammalian brain in a wide but 
uneven pattern of distribution, consistent with a role as a major neurotransmitter (Zhou 
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& Zhu 2009; Garthwaite 2008). eNOS in the CNS is primarily found bound to the 
membrane of endothelial cells but there is also evidence that it is located in astrocytes 
(Garthwaite, 2008). iNOS, unlike the other constitutive NOS isoforms, is rarely found 
under normal, healthy conditions. Instead it is associated with immunological stress, 
being transcribed under such conditions. Most commonly, iNOS is expressed in 
macrophages and in the CNS is primarily localised in microglia (Garthwaite 2008; 
Förstermann & Sessa 2012). Unlike nNOS and eNOS, iNOS activity is not dependent 
on increased intracellular Ca
2+
 levels due to its extremely high affinity for the ion, 
which allows it to function with just the basal levels of free Ca
2+
. 
While NO can potentially act on a number of cellular proteins, it is best known for its 
action on sGC and the subsequent generation of cGMP (Rapoport et al. 1983; Knowles 
et al. 1989). In fact, long before NO was identified as an endogenous biological 
signalling molecule it was known to activate sGC in various tissues (Miki et al, 1977). 
The soluble part of sGC is perhaps slightly misleading since it is often associated with 
the cell membrane and is in many ways “just another enzyme-linked receptor 
controlling a second messenger cascade” (Garthwaite, 2008).  
NO predominantly exerts its effects through cGMP-dependent activation of a subset of 
protein kinases (PKGs; Francis et al. 2010). In turn, PKGs act through phosphatases to 
either increase or decrease phosphorylation of effector proteins. Other effects of cGMP 
are mediated via cyclic nucleotide-gated ion channels and direct activation of PDE 
enzymes. The activation of PDEs is also the major pathway for cGMP breakdown and 
thus serves as a negative feedback system to control the circulating levels of the cyclic 
nucleotide.   
There are very few examples of cGMP-independent NO signalling, but nitrosation of 
protein thiol groups, called S-nitrosation or S-nitrosylation, is one that is often cited in 
the literature (Hess et al. 2005). Although the biochemical process is capable of 
modifying countless proteins within the nervous system, there is no direct link between 
endogenous NO and a physiological function of S-nitrosation (Garthwaite, 2008). One 
major area of interest for neuromodulation is that the NMDA receptor has an 
antagonistic S-nitrosation site (Lipton et al, 2002) which may serve as a negative 
feedback regulator of Ca
2+
 influx during periods of heightened neuronal activity.  
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2.3.2 NO in the nervous system. 
Around the same time that EDRF and NO were found to be one and the same thing 
within the vasculature (Palmer et al, 1987; Ignarro et al, 1988), NO/EDRF also emerged 
as a signalling molecule within the nervous system (Garthwaite & Garthwaite, 1987; 
Garthwaite et al. 1988). John Garthwaite and colleagues showed that the increase of 
cGMP following NMDA receptor activation was caused by the release of EDRF 
(Garthwaite et al, 1988). The exciting aspect of this discovery was that EDRF / NO was 
able to increase cGMP levels in neurons other than those being stimulated (Garthwaite 
& Garthwaite, 1987). This paracrine signalling, identical to the way NO signals in the 
vasculature, is unusual in the nervous system.  
NO is clearly a potent signalling molecule within the nervous system but it does not 
function like a typical neurotransmitter or neuromodulator. While most signalling 
within the nervous system is tied to the synapse, NO signalling is not under the same 
constraints. After being synthesised it diffuses to its site of action, passing freely 
through the cytosol and just as easily through the lipid membrane of the cell. It bypasses 
the need for vesicular release, common to most neurotransmitters, as well as the need to 
interact with a membrane bound receptor. These abilities mean NO synthesised in one 
location can act at multiple sites in multiple cells and in three dimensions. In fact, one 
may argue that it acts in four dimensions since its metabolism via reactive oxygen 
species is a complicated tissue-specific process, and the time it persists in its 
biologically active state will vary widely under different conditions (Kelm, 1999).    
There are two major ways the synthesis of NO is triggered in the nervous system, both 
involving local increases in intracellular Ca
2+
 (Garthwaite & Boulton, 1995). Firstly, the 
activation of post-synaptic glutamate receptors, mainly the NMDA subtype, causes an 
influx of Ca
2+
 from the exterior of the cell (Fig. 2.3). This mechanism is particularly 
efficient in triggering NO production since nNOS molecule is bound to the intracellular 
domain of NMDA receptors via the post-synaptic domain protein, PSD-95 (Brenman et 
al. 1996). This means flowing glutamatergic signalling nNOS is directly exposed to the 
influx of calcium through NMDA receptors. Intracellular Ca
2+ 
can also be released 
following mGluR activation (Kawabata et al. 1996) as well as other non-glutamatergic 
receptors. Secondly, action potential-dependent activation of voltage-sensitive Ca
2+
 
channels generally underlies NOS activation and the generation of NO pre-synaptically.  
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Figure 2.3  NO and synaptic plasticity.  
 
A, NO production in neurons is linked to NMDA receptor activation and activity within the 
nervous system. nNOS interacts with NMDA receptors via PSD-95 and is activated during 
periods of heightened Ca
+
 concentration following NMDA receptor activation. NO then medites 
its effects via activation of sGC and increasing levels of cGMP as well as other reactions like S-
nitrosation of target proteins. Critically for synaptic plasticity within the nervous system NO can 
act as a retrograde signal between post and pre-synaptic neurons. B, NO has been shown to be 
important in many forms of synaptic plasticity including hippocampal LTP. The examples here 
show LTP, measured as a function of EPSP slope in mouse CA1 neurons following tetanic 
stimulation (BS). The nNOS inhibitors 1400W and L-VNIO inhibited LTP (Bi). After 1400W 
was applied subsequent application of exogenous NO in the form of DEA-NO was able to 
rescue LTP in a dose-dependent fashion (Bii). Figures adapted from Ledo et al. (2004; A) and 
Hopper & Garthwaite (2006; B).  
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The close link between NMDA receptor activation and NO production means that the 
relative levels of excitatory glutamatergic transmission can be conveyed to other 
neurons in the vicinity without them having to receive the input themselves (Kiss & 
Vizi 2001). This ‘volume transmission’ also underlies NO’s proposed roles in synaptic 
plasticity, where it is thought to be a retrograde messenger helping to coordinate pre and 
post-synaptic activity (Fig. 2.3). For synaptic plasticity to occur, the post-synaptic 
neuron must be able to communicate with the pre-synaptic neuron; since NO is capable 
of signalling in all directions it is well suited to this role. There are many conflicting 
studies on the role of NO in synaptic plasticity (and ultimately learning and memory), 
but it seems clear that it contributes to LTP/LTD at synapses all over the CNS (for 
review see Hölscher 1997; Garthwaite 2008; Fig. 2.3).  
As well as retrograde signalling, NO is also capable of contributing to classical 
anterograde neurotransmission (Park et al, 1998; Hwang et al, 2008). Stimulation of 
pre-synaptic nitrergic neurons can cause NO-dependent depolarisation (Park et al, 1998) 
and hyperpolarisation (Hwang et al, 2008) of a post-synaptic partner. Both responses 
are relatively slow, in the order of several seconds, and so not unlike signalling via other 
membrane bound metabotropic receptors (Garthwaite, 2008). 
One facet of NO signalling, often overlooked by neuroscientists, is the potential for 
interactions between the vasculature and the nervous system. While neural tissue shows 
higher levels of NOS expression than anywhere else, it is also completely surrounded 
by a capillary network with a ready supply of eNOS within each endothelial cell 
(Garthwaite, 2008). In the optic nerve, NO derived from capillary endothelial cells 
activates hyperpolarisation-activated and cyclic nucleotide-gated (HCN) channels 
causing depolarisation of the axons (Garthwaite et al. 2006). Furthermore, in the 
hippocampus, eNOS is responsible for the tonic, low NO component of LTP in that 
region (Hopper & Garthwaite 2006). This is in addition to the NMDA-dependent, 
phasic increase in NO more classically associated with LTP and found to be specifically 
due to nNOS.  
As well as blood vessels interacting with neuronal signalling, it is important to consider 
how neuronal activity might interact with the vasculature. In the periphery this is well 
documented (Toda & Okamura 2003); nitrergic nerves release NO onto major blood 
vessels, increasing blood flow via vasodilation. In the CNS, the first evidence for neuro-
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vascular signalling came from work that showed NMDA-induced vasodilation in the 
brain was dependent on neuronal NO (Faraci & Bereeze, 1993). It was postulated that 
high levels of activity, characterised by glutamatergic signalling, could locally increase 
blood flow in a feed forward manner to cope with the metabolic demands of the activity. 
The effects were blocked by tetrodotoxin (TTX) and thus required action potentials. 
More recently, intermediate steps between neuronal activity and vasodilation have been 
suggested, including a leading role for astrocytes, which offer an anatomical link 
between the synapse, where their somas congregate; and blood vessels, which their 
endfoot processes wrap around (Attwell et al. 2010).     
2.3.3 The role of NO in the control of locomotion. 
NO has been implicated in the modulation of vertebrate locomotion in several species, 
including Xenopus tadpoles (McLean & Sillar 2000; 2002; 2004), the lamprey 
(Kyriakatos et al. 2009; Kyriakatos & El Manira 2007) and mice (Foster et al. 2013, 
under review). NO, therefore, modulates motor output across developmental stages and 
its roles span the entire vertebrate lineage from angnathan to mammal.  
The effects of NO on Xenopus locomotion during early larval stages are potent and 
inhibitory (Fig. 2.4). Exogenous NO delivered to the nervous system via bath 
application of an NO donor shortens episodes of fictive swimming while also 
decreasing the frequency of motor bursts (McLean & Sillar, 2000). These effects are 
likely mediated by endogenous NO, since application of NOS inhibitors causes the 
opposite effects on the motor output, increasing both swim frequency and episode 
duration. This result also suggests an endogenous NO tone that sets the basal parameters 
of the locomotor rhythm.   
At the network level, NO is found to act through multiple routes to bring about a net 
inhibitory action on swimming. First, it shortens swimming episodes by presynaptic 
facilitation of GABAergic transmission (McLean & Sillar 2002; 2004), enhancing the 
descending stopping response mediated by reticulospinal GABAergic mhr neurons 
(Boothby & Roberts, 1992; Perrins et al, 2002). Secondly, NO slows swimming by 
facilitating glycinergic transmission within the spinal cord (McLean & Sillar, 2002). In 
this case, however, the effect of NO is via the biogenic amine NA, which is known to 
reduce locomotor frequency (McDearmid et al, 1997). The hierarchical organisation of 
this modulation was shown by systematically manipulating either nitrergic or  
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Figure 2.4  Metamodulation of the Xenopus spinal network by NO. 
During embryonic and early larval stages NO has a net inhibitory effect on motor output in 
Xenopus tadpoles. The schematic above illustrates a larval (stage 42) tadpole (A) and the major 
subdivisions (forebrain (fb), mid brain (mb) and hindbrain (hb) and spinal cord (sc)) of its 
nervous system (B). Also shown are the GABAergic mhr neurons in the hb, the glycinergic 
commissural interneurons in the sc and the locus coeruleus, the noradrenergic nucleus of the hb. 
C, NO mediates its effects by directly modulating the release of GABA onto MNs and by 
indirectly modulating glycine release by facilitating noradrenergic signalling. NO acts both as a 
modulator to shorten episodes and as a metamodulator to slow swimming. Figure adapted from 
McLean & Sillar (2004). 
 
A
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noradrenergic signalling: while antagonising noradrenergic signalling abolished the 
effects of NO, scavenging endogenous NO did not disrupt the effects of NA on 
swimming. Together these findings suggest that NO mediates a reduction in swimming 
frequency via metamodulation, with NO acting indirectly through the potentiation of 
NA (McLean & Sillar, 2004; Fig. 2.4).   
During early tadpole development, at least until stage 46, NOS is absent from the spinal 
cord, being localised in three discrete bilaterally symmetrical clusters of neurons in the 
brainstem (McLean & Sillar, 2000; 2001; Fig. 2.5). Given the effects of NO on the 
motor output during early development, it is proposed that exogenous NO acts primarily 
in the spinal cord. This is supported by the fact that NO’s pre-synaptic facilitation of 
GABAergic and glycinergic signalling remains in the presence of TTX (McLean & 
Sillar, 2002). Moreover, exogenous NO has direct effects on MNs causing a TTX-
resistant depolarisation. Endogenous effects, however, are likely to involve nitrergic 
signalling in the brainstem where NOS positive neurons are found in close proximity to 
descending modulatory neurons including GABAergic, noradrenergic and serotonergic 
populations (McLean & Sillar, 2001; 2004). While the brainstem populations remain 
throughout tadpole development, NOS positive neurons are subsequently found 
extensively in the spinal cord, pointing to a prominent role for the modulator later in 
development (McLean & Sillar 2001; Ramanathan et al. 2006; Fig. 2.5)  
NO also modulates locomotor output in the spinal network controlling swimming in the 
lamprey (Kyriakatos & El Manira, 2007; Kyriakatos et al, 2009). Like late-stage 
Xenopus, there are extensive NOS positive neurons within the spinal cord of the adult 
lamprey (Kyriakatos et al, 2009). These include sensory edge cells, ependymal cells 
around the central canal and MNs and interneurons within the grey matter. NMDA-
induced locomotion in the isolated lamprey spinal cord displays reduced frequency 
when endogenous NO production is suppressed with a NOS inhibitor. Moreover, 
exogenous NO, delivered by bath application of NO donors, increases the frequency of 
NMDA-induced locomotion, and these effects can be blocked by NO scavengers and 
partially blocked by sGC inhibition. Together these results show that endogenous NO is 
released tonically in the lamprey spinal cord, just as in the Xenopus tadpole, and 
modulates locomotor output at least partially via the NO/sGC/cGMP pathway 
(Kyriakatos et al, 2009).  
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Figure 2.5  NOS expression in the CNS of Xenopus tadpoles during development. 
 
A, NADPH-d reactivity in neurons are shown on one side of the nervous system during early 
development (st28-48). The first NOS-positive neurons that appear during development are the 
primary (I) and secondary (II) reticular sub groups (stages 33/34). By stages 37/38 there are 
additional neurons in the caudal midbrain (mb) and rostral hindbrain (hb). By stage 48 nitrergic 
neurons are found in the forebrain (fb) and spinal cord and both tertiary (III) and quaternary 
(IV) reticular sub groups show NADPH-d reactivity. B, The spatiotemporal sequence of NOS 
expression during metamorphosis (shading denotes intensity of NOS expression). Up until stage 
47 nitrergic neurons are confined to the tadpole brain (also see A). During pre-metamorphosis 
(stage 48-53) NOS-positive neurons first emerge in two clusters within the spinal cord and flank 
the emerging limb motor pools (hatched regions). During pro-metamoprphosis (stage 54-58) 
NOS-expression is found throughout the spinal cord and persists until the metamorphic climax 
(stage 59-63) when there is a gradual decline in NOS expression, specifically in the lumbar 
region. Figures adapted from McLean & Sillar (2001; A) and Ramanathan et al,(2006; B).  
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At the level of the spinal CPG, the increase in locomotor frequency has been shown to 
be through parallel effects on both excitatory and inhibitory signalling (Kyriakatos et al, 
2009). The amplitude of the on-cycle excitation received by MNs is increased in the 
presence of NO donors. These effects are thought to be mediated both pre- and post-
synaptically as mEPSCs, recorded in the presence of TTX, showed both increased 
frequency and amplitude. At the same time, glycinergic mid-cycle inhibition received 
by MNs during swimming is decreased. This effect is thought to be mediated 
exclusively via pre-synaptic mechanisms since the frequency but not the amplitude of 
mIPSCs is decreased by NO donors. Unlike in the early larval Xenopus tadpole 
(McLean & Sillar, 2002), however, there was no evidence of direct membrane 
depolarisation in response to exogenous NO in the lamprey (Kyriakatos et al, 2009). In 
addition to these acute effects on locomotion, NO is also known to be involved in the  
mGluR-mediated modulation of synaptic plasticity in the lamprey spinal CPG 
(Kyriakatos & El Manira, 2007). As outlined above, mGluR activation leads to both 
short and long-term changes in motor output. The long-term increase in locomotor 
frequency is dependent on retrograde endocannabinoid signalling and works in parallel 
to potentiate excitatory transmission and depress mid-cycle inhibition. In addition to 
endocannabinoids, endogenous NO is required for these long term effects on the 
lamprey motor system.  
A role for NO modulation of mammalian locomotion has only emerged very recently 
(Foster et al, 2013 – under review). This is despite considerable evidence for NOS 
within the spinal cord of multiple mammalian species (Dun et al, 1993). The major 
physiological role for NO in the spinal cord has been proposed to be in pain processing, 
and NOS positive neurons are associated with laminae I and II of the dorsal horn in the 
rat (Valtschanoff et al, 1992; Spike et al, 1993). Moreover, NOS-positive neurons are 
often found to co-express both GABA and glycine in these regions. NOS-positive 
neurons in the ventral spinal cord are not as prominent although lamina X, surrounding 
the central canal, is one region where they have been found in high numbers (Dun et al, 
1993; Foster et al, 2013, under review). Where NOS has been found in the ventral horn 
it has specifically not been found within presumed MNs (Dun et al, 1993; Spike et al, 
1993; Foster et al, 2013, under review).  
Nevertheless, endogenous NO does modulate locomotion in the mammalian spinal cord 
(Foster et al, 2013, under review). NO serves a net inhibitory role in murine locomotion, 
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since abolishing endogenous nitrergic signalling with a NO scavenger and a NOS 
inhibitor increased the frequency of pharmacologically-induced locomotor-like activity. 
Application of an NO donor does the opposite, decreasing the frequency of the activity.  
These effects were mimicked by the cGMP analogue, 8-bromo-cGMP, implicating sGC 
activity. As well as effects on locomotor burst frequency, NO also modulates the 
amplitude of these bursts. Curiously, the sGC inhibitor, ODQ, blocked the NO-
dependent modulation of amplitude but had no effect on the decrease in frequency, 
suggesting NO works via multiple cellular pathways to bring about its net effect on 
locomotor output (Foster et al, 2013, under review).   
There is preliminary evidence for NO mediating a developmental switch in locomotor 
strategy in Xenopus tadpoles (Sillar et al. 2008). While exogenous NO has a robust and 
multifaceted inhibitory influence on locomotion during embryonic and early larval 
development (McLean & Sillar, 2002; 2004), there is evidence suggesting it actually 
increases spontaneous locomotor activity from both the axial and appendicular systems 
at later, pro-metamorphic stages (Sillar et al, 2008). Furthermore, the switch in NO’s net 
effect on locomotion appears to coincide with the ethological transition to free-
swimming at approximately stage 45 (Scott, 2012).  
A similar switch in NO’s control over motor behaviour is seen during metamorphosis in 
the bull frog, Rana catesbeiana (Hedrick 2005). In this case, the brainstem circuitry 
controlling breathing is remodelled similarly to the spinal CPG for locomotion in 
Xenopus. Metamorphosis of the respiratory machinery involves the loss of gills and a 
switch to lung-based obligate air breathing (Burggren & West, 1982). Alongside this 
physical change there is an underlying switch in the role of NO. Initially NO provides a 
tonic inhibitory input to both the gill-based and lung-based components of the 
respiratory CPG. Later in development, after the gills involute and are no longer 
functional, NO provides excitatory input to the lung-based network (Hedrick et al, 
2005). 
There is also circumstantial evidence of an on-going role for NO in Xenopus 
development, based on the expression pattern of NOS within the tadpole nervous 
system (Ramanathan et al, 2006; Fig. 2.5). During early development, up to and 
including stage 47 (McLean & Sillar, 2001; Ramanathan et al, 2006), NOS is localised 
within the brainstem of Xenopus tadpoles. After this point, however, NOS-positive 
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neurons are expressed in the spinal cord, and are found in a spatio-temporal pattern that 
suggests an important role in the development of the spinal cord during metamorphosis 
(Ramanathan et al, 2006). Firstly, during pro-metamorphosis (stages 48-53), NOS 
expression emerges in the spinal cord except the regions where the neural circuitry 
controlling the developing limbs are found. Secondly, during early pro-metamorphosis 
(stages 54-56) the regions around the developing limbs also express NOS, such that the 
entire length of the cord now shows some NOS reactivity. By late pro-metamorphosis 
(stages 59-63) the expression of NOS within the limb regions and more generally in 
ventral neurons along the length of the cord begins to wane (Fig. 2.5). This could 
provide an intrinsic source of neuromodulation within the spinal cord at these stages. 
NO may also play a more general trophic role during the transition between tadpole and 
froglet during metamorphosis. For instance, NO is known to be a critical factor during 
neuronal proliferation, differentiation, synaptogenesis and apoptosis (Ogilvie et al. 
1995; Brüne 2003; Contestabile & Ciani 2004). These cell signalling events are 
important during metamorphosis, where larval-specific tissues must regress or be 
resorbed; adult-specific tissues must develop de novo, and some larval tissues must be 
remodelled or reorganised for novel function in the adult (Shi, 1999). The very specific 
spatio-temporal pattern of NOS expression in the tadpole spinal cord suggests that NO 
is probably contributing to some, if not all, of these processes during the extensive 
remodelling of the circuitry controlling locomotion. For instance, the lack of NO within 
the spinal regions of the developing limbs may promote proliferation and 
differentiation, while later in development its presence may contribute to 
synaptogenesis and the formation of a functional network for limb-based locomotion. 
Similar temporal and cell specific NOS expression is not uncommon in the nervous 
system; for example, it underlies a switch between synaptogenesis and synaptic 
plasticity in rat cortical neurons (Ogilvie et al, 1995).    
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2.4 Dopaminergic signalling. 
2.4.1 An introduction to DA and its role in the nervous system. 
DA (or 3-hydroxytyramine) is a catecholamine derived from the amino acid tyrosine. Its 
synthesis first requires the enzyme tyrosine hydroxylase (TH), which converts L-
tyrosine to L-dihydroxyphenylalanine (L-DOPA). L-DOPA is subsequently converted 
into DA by the action of a second enzyme, DOPA decarboxylase.   
In the mammalian brain there are nine discrete dopaminergic populations, termed A8-
16, which make up four major pathways (for review see Wise 2004; Björklund & 
Dunnett 2007; Beaulieu & Gainetdinov 2011). The nigrostriatal pathway is most 
commonly associated with motor function and projects primarily from the A9 
dopaminergic neurons in the zona compacta of the substantia nigra (SNc) to the dorsal 
striatum. The mesolimbic and mesocortical pathways arise from the A10 dopaminergic 
neurons of the ventral tegmental area (VTA) and are thought to be mainly involved in 
motivation. The mesolimbic system projects mainly to the nucleus accumbens and 
olfactory tubercle, while the mesocortical system projects from the medial VTA to the 
prefrontal, cingulate and perirhinal cortex. Finally, the tuberoinfundibular pathway 
controls prolactin release from the pituitary and projects from the A8 dopaminergic 
neurons of the arcuate nucleus in the hypothalamus to the median eminence.  
DA acts on one of five similar G-protein coupled receptors, D1-5. These subtypes are 
classified by their differential effects on cAMP production: D1 and D5 receptors, 
termed D1-like DA receptors, are thought to act primarily via Gs/olf G-proteins and 
increase cAMP production via adenyl cyclase (AC) activation; D2, D3 and D4 
receptors, termed D2-like DA receptors, act through the Gi/o family of G-proteins and 
inhibit AC which, in turn, reduces cAMP levels. In general D1-like receptors bind DA 
with a lower affinity than D2-like receptors and are found exclusively post-synaptically. 
D2-like receptors, on the other hand, are found on both pre- and post-synaptic 
membranes. This pattern of expression, coupled with high affinity, binding means D2-
like receptors can also function as DA autoreceptors (Wolf & Roth, 1990). 
Autoreception is an important concept in neuromodulation since it enables homeostatic 
control of transmitter release and reuptake, via feedback loops within the pre-synaptic 
neuron (Wu et al. 2002).   
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In addition to locomotion (which is one of the best studied roles for dopaminergic 
signalling and will be covered in more detail later Section 2.4.2), DA is involved in 
many other processes within the CNS (for a recent review see Beaulieu & Gainetdinov, 
2011). D1, D2 and D3 receptor signalling is implicated in reward and addiction (Koob 
& Volkow 2010; Wise 2004). D1 and D2 receptors have also both been implicated in 
learning and memory, while dopaminergic signalling is thought to play a role in 
mediating affective behaviour, feeding behaviour, reproduction, sleep, attention and 
decision making (Missale et al. 1998; Koob & Volkow 2010; Beaulieu & Gainetdinov 
2011). 
Outside the CNS, DA is also known to play major roles in the visual system (for review 
see Witkovsky 2004) and the regulation of prolactin secretion from the pituitary gland 
(Filopanti et al, 2010). Its role in the retina is particularly relevant here, since the caudal 
diencephalon of Xenopus tadpoles is photosensitive (Chapter 1), and is a known site of 
dopaminergic neurons in vertebrates.  
In the retina, DA has two broad roles: it is a vital signalling molecule in light adaptation 
as well as playing a role in metabolic functions like growth, development and cell death 
(for review see Dowling, 1986; Witkovsky, 2004). It is important to appreciate that DA 
levels fluctuate in time with the circadian rhythm; levels are higher during the day than 
at night, as a result of a reciprocal relationship with melatonin production (Besharse & 
Iuvone 1983). While DA is involved in many processes in different species, one general 
feature in all vertebrates seems to be that DA promotes a switch from rod to cone-based 
vision and is therefore central to light adaptation (Witkovsky, 2004). At the cellular 
level, the effects of dopaminergic signalling in the retina are diverse. One action 
involves the inhibition of the Na
+
/K
+
 pump in rat rod neurons, via D4 receptor 
activation, which is presumed to reduce the responsiveness of these cells to light 
(Shulman & Fox 1996). Another role is in modulating electrical coupling, which is a 
prominent feature of retinal function (Lasater & Dowling 1985; Dowling 1986). Again, 
D2-like receptors are found to modulate these responses, strengthening rod-cone 
coupling and apparently shifting rod responsiveness towards a cone-like phenotype 
(Krizaj et al. 1998). The activation of L-type Ca
2+
 channels (ICa) is required for 
synaptic transmission from photoreceptors. DA, acting via D2-like receptors, is found to 
differentially enhance ICa in rods and a subset of cones, while inhibiting the current in 
another type of cone cell (Stella & Thoreson 2000).  These are just a few of the 
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numerous cellular and network effects DA is responsible for in the retina, and thus 
serves as a timely reminder of the power of neuromodulation, where the same molecule 
can act on different receptors in different neurons to coordinate a whole suite of 
physiological responses.  
2.4.2 The role of DA in the control of locomotion. 
The role of DA in locomotor systems is particularly pertinent, as a loss of dopaminergic 
neurons underlies the neurodegenerative motor disorder, Parkinson’s disease (for review 
see Dauer & Przedborski 2003). While the pathophysiology of the disease is beyond the 
scope of this overview, DA is clearly important for proper motor behaviour since the 
majority of parkinsonian symptoms involve impaired movements – these include tremor 
at rest, rigidity, a festinating gait, and compromised voluntary movements. Moreover, 
the major drug for the treatment of Parkinson’s disease is the DA precursor L-DOPA. In 
addition to Parkinson’s disease, DA dysfunction is also linked to several other 
conditions related to movement including Huntington’s disease (Andre et al, 2010) and 
restless leg syndrome (Clemens et al. 2006).   
The dopaminergic pathway most commonly associated with locomotion, and indeed the 
disrupted pathway in Parkinson’s disease, is the nigrostriatal pathway. The midbrain 
dopaminergic populations in the SNc and VTA in mammals project rostrally to the 
basal ganglia. Classically, there are thought to be two parallel pathways acting in the 
basal ganglia; namely the direct and indirect pathways (Smith & Kieval 2000). 
Activation of the direct pathway is linked to increased movement while activation of the 
indirect pathway is thought to cause reduced movement. Recently, experimental 
evidence has corroborated this theory showing that optogenetic activation of neurons in 
the indirect pathway impairs movement, while activation of direct pathway neurons 
facilitates locomotion (Kravitz et al. 2010). Moreover, in a mouse model of Parkinson’s 
disease, activation of the direct pathway neurons rescued specific deficits in movement.  
The basal ganglia are thought to mediate its control on locomotion via descending 
projections to the MLR and DLR, which in turn activate reticulospinal nuclei in the 
caudal brainstem. Very recently, an additional dopaminergic pathway has been 
described in the lamprey, originating from the PT, an area deemed equivalent to the SNc 
due to its striatal projections (Ryczko et al. 2013; Pombal et al, 1997b). It provides a 
direct descending link between the A11 dopaminergic neurons of the PT and the MLR 
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and shows that DA released in the MLR activates D1-like DA receptors to activate 
locomotion. In addition, the A11 population projects directly onto neurons of the spinal 
cord, and is thought to be the sole source of spinal DA in vertebrates (Skagerberg & 
Lindvall, 1985; Qu et al, 2006).  
In the lamprey, DA has been shown to have a dose-dependent effect on NMDA-induced 
locomotion (Svensson et al. 2003; McPherson & Kemnitz 1994). Low doses (<10M) 
of DA increased burst frequency while high doses (>10M) decreased it. Additionally, 
slow perfusion of 200M DA mimics this effect showing a biphasic response as the 
drug concentration builds up (Svensson et al, 2003). Furthermore, the effects are found 
to be due to endogenous DA since bupropion, a DA re-uptake blocker, causes a similar 
biphasic effect on motor burst frequency.  
In zebrafish, DA reduces the occurrence of spontaneous swimming at 3dpf. This effect 
is mediated via D2-like receptors and is caused by endogenous release of DA in the 
brain, implicating a supraspinal mode of action (Thirumalai & Cline 2008). The 
inhibitory effects of D2 receptor activation are dependent on a reduction in cAMP since 
artificially increasing cAMP levels with forskolin blocked the effects of DA. By 5dpf, 
zebrafish display a different pattern of spontaneous swimming; episodes occur more 
frequently but are shorter in duration. Exogenous DA inhibited swimming, returning the 
spontaneous locomotor output to that resembling a younger animal. However, 
increasing endogenous DA or blockade of D2 receptors no longer altered the motor 
pattern. This was despite dopaminergic neurons still being present at these stages 
(McLean & Fetcho 2004), pointing to a transient role for DA during development, 
which is superseded or masked as the network matures (Thirumalai & Cline, 2008).  
DA released in the spinal cord can potentially activate any one of the 5 known receptor 
subtypes (Zhu et al, 2007). Moreover, a role in locomotion is predicted based on the 
expression of receptors in the grey matter of the mouse lumbar cord, including post-
synaptic expression in MNs. Interestingly there is a predominance of D2 receptors, 
suggesting a leading role for this subtype in the spinal cord.  
 
131 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
D1 agonist
D1 agonist 
+ D2 antagonist
No drug
D2 antagonist
No drug
D2 agonist
D2 agonist 
+ D2 antagonist
A
5mV
1min
Bi
ii
iii
132 
 
Figure 2.6  Activation of D1-like and D2-like DA receptors have opposing effects in 
the nervous system. 
 
A, In the rat neostriatum the formation of cAMP is dependent on DA receptor sub-type 
activation. SKF 38393, a D1-like DA receptor agonist increases cAMP efflux (upper panel) and 
this effect is further enhanced in the presence of a D2-like receptor antagonist, supiride. On the 
other hand, LY-141865, a D2-like DA receptor agonist reduces cAMP efflux (lower panel) and 
this effect is blocked by application of sulpiride. B, In neurons in the spinal ganglia of the rat 
DA mediates differential effects causing depolarisation (Bi), hyperpolarisation (Bii) and mixed 
responses where an initial hyperpolarisation is superseded by depolarisation (Biii). The 
depolarising effects are predicted to be based on D1-like DA receptor activation leading to 
elevated cAMP levels and the activation of cAMP-dependent cation channels. The 
hyperpolarisations were blocked by sulpiride while depolarisations were only blocked by the 
non-selective DA receptor antagonist, haloperidol (not shown), supporting the idea that the 
effects are mediated by differential activation of DA receptor subtypes. Figures adapted from 
Stoof & Kebabian (1981; A) and Abramets & Samoilovich (1991; B).     
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The actions of D1- and D2-like receptors are broadly characterised as excitatory and 
inhibitory, based on their ability to either increase or decrease cAMP levels, 
respectively (Stoof & Kebabian, 1981; Fig. 2.6). This distinction is preserved in the 
spinal cord. In mice with a spinal transection, D1/D5 agonists, but not D2-like agonists, 
are able to elicit rhythmic locomotor activity (Lapointe et al, 2009). At the level of the 
MNs, these effects are mediated by modulation of AMPA receptor currents and D1- but 
not D2-like agonists potentiate these excitatory currents (Han et al. 2007; Han & 
Whelan 2009). Sensory motor pathways are also mediated by dopaminergic signalling 
within the spinal cord and D2-like receptors are known to mediate depression of the 
monosynaptic stretch reflex in the cat (Carp & Anderson, 1982), rat (Gajendiran et al, 
1996) and mouse,where the effect is mediated by a specific action at D3 receptors 
(Clemens & Hochman 2004). Additional effects on spinal MNs include a depolarisation 
and an increase in firing frequency, shifting the slope of f-I plots to the left (Han et al, 
2007). These effects are mediated by apamin-sensitive SKCa channels resulting in a 
reduction in the post-spike medium afterhyperpolarisation (~100-200ms; mAHP). A 
similar reduction in AHP is found in lamprey MNs where DA, acting via D2-like 
receptors, reduces calcium entry following action potentials, thereby preventing KCa 
activation (Schotland et al. 1995; McPherson & Kemnitz 1994). Furthermore, DA is 
predicted to affect low-threshold, fast-inactivating potassium channels since it mimics 
the effects of the potassium channel antagonist 4-aminopyridine (4-AP). Both DA and 
4-AP reduce the latency to the first spike after current injection and are predicted to 
achieve this via a reduction of an A-type potassium current (IA). 
The effects of DA on rhythmic locomotion are not solely based on effects at the level of 
MNs. Hb9
+
 interneurons are known to be active during locomotion and are thought to 
be important for locomotor rhythm generation in the mammalian spinal CPG (Wilson et 
al. 2005). DA, in combination with 5-HT and NMDA, is necessary but not sufficient to 
generate rhythmic oscillations in these neurons (Han et al, 2007), highlighting the 
importance of multiple modulators acting on both MNs and spinal interneurons for the 
generation of properly coordinated locomotion.  
In general, effects of DA on motor rhythm generation have been attributed to D1-like 
receptor activation, whilst D2-like receptor activation has been thought to mostly 
mediate the modulation sensory pathways. However, there is good evidence that 
differential DA receptor activation can occur within the same basic circuitry. In striatal 
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neurons, D1-like receptor activation potentiates NMDA-mediated responses, while D2-
like receptor activation attenuates them (Cepeda et al. 1993). Locomotion in rats is 
increased by D1-like receptor activation in the ventral palladium and decreased by D2-
like receptor activation (Gong et al. 1999). Locomotion in C.elegans is mediated by 
opposing actions of DA on the same MNs, acting at either D1-like DOP-1 receptors to 
increase locomotor speed; or at D2-like DOP-3 receptors to reduce locomotor speed 
(Chase et al. 2004). Moreover, differential activation of the two opposing receptors 
promotes either Gq or Go signalling, and subsequently increases or decreases ACh 
release from the MNs.  
In pro-metamorphic Xenopus tadpoles, DA also displays differential effects on 
locomotor output mediated by opposing actions at D1- and D2-like receptors within the 
spinal cord (Clemens et al. 2012; Fig. 2.7). In this case the actions of DA occur in a 
dose-dependent fashion: low levels of exogenous DA (2M) exert a net inhibitory effect 
on spontaneous locomotor activity, reducing the number of motor bursts, swim episodes 
and the frequency of episodes; while high levels of DA (50M) potentiate locomotor 
activity, increasing motor bursts, swim episodes and episode frequency. By using a 
range of DA concentrations, the authors hypothesised that they would preferentially 
activate high affinity D2-like receptors or low affinity D1-like receptors. This was 
confirmed by showing agonists at both receptor types mimic the corresponding dose-
dependent response (i.e. The D1-like agonist SKF 38393 potentiated locomotor activity, 
mimicking the effects of 50M DA). Moreover the respective antagonists at each 
receptor type opposed these effects.  
In this chapter I have extended the analysis of DA and NO effects on locomotor activity 
in pro-metamorphic Xenopus tadpoles and paid particular attention to the likely sites of 
action and possible interactions between these two modulatory systems. 
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Figure 2.7  Opposing effects of D1- and D2-like DA receptor activation on motor 
output in pro-metamorphic Xenopus tadpoles. 
 
Ai, DA modulates the occurrence of spontaneous locomotor output in pro-metamorphic 
Xenopus tadpoles in a dose-dependent fashion. Low concentrations (2M) of DA cause a 
reduction in motor output relative to control while high concentrations (50M) cause an 
increase (Ai). These effects are mediated via differential activation of either D1-like or D-2 like 
DA receptors. D1 agonists mimic high DA and cause and increase in motor output (Aii) while 
D2-like DA receptor agonists mimic low DA and cause a decrease in motor output (Aiii). The 
respective antagonists at these receptors have the opposite effect on motor output (Aii & Aiii). 
Bi, A schematic of the effects of DA on the spinal CPG for locomotion in Xenopus tadpoles 
shows that DA released from supraspinal centres acts in a dose-dependent manner to activate 
either DA- or D2-like DA receptors. Bii, The modulatory effects on the motor output are 
directly opposite with high DA activating D1-like receptors and causing increased motor output 
and low DA activating D2-like DA receptors to mediate a reduction in motor output. Figures 
adapted from Clemens et al, (2012). 
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2.5 Results Summary. 
 
 NO donors increase the occurrence of spontaneous locomotor activity and these 
effects are shown to be mediated by endogenous NO since scavenging NO or 
blocking NOS activity has the opposite effect. This represents a switch in the 
role of NO during Xenopus development as it has a potent inhibitory effect on 
fictive swimming in embryonic and early larval tadpoles.  
 
 The excitatory effects of NO on the occurrence of spontaneous locomotor 
activity are shown to be primarily mediated via the brainstem. Nitrergic drugs 
applied to the brainstem but not the spinal cord mimic their effects on the whole 
preparation. 
 
 
 DA is found to have inconsistent and opposing effects on the occurrence of 
spontaneous locomotor activity when bath applied to the brainstem and spinal 
cord simultaneously. This may suggest multiple sites of action of DA in the 
tadpole nervous system. 
 
 Evidence is presented to suggest that while NO and DA are both capable of 
increasing the occurrence of spontaneous locomotor activity, they do so via 
separate pathways.  
 
 
 NO is found to mimic the effects of light on the occurrence of spontaneous 
locomotor activity and evidence is presented to suggest NO may be involved in 
the pathway linking the light sensitivity of the isolated nervous system to motor 
activity. 
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2.6 Methods. 
2.6.1 Electrophysiology.  
Unless otherwise stated the methods used were as described in Chapter 1 (Section 1.5). 
For the split bath experiments (see Fig. 2.13 and Fig. 2.14) the recording dish was 
modified as follows: Thin rectangular blocks of Sylgard were placed on a bed of 
Vaseline to create a water-tight barrier between the two halves of the recording 
chamber. This barrier was open in the middle (approximately 20mm) to allow the 
positioning across the barrier of up to 3 preparations. Once the preparations were in 
place the barrier was completed with Vaseline piped from a glass syringe (The Vaseline 
was melted in order to fill the syringe and then allowed to cool before use; a glass 
syringe was used rather than a plastic one to allow better control of the Vaseline flow). 
The rostral edge of the wall was no further than the obex to ensure proper separation of 
the brainstem and spinal cord. Each compartment was equipped with its own inflow and 
outflow which were positioned such that the saline stayed below the top of the 
Vaseline-Sylgard barrier. A piece of silver wire connected the two chambers acting as a 
bridge to reduce noise. When multiple preparations were recorded from simultaneously, 
the tails were removed to ensure mutual mechanical stimulation did not occur. For 
presentation some data was rectified around zero and smoothed to remove non-
physiological electrical interference (for example, see Fig. 2.13Bi). These post-hoc 
transformations were performed in Dataview software (v 8.62, courtesy of W. J. Heitler, 
School of Biology, University of St Andrews, St Andrews, UK).   
A proportion of the split-bath experiments were performed in collaboration with 
colleagues at the University of Bordeaux.    
2.6.2 Pharmacological manipulations. 
Drugs used during extracellular experiments were as follows: NO donors S-nitroso-N-
acetylpenicillamine (SNAP – 200M) and Diethylamine NONOate (DEA-NO – 50 - 
200M); the NO scavenger 2-Phenyl-4,4,5,5-tetramethylimidazoline-1-oxyl 3-oxide 
(PTIO, 50-200M); the NOS inhibitor Nω-Nitro-L-arginine methyl ester hydrochloride 
(L-NAME - 2mM); the amine 3-Hydroxy-tyramin-hydrochloride (DA; 50M); the D1-
like DA receptor antagonist R(+)-SCH-23390 hydrochloride (SCH; 50nM) and the D2-
like DA receptor antagonist S(−)-Raclopride (+)-tartrate salt (Raclopride; 25M). Drugs 
were dissolved in distilled H2O (18M) except PTIO which was dissolved in ethanol 
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(<1%); as previously described the vehicle alone was found to have no observable effect 
on the preparations.   
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2.7 Results. 
2.7.1 NO increases the occurrence of spontaneous locomotor activity. 
NO is a potent inhibitory modulator of swimming in embryonic and early larval stages 
of Xenopus development (McLean & Sillar, 2002 & 2004). NO reduces the duration of 
swim episodes, by facilitating pre-synaptic release of GABA onto CPG neurons, and 
decreases the frequency of motor bursts by facilitating glycinergic signalling within the 
spinal cord. These effects occur despite the fact that NOS-positive neurons are confined 
to 3 clusters within the brainstem at this stage in development (McLean & Sillar, 2000 
& 2001). How nitrergic signalling contributes to fictive locomotion during later pro-
metamorphic larval stages had not been investigated properly until now although 
preliminary data suggested that NO now had an excitatory effect on fictive locomotion 
(Sillar et al, 2008). Furthermore, a continuing if not more influential role for NO during 
pro-metamorphosis was predicted based on the expression of NOS-positive neurons, 
which were found throughout the brainstem and spinal cord at these stages 
(Ramanathan et al, 2006). 
 The time isolated brainstem-spinal cord preparations spend active increased 
significantly from 1.38 ± 0.44% of the total time in control (Fig. 2.8Ai & Di) to 9.83 ± 
3.50% of the total time during the application of the NO donor SNAP (200M; Fig. 
2.8Aii & Di; N=8, p = <0.05). During washout the time spent active decreased back 
towards control levels to 3.94 ± 0.97% (Fig. 2.8Aiii & Di). The parameters of 
swimming; BD, CP and ED were not significantly altered during SNAP application 
(Fig. 2.8Dii). Similarly, the time spent active increased significantly to 252.88 ± 52.70% 
of control (100%; Fig. 2.9Ai & Di) during bath application of another NO donor, DEA-
NO (50-200M; Fig. 2.9Aii & Di; N=7, p = <0.05). During washout the time spent 
active decreased back towards control levels to 203.11 ±
 
47.65% (Fig. 2.9Aiii & Di). 
Again, neither BD (Fig. 2.9Dii), CP (Fig. 2.9Diii) or ED (Fig. 2.9Div) were 
significantly altered during the drug application. Together these results show that 
exogenous NO increased the occurrence of spontaneous locomotor activity but had no 
significant effect on the intrinsic bursting properties or coordination of the swimming 
rhythm. 
At earlier stages of development, NO’s inhibitory effects have been shown to be 
mediated by endogenous NO since inhibiting NOS increased swim episode durations  
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Figure 2.8  The NO donor SNAP increased the occurrence of spontaneous 
locomotor activity. 
 
A, Bath application of the NO donor SNAP (200µM) significantly increased the time isolated 
brainstem-spinal cord preparations spent active, as illustrated by a ventral root recording from a 
stage 54 tadpole. The fictive locomotor activity increases significantly from 4.25 ± 2.02% of the 
total time during control (Ai & Di) to 14.33 ± 5.82% of the total time during the drug period 
(Aii & Di). During washout the total time spent active decreased back towards control levels, 
7.34 ± 3.42% (Aiii & Di) (Di; N=13, p = <0.05). B & C, A different recording, this time with 
three simultaneous ventral root recordings from a stage 56 tadpole, shows the effects of SNAP 
on the basic coordination and other properties of rhythmic bursting activity during episodes of 
swimming. Neither BD nor CP or ED were significantly altered by bath application of SNAP 
(Dii; NB, the reduction in episode duration in B is not consistent across preparations, occurring 
in 5/13; also see Fig. 2.9 for an example where exogenous NO increased episode duration). 
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Figure 2.9  The NO donor DEA-NO increased the occurrence of spontaneous 
locomotor activity. 
 
A, Bath application of the NO donor DEA-NO (50 - 200µM) significantly increased the time 
isolated brainstem-spinal cord preparations spent active, as illustrated by a ventral root 
recording from a stage 55 tadpole. The fictive locomotor activity increased from 1.06 ± 0.34% 
in control (Ai & Di) to  3.02 ± 0.72% during the drug period (n=14, p = <0.05). During washout 
the relative time spent active decreased back towards control levels to 1.73 ±  0.39% (Aiii & 
Di). B & C, A different example, this time with two simultaneous ventral root recordings from a 
stage 55 tadpole, shows the effects of DEA-NO on the basic coordination and other properties 
of rhythmic bursting during episodes of swimming. Neither BD nor CP  or ED  were 
significantly altered during DEA-NO applications (Dii; NB, the reversible increase in amplitude 
in A is not consistent across preparations, occurring in 5/14). 
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and swim frequency (McLean & Sillar, 2000). Similarly, scavenging endogenous NO 
with PTIO (50-200M) resulted in a significant decrease in the time spent active by 
isolated pro-metamorphic brainstem-spinal cord preparations to 52.90 ± 8.39% of 
control (Fig. 2.10Aii & Di; N=7, p = <0.05), the opposite effect to NO donors. The 
reduction in activity was reversible upon washout with activity increasing significantly 
to 123.11 ± 20.20% of control (Fig. 2.10Aiii & Di; N=7, p = <0.01). The scavenging of 
endogenous NO did not significantly alter the intrinsic parameters of swimming; BD 
(Fig. 2.10Dii), CP (Fig. 2.3Diii) or ED (Fig. 2.3Div). The role of endogenous NO was 
further investigated by blocking NOS activity with L-NAME (2mM). Bath application 
of L-NAME to the isolated brainstem-spinal cord preparations significantly decreased 
the time spent active from 8.03 ± 2.90% in control (Fig. 2.11Ai & Di) to 3.71 ±
 
1.67% 
in the drug period (Fig. 2.11Aii & Di; N=4, p = <0.05). During washout the time spent 
active increased back towards control levels to 7.93 ± 3.03% (Fig. 2.1Aiii & Di). As 
with the other nitrergic drugs, L-NAME did not significantly alter BD (Fig. 2.11Dii), 
CP (Fig. 2.11Diii) or ED (Fig. 2.11Div). 
During bath application of L-NAME and/or PTIO activity was occasionally abolished 
completely (for example, see Fig. 2.10Aii). In this scenario it was difficult to assess 
whether the reduction in spontaneous motor activity was a modulatory effect of the 
drugs or whether insulting the endogenous nitrergic signalling in this way had a more 
general toxic effect. To investigate this, two parallel approaches were used.  Firstly, 
when applied together, L-NAME (1mM) and PTIO (100M) caused a significant 
reduction in the time preparation spend active from 5.16 ± 1.48% in control (Fig. 2.12Ai 
& Ci) to 0.69 ±
 
0.55% in the drug condition (Fig. 2.12Aii & Ci; N=4, p = <0.05). 
However, subsequent application of the NO donor DEA-NO was able to rescue the 
activity even in the presence of L-NAME and PTIO, causing an increase towards 
control levels, 4.69 ± 1.13% (Fig. 2.12Aiii & Ci). Upon washout of all three drugs the 
activity remained at control levels, 4.08 ± 1.89% (Fig. 2.12Aiv &Ci). Secondly, 
evidence for the viability of preparations during the removal of endogenous NO was 
provided by experiments where swimming was evoked via mechanical stimulation of 
the otic capsules or brief electrical stimulation of the optic tectum (Fig. 2.12Dii). During 
prolonged application of both PTIO (100-200M) and L-NAME (1-2mM) spontaneous 
activity was abolished (compare Fig. 2.12Di and Dii – upper traces). Evoked activity 
during these quiescent periods (Fig. 2.12Dii – lower trace) was essentially  
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Figure 2.10  Scavenging endogenous NO decreased the occurrence of spontaneous 
locomotor activity. 
 
A, Bath application of the NO scavenger (PTIO, 50-200 M) decreased the time isolated 
brainstem-spinal cord preparations spent active, as illustrated by a ventral root recording from a 
stage 55 tadpole. The fictive locomotor activity decreased significantly to 45.31 ± 15.46% of 
control (Aii & Di; N=7, p = <0.05). During washout the relative time spent active returned to 
control levels, 103.54 ± 35.27% (Aiii & Di; N=7). Different examples from a stage 55 tadpole 
(B) and a stage56 tadpole (C) illustrate the effects of PTIO on the basic coordination and other 
properties of rhythmic bursting during episodes of swimming. Neither BD nor CP or ED were 
significantly altered by bath application of PTIO (Dii). B; ED was reduced in 4/7 preparations 
but effects were not significant and a reversible reduction in burst amplitude was only seen in 1 
preparation). 
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Figure 2.11  Inhibition of endogenous NOS activity decreased the occurrence of 
spontaneous locomotor activity. 
 
A, Bath application of the NOS inhibitor L-NAME (2mM) significantly decreased the time 
isolated brainstem-spinal cord preparations spent active as illustrated by 3 simultaneous ventral 
root recordings from a stage 56 tadpole. The fictive locomotor activity decreased from 10.42 ± 
1.60% in control (Ai & Di) to 4.33 ± 0.88% in the drug period (Aii & Di; N=6, p = <0.05). 
During washout the time spent active increased back towards control levels to 7.91 ± 1.52% 
(Aiii & Di). B & C, The effects of L-NAME on the basic coordination and other properties of 
swimming are shown on increasing time bases. Neither BD nor CP or ED were significantly 
altered by bath application of L-NAME (Dii). 
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Figure 2.12  Removal of endogenous NO does not compromise the swimming 
network. 
 
A, Bath application of PTIO (100µM) and L-NAME (1mM) significantly decreased the time 
isolated brainstem-spinal cord preparations spent active but activity could be restored by 
subsequent application of exogenous NO in the form of the NO donor DEA-NO(200µM), as 
illustrated by simultaneous ventral root recordings from a stage 55 tadpole. The fictive 
locomotor activity decreased from 5.16 ± 1.48% in control (Ai & Ci) to 0.69 ± 0.55% in PTIO 
and L-NAME (Ai & Ci; N=4, p = <0.05). During subsequent application of DEA-NO (100 – 
200µM) the time spent active increased to control levels, 4.69 ± 1.13%. Neither BD nor CP or 
ED were significantly altered by application of any of the drugs (Cii and see B for 
representative examples of rhythmic motor bursts during each condition on an expanded time 
base compared to A). D, During prolonged exposure to PTIO and L-NAME, spontaneous 
locomotor activity was nearly always completely abolished (see Ci or comparison between Di 
and ii - upper traces). Despite this, the network was not compromised during this period since 
mechanical stimulation of the otic capsule or electrical stimulation of the optic tectum (* in Dii) 
could elicit an episode of properly coordinated rhythmic activity. This activity was essentially 
indistinguishable from the spontaneous activity in control (see comparison between Di and ii - 
lower traces).  
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indistinguishable from the spontaneous activity in control (Fig. 2.12Di – lower trace). 
Taken together these results suggest that reducing endogenous NO did not compromise 
the locomotor network but simply reduced the probability of occurrence of spontaneous 
motor activity.   
2.7.2 NO effects on spontaneous motor activity are mediated in the brainstem.     
At earlier stages of development, NO modulates spinal neurons directly despite there 
being no source of endogenous NO within the spinal cord itself (McLean et al, 2001 & 
2002). There are also predicted to be effects mediated in the brainstem where NOS-
positive neurons are found in close proximity to descending GABAergic, serotonergic 
and noradrenergic populations, although this was not tested systematically. In the much 
larger pro-metamorphic tadpoles it is possible to apply drugs to either the spinal cord or 
brainstem in isolation using a split bath recording set-up and thus test the effects of 
pharmacological manipulations in a location-specific manner (Fig. 2.13A & 2.14A and 
see Clemens et al, 2012).   
When applied to the spinal cord alone L-NAME (1mM) and PTIO (100M) did not 
significantly alter the occurrence of spontaneous locomotor activity relative to control 
(Fig. 2.13Bi upper 3 traces & Ci; N=6). The same drugs applied to the brainstem, 
however, caused a significant reduction in motor output with bursts / 30 minutes 
decreasing to 56.46 ±
 
5.22% of control (Fig. 2.13Bi lower 3 traces & Cii; N=4, p = 
<0.05). During washout of the brainstem the motor output returned towards control 
levels to 81.13 ± 13.45% (Fig. 2.13Cii). During applications of the drugs to either 
compartment the intrinsic parameters of the swimming activity were not significantly 
altered; BD (Fig. 2.13Di), CP (Fig. 2.13Dii) or ED (Fig. 2.13Diii; also see Fig. 2.6Bii).  
Using the same split bath set-up the effects of exogenous NO were also tested (Fig. 
2.14). Bath application of either DEA-NO (200M; N=4) or SNAP (200M; N=3) to 
the spinal cord alone had no significant effect on the occurrence of spontaneous motor 
activity (Fig. 2.14Bi upper three traces & Fig. 2.14Ci; N=7). However, the same drugs 
applied to the brainstem mimicked the effects of NO on the whole preparation, 
increasing the number of motor bursts / 30 minutes significantly to 289.17 ±
 
73.66%  of 
that in control (Fig. 2.14Bi lower 3 traces & Cii; N=8, 5 in DEA-NO and 3 in SNAP; p 
= <0.05). During washout of the brainstem activity reduced back towards control levels 
to 132.45 ± 34.06% of that in control (Fig. 2.14Cii). During drug applications in either  
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Figure 2.13  Endogenous NO modulates spontaneous locomotor activity via the 
brainstem. 
 
A, Schematic of the recording set up for split bath experiments (adapted from Clemens et. al, 
2012). A Vaseline wall positioned between the brainstem and spinal cord allowed selective 
superfusion of either compartment with nitrergic drugs. During drug application the other 
compartment was superfused with control saline. Suction electrodes were placed on spinal 
ventral roots to record spontaneous fictive locomotion. Bi, Rectified and smoothed extracellular 
ventral root recordings illustrate that bath application of both L-NAME (1mM) and PTIO 
(100µM) decreased spontaneous locomotor activity when applied to the brainstem (Bst) but not 
the spinal cord (SC). The time spent active relative to control (100%) was not significantly 
different when the drugs were applied to the SC (Ci; N=6). However, the same drugs 
significantly reduced the time spent active 54.69 ± 11.86% of control when applied to the Bst 
(Cii; N=5, p = <0.05). During washout of the Bst the time spent active increased towards 
control levels to 106.64 ± 27.56% (Cii). Neither BD nor CP or ED were significantly altered by 
application of L-NAME and PTIO (D; see Bii for a representative example of rhythmic motor 
bursts during each condition, expanded from the last episode visible in Bi). 
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Figure 2.14  Exogenous NO modulates spontaneous locomotor activity via the 
brainstem. 
 
A, Schematic of the recording set up for split bath experiments (adapted from Clemens et. al, 
2012; see Fig. 2.13A). Bi, Rectified and smoothed extracellular ventral root recordings illustrate 
that bath application of DEA-NO (200µM) increased spontaneous locomotor activity when 
applied to the brainstem (Bst) but not the spinal cord (SC). The time spent active relative to 
control (100%) was not significantly different when DEA-NO (50 – 200µM; N=4) or another 
NO donor SNAP (200µM; N=4) were applied to the SC (Ci; N=8). However, the same drugs 
significantly increased the time spent active to 189.17 ± 73.66% of control when applied to the 
Bst (Cii; N=8; 5 DEA-NO and 3 SNAP, p = <0.05). During washout of the Bst the time spent 
active decreased towards control levels to 132.45 ± 34.06% (Cii). Neither BD nor CP or ED 
were significantly altered by application of NO donors (D; see Bii for a representative example 
of rhythmic motor bursts during each condition). * indicates a spontaneous rhythmic swim 
episode. 
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compartment the intrinsic parameters of the swimming activity were not significantly 
altered; BD (Fig. 2.14Di), CP (Fig. 2.14Dii) or ED (Fig. 2.14Diii; also see Fig. 2.14Bii). 
Taken together these results suggest that the excitatory effects of NO on the occurrence 
of motor activity are mediated primarily in the brainstem and despite NOS-positive 
neurons being prevalent in the spinal cord at these stages (Ramanathan et al, 2006), 
there is no evidence of a significant effect of NO acting purely at this level.    
2.7.3 DA has a bimodal effect on spontaneous motor output. 
Unlike NO, the effects of DA on the occurrence of spontaneous motor activity have 
been investigated previously (Clemens et al, 2012). In these experiments the authors 
showed that DA, acting at the level of the spinal cord, had a dose-dependent effect on 
the occurrence of spontaneous motor activity. 2M DA was found to be inhibitory, 
causing a reduction in the occurrence of spontaneous motor activity, while 50M DA 
had the opposite effect, increasing the occurrence of spontaneous activity. In my 
experiments I exposed the brainstem and spinal cord to a high dose of DA 
simultaneously but my results were partly inconsistent with those reported by Clemens 
et al (2012). Bath application of DA (50M) to the isolated brainstem and spinal cord of 
pro-metamorphic Xenopus tadpoles decreased the occurrence of spontaneous locomotor 
activity in 5/10 preparations tested (Fig. 2.15A-C & Fig. 2.16Di – red lines). During the 
drug period the activity decreased to 18.90 ±
 
12.35% that in control (Fig. 2.15Aii & Ci) 
before increasing significantly during the washout to 121.34 ± 36.41% (Fig. 2.15Aiii & 
Ci; N=5, p = <0.05). In these 5 preparations DA did not significantly alter the 
parameters of swimming; BD (Fig. 2.15Cii), CP (Fig. 2.15Ciii) or ED (Fig. 2.15Civ; 
also see Fig. 2.16 Dii-iv – red lines; NB, N=3 as DA completely abolished activity in 2 
preparations). In the 3/5 preparations where DA decreased the occurrence of 
spontaneous locomotor activity there was a switch between rhythmic motor output (Fig. 
2.15D & Ei) and low amplitude tonic activity (Fig. 2.15D & Eii). Upon washout of DA 
the tonic activity disappeared and rhythmic motor output was restored (Fig. 2.15D & 
Eiii; N=3). It is unclear whether this activity suggests a switch between locomotor and 
postural motor patterns or whether it is evidence for constant but weak activity within 
the caudal portions of the tail (see Section 2.8.2. for further discussion).   
In the other half of preparations tested (5/10), bath application of 50M DA increased 
the occurrence of spontaneous locomotor activity (Fig. 2.16 A-C & Di – green lines).  
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Figure 2.15  DA decreases the occurrence of spontaneous locomotor activity in 
some preparations. 
 
A, In 5/10 preparations bath application of DA (50M) decreased the occurrence of 
spontaneous locomotor activity as illustrated by a recording from a stage 54 tadpole (also see 
Fig. 2.15Di – red lines). In these 5 preparations activity decreased to 18.90 ± 12.35% in the drug 
(Aii & Ci) relative to control (100%; Ai & Ci). During washout the occurrence of spontaneous 
locomotor activity increased significantly to control levels to 121.34 ± 36.41% (Aiii & Ci; N=5, 
p = <0.05). B, On an expanded time base from A the effect of DA on the basic properties of 
motor bursts in the same preparation is illustrated. Neither BD (Cii) nor CP (Ciii) or ED (Civ) 
were significantly altered by application of DA (NB: N=3 due to DA abolishing activity 
completely in 2 preparations). D, In 3/5 preparations where activity was reduced in DA there 
was clear evidence of a switch from rhythmic bursting to non-rhythmic tonic activity. Episodes 
of rhythmic activity were present both in control (D & Ei) and wash (D & Eiii). During DA 
application this was replaced by low amplitude tonic discharge (D & Eii) as illustrated by this 
recording from a stage 55 tadpole.   
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Figure 2.16  DA increases the occurrence of spontaneous locomotor activity in 
some preparations. 
 
A, In 5/10 preparations bath application of DA (50M) increased the occurrence of spontaneous 
locomotor activity, as illustrated by a recording from a stage 55 tadpole (also see Di – green 
lines). In these 5 preparations activity increased significantly from 0.61 ± 0.25% in control to 
3.13 ± 0.73% in the drug (Ai, ii & Ci; N=5, p = <0.01). During washout activity returned to 
control levels, decreasing significantly to 0.96 ± 0.24% (Aiii & Ci; N=5, p = <0.05). B, An 
expansion of a representative episode of swimming from A shows the basic coordination and 
other properties of motor bursts recorded during DA application. Neither BD (Cii) nor CP (Ciii) 
or ED (Civ) were significantly altered by the application of DA.  The bimodal effects of DA are 
illustrated in D. Green lines represent the preparations where 50M of DA increased motor 
output and red lines represent those where DA decreased motor output. Other parameters of the 
activity, namely BD (Dii), CP (Diii) and ED (Div) are shown for comparison. 
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During the drug period the activity increased significantly from 0.61 ± 0.25% in control 
(Fig. 2.16 Ai & Ci) to 3.13 ± 0.73% (Fig. 2.16Aii & Ci; N=5, p = <0.01). During 
washout the activity returned to control levels, decreasing significantly to 0.96 ± 0.24% 
(Fig. 2.16Aiii & Ci; N=5, p = <0.05). In these 5 preparations DA also did not 
significantly alter the parameters of swimming; BD (Fig. 2.16Cii), CP (Fig. 2.16Ciii) or 
ED (Fig. 2.16Civ; also see Fig. 2.16 Dii-iv – green lines). While this half of the 
experiments were in agreement with the results published previously for DA at 50M 
(Clemens et al, 2012), the inconsistency of my results may be a result of several factors. 
Firstly, by exposing both the spinal cord and brainstem to DA simultaneously, I may 
have activated competing, potentially conflicting dopaminergic systems and receptors. 
Results presented later in this thesis suggest this may be the case since 50M DA can 
simultaneously increase network activity while hyperpolarising spinal neurons (Fig. 
3.15). Secondly, the inhibitory effects of DA at low concentrations (2M; Clemens et 
al, 2012) may be activated by concentrations very close to those which mediate the 
high-dose effects and thus even a slight loss in DA’s potency could inadvertently lead to 
it favouring the inhibitory pathways. These possibilities will be discussed in more depth 
later (Section 2.8.2.)  
2.7.4 NO and DA appear to act via different pathways to modulate motor output. 
In earlier stages of Xenopus development NO is thought to mediate its inhibitory effects 
primarily via facilitating the release of other neurotransmitters. Specifically these effects 
involve a direct increase in GABA release and an indirect increase in glycine via 
facilitating noradrenergic signalling (McLean & Sillar, 2002 & 2004). This is in 
keeping with a general role for NO in facilitating synaptic transmission (for review, see 
Garthwaite & Boulton, 1995). Furthermore, NO is known to be involved in mediating 
aminergic signalling (for review see Kiss, 2000), including facilitating DA release from 
the striatum via blocking DA reuptake (Kiss et al, 1999). Based on these data and the 
fact that both NO and DA are capable of modulating the spontaneous motor activity in 
pro-metamorphic Xenopus tadpoles I investigated whether there was an interaction 
between the two neuromodulators. 
In preparations where DA increased spontaneous locomotor activity, subsequent 
application of the NO scavenger PTIO (100M) and the NOS inhibitor L-NAME 
(1mM) reversed this effect. Bath application of DA (50M) significantly increased  
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Figure 2.17  Excitatory effects mediated by DA are reversed following removal of 
NO from the system. 
 
A, In preparations where DA increased spontaneous locomotor activity, subsequent application 
of the NO scavenger PTIO (100M) and the NOS inhibitor L-NAME (1mM) reversed this 
effect, as illustrated by an example from a stage 55 tadpole. Bath application of DA (50M) 
significantly increased spontaneous locomotor activity from 1.31 ± 1.13% in control (Ai & Ci) 
to 4.24 ± 0.90% in the drug condition (Aii & Ci; N=4, p = <0.01, paired t-test). This effect was 
occluded by subsequent application of both PTIO and L-NAME, which restored the activity to 
levels not significantly different from those in control, 1.46 ± 1.10 (Aiii & Ci). B, 
Representative episodes of swimming from A are shown on an expanded time base for 
comparison of the basic coordination and other parameters of the motor bursts. Neither BD (Cii) 
nor CP (Ciii) or ED (Civ) were significantly altered by application of any of the drugs. 
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Figure 2.18  – Excitatory effects mediated via NO persist when dopaminergic 
signalling is compromised. 
 
A, NO increased the occurrence of spontaneous locomotor activity in the presence of 
antagonists for both D1-like and D2-type DA receptors as illustrated in an example from a stage 
54 tadpole. Bath application of the NO donor SNAP (200M) increased activity in 4/4 
preparations (Ci) to 917.30 ± 463.30% relative to control (100%; Cii; also see Fig. 2.8). In the 
presence of the DA receptor antagonists SCH (D1-like receptors, 50nM) and Raclopride (D2-
like receptors; 25M), bath application of SNAP still increased spontaneous locomotor activity 
in 4/4 preparations (Ci) from 218.40 ± 43.33% to 407.51 ± 82.83% (Aiv & Cii). After 
dopaminergic drugs and SNAP had been washed thoroughly from the preparation, subsequent 
application of SNAP was still able to produce an increase in the occurrence of locomotor 
activity in 4/4 preparations (Ci) from 119.27 ± 56.91% to 574.77 ± 144.56% (Avi & Cii). B, 
Representative episodes of swimming from A are shown to illustrate the effects of the drug 
applications on the basic properties of motor bursts. Neither BD (Di) nor CP (Dii) were 
significantly altered by any of the drugs. Diii, SNAP produced a consistent reduction in ED in 
4/4 preparations both when applied alone and in the presence of the DA receptor antagonists. 
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spontaneous locomotor activity from 1.31 ± 1.13% in control (Fig. 2.17Ai & Ci) to 4.24 
± 0.90% in the drug condition (Fig. 2.17Aii & Ci; N=4, p = <0.01, paired t-test). This 
effect was occluded by subsequent application of both PTIO and L-NAME, which 
restored the activity to levels not significantly different from those in control, 1.46 ± 
1.10 (Fig. 2.17Aiii & Ci). Drug applications did not significantly alter any of the 
intrinsic parameters of swimming; BD (Fig. 2.17Cii), CP (Fig. 2.17Ciii) or ED (Fig. 
2.17Civ). These data suggest that DA is still capable of modulating spontaneous motor 
activity when NO levels are reduced since L-NAME and PTIO would normally be 
expected to decrease the occurrence of locomotor activity well below control levels 
(Fig. 2.10-12).  
The increase in spontaneous locomotor activity during application of the NO donor 
SNAP (200M) persisted in the presence of antagonists at both D1-like (SCH; 50nM) 
and D2-like (Raclopride; 25uM) DA receptors. Bath application of SNAP increased 
activity in 4/4 preparations (Fig. 2.18Aii &Ci) to 917.30 ± 463.30% relative to control 
(100%; Fig. 2.18Cii; see also Fig. 2.8). In the presence of DA receptor antagonists 
SNAP still produced an increase in the occurrence of locomotor activity in 4/4 
preparations (Fig. 2.18Ci) from 119.27 ± 56.91% to 574.77 ± 144.56% (Fig. 2.18Aiv & 
Cii). Drug applications did not significantly alter the BD (Fig. 2.18Di) or CP (Fig. 
2.18Dii) of spontaneous locomotor activity, however SNAP produced a consistent 
reduction in ED in 4/4 preparations both when applied alone and in the presence of the 
DA receptor antagonists (Fig. 2.18Diii; relative to control ED decreased to 77.10 ± 
8.25%, 67.97 ± 18.31% and 77.84 ± 9.11%, respectively). This result suggests that NO 
does not act in a serial hierarchy via DA to increase the occurrence of spontaneous 
locomotor activity and that there must be parallel pathways through which the two 
modulators mediate their similar effects on motor output.      
2.7.5 Exogenous application of NO mimics the excitatory effect of light.  
Exogenous NO was shown to increase the occurrence of spontaneous locomotor activity 
(Fig. 2.8 & Fig. 2.9) in a manner similar to the effect of light on the isolated nervous 
system (see Chapter 1). There is a well described phenomenon in vascular physiology 
where NO is liberated from a molecular store following illumination and this in turn 
leads to ‘photorelaxation’of the endothelial smooth muscle (Furchgott et al. 1961; 
Martin et al. 1985; Flitney & Megson 2003) (Karlsson et al, 1984; Martin et al, 1985;  
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Figure 2.19  Exogenous NO mimics the effect of light on spontaneous locomotor 
activity. 
 
A, When the isolated brainstem and spinal cord of a stage 58 tadpole falls silent in the dark, 
activity can be restored by the addition of exogenous NO. Rhythmic locomotor activity occured 
spontaneously in the light (A & Bi) but was reduced or abolished in the dark (A; also see Fig. 
1.14). Subsequent bath application of the NO donor SNAP (200M) restored spontaneous 
activity, mimicking the light condition (A & Bii). After exogenous NO was removed, 
spontaneous activity was reduced to the pre-drug level in the dark (A). Light sensitivity 
remains, however, and the preparation produced spontaneous rhythmic activity again upon re-
illumination (A & Biii). B, Representative episodes of swimming from A illustrate that the 
motor bursts were essentially indistinguishable between conditions although there was sign of 
rebound following re-illumination (see increased activity in the light in A and extra motor bursts 
in Biii). NB – this is the only example of this response where the preparation was active in 
control and showed clear light sensitivity.    
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Figure 2.20  Light sensitivity persists in the presence of exogenous NO. 
 
A, The isolated nervous system of a stage 54 tadpole exposed to exogenous NO via bath 
application of the NO donor DEA-NO (200M), retained sensitivity to changes in 
ambient light level (see Fig. 1.14 for basic phenomenon). In the presence of NO donors, 
spontaneous locomotor activity was significantly reduced in the dark to 35.06 ± 14.90% 
of that in the light (100%; A & C) (N=9: 5 in DEA-NO; 4 in 200M SNAP, p = <0.05, 
paired t-test). B, Representative spontaneous episodes of swimming from A illustrate 
the effect of illumination on the basic coordination and other properties of motor bursts. 
Neither BD nor CP or ED were significantly altered by changes in the light conditions 
(C). 
 
 
 
 
  
171 
 
Megson et al, 1995; Rodriguez et al, 2003; see Section 2.8.4. for a full description). 
Therefore, if a similar biochemical process is present in the nervous system it could 
potentially link increased illumination with increased free NO and an increase in the 
occurrence of motor activity.     
Endogenous NO was already known affect motor activity in the light since both PTIO 
and L-NAME were able to reduce the occurrence of spontaneous swimming activity in 
control (lights-on) conditions (Fig. 2.10-12). The next question to answer was could NO 
increase motor activity independently of the lighting conditions? In a preparation that 
showed light sensitivity under control conditions (Fig. 2.19A) the subsequent 
application of the NO donor SNAP mimicked the lights-on condition, which was 
reversible upon washout (N=1). Subsequent illumination highlighted the persistence of 
the light sensitivity following SNAP washout. Furthermore, the swimming was 
essentially indistinguishable between control in the light (Fig. 2.19Bi); SNAP in the 
dark (Fig. 2.19Bii) and wash in the light (Fig. 2.19Biii). While this experiment was only 
performed on one occassion it demonstrated that exogenous NO could overcome the 
inhibitory effects of light on the locomotor network.  
If NO is actually involved in the pathway linking light sensitivity to motor activity in 
the isolated nervous system it may be possible to maximally activate the system such 
that subsequent changes in illumination do not alter the motor activity. During 
application of NO donors SNAP (200M; N=4) or DEA-NO (200M; N=5) the light 
sensitivity of the isolated nervous system was retained (see Fig. 1.14 for basic 
phenomenon). In the presence of NO donors spontaneous locomotor activity in the dark 
reduced significantly to 35.06 ± 14.90% of that in the light (Fig. 2.20A & C; N=9, p = 
<0.05, paired t-test). During the same conditions, changes in the lighting conditions did 
not significantly alter either  BD, CP or ED (Fig. 2.20C). This result could be explained 
if the NO and light-mediated pathways controlling motor output worked independently 
of one another. However, it also does not preclude the possibility that NO is stored and 
released within the nervous system as it is in the vascular system. The fact that in 
pharmacologically excited preparations there is a loss of the light sensitivity (Fig. 1.18) 
potentially provides further support to this possibility (see Section 2.8.4. for further 
discussion). 
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One experiment not illustrated here but that was attempted multiple times was to 
compromise nitrergic signalling with co-application of L-NAME and PTIO and then 
test the light sensitivity of the preparation. The first problem with this experiment was 
that spontaneous activity was completely abolished under these conditions (see Fig. 
2.12Dii for example) and so subsequent investigation of the effect of light was 
impossible. Several attempts were made to raise excitability via other means – 
application of 0Mg
2+
 saline, dopamine, NMDA and blockade of GABA-A receptors via 
bicuculline and GABAzine - however under these conditions light sensitivity was lost 
(see Fig. 1.18 for example). This precluded any attempt to use these methods to boost 
excitability in order to test light sensitivity following L-NAME and PTIO application. 
To be clear, in this situation artificially increasing spontaneous activity would reveal a 
loss of light sensitivity but this would be no different to the same pharmacological 
manipulation with nitrergic signalling intact. In the future it would be interesting to 
attempt a similar manipulation but in a split bath set up. For instance, would light 
sensitivity remain following L-NAME and PTIO application to the brainstem only? Or, 
if all activity was still abolished, could an excitatory manipulation be made in the spinal 
compartment which would allow residual light sensitivity to be tested? 
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2.8  Discussion. 
2.8.1 Nitrergic modulation of the spontaneous locomotor output. 
At pro-metamorphic stages of Xenopus tadpole development, NO has a net excitatory 
effect on spontaneous swimming. Not only did the application of NO donors (Fig. 2.8 & 
2.9) increase spontaneous activity, but scavenging endogenous NO (Fig. 2.10), or 
disrupting its production (Fig. 2.11), reduced spontaneous activity. These effects were 
exclusively on the total amount of activity; the time the preparation is actively engaged 
in fictive swimming or ‘time spent active.’ The other intrinsic parameters of the 
swimming rhythm were not significantly altered by manipulating nitrergic signalling 
(see measures of BD, CP and ED in Fig. 2.8-11). These data suggest NO has 
modulatory effects primarily on the generation of locomotor activity and not on the 
intrinsic properties of the neural network within the spinal CPG.  
A role for NO in the generation of activity was supported by evidence from experiments 
where nitrergic drugs were systematically applied to either the spinal cord or the 
brainstem in isolation (Fig. 2.13 & 14). While bath application of PTIO and L-NAME 
to the brainstem reduced the total number of motor bursts (Fig. 2.13 Cii), mimicking the 
inhibitory effects of these drugs on the whole preparation, the same drugs applied to the 
spinal cord had no discernible effect (Fig. 2.13 Ci). Similarly, the effects of the NO 
donors SNAP and DEA-NO were found to be specific to the brainstem: while bath 
application of NO donors to the spinal cord had no effect on the number of motor bursts 
(Fig. 2.14 Ci), the same drugs applied to the brainstem increased motor bursts, 
mimicking the excitatory effects of exogenous NO on the whole preparation (Fig. 2.14 
Cii). Additionally, there were no significant effects of any of the drugs on the intrinsic 
parameters of swimming regardless of whether applied to the spinal cord or the 
brainstem (Fig. 2.13 D & 2.14 D). Together these results provide strong evidence that 
NO mediates its excitatory effects on spontaneous motor output in pro-metamorphic 
tadpoles via actions on targets within the brainstem. 
In embryonic and early larval stages of Xenopus development, NO has a net inhibitory 
effect on motor output (McLean & Sillar 2002; 2004). The dramatic switch in the role 
of NO shown here has been postulated to be due to the development of NOS-positive 
neurons in the spinal cord, potentially providing an intrinsic source of excitatory 
modulation (McLean & Sillar 2001; Ramanathan et al 2006; Sillar et al 2008). This 
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hypothesis now seems unlikely, since NO acting within the spinal cord did not 
significantly alter the occurrence of spontaneous motor activity. I believe there are two 
likely explanations for this switch from inhibition to excitation. Firstly, NO released in 
the brainstem may activate different descending pathways from those present earlier in 
development. Alternatively, the activation of the same descending pathways by NO may 
result in differential effects on the spinal CPG. Thus, a dose that slows and prematurely 
terminates swimming in a young tadpole facilitates swimming in an older animal.  
The inhibitory effects of NO on episode duration at early stages of Xenopus 
development are proposed to result from pre-synaptic facilitation of the descending 
GABAergic stopping pathway, which is relayed to the spinal cord via mhr neurons 
(McLean & Sillar 2002). These effects are presumably negligible at later pre- and pro-
metamorphic stages since the afferent limb of the stopping pathway, the cement gland, 
is completely degenerated by stage 45/46 (Boothby & Roberts 1992). The other 
inhibitory effect of NO in younger animals is to decrease swim frequency by 
potentiating glycinergic mid-cycle inhibition (McLean & Sillar 2002; 2004). Mid-cycle 
glycinergic inhibition is thought to be a crucial component of axial swimming networks, 
and therefore it would seem unlikely that this pathway has also diminished during 
development. Interestingly, however, evidence presented later in this thesis suggests 
that mid-cycle inhibition is far less prevalent, or even absent, in many spinal neurons 
during swimming in pro-metamorphic animals (Fig. 3.10). If there has been a 
substantial developmental reorganisation of the basic swimming circuitry it could 
explain NO’s apparently diminished inhibitory role within the locomotor CPG.  
In preparations where nitrergic signalling was, at least theoretically, completely 
compromised by bath application of both PTIO and L-NAME, fictive swimming was 
reduced significantly or completely abolished (Fig. 2.12Ai, ii; Ci). Subsequent 
application of exogenous NO, via the donor DEA-NO, was able to rescue the activity, 
returning it to control levels and highlighting the crucial role for a basal level of NO in 
the brainstem for generating spontaneous swimming (Fig. 2.12Aiii; Ci). Since the 
application of PTIO and L-NAME often runs down spontaneous activity to quiescence 
it was important to rule out toxic effects of the drugs which render the preparations 
unable to generate activity. The rescue of activity in DEA-NO was one way to show the 
circuitry remains viable when endogenous nitrergic signalling is compromised. Another 
was to elicit fictive swimming via stimulation of the optic tectum during PTIO and L-
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NAME application. Even during periods of prolonged quiescence during the drug 
application, episodes of sustained, properly coordinated swimming could still be 
generated in response to stimulation of the optic tectum (Fig. 2.12 Dii).  
One major caveat to the findings presented here is that they have addressed the effects 
of nitrergic modulation on spontaneous activity while the data published on earlier 
stages of Xenopus development investigated evoked activity. It is possible that part of 
the reason for such dramatically different effects could be as a result of comparing these 
two different types of motor activity. In the future it would be interesting to investigate 
the effects of manipulating nitrergic drugs on activity evoked via stimulation of the 
optic tectum. In this scenario, where the variation between preparations should be 
reduced by fixing the interval between evoked episodes, it is possible that more subtle 
effects of the drugs may be uncovered. Furthermore, combining this approach with a 
split bath preparation would allow a thorough investigation of how nitrergic signalling 
impacts on the intrinsic properties of the locomotor rhythm as well as its effects on the 
occurrence of spontaneous activity.   
2.8.2 Dopaminergic modulation of spontaneous locomotor output . 
The spontaneous locomotor output from the isolated nervous system of pro-
metamorphic Xenopus tadpoles is modulated by DA. Interestingly there seems to be a 
bi-directional response to exogenous DA application (Fig. 2.16A). In half the 
preparations tested (5/10), 50M DA increased the total time spent active (Fig. 2.16D – 
green lines; 2.8B & Ci); in the other 5 preparations the same concentration of DA 
decreased the time spent active (Fig. 2.16D – red lines; 2.15A & Ci). When DA 
decreased activity it occasionally (3/5 preparations) led to a complete loss of rhythmic 
motor bursts and instead produced a period of low-amplitude, tonic activity (Fig. 2.15D 
and see Fig. 1.12B). In each case the effects on total activity levels did not result in 
significant changes in the intrinsic parameters of swimming, namely BD, CP or ED 
(Fig. 2.15Cii-iv & 2.16Cii-iv).  
The inconsistent effects of DA at 50M are somewhat confusing in light of previous 
research on dopaminergic signalling in these animals. When applied to the isolated 
spinal cord in a split bath preparation, 50M DA has consistent excitatory effects, 
whereby it increases the total number of motor bursts and the number of spontaneous 
swim episodes (Clemens et al, 2012). On the other hand, 2M DA had consistently 
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inhibitory effects, reducing the total number of motor bursts and the number of swim 
episodes. Moreover, the dose-dependent effects were shown to be mediated via 
differential activation of either D1-like (low affinity; excitatory) or D-2 like (high 
affinity; inhibitory) receptors. 
In the present study, it is possible that inconsistencies in final concentration of the drug 
at the preparations resulted in the different effects of 50M DA. DA is known to be 
highly reactive in solution, degrading in light and at ambient temperature. Despite 
attempts to minimise such degradation it is plausible that on occasion the DA reaching 
the preparation had reduced to a level where high affinity, inhibitory D2-like receptors 
were preferentially activated. Another explanation is that the previously published work 
specifically exposed only the spinal cord to DA (Clemens et al, 2012). In the current 
experiments, DA was exposed to the spinal cord, brainstem and, perhaps most crucially 
to a caudal portion of diencephalon that is likely to include the A11-like dopaminergic 
neurons known to mediate motor behaviour in many species (Skagerberg & Lindvall 
1985; Clemens et al. 2006; Ryczko et al. 2013). If supra-spinal DA effects are also 
contributing to the results in the current experiments, they could modulate and even 
mask the direct effects of DA on the spinal circuitry.  
It is also important to consider that the tonic activity in these preparations is not 
definitively a sign of net inhibition of the swimming network. In vivo, the tadpoles 
swim almost constantly with the caudal part of the tail and therefore the low amplitude 
activity (which is commonly seen prior to and after periods of rhythmic bursting; see 
Chapter 1) could be due to continuous but weak motor activity in more caudal parts of 
the spinal cord. In this scenario, the exogenous DA would provide a constant activation 
of the motor system such that the spinal network was always active but never able to 
recruit more rostral ventral roots.  
2.8.3 An interaction between nitrergic and dopaminergic signalling? 
Given that both NO and DA are capable of modulating the motor output in pro-
metamorphic Xenopus tadpoles, the question remains whether the two systems work in 
parallel or whether there is an interaction between them. In preparations where DA 
increased motor output, subsequent addition of both PTIO and L-NAME, to impair 
nitrergic signalling, reduced activity (Fig. 2.17A & Ci). This brought the activity back 
to control levels, but did not reduce activity beyond this. This suggests the DA could 
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still modulate the swimming output independently of NO, since PTIO and L-NAME 
would be expected to reduce activity significantly below control (Fig. 2.10-11).  
Similarly, in preparations where exogenous NO increased spontaneous motor activity, 
subsequent addition of DA receptor antagonists SCH 23390 (D1-like), and raclopride 
(D2-like), reduced but could not abolish the excitatory effect of the NO donor (Fig. 
2.18A & C). Taken together, these results suggest that DA and NO mediate their 
respective effects on motor output in parallel, via separate pathways. 
One major drawback of these experiments was that they did not investigate the location-
specific effects of the neuromodulators. DA is known to mediate signalling in the spinal 
cord via a dose dependent activation of either excitatory D1-like or inhibitory D2-like 
receptors (Clemens et al, 2012). Additionally, there is now evidence that NO mediates 
its effect on the occurrence of spontaneous motor activity via a supraspinal mechanism 
(Fig. 2.13 & Fig. 2.14). A better set of future experiments would be to systematically 
manipulate nitrergic signalling in the brainstem, and dopaminergic signalling in the 
spinal cord. For instance, would exogenous NO applied to the brainstem increase motor 
output in the presence of a D1-like antagonist on the spinal cord?  
This work illustrates the complex nature of modulation within the nervous system. It is 
likely that both NO and DA have multiple effects on motor systems throughout the 
CNS; experiments must therefore be refined in order to minimise confounds such as 
conflicting effects occurring at different locations within the same preparation. NO is 
known to facilitate dopaminergic signalling in several areas of the nervous system, 
including the striatum where it disrupts DA reuptake (Kiss et al. 1999); and in the 
nucleus accumbens, where it enhances DA release via GC-independent mechanisms 
(Hartung et al. 2011). Since NO also regulates NA and 5-HT signalling (for review see 
Kiss 2000), there are clearly multiple possible pathways for it to mediate effects on 
motor output. 
2.8.4 Is NO involved in the photomotor response in Xenopus tadpoles? 
In preparations that had fallen silent in the dark, exogenous NO increased the 
occurrence of spontaneous locomotor-like activity such that the preparations behaved as 
if they were in the light (Fig. 2.19A). Light sensitivity also persisted in the presence of 
NO donors (Fig. 2.20A & Ci). These data suggest that NO may be involved in the 
pathway linking luminance detection to motor behaviour, especially when considered 
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alongside the results from other pharmacologically-induced preparations (exposed to 
NMDA, bicuculline or GABAzine), where heightened activity levels abolished 
subsequent sensitivity to ambient lighting (Fig. 1.18).  
There is a large body of evidence from the cardiovascular system that physiologically 
relevant NO concentrations can be controlled by the lighting conditions to modulate the 
contractile state of vascular tissue. This ‘photorelaxation’ was first described over 50 
years ago, when light shone on isolated strips of rabbit aorta was shown to cause 
reversible reduction in pharmacologically induced smooth muscle contraction 
(Furchgott et al. 1961). Subsequently, the discovery that NO was the relaxing factor 
released from endothelial cells to bring about vasodilation (Furchgott & Zawadski, 
1980; Palmer et al, 1987) led to a theory that photorelaxation could be caused by a 
direct effect of light on NO concentrations. This was subsequently proven to be correct, 
and there is now good evidence that NO derived from endothelial tissue underlies 
photorelaxation (Karlsson et al. 1984; Megson et al. 1995). Furthermore, 
photorelaxation to monochromatic visible light is shown to be a transient process that 
completely reverses after a few minutes, and a second response to the same illumination 
is not possible without an intervening dark period (Megson et al. 1995). This recovery, 
or ‘re-priming period’, was shown to be dependent on tissue thiols as well as 
endothelial-derived NO. The most abundant tissue thiol is glutathione, and it can be S-
nitrosylated to form S-nitrosoglutathione, which is a known source of photolytically 
liberated NO (Sexton et al. 1994; Sing et al. 1996). Together with evidence showing 
that the re-priming of photorelaxation is dependent on glutathione levels (Megson et al. 
2000), these data suggest that there is a molecular store of NO within the endothelial 
tissue that can be released in the light and reconstituted in the dark.  
One major confound to this basic hypothesis is that several studies have shown that 
photorelaxation occurs in endothelium-denuded vascular tissue (e.g. Matsunaga & 
Furchgott 1991; Venturini et al. 1993; Charpie et al. 1994). Even more curiously, these 
effects are found to be sustained, lasting up to several hours in vitro (Rodriguez et al, 
2003), and do not need time in the dark to re-prime. The explanation for this lies in the 
wavelength of light used, since photorelaxation is made up of a compound response that 
peaks in the UV 330-340nm (Rodriguez et al, 2003), but is made up of both UV and 
visible light components (Flitney & Megson 2003). While the visible light component 
mediates the classic endothelium-, NO- and thiol-dependent response, the UV response 
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is independent of these factors. The mechanism of this UV-mediated photorelaxation is 
unclear but one leading hypothesis is that UV light may directly activate sGC since 
inhibiting the enzyme blocks photorelaxation even in endothelium-denuded 
preparations (Charpie et al, 1994).  
Since endogenous S-nitrosothiols are known to exist in the nervous system (Jaffrey et 
al. 2001), it is possible that similar photolytic release of NO may occur in the CNS. 
Furthermore, there is good evidence for a role of endothelial-derived NO in mediating 
neuronal signalling (Hopper & Garthwaite, 2006), suggesting photic release of NO from 
the vasculature could contribute to neuromodulation. Given that the deep brain 
photoreception in Xenopus tadpoles is tuned to short wavelength UV light (Chapter 1), 
it must be considered that increased NO and / or sGC activation may contribute to the 
photomotor response in these animals. Even if the most likely route of 
phototransduction remains via an opsin protein, a simultaneous increase in NO 
concentration during light exposure may gate the response. This could explain the 
persistence of light sensitivity in preparations exposed to exogenous NO (Fig. 2.20), as 
in the dark there may be a natural increase in the amount of NO stored within S-
nitrosylated thiols and thus a reduction in free NO capable of potentiating locomotor 
output. 
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3 A novel preparation to study the cellular properties and 
neuromodulation of spinal neurons in pro-metamorphic Xenopus 
tadpoles.  
3.1 Summary. 
The embryo of the Xenopus laevis frog tadpole has one of the most completely 
described motor control systems of any vertebrate. This is thanks largely to the 
development of a preparation for patch-clamp recording, which has allowed the 
spinal network for locomotion to be understood at the level of individual neurons. 
Furthermore, research on the early larval stages (just a day or so later in 
development) have provided several insights into how neural networks are 
modified to enable complex behaviour to emerge as ontogeny unfolds. This chapter 
provides the basis for the next step in the study of motor control in Xenopus by 
introducing a new preparation for whole cell patch-clamp recording in free-
swimming pro-metamorphic tadpoles. The preliminary findings suggest that while 
some of the basic features of the embryonic network are retained, the mature 
tadpole spinal cord has developed considerably to facilitate a switch from a 
primarily sessile existence to one where swimming occurs almost constantly. Spinal 
neurons display a range of firing properties, with some active tonically at rest, and 
others capable of both rhythmic and tonic contributions to the motor output 
during swimming. Neurons with novel cellular properties are described, including 
a small subset that has intrinsic membrane bi-stability following current injection. 
Furthermore, a high proportion of neurons display evidence for the addition of Ih 
channels and can fire on rebound following hyperpolarisation. The usAHP, 
detectable in spinal neurons in early development, is also present at pro-
metamorphic stages but is found in a far higher percentage of neurons and is 
significantly shorter. There is also evidence that embryonic-like dINs are present 
in these older animals. Finally, NO is found to depolarise spinal neurons and 
increase synaptic transmission in the spinal cord, while evidence is presented for 
the cellular basis of DA’s bi-phasic effects on motor output in these animals.    
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3.2 The Xenopus laevis embryo: a model for motor control. 
3.2.1 Introduction. 
As briefly introduced in Chapter 1 (see 1.3.1.), the two day old embryo (stage 37/38) of 
the African clawed toad, Xenopus laevis, is one of the best studied models of vertebrate 
motor control. The relative simplicity of the vertebrate nervous system during early 
development is fundamental to the success of the Xenopus model. This simplicity is 
based not so much on the total number of neurons (a few thousand in the tadpole spinal 
cord), but rather primarily on the number of different types of neuron at these stages 
(Roberts et al. 2010). In the Xenopus embryo there are thought to be just 8 major 
anatomical groupings of spinal neuron, including two types of sensory interneuron and 
just one type of MN (Roberts & Clarke 1982; Li et al. 2001; and see Fig. 3.1). The 
classification of these neurons has been verified more recently by making single and 
paired patch-clamp recordings from every possible combination of neuron type within 
the spinal cord and caudal brainstem (Li et al. 2002; Li, Higashijima, et al. 2004; Li, 
Soffe, et al. 2004a; Li et al. 2006; Li et al. 2009). By integrating the 
electrophysiological fingerprint and synaptic connectivity of each type of neuron within 
the network, it has been possible to produce a comprehensive circuit diagram of the 
Xenopus spinal network (see Fig. 1.4B). This ground plan can explain the neuronal 
basis of each of the animal’s simple motor behaviours and represents one of the most 
completely understood vertebrate control networks.   
The three major focuses of this section will be the basic anatomical layout of the spinal 
CPG; the specific contribution each cell type makes to the network output; and the 
primitive behaviours controlled by the network. Where appropriate, I will draw on 
examples from other species to explain or set in context the Xenopus data.  
3.2.2 Sensory interneurons and their roles in mediating simple motor behaviour. 
Mechanosensory Rohon-Beard (RB) neurons innervate the trunk skin, where their free 
nerve endings detect local tactile stimuli (Clarke et al. 1984). RB neurons project onto 
and excite two types of spinal sensory interneuron, namely the dorsolateral ascending 
(dla) interneurons and dorsolateral commissural (dlc) (Roberts & Clarke, 1982). In 
keeping with their role as sensory interneurons, both have somata located relatively 
dorsally in positions equivalent to the dorsal horn of the mammalian spinal cord.  
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Figure 3.1  The basic layout of the Xenopus laevis embryonic spinal CPG. 
 
The 8 neuron sub-types that comprise the spinal CPG in Xenopus tadpole embryos are 
illustrated in this schematic. The dorsal most neurons are the large sensory rohan-beard (RB) 
neurons. Next are the two sensory interneurons, the dorsolateral ascending (dl) and dorsolateral 
commisural (dlc) neurons. The 3 major interneuron sub-types are located within the marginal 
zone, namely the ascending (a); descending (d); and commissural (c) interneurons. The Kolmer-
Agduhr (KA) neurons which line the central canal and contact the CSF are the least well 
understood sub-type within the spinal cord. The motor neurons (mn) are located ventral most in 
the spinal cord and project peripherally to the swim muscles. Figure adapted from Roberts 
(2000).  
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The dla population project exclusively rostrally, with the longest axons of any Xenopus 
interneuron type (Li et al, 2001); dla axons also travel relatively dorsally, running close 
to the RB axons. They usually reach as far as the midbrain and are also found to project 
to the forebrain. The dlc population, on the other hand, project ventrally, before crossing 
to the other side of the spinal cord where they bifurcate, sending one projection rostrally 
and one caudally (Roberts & Clarke 1982;; Li et al 2001). Again, like the dla 
interneurons, the dlc population often project into the brain, sometimes reaching as far 
as the forebrain.  
The dlc population have a defined role as sensory relay neurons that contribute to the 
contralateral flexion of the tadpole trunk following stimulus of the skin (Sillar & 
Roberts 1988a) (1990; Boothby & Roberts, 1995; Li et al, 2003). They are activated by 
ipsilateral RB neurons and subsequently excite ventrally located, rhythmically active 
neurons, including MNs, on the contralateral side of the cord (Sillar & Roberts, 1990; Li 
et al, 2003). Both synapses in this relay are glutamatergic (Sillar & Roberts 1988b) and 
provide the basis for the simple withdrawal reflex that immediately precedes swimming 
when the skin of the tadpole is stimulated (Boothby & Roberts, 1995).   
The dla population are also glutamatergic, providing excitatory input to rhythmically 
active neurons of the locomotor CPG on the same side of the cord (Li et al 2004b). 
Given the projection pattern of the dla interneurons, this excitation is distributed 
rostrally and may therefore be important in initiating swimming at the level of the 
hindbrain and rostral spinal cord, following a touch of the tail skin. Furthermore, during 
on-going activity dla activation is proposed to be involved in recruitment of inactive 
spinal neurons and a subsequent increase in swimming speed following subsequent 
sensory stimulation (Li et al 2004b).   
Another type of putative sensory neuron within the tadpole spinal cord are the Kolmer-
Agduhr neurons (Dale et al, 1987). These GABAergic neurons are located in close 
proximity to the central canal and project cilia into the CSF. While there is no clearly 
defined role for these neurons in embryonic tadpoles, they are found to provide 
excitatory modulation of swimming in larval zebrafish (Wyart et al. 2009). Moreover, 
they are proposed to act as internal sensors of the CSF and may detect changes in pH or 
even bending of the spinal cord.  
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3.2.3 Inhibitory interneurons and coordination of the motor output.  
Ascending interneurons (aINs) have mainly unipolar somata that are located ventral to 
the dlc and dla populations, but are still found predominantly in the dorsal half of the 
spinal cord (Li et al, 2001). Their dendrites are generally located ventral to the soma, 
extending into the middle and ventral portions of the marginal zone. The aIN axon 
initially projects rostrally before branching and sending a secondary, slightly shorter 
axon caudally. The ascending axon predominantly projects to the hindbrain and has not 
been found to cross into the midbrain.  
aINs are glycinergic and provide on-cycle inhibitory input to dlc interneurons (Li et al, 
2002). This rhythmic gating of sensory signalling is vital to prevent simple reflexes 
interfering with on-going activity (Sillar & Roberts 1988a). The output from aINs, like 
most interneurons in the embryonic tadpole, is not completely specific and thus 
inhibitory connections are likely made with most, if not all, other types of neuron within 
the cord (Li et al, 2002; Li et al, 2004a). In keeping with this idea, on-cycle IPSPs are 
received by other rhythmic interneurons as well as MNs (Sillar & Roberts 1993), and 
using paired recordings this input has been shown to originate from aIN firing (Li et al, 
2004a). This dual role for aINs (gating sensory information and providing recurrent 
inhibitory input to rhythmically active neurons) has also been ascribed to a strikingly 
similar and probably homologous population of spinal interneurons in the larval 
zebrafish (Higashijima et al, 2004). Not only do these cells share a common set of 
functions but they are characterised by expression of the transcription factor En-1 (Li et 
al, 2004a; Higashijima et al, 2004). In mammals, En-1 expressing neurons within the 
spinal cord are found to project ipsilaterally and provide negative feedback onto other 
rhythmically active CPG neurons (Sapir et al. 2004; Gosgnach et al. 2006), highlighting 
the conserved nature of the basic organisation of the vertebrate spinal cord (see Fig. 
1.5).  
Another class of inhibitory interneuron in the tadpole spinal cord are the commissural 
interneurons (cINs; Soffe et al, 1984; Dale, 1985). Like aINS, cINs have unipolar 
somata located primarily in the dorsal half of the spinal cord, and dendrites that 
generally project ventrally into the marginal zone. Their axons cross the cord ventrally, 
before branching into both ascending and descending projections. cINs are glycinergic 
and are responsible for the reciprocal mid-cycle inhibition between each hemicord  
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Figure 3.2  Rhythmically active spinal neurons receive glycinergic mid-cycle 
inhibition during swimming. 
 
Ai, During fictive locomotion in Xenopus embryos MNs fire reliably on each cycle of 
swimming and receive coordinated mid-cycle inhibition that hyperpolarises the cell membrane 
below rest (dotted line). Aii, Lowering extracellular Cl
-
 concentration reduced the amplitude of 
the mid-cycle inhibition, which reverses upon washout (Aiii) suggesting that inhibition is 
caused by an influx of Cl
-
. B, This Cl
- 
channel opening is shown to be mediated by glycinergic 
signalling since strychnine similarly blocks the mid-cycle inhibition in Xenopus MNs. Figures 
adapted from Soffe (1987).     
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(Dale, 1985; Soffe, 1987; see Fig. 3.2). This reciprocal inhibition is performed by 
homologous glycinergic interneurons in the lamprey (Buchanan, 1982) and zebrafish 
(McDearmid & Drapeau 2006; Gabriel et al. 2008), as well as a subset of inhibitory V0 
neurons that coordinate left-right alternation in mammalian locomotion (Lanuza et al. 
2004). In a recent study, the importance of cIN-mediated reciprocal inhibition was 
demonstrated by the fast silencing of neurons on one side of the spinal cord (Moult et al. 
2013). In this study, the c-DNA for Archaerhodopsin-3(ArCh), a photo-activated 
outward proton pump endogenous to the halobacteria Halorubrum sodomense (Chow et 
al. 2010), was injected into early stage blastomeres driving expression in neurons in one 
half of the embryonic spinal cord. When tadpoles were subsequently exposed to yellow 
light (585nm), neurons on one side of the spinal cord, including the cINs, 
hyperpolarised and were inactivated. As a result the swimming activity stopped within 
one cycle due to a lack of reciprocal inhibition from the side expressing ArCh (Moult et 
al, 2013; Fig. 3.4).   
3.2.4 Excitatory interneurons and the generation of sustained locomotion. 
Descending interneurons (dINs) are the only member of the spinal CPG for locomotion 
that provide excitation to the network in embryonic tadpoles (Dale & Roberts 1985; Li 
et al. 2004c). dINs have multipolar somata and are located relatively ventrally in the 
cord with dendrites that extend dorsally (Li et al. 2006). Although all spinal neurons 
within the Xenopus spinal cord are arranged in columns that extend into the hindbrain, 
the dINs are the only cell type that have been studied extensively rostral to the 
hindbrain-spinal cord boundary (Li et al. 2006; 2009). These caudal hindbrain dINs 
(hdINs) form part of a reticulospinal population that is considered the primary source of 
rhythmic drive to the spinal CPG in Xenopus. Like all dINs, hdINs project ipsilaterally 
and provide direct excitatory input to rhythmically active neurons located more caudally 
in the spinal cord via co-release of glutamate and ACh (Li et al. 2004c). Moreover, 
sustained swimming is possible after transecting the nervous system so that just a small, 
0.3mm, portion of caudal hindbrain and rostral spinal cord is left intact. hdINs fire 
earlier than any other rhythmically active neuron during a cycle of swimming and can 
maintain sustained episodes of activity after only a brief stimulus (Li et al. 2006; 2009; 
see Fig. 3.3). 
One longstanding theory of how these ‘driver’ neurons maintain rhythmic firing is 
through a system of mutual excitation (Dale & Roberts 1985). In the tadpole hindbrain  
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Figure 3.3  Mutual excitation between excitatory interneurons in the Xenopus 
embryonic locomotor CPG. 
 
Ai, Photograph of two hdINs in the caudal hindbrain of a stage 37/38 Xenopus tadpole (see Aii 
for approximate position og the two neurons). Both hdINs have a characteristic anatomy with 
unipolar somata, a descending axon (d) and an ascending projection (a). Aiii, paired patch 
clamp recordings of the two neurons in Ai reveals mutual excitatory connections between the 
hdINs. When an action potential is evoked in one neuron (hdIN1; arrow head) an EPSP is 
recorded at short latency in the second neuron (hdIN2; black traces). Furthermore, if the 
stimulus is large enough an action potential is sometimes recorded in hdIN2 leading to a 
subsequent EPSP in hdIN1 (arrow; grey traces). B, Both hdINs and dINs display strong spike 
accommodation and to depolarising current injection even well above spike threshold. C, dINs 
provide excitatory input to all other spinal interneuron sub-types and therefore tend to fire 
earlier in the swim cycle. When lined up relative to firing in an ipsilateral ventral root dINs (Ci) 
can be seen to fire earlier than non-dINs (Cii). As well as chemical connections between dINs 
there is electrical coupling between the population (Li et al, 2009). A dramatic illustration of 
this is shown in Di where a large hyperpolarising current injected into just a single dIN 
terminated the ficitve swimming recorded from an ipsilateral ventral root (vr). Dii, A sequence 
of current injections (blue box denotes the duration of the hyperpolarising current step) 
prematurely terminated evoked swimming episodes. Figures adapted from Li et al (2006; A-C); 
Li et al (2009); and Moult et al (2013; D). 
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there is now direct evidence for exactly this arrangement between the hdINs (Li et al. 
2006). Simultaneous recordings from pairs of hdINs reveal that an action potential in 
one hdIN can cause an EPSP in the other, and vice versa. Moreover, if the excitation is 
sufficient to cause an action potential in the second hdIN, an EPSP can be recorded in 
the neuron that was originally stimulated (Fig. 3.3A). In addition to chemical 
connections between dINs, they are also found to be extensively electrically coupled to 
one another (Li et al. 2009). The extent of this coupling was dramatically demonstrated 
when the injection of negative current into a single dIN was found to abruptly terminate 
swimming (Moult et al. 2013; see Fig. 3.3D).    
Another widely proposed theory to explain sustained firing of neural networks, is PIR 
between reciprocal neurons. For example, this has been shown to underlie the 
swimming rhythm in the sea slug, Clione (Satterlie 1985). Although dINs do not show 
PIR from rest, they do when they are depolarised above firing threshold, as during 
swimming (Li et al. 2006). It is proposed that cIN-mediated mid-cycle inhibition during 
swimming will contribute to sustained firing by causing PIR within the dIN population 
(Li et al. 2006; 2009; see Fig. 3.4Bi). One major caveat to this proposed organisation is 
that it has long been know that a hemicord preparation is still capable of generating 
rhythm, and can even do so for a few cycles when inhibition is completely blocked 
(Soffe. 1989). Again, the dINs seem to hold the key to this ability as they display 
conditional pacemaker properties, switching to a pattern of repetitive firing that matches 
normal swimming frequencies, even when devoid of inhibition in a hemicord 
preparation (Li et al. 2010). This response is dependent on NMDAR activation and the 
voltage dependent gating of these receptors by Mg
+
. It enables the self-generated 
NMDAR activation between the dIN population during swimming to sustain 
locomotion. This work provides an explanation for the activity within the tadpole 
hemicord, and also highlights the possibility that multiple rhythm-generating 
mechanisms may exist within the same network. 
The dIN populations of the hindbrain and spinal cord have a few other features that set 
them apart from the other neurons within the tadpole swimming network. Firstly, they 
have an unusually broad action potential compared with other CPG neurons (Li et al. 
2006). Next, they very rarely fire more than once to injected current; this is unlike other 
rhythmic neurons, that are capable of repetitive firing. This property is retained during 
development to early larval stage 42. While other CPG neurons, including MNs, fire 
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less reliably and often more than once per cycle during swimming at stage 42 (Sillar et 
al. 1992; Zhang et al. 2011), dINs retain their embryonic firing pattern of one broad 
action potential during each cycle of swimming as well as to injected current (Zhang et 
al, unpublished observation).  
The importance for dINs in the generation of swimming behaviour is strengthened by 
the fact that they lack a slow Na
+
/K
+
 pump-mediated hyperpolarisation following 
network activation or depolarising current injection (usAHP; Zhang & Sillar, 2012; see 
section 3.3 and Fig. 3.6 for more details). In other spinal neurons, including cINs, aINs 
and MNs, the usAHP is present in approximately 50% of the recorded neurons, and 
mediates a nearly minute long hyperpolarisation of the membrane potential. It is 
postulated that the rhythmogenic dINs are spared from the inhibitory effects of the 
usAHP, such that the network is always capable of generating a locomotor response, 
even after a prolonged period of intense activity (Zhang & Sillar 2012).   
3.2.5 Motor neurons of the Xenopus embryo. 
Trunk MNs in the Xenopus embryo appear to be one homogeneous population (Roberts 
et al. 1999), with no distinction between larger primary and smaller secondary MNs, as 
in teleosts (Myers, 1985; Westerfield et al, 1986). It is important to highlight the 
terminology here. In fish, primary MNs innervate fast twitch white muscle fibres used 
in fast swimming, while secondaries innervate the red and pink muscle fibres used at 
slower swim speeds. In contrast, in amphibians the distinction between primary and 
secondary MNs is based on whether they innervate the axial muscles (primary) or later 
developing limbs (secondary). Axial MNs in the embryo are found in a continuous 
column, ventral to all other neurons of the locomotor CPG and generally have dorsally 
projecting dendrites that reach as far as 70% into the marginal zone (Roberts et al, 
1999). Additionally, many MNs have short ventrally projecting dendrites that contact 
the axons of other MNs.  
Most MNs have a single axon that emerges ventrally from the soma. The axon may 
leave the spinal cord via a ventral root at the level of the soma, but more often descends 
a short distance, running in a tract along the ventral edge of the marginal zone (Roberts 
et al, 1999). On occasion, MNs are found with two peripheral axons exiting the cord 
either through one ventral root or at different levels along the cord. The peripheral  
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Figure 3.4  Fast silencing of neurons reveals the importance of reciprocal 
inhibition onto dINs for rhythm generation during swimming. 
 
Ai, Injecting the cDNA of the photo-activated outward proton pump, Archaerhodopsin-3 
(ArCh), into a single blastomere of the two cell stage Xenopus embryo promotes ArCh 
expression in neurons in one half of the tadpole nervous system. Aii, The ArCh protein is 
activated by yellow light and hyperpolarises neurons where it is expressed leading to rapid 
termination of swim episodes. Bi, Although dINs do not display rebound firing from rest, when 
depolarised to levels mimicking tonic depolarisation during swimming, stimulation of the 
contralateral spinal cord (arrow head) causes an IPSP (arrow) that is often followed by a 
rebound spike. Bii, In the fast silencing experiments, neurons in half of the spinal cord express 
ArCh (green) and are therefore shut down when illuminated with yellow light. Biii, Paired patch 
recordings from dINs on both right (green) and left sides of the cord illustrate the sequence of 
events that lead to the termination of swimminng: upon illumination with yellow light (yellow 
bar) the neurons on the right hand side hyperpolariise, the dINs fails to spike (1) and there is no 
burst in the motor nerve (mn; *); the cINs on the right hand side also fails to fire and thus the 
neurons on the left hand side (including the recoded dIN) do not receive a mid-cycle IPSP (2); 
without this inhibitory input the dINs on the left hand side fail to fire on rebound (3) and 
swimming is terminated (4; *). Figures adapted from Soffe et al (2009) & Moult et al (2013). 
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axons of MNs at stage 37/38 run along the intermyotomal cleft before branching within 
the myotome and innervating most of the rostro-caudal extent of the muscle blocks 
(Roberts et al. 1999; Zhang et al. 2011). This anatomical homogeneity fits with their 
physiological profile at these stages, where MNs reliably fire once per swim cycle, 
regardless of frequency, resulting in brief uniform bursts recoded from spinal ventral 
roots (Sillar et al. 1991; Sillar & Roberts 1993).  
Just a day or so later in development, the early larval stage 42 tadpole has undergone a 
substantial remodelling of its MN population (Zhang et al. 2011). The innervation fields 
of larval MNs have differentiated into ones that preferentially innervate either dorsal, 
medial or ventral regions of the myotome in a way similar to that described in fish (see 
below). Again this reconfiguration of the MN anatomy matches the underlying 
physiology. Ventral root bursts are longer and more variable at stage 42, with both the 
frequency and intensity of activity able to ‘wax and wane’ over the course of a swim 
episode (Sillar et al. 1991). This switch is clearly seen at the level of the MNs that now 
fire in discrete bursts of action potentials (Zhang et al. 2011); during fast intense 
swimming, MNs may fire volleys of several action potentials but during slower, weaker 
swimming activity will reduce and can even fall below spike threshold. Firing patterns 
during swimming are not homogenous, with some MNs firing throughout an episode 
and others only contributing during faster, more intense activity. Moreover, the 
recruitment of a MN during an episode of swimming is dependent on input resistance 
(IR), with high threshold MNs having lower IR and vice versa (Zhang et al. 2011).  
A similar pattern of MN recruitment has been described in the zebrafish (McLean et al. 
2007; Gabriel et al. 2011; Menelaou & McLean 2012). In both larval (McLean et al. 
2007; Menelaou & McLean 2012) and adult (Gabriel et al. 2011) zebrafish, the 
recruitment of MNs during swimming follows a topographic pattern with increasing 
swimming speed. In the larvae, recruitment order follows a ventral to dorsal continuum 
(McLean et al. 2007; Menelaou & McLean 2012), whereas the more developed adult 
spinal cord has four differentiated pools of MNs, separated not only dorso-ventrally but 
also medio-laterally (Gabriel et al. 2011). Evidence from adult zebrafish highlights a 
complex relationship whereby the four MN pools are separated from one another based 
on a combination of cellular and synaptic properties (Gabriel et al. 2011). The MNs 
recruited first received the largest synaptic currents; responded to positive current 
injection by firing in bursts; and responded to negative current injection with PIR. The 
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MNs recruited only during the highest speeds of swimming received smaller synaptic 
currents; showed pronounced adaptation to depolarising current; and showed no sign of 
PIR. A very similar story has emerged in the larvae with the most ventral secondary 
MNs requiring less synaptic drive to generate oscillatory activity, and possessing a 
greater rhythmogenic capacity than the high threshold, dorsally located primary MNs 
(Menelaou & McLean 2012).   
In larval zebrafish, the cellular properties of a given MN relate to its innervation profile. 
Primary MNs develop first, with three or four per hemisegment; they are defined based 
on their rostro-caudal position and distinct innervation pattern (Myers 1985). The 
caudal most primary MNs (CaP) innervate the ventral myotome; the middle primary 
(MiP) MNs innervate the dorsal myotome; and the rostral (RoP) MNs innervate the 
more medial muscle in between. More recently, the RoPs have been subdivided into 
those that innervate the muscle dorsal (dRoP) and ventral (vRoP) of the midline 
(Menelaou & McLean 2012). Analysis of the secondary MNs revealed that they are also 
arranged topographically within the spinal cord based on their innervation pattern. 
Rather than a rostro-caudal relationship they are organised along the dorso-ventral axis 
to match the innervation fields within the muscle – i.e. dorsally located secondary MNs 
innervate dorsal regions of the muscle (Menelaou & McLean 2012). Taken together 
with the evidence for a dorso-ventral gradient in MN recruitment during swimming 
(McLean et al. 2007) this means specific regions of the musculature will be used when 
travelling at different speeds.    
Returning to the Xenopus MNs, it is interesting to note that neurons innervating 
different regions of the musculature are intermingled and distributed in a homogenous 
pool within the spinal cord (Zhang et al. 2011). Moreover, MNs of high, low and 
medium threshold innervate the myotome seemingly at random, with each region 
receiving input from cells with a range of firing probability. The difference between 
zebrafish and Xenopus is an excellent example of how two seemingly similar swimming 
vertebrates have evolved via different routes. Importantly, however both are endowed 
with the appropriate neuromuscular flexibility to carry out a wide repertoire of motor 
behaviours. 
During metamorphosis and the development of circuitry for limb-based locomotion, 
MNs necessarily differentiate into two distinct pools innervating either the axial or the 
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appendicular musculature (Rauscent, 2008). The appendicular pool of secondary MNs 
is located laterally within the cord between the eighth and tenth ventral roots, and there 
is segregation between MNs innervating the flexors and extensors of the hind limb. The 
primary MNs innervating the axial musculature form one continuous population but at 
the level of the hind limbs are located medial to the secondary MNs. The secondary 
MNs are smaller and more numerous than the primaries and are known to develop de 
novo during metamorphosis (Schlosser et al. 2002).  
Metamorphosis in many invertebrate species involves a high percentage of remodelling 
of the larval cells for novel adult functions (Consoulas et al. 2000). In particular, the 
entire MN population of adult insects is thought to comprise larval neurons remodelled 
for a role within the adult. Furthermore, remodelling of trigeminal MNs in Rana pipiens 
accounts for up to 95% of the total adult MN population, despite the fact that the muscle 
being innervated is completely different at the two stages of development (Alley & 
Omerza, 1998). In combination with cell death of unnecessary larval-specific neurons, 
and the birth of adult-specific neurons, this respecification underpins the dramatic 
switch in behaviour seen in metamorphic species.  
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3.3 The Na+/K+ pump-dependent usAHP in Xenopus spinal neurons. 
3.3.1 A brief overview of the Na+/K+ pump and its role in the nervous system. 
The Na
+
/K
+
 ATPase (or sodium pump) is one of the most ubiquitous proteins in the 
body and is central to maintaining the ionic gradients that are fundamental to cell 
excitability (for extensive reviews on the pump see (Glynn 2002; Köksoy 2002; Kaplan 
2002; Benarroch 2011). In the nervous system they are important for setting and 
maintaining of the resting potential and are thought to account for up to 50% of the total 
energy consumption in the brain. The metabolic demands of the pump are based on its 
enzymatic catalysis of ATP to ADP. In one working cycle of pump activity 
phosphorylation by ATP is accompanied by the efflux of three Na
+
 ions and the 
subsequent hydrolysis of the phosphoenzyme is accompanied by the influx of two K
+
 
ions (see Fig. 3.5). The phosphorylation cycle of the pump causes a conformational 
change such that ions are simultaneously bound on one side of the membrane and 
extruded from the other (Glynn, 2002). In the nervous system this action works against 
the prevailing concentration gradients to maintain high extracellular Na
+
 and high 
intracellular K
+
 (Köksoy 2002).   
The sodium pump is composed of two sub units; a large -subunit with ten 
transmembrane domains and a smaller -subunit, which is a glycoprotein with just a 
single membrane spanning domain (Kaplan 2002). Each sub-unit has four isoforms 
which are differentially expressed in cells around the body. In the nervous system the 
1 and 3 isoforms are most abundant in neurons and are proposed to serve different 
functions (Azarias et al. 2013). The 1 subunit is ubiquitously expressed and has a high 
affinity for Na
+
 and is therefore active at near maximal capacity at normal Na
+
 
concentration. The role of this subunit is thought to be in maintaining the resting 
membrane potential. The is expressed more specifically in the nervous system and has a 
lower affinity for intracellular Na
+
. As a result, this isoform has a reserve capacity for 
activation, which can be triggered by fluctuations in Na
+ 
(e.g. during periods of high 
activity). Activity of the 3 subunit is known to be the primary mechanism for Na+ 
extrusion following intense periods of activity in cultured hippocampal neurons 
(Azarias et al. 2013).  As well as these primary subunits, the action of the pump can 
vary dependent on the presence of a set of accessory subunits known as ‘FYXD’ 
proteins (Cornelius & Mahmmoud 2003; Geering 2005). These proteins can create  
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Figure 3.5  One cycle of activity in the Na
+
/K
+
-pump. 
 
The Na
+
/K
+
-pump is one of the most ubiquitous proteins in the body and accounts for a large 
proportion of energy consumption in the brain. During a full cycle of pump activity, energy, 
derived from ATP, is used to drive 3 Na
+
 ions out of the cell and 2 K
+
 back in (A).The first step 
in the cycle is the binding of 3 Na
+
 ions from the intracellular space (1). Next, ATP 
phosphorylates the pump and is converted into ADP (2). The phosphorylation causes a 
conformational change of the pump protein such that the Na
+
 ions are exposed to the 
extracellular space (3). Simultaneously, the K
+
 binding sites are exposed, allowing 2 
extracellular K
+
 ions to bind (4). Dephosphorylation of the pump returns the pump to its original 
conformation (5); K
+
 ions are exposed to the intracellular space (6); and the Na
+
 binding sites 
are re-exposed allowing the whole process to repeat (7).   
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cell-specific response profiles for the pump based on altering their affinities for Na
+
, K
+
 
and ATP.  
One of the roles of the Na
+
/K
+
 pump in the nervous system is as a homeostatic device to 
maintain the resting membrane potential. For instance, in rat cerebellar Purkinje neurons 
the pump has been shown to underlie a tonic hyperpolarising current that when blocked 
causes depolarisation and tonic firing (Genet & Kado 1997). The homeostatic nature of 
the pump is perhaps most evident, however, during periods of heightened activity where 
rapid transient increases in intracellular Na
+
 occur. In both neurosecretory and tactile 
neurons within the leech nervous system, long lasting AHPs are mediated by the pump, 
following periods of high intensity activity (Scuri et al. 2002; Gocht & Heinrich 2007). 
In the tactile neurons, the pump-based hyperpolarisation was complimented by a Ca
2+
-
dependent K
+ 
conductance; 5-HT was shown to specifically block the component of the 
hyperpolarisation mediated by the Na
+
/K
+
 pump (Scuri et al. 2002).    
Given the prevalent role of 5-HT in the modulation of locomotor circuits, this finding is 
of considerable interest here. Moreover, the Na
+
/K
+
 pump is also thought to be 
modulable by NO (Cox & Johnson 1998). In rats, NMDA-induced oscillations in 
dopaminergic neurons of the ventral mid-brain were shown to be partly mediated by the 
pump (Johnson et al. 1992). Addition of L-arginine, the substrate for NO production, 
mimicked the effect of increasing pump activity by lengthening the hyperpolarised 
phase of these oscillations (Cox & Johnson 1998). In addition, the addition of L-NAME 
completely disrupted the rhythm. However, it is unclear whether these effects were as a 
direct result of modulating the pump activity or if the effects of NO were on the NMDA 
receptors, for example. These examples highlight the potential importance of the 
Na
+
/K
+
 pump during locomotion where neurons are periodically active at high intensity, 
and where known pump modulators play a dynamic role in shaping the rhythmic output 
of the network. 
3.3.2 The usAHP and its role during swimming in Xenopus laevis tadpoles. 
During episodes of fictive swimming in embryonic and early larval Xenopus tadpoles, 
spinal CPG neurons are depolarised and fire action potentials. Following termination of 
swimming, there is often an accompanying hyperpolarisation of the membrane potential 
below rest, which gradually recovers over the course of about a minute (Zhang & Sillar,  
199 
 
 
Figure 3.6  The usAHP in Xenopus spinal neurons during early development. 
 
Ai, Episodes of swimming in embryonic and early larval stage Xenopus tadpoles often 
terminate with an approximately 4mV afterhyperpolarisation of rhythmically active spinal 
neurons that returns to rest slowly over the next minute. Aii, This usAHP is present in 
approximately 50% of neurons following supr-threshold current injection. B, the usAHP is 
dependent on action potentials and there is a correlation between action potential number and 
the amplitude of the subsequent usAHP. C, the usAHP is dependent on the activity of the 
Na
+
/K
+
 pump. Both blocking pump activity with the cardiac glycoside, Ouabain (Ci), and 
reducing the driving force for pump with 0K
+
 saline (Cii) abolish the usAHP and increase the 
duration of swim episodes. The usAHP essentially allows the spinal neurons to integrate spike 
frequency over time and set their own excitability based on previous network activity. Figures 
adapted from Zhang & Sillar (2012).  
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2012; see Fig. 3.6A). This ‘ultra-slow’ hyperpolarisation (or usAHP) can be 
distinguished from the previously reported fast, medium and slow 
afterhyperpolarisations that have much faster timescales (<2s) and are largely dependent 
on K
+ 
channel activation (for review see Sah & Faber 2002).  
Zhang and Sillar (2012) showed that the usAHP was a spike counting mechanism, since 
the amplitude of the usAHP was dependent on the number of action potentials. During 
swimming it was only detectable in relatively low threshold neurons that fired 
frequently. The threshold of neurons did not preclude them from exhibiting the usAHP, 
however, since current injection revealed it even in neurons that never displayed one 
following swimming. In total, 42% of all neurons recorded displayed a prominent 
usAHP following a train of supra-threshold current pulses, and the amplitude of the 
hyperpolarisation was dependent on the number of spikes recorded in response to this 
stimulus. Moreover, the usAHP was shown to be Na
+
 spike-dependent since TTX 
completely blocked it. Interestingly, however, there was no change in IR during the 
usAHP suggesting no net change in ion channel activation (Zhang & Sillar 2012). 
Given the apparent lack of ion channel involvement and the long duration of the change 
in membrane potential it was postulated that Na
+
/K
+ 
exchange pumps may mediate this 
response. In support, the cardiac glycoside and Na
+
 pump blocker ouabain irreversibly 
abolished the usAHP (Zhang & Sillar 2012; Fig. 3.6Ci).  Replacing the control saline 
with 0K
+
 saline (removing the driving force for pump activity) also blocked the usAHP, 
which was reversible upon return to control conditions (Fig. 3.6Cii). The locomotor 
activity in both cases was significantly altered, with blockade of the pumps increasing 
the duration of episodes of fictive swimming. In the intact animal this was confirmed by 
showing ouabain induced very long episodes of swimming when added to the 
swimming medium (Zhang & Sillar 2012).  
Taken together, these results provide a mechanism for the long standing observation 
that durations of fictive swim episodes in Xenopus tadpoles are correlated with previous 
network activity. During swimming, action potentials cause an increase in intracellular 
Na
+
 that in turn causes an increase in Na
+
/K
+
 pump activity. Since every cycle of pump 
activity extrudes three Na
+ 
ions in exchange for just two K
+
 ions, the net effect is a loss 
of positive charge and a hyperpolarisation of the membrane potential. Following long or 
intense episodes of swimming, the large number of action potentials will drive a larger 
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usAHP in spinal neurons. Subsequently, the network will experience a refractory period 
where it is less responsive due to a dampening down of excitability in those neurons 
affected, and episodes evoked within this period will therefore terminate more quickly.   
3.3.3 Other pump-based phenomena in locomotor networks.  
Given the ubiquity of the Na
+
/K
+
 pump, the usAHP is almost certainly not unique to 
Xenopus tadpoles; however to date the evidence for pump-based mechanisms in 
locomotion has been sparse. In Drosophila larvae a remarkably similar phenomenon is 
recorded in MNs that control crawling behaviour (Pulver & Griffith 2010). In this case, 
the AHP was also found to be long lasting, with the membrane potential returning to 
rest after approximately 20s. Furthermore, the AHP was Na
+
 spike-dependent and the 
amplitude of the hyperpolarisation was directly related to the number of action 
potentials irrespective of the pattern of the activity. In this system, the involvement of 
the Na
+
/K
+ 
pump was confirmed both by blocking the AHP with ouabain, and by 
comparing control animals to mutants that expressed a dysfunctional Na
+
/K
+ 
pump. The 
AHP was abolished in both the presence of ouabain, and in the mutant MNs. Moreover, 
the mutant larvae were also found to crawl slower than control animals. In a final 
experiment the authors provided evidence that the AHP altered the intrinsic firing of 
MNs by de-inactivating Shal-encoded K
+
 channels (IA), leading to a delay to the first 
spike following current injection (Pulver & Griffith 2010).  
In a disinhibited rat spinal cord, the rhythmic output from ventral roots was severely 
disrupted by pharmacological blockade of the Na
+
/K
+
 pump (Ballerini et al. 1997). In 
these experiments the pump-based mechanisms were shown to be more important than 
the more classical ionic conductances in maintaining rhythmicity.  
Another membrane pump, the inward chloride cotransporter, controls the quiescent inter 
swim periods in zebrafish embryos and larvae (Brustein & Drapeau 2005). In this case 
both bumetanide, which blocks this transporter, and 5-HT antagonists, were found to 
prolong the inter swim period without altering the active swimming periods. In contrast, 
endogenous 5-HT is found to increase swimming by reducing these inter swim periods 
(Brustein et al. 2003). Furthermore, the actions of bumetanide occlude those of 5-HT 
suggesting that endogenous 5-HT is directly altering chloride homeostasis in these 
animals to promote swimming behaviour (Brustein & Drapeau 2005).     
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3.4 The advantages of a preparation for single neuron recordings during 
Xenopus metamorphosis. 
3.4.1 A specific need to understand the cellular basis of spontaneous locomotor 
activity in a vertebrate.  
The ability to generate spontaneous locomotor output in vitro is an uncommon trait in 
the preparations currently utilised in the study vertebrate locomotion. The free-
swimming larval stages (later than stage 45) of Xenopus tadpoles, therefore, offer one of 
the few opportunities to study motor control systems that generate and maintain motor 
behaviour under pseudo-natural conditions. The extracellular preparations at these 
stages are able to generate a good fictive correlate of normal motor output, and can do 
so over several days, making them an amenable experimental model (Combes et al. 
2004).  
In preparations that do not show spontaneous output, the two major methods employed 
to initiate locomotion are pharmacological activation of the spinal CPG, or tonic 
electrical stimulation of descending control systems. Pharmacological activation of the 
isolated spinal cord, as employed in the lamprey (Brodin & Grillner 1985) and the 
neonatal rodent models of mammalian locomotion (Kudo & Yamada 1987), generates 
continuous rhythmic output. The benefits of this approach are that it separates the 
intrinsic machinery of the spinal network from those dependent on extrinsic control. 
Moreover, the baseline output can be generated in a repeatable manner since it is largely 
dependent on the specific ‘cocktail’ of locomotor drugs applied; commonly a 
combination of one or more of  NMDA, DA and 5-HT. Furthermore, the regular output 
evoked by the combination of drugs sets a stable baseline of activity that can be 
compared against any subsequent experimental manipulation. The disadvantages of 
these preparations are that they significantly constrain the possible outputs that can be 
generated, and so preclude the study of the activity of the network over its full dynamic 
range. They also run the risk of changing the relative responsiveness of the network due 
to prolonged exposure to endogenous receptor agonists. In addition, elements of spinal 
circuits not normally active during locomotion are forced to participate, and could even 
compete with CPG output.  
Electrical stimulation of descending pathways to activate the spinal circuitry driving 
locomotion has been used extensively to investigate the supra-spinal control of 
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locomotion in the lamprey and several mammalian species. These investigations have 
located specific regions of the brainstem, including the MLR and reticulospinal nuclei, 
that contribute to the initiation and maintenance of motor output. More generally they 
provide a repeatable method of eliciting motor output that can be employed during 
experimental manipulations. These preparations, however, do not differentiate between 
the essential components of the locomotor network and those activated by a specific 
descending pathway. This is pertinent since there is still considerably debate about 
whether or not descending drive is primarily a start / stop signal to the spinal CPG (for 
review see Jordan 1998; Le Rey et al. 2011); whether the neurons involved are intrinsic 
to the rhythmogenic capacity of the intact locomotor network (Soffe et al. 2009); or 
whether, as recent evidence from the larval zebrafish suggests, both are true (Kimura et 
al. 2013).   
In the embryonic and early larval Xenopus tadpole, brief stimulation of the tail skin 
elicits prolonged motor output lasting many hundreds or even thousands of swim cycles, 
which once initiated is self-sustaining. This offers the ability to carry out controlled 
investigations of the motor control systems that maintain rhythmic locomotion 
including the role of descending drive, mid-cycle inhibition and neurons with 
pacemaker-like activity (Li et al. 2006; 2010; 2011; Soffe et al. 2009). Similar self-
sustaining locomotion following a brief stimulation of the hindbrain-spinal cord 
boundary in adult zebrafish facilitates similar studies in this model system (Kyriakatos 
et al. 2009).  
What neither of these preparations permit, however, is the study of the modulatory or 
environmental factors that enhance or inhibit the initiation of spontaneous activity, since 
the baseline condition is zero activity. The development of a preparation for patch-
clamp recording in the free-swimming Xenopus larvae gives insight into how a nervous 
system up- or down-regulates activity along a more natural continuum, rather than in an 
all-or-none fashion. 
3.4.2 The need for comparative developmental studies in motor control.  
As outlined above, the Xenopus model for motor control has been studied extensively 
over the last few decades. One of the major contributions of this research to the motor 
control field in general has been the understanding of how neuromodulatory systems are 
engaged during early larval development to alter motor output and ultimately confer 
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flexibility on the motor behaviour of the tadpole (for review see McLean et al. 2000; 
Sillar et al. 2008). This longitudinal approach offers insights into how motor control 
systems change during the course of development, and how relatively simple networks 
controlling relatively simple behaviours are endowed with complexity as ontogeny 
unfolds.      
By developing a preparation for patch-clamp recording in the pro-metamorphic Xenopus 
tadpole, this project aims to investigate these processes even further into development, 
covering important epochs in behavioural development. For instance, the evidence 
presented in Chapter 2 highlights a switch in the net contribution of NO to the motor 
output in Xenopus tadpoles. To understand the underlying changes within the nervous 
system, it is important to record from comparable neurons in the pro-metamorphic 
larvae to those studied in the embryonic and early larval tadpole (McLean & Sillar 
2002; 2004). This work should hopefully provide insights into how the predominantly 
sessile tadpole embryo matures into a free-swimming larva that remains in a state of 
near constant motion to facilitate its role as an obligate filter-feeder.   
Similar developmental comparisons of motor control systems are now possible in the 
zebrafish, where in vitro preparations exist for the embryo (Saint-Amant & Drapeau 
2000), larvae (Masino & Fetcho 2005) and adult (Gabriel et al. 2008). Since immature 
nervous systems tend to be relatively simple, they can be used to make predictions 
about how a mature nervous system works and therefore future research can be directed 
appropriately. Comparative studies can also provide insights into the core features of the 
nervous system that are retained during development; for instance, the glycinergic 
inhibition that mediates left-right alternation in both larval (McDearmid & Drapeau 
2006) and adult (Gabriel et al. 2008) zebrafish.  
The study of vertebrate locomotion is ultimately geared towards a full understanding of 
the relatively more complex mammalian system. By studying development within a 
single species, we can garner information about how complex circuits are constructed in 
general, but with the significant advantage of an understanding of how that circuit 
functioned a few hours, days or weeks earlier. In Xenopus, The pioneering work of 
Roberts, Soffe, Li and others at stage 37/38 lays a detailed platform from which to 
launch investigations into how a well described circuit is modified during maturation.   
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3.4.3 A need to understand the development of vertebrate limb and its 
underlying motor control systems.   
One specific advantage of the Xenopus model for motor control is that it retains a 
capacity for motor behaviour throughout metamorphosis. From axial-based undulatory 
swimming, the larvae transitions into a juvenile froglet that achieves propulsion via 
appendicular-based hindlimb kicks. Metamorphosis is comprised of a series of defined 
behavioural stages where the hind limbs are gradually incorporated into the motor 
strategy. Moreover, the isolated nervous system generates stage-specific motor output in 
vitro, allowing the neural basis of the motor behaviour to be dissected in a series of 
brainstem-spinal cord preparations (Combes et al. 2004). Developing a method for 
whole-cell recordings in pro-metamorphic tadpoles is the first step towards 
understanding the cellular basis of this dramatic switch in behaviour. Furthermore, it 
offers the chance to observe the assembly of a spinal circuit for limb-based propulsion 
from a pre-existing and functional axial neural network. Initially, perhaps the most 
obvious step would be to record from the developing pool of secondary (primarily 
innervating the limb) MNs within the pro-metamorphic tadpole. It will be important to 
deduce when they first become active and how their firing relates to the output of the 
hindlimbs at different points in metamorphosis.  
At first, the output from the limb nerves is known to be functionally coupled to the pre-
existing axial rhythm and only later does the distinct appendicular rhythm emerge 
(Combes et al. 2004). Interestingly, this switch in motor pattern includes the initial 
synchrony of flexor and extensor muscles within the hindlimb and these preparations 
may offer insights into how these antagonistic relationships are set up within the spinal 
circuitry. Is a single compliment of spinal interneurons rewired during metamorphosis 
to generate distinct motor patterns; or does the entire network controlling the limb 
develop de novo, as is known to be the case for the secondary MNs (Schlosser et al. 
2002)? Furthermore, it will be important to investigate the cellular basis of the 
functional scaffold provided to the emerging limb CPG by the pre-existing axial CPG. 
Is there extensive coupling between the two CPGs as is common in many developing 
circuits during early development (for review see Blankenship & Feller 2010)?    
There are similarities between the development of the mammalian and the amphibian 
limb CPG. Initially, all hindlimb muscles are active synchronously, before inhibitory 
signalling sets up left-right and flexor-extensor alternation (Kudo et al. 2004). In large, 
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this is thought to depend on a developmental switch in the net action of GABAergic and 
glycinergic interneurons in the developing spinal cord. Initially, GABA and glycine  
promote Cl
-
 efflux from target neurons, leading to depolarisation; but later in 
development they mediate Cl
-
 influx and hyperpolarisation of these same neurons. This 
dramatic switch is in turn dependent on the expression of K
+
/Cl
-
 co-transporters that 
alter the intracellular Cl
- 
concentration relative to the external milieu (for review see 
Blaesse et al. 2009). There is even evidence that this switch in inhibitory signalling is 
ultimately dependent on hormonal signalling cascades, as maternal oxytocin mediates a 
switch in GABAergic signalling from excitatory to inhibitory in the brain of developing 
rat foetuses (Tyzio et al. 2006).  
Since amphibian metamorphosis is orchestrated by thyroid hormones, it is therefore 
tempting to speculate that many developmental processes might be re-engaged during 
this dynamic period. There is preliminary evidence to suggest thyroid hormone-
mediated development of the isolated nervous system from pro-metamorphic Xenopus 
tadpoles can be controlled in vitro (see Sillar et al, 2008). In this system it may be 
possible to investigate the development of a vertebrate limb, from the inductive 
hormonal signals that control the re-specification of neuronal phenotypes, to the cellular 
physiology that generates properly coordinated motor output.   
The following pages lay out the preliminary findings from a newly developed 
preparation, enabling patch-clamp recordings in the pro-metamorphic Xenopus spinal 
cord.    
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3.5 Results summary. 
 This chapter is based on data obtained from a new preparation for whole cell 
recording in the spinal cord of pro-metamorphic Xenopus laevis tadpoles.  
 I have described several additional properties of the spinal neurons at these 
stages compared with the neurons of the embryonic tadpole network: there are 
neurons with sAHPs; those which display evidence for Ih channels and show 
PIR from rest; cells which fire tonically at rest; and a small sub-set that burst 
intrinsically when depolarised above firing threshold. 
 The usAHP described in younger tadpoles persists to pro-metamorphic stages 
but is found in a much higher proportion of neurons and is also significantly 
shorter than at embryonic and early larval stages of development. 
 During swimming most neurons fire rhythmically in phase with the ipsilateral 
ventral roots, however, a sub-set of neurons, including some identified MNs are 
capable of firing both tonically and rhythmically during motor activity.  
 I have found evidence for the persistence of an embryonic-type excitatory dIN at 
pro-metamorphic stages, which shares many of their basic cellular properties.  
 Although NO did not significantly alter the occurrence of spontaneous 
locomotor activity it was found to depolarise spinal neurons. Depolarisation was 
accompanied by a reduction in IR, suggesting NO activates a membrane bound 
channel and also increased PSPs, suggesting a general increase in pre-synaptic 
activity. 
 NO was also found to reduce  the amplitude of the usAHP in spinal neurons 
suggesting it is capable of modulating the Na
+
/K
+
-pump. 
 Finally evidence is presented to explain the dose-dependent and bi-directional 
effects of DA on motor output in pro-metamorphic Xenopus tadpoles. Both the 
D2-like receptor agonist, quinpirole, and low doses of DA (50M ) were found 
to hyperpolarise spinal neurons. In contrast higher doses of DA (100M) were 
found to have a bi-phasic effect on the membrane potential, initially causing a 
transient hyperpolarisation that was superseded by a sustained depolarisation.  
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3.6 Methods. 
3.6.1 A new preparation for whole cell patch-clamp recordings. 
Unless otherwise stated the methods used were as described in Chapter 1 (Section 1.5) 
or Chapter 2 (Section 2.5).  In order to make single cell recordings in the ventral spinal 
cord of pro-metamorphic Xenopus tadpoles the dissection employed during extracellular 
experiments (Combes et al, 2004; see Section 1.6.2.) was modified. After removal of 
the forebrain, the skin overlaying the developing skull was cut away and a longitudinal 
cut was made dorsally along the midline of animal from the level of the midbrain to 
approximately the 20
th
 post-otic muscle block. The cut was deep enough to penetrate the 
skin and overlaying muscle but great care was taken not to damage the spinal cord 
located immediately ventral. Using fine forceps the opening along the dorsal surface of 
the animal was then widened slightly and any meningeal tissue lying directly on the 
dorsal surface of the nervous system was carefully removed. Next, the otic capsules 
were removed exposing the flank muscle which begins immediately caudal of this point. 
A cut was made behind the muscle blocks as close as possible to the lateral edge of the 
spinal cord. The partially detached muscle was then used to provide tension while the 
cartilaginous vertebrae were cut sequentially, taking care to remove as much of the 
muscle as possible at each spinal segment. Once the muscle had been removed on one 
side, the animal was turned over and the process repeated on the opposite side. The 
remaining tissue was then pinned down securely with sharpened tungsten wire to ensure 
a good degree of tension. Using a finely etched tungsten needle the spinal cord was 
opened along the midline as far as the neurocoel from approximately the 12
th
 -15
th
 post-
otic ventral root. At the caudal extend of this first cut a second cut was made laterally, 
approximately as deep as the dorso-ventral midline of the spinal cord. The free end of 
the spinal cord was then carefully peeled back towards the rostral end of the animal 
essentially removing the dorsal horn. Once at the level of the 12
th
 post-otic ventral root 
the dorsal portion of spinal cord was cut away using scissors. The remaining nervous 
system was then dissected free from the animal as described before (Combes et al, 
2004). For patch clamp recording the nervous system was pinned down with finely 
etched tungsten pins onto a rotatable sylgard platform (see Fig. 3.7Ai).  
The dissection and subsequent electrophysiological recordings were performed in 
‘HEPES’ saline (composition in mM: 115 NaCl, 3 KCl, 2 CaCl2, 2.4 NaHCO3, 1 
MgCl2, 10 Hepes, adjusted with 4 M NaOH to pH 7.4). Whole-cell patch-clamp 
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recordings in current clamp mode were made using electrodes pulled on a Sutter P97 
pipette puller from borosilicate glass capillaries (Harvard Apparatus Ltd.). All 
recordings were made from neurons at relatively ventral locations in the spinalcord, 
between the 11
th
 and 16
th
 post-otic ventral root. Patch pipettes were ﬁlled with 0.1% 
neurobiotin in the intracellular solution (composition in mM: 100 K-gluconate, 
2MgCl2, 10 EGTA, 10 Hepes, 3 Na2ATP, 0.5 NaGTP adjusted to pH 7.3 withKOH) 
and had resistances of approximately 8MΩ. Extracellular ventral root recordings were 
made ipsilaterally to the exposed area for patch recording and generally caudally 
between the 16
th
 and 19
th
 post-otic ventral roots. Recordings in whole-cell mode were 
ampliﬁed with an Axoclamp 2B (Axon Instruments) ampliﬁer and digitized using a 
CED power1401. All signals were displayed and saved on a PC using Spike2 software.  
3.6.2 Neuron labelling. 
Neurobiotin (0.1%) in the intracellular solution was used to label neurons for 
anatomical identification. Following electrophysiological recordings the brainstem-
spinal cord tissue was fixed in 2% glutaraldehyde in 0.1 M phosphate buffer (pH 7.2) 
overnight in the refrigerator (4°C). After they were rinsed with 0.1 M PBS (120 mM 
NaCl in 0.1 M phosphate buffer, pH 7.2), the animals were (1) washed in two changes 
of 1% Triton X-100 in PBS for 15 min with agitation, (2) incubated in a 1:300 dilution 
of extravidin peroxidase conjugate (Sigma Aldrich, UK) in PBS containing 0.5% Triton 
X-100 for 2–3 hr with agitation, (3) washed again in at least four changes of PBS, (4) 
presoaked in 0.08% diaminobenzidine in PBS (DAB solution) for 5 min, (5) moved to a 
second container with 0.075% hydrogen peroxide in DAB solution for 5 min, and (6) 
washed in running tap water. The nervous system was then dehydrated, cleared in 
methyl benzoate and xylene, and mounted whole, between two coverslips using Depex. 
Neuronal anatomy was observed using a Zeiss Axio Imager Ax10 at x40 magnification 
and measurements were made using Zen Imaging Pro (v10; Zeiss) software.  
3.6.3 Pharmacological manipulations. 
Saline during electrophysiological experiments was gravity fed from one of two stock 
chambers. This allowed switching between control and drug conditions via way of a 
three-way tap. Saline flowed to waste and was not recirculated. All pharmacological 
compounds were as described previously (see Section 2.5.2.) except the high affinity 
D2/D3 DA receptor agonist (-)-quinpirole hydrochloride (quinpirole; 25M; Sigma 
Aldrich, UK).   
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3.6.4 Statistical Analysis. 
Mean data was analysed using either a paired t-test; repeated measures ANOVA; or in 
the case of normalised data a Wilcoxon signed rank test and significance reported at 
either <0.01 or <0.05. Error bars represent the standard error of the mean. For the 
cumulative probability plots of PSP frequency and amplitude the Kolmogorov-Smirnov 
test (K-S test) was employed at a significance level of 0.05. The bin sizes were 
standardised throughout at 0.1Hz for PSP frequency and 0.05mV for PSP amplitude. 
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3.7 Results. 
3.7.1 Some basic properties of spinal neurons from pro-metamorphic Xenopus 
tadpoles. 
A major aim of this project was to develop a new preparation for whole cell patch clamp 
recordings of neurons within the spinal cord of free swimming pro-metamorphic 
Xenopus tadpoles (Fig. 3.7; see full description in section 3.4.1.). At these stages of 
development bouts of fictive swimming readily occur spontaneously (Fig.3.15A; see 
Chapter 1) and can also be evoked via brief electrical stimulation of the optic tectum 
(Fig. 3.7Aii). In both cases the activity of individual rhythmically active neurons can be 
recorded and assessed using this new preparation (Fig. 3.7Aii, lower traces). Moreover, 
each neuron recorded from was simultaneously filled with neurobiotin contained inside 
the patch solution allowing post-hoc analysis of the anatomy of individual spinal 
neurons (Fig. 3.7B). Cells recorded from include MNs (Fig. 3.7Bi) and local spinal 
interneurons (Fig. 3.7Bii). The following data is based on the 104 spinal neurons 
successfully patched in the course of this project. 
The average resting membrane potential of all recorded neurons was -57.8 ± 0.7mV 
(range: -70mV to -42mV) while their mean IR was 699.07 ± 70.91MΩ (range: 24.49 to 
2711MΩ). From rest the injection of a short, 2ms, current pulse was capable of eliciting 
an action potential with a mean threshold for activation of 4.87 ± 0.57nA (range:1.10nA 
to 21.85nA). All but one recorded neurons (see Fig. 3.14 for the exception) was capable 
of firing repetitively following current injection and fired more frequently as the 
amplitude of the current pulse was increased  (Fig. 3.8Ai). The frequency-current (F-I) 
plots in Fig. 3.8Aiii illustrate representative examples of both a low threshold MN (Fig. 
3.8Aiii - filled black squares; also see Fig. 3.8Ai) and a higher threshold MN (Fig. 
3.8Aiii – filled black circles). As at early larval stage 42 (Sillar et al, 1991) neurons 
fired variably during episodes of fictive swimming and could fire multiple spikes during 
each motor burst (Fig. 3.8Aii).  
Action potentials at embryonic stage 37/38 are characterised by a fast AHP that 
typically returns to rest within a few ms (Sautois et al, 2007). In contrast, a subset of 
neurons at pro-metamorphic stages (15/104; 14%) have a pronounced sAHP following 
an action potential evoked from rest, which typically lasts 150-200ms (Fig. 3.8B). On 
average the sAHP measured 161.29 ± 15.49ms. This type of AHP is typical in neurons  
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Figure 3.7  Whole cell patch-clamp recordings from pro-metamorphic Xenopus laevis 
tadpoles.  
 
Ai, Schematic of the recording set up for patch-clamp recordings from pro-metamorphic 
Xenopus tadpoles. The brainstem and spinal cord are isolated from the rest of the animal as 
described previously (Combes et al, 2004; Chapter 1). An additional step is then performed 
whereby a short section of the spinal cord is opened to the neurocoel and the dorsal horn on one 
side is completely removed allowing access for the patch electrode (see Fig. 3.1Ai – inset). Aii, 
Episodes of fictive locomotion occur both spontaneously (see Chapter 1) or in response to brief 
electrical stimulation of the optic tectum (see Ai for approximate electrode position; * denotes 
stimulus artefact). Rhythmic motor activity is recorded from individual spinal neurons (sn) as 
well as extracellular ventral roots (vr). B, Neurobiotin is included in the patch electrode 
allowing post hoc DAB staining of neuronal anatomy. Identified neurons include MNs (Bi; 
arrow denotes descending axon; dotted line marks the midline of the spinal cord) and local 
interneurons (Bii). 
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Figure 3.8  The basic cellular properties of pro-metamorphic Xenopus spinal 
neurons. 
 
A, In general neurons responded to depolarising current by firing repetitively. Increasing the 
amount of current injected from 1.1 x threshold (TH) to 2.0 x TH caused a large increase in 
firing frequency in a stage 55 MN (Ai). Aii, During swimming the same neuron fired variably 
during each cycle of network activity. Aiii, when tested over a range of current injections the 
MN displays a steep linear frequency-current (F-I) relationship characteristic of a low threshold 
neuron (filled black squares). For comparison the F-I plot of a higher threshold MN is shown 
alongside (filled black circles). B, In 15/104 (14%) of recorded neurons there was evidence of 
an approximately 200ms sAHP following an action potential evoked from rest via a 2ms supra-
threshold current pulse. On average the sAHP measured 161.29 ± 15.49ms (N=15). C, A small 
subset of recorded neurons (2/104; 2%) displayed evidence for intrinsic membrane bi-stability 
and fired in bursts following prolonged supra-threshold current injection.    
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in many different species and parts of the nervous system where it is found to be 
primarily mediated by apamin-sensitive Ca
2+
-dependent K
+
 channels (for review see 
Sah & Faber, 2002). A very similar sAHP is found in spinal neurons within the lamprey 
(Wallen et al. 1989; Hill et al. 1992; El Manira et al. 1994). This additional property of 
pro-metamorphic spinal neurons may offer a significant new means of neuromodulation 
since the sAHP is a target for, for instance, 5-HT in lamprey spinal neurons  (for review 
see Grillner et al. 2001) and ACh in mammalian MNs (Miles et al. 2007).   
Another novel property of the neurons I recorded from was an apparently intrinsic 
rhythmogenic capacity (Fig. 3.8C). In 2/104 neurons (2%) depolarising current injection 
resulted in an oscillation of the membrane potential, with superimposed bursts of action 
potentials interspersed with periods where the membrane was re-polarised below spike 
threshold (Fig.3.8C). The intrinsic membrane oscillation was relatively slow, in the 
range of 0.5-1Hz, in comparison to the membrane oscillation associated with 
swimming, which is typically 4-6Hz. The firing pattern is similar to the intrinsic 
bursting seen in low threshold zebrafish MNs that are recruited during the slowest 
swimming speeds (Gabriel et al. 2011; Menelaou & McLean 2012). Whether or not 
these neurons are a) MNs or b) recruited prior to other spinal neurons is unclear, 
however the neurons did have relatively low firing thresholds of 1.1nA and 3.1nA, 
respectively (The average for all neurons recorded was 4.87 ± 0.57nA).  As well as the 
intrinsic oscillations of zebrafish MNs, MNs in the lamprey display membrane bi-
stability in the presence of NMDA (Wallén & Grillner 1987) and a similar slow 
oscillation of the membrane also occurs in early larval Xenopus spinal neurons 
(Scrymgeour-Wedderburn et al. 1997; Reith & Sillar 1998), where it underlies 
modulation of the motor output over several swimming cycles. The potential 
contribution of these neurons to spontaneous swimming in pro-metamorphic Xenopus 
tadpoles will be discussed later (see Section 3.6.xx).   
A more prevalent cellular property displayed by spinal neurons was evidence for PIR 
and Ih-mediated sag responses to hyperpolarisation (Fig. 3.9). In 42/104 (40%) recorded 
neurons, inactivation of hyperpolarising pulses caused an overshoot of the resting 
membrane potential (see Fig. 3.9A – middle panel). On occasion this PIR was large 
enough to cause rebound firing in the neuron (Fig. 3.9A – right hand panel) and 
increasing the size of the hyperpolarisation led to a larger volley of action potentials 
(Fig. 3.9B). Moreover, the characteristic sag of the membrane associated with Ih-  
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Figure 3.9  Evidence for postinhibitory rebound and Ih-mediated sag currents in 
Xenopus spinal neurons. 
 
A, In a proportion of spinal neurons (42/104; 40%), inactivation of hyperpolarising current 
pulses caused an overshoot of the resting membrane potential. This postinhibitory rebound 
(PIR) progressively increased in amplitude as more hyperpolarising current was injected and in 
some cases led to rebound firing of the neuron. B, In neurons where rebound firing occurred 
readily, increasing the amplitude of hyperpolarising current pulses caused larger volleys of PIR 
spiking. This example shows good evidence for a sag current, characteristic of the recruitment 
of a hyperpolarisation activated inward current (Ih).   
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channel activation can be seen during the hyperpolarising steps applied to these 
neurons. Ih has not previously been reported in Xenopus spinal neurons thus it is yet 
another example of how the cellular properties have changed between early and late 
larval stages of development.   
 
3.7.2 The persistence of the usAHP in pro-metamorphic Xenopus spinal neurons. 
At earlier stages of Xenopus development (Zhang & Sillar 2012), activity in spinal 
neurons causes a long lasting (approximately 60s) usAHP of the membrane potential 
(Fig. 3.6). The development of this preparation for whole cell recording allowed me to 
investigate whether or not the usAHP persists during development and what role it may 
play during spontaneous motor behaviour. At pro-metamorphic stages the usAHP is 
also evident following the termination of episodes of rhythmic swimming (Fig. 3.10A) 
as well as in response to injection of supra-threshold current pulses (Fig. 3.10B).  
Using the same stimulus as Zhang and Sillar (2012) – a train of increasing supra-
threshold current pulses (Fig. 3.10Ci – upper trace) – a direct comparison between the 
responses of spinal neurons at stages 37/38-42 and those at stages 50-58 was possible 
(Fig. 3.10Cii). The usAHP was detectable in a higher percentage of recorded neurons 
(81/93; 87%) at pro-metamorphic stages (50-58) as compared with stages 37/38-42 
(87/202; 43%; Fig.3.10Cii and see Zhang & Sillar 2012). The amplitude of the usAHP, 
measured as the change in membrane potential between rest and the peak 
hyperpolarisation following current injection, was similar between the two stages. On 
average, a hyperpolarisation of 4.84
 
± 0.59mV occurred at stages 37/38-42 (N=20) 
while during pro-metamorphosis the hyperpolarisation was 4.66 ± 0.52mV (N=25; Fig. 
3.10Cii). The duration of the usAHP, measured as the time between the end of the 
stimulus train and the point where the membrane potential returned to rest, was 
significantly shorter at pro-metamorphic stages. On average, the usAHP duration 
measured 19.33 ± 4.90s in neurons from pro-metamorphic stages (N=25; stages 50-58), 
while at embryonic and early larval stages the usAHP duration was 50.78 ± 7.65s 
(N=20; Fig. 3.10Cii; p<0.01, t-test).  
Based on the evidence from earlier in Xenopus development, it is predicted that neurons 
will be de-recruited more quickly in a subsequent swimming episode evoked within the 
period when the usAHP is active (Zhang & Sillar 2012; Simmers, 2012). To test this 
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hypothesis the relative excitability of neurons prior to and immediately during the 
usAHP was investigated. Neurons with a detectable usAHP showed a reduction in 
excitability during the membrane hyperpolarisation (Fig. 3.11). The latency to first  
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Figure 3.10  The usAHP persists into pro-metamorphic stages of Xenopus larvae. 
 
Following an episode of swimming, rhythmically active spinal neurons displayed a sustained 
membrane hyperpolarisation similar to that recorded in earlier stages of Xenopus tadpole (see 
Zhang & Sillar 2012). The ‘usAHP’ occurred both after swimming (A) and supra-threshold 
current injection (B). A train of current pulses of increasing amplitude (Ci – upper trace) 
reliably produced membrane hyperpolarisation in spinal neurons (Ci – lower trace) and was 
used to compare the characteristics of the usAHP with earlier in development (Cii). The 
percentage of neurons displaying a usAHP following current injection increased during 
development from 43% (87/202) of all neurons recorded at stages 37/38 - 42 to 87% (81/93) of 
neurons at stages 50-58. The amplitude of the usAHP was similar between stages 37/38 – 42 
(4.84 ± 0.59mV; N=20) and stages 50-58 (4.66 ± 0.52mV; N=25). However, the duration of the 
usAHP was significantly shorter at pro-metamorphic stages, measuring 19.33 ± 4.90s (N=25) 
compared with 50.78 ± 7.65s (N=20) at embryonic and early larval stages.  
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Figure 3.11  Membrane hyperpolarisation following spiking reduces the 
excitability of neurons. 
A, A train of 5 supra-threshold current pulses induces a hyperpolarisation of the membrane 
potential that leads to an increase in first spike latency and a decrease in firing frequency in 
spinal neurons. Aii, Short (30ms) supra-threshold current pulses delivered before (black trace) 
and after (red trace) the hyperpolarisation show that the latency to the first spike increases and 
the subsequent firing frequency of the neuron is reduced. The mean latency to first spike 
increased significantly from 13.87 ± 1.83ms to 17.70 ± 2.08ms, or 135% relative to control 
(Aiii; N=17; p<0.01). Discounting the effects on the first spike, the mean instantaneous 
frequency of the second spike decreased significantly from 126.17 ± 19.36Hz to 121.73 ± 
19.95Hz or 96% relative to control (Aiii, N=6; p<0.05). 
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Figure 3.12  The post swim hyperpolarisation during pro-metamorphosis is at least 
partially mediated by non Na
+
/K
+
-ATPase-dependent process. 
 
A, The hyperpolarisation following a train of supra-threshold current pulses (see Ai – inset) was 
accompanied by a reduction in IR. Regular hyperpolarising pulses, given every 1.5s (Ai), show 
that during the usAHP there was a reduction in IR that returned to control in approximately 5s 
(Aii). The average IR measured 500ms from the end of the train of current pulses was 
significantly reduced relative to control at 89.45
 
± 2.87% (Aii; N=9, p<0.01). Aiii, The change 
in IR returned to baseline in 6.67
 
± 2.45s compared with the usAHP to the same stimulus, which 
was significantly longer in duration at 18.58 ± 5.11s (N=9; p<0.05).  
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spike following supra-threshold current injection was significantly increased by 35% 
from 13.87 ± 1.83ms at rest to 17.70 ± 2.08ms, during the trough of the 
hyperpolarisation (N=17; p<0.01, t-test; Fig. 3.11Aiii). Furthermore, the instantaneous 
spike frequency of a second spike to the current pulse was significantly reduced to 96% 
of that in control; 126.17 ± 19.36Hz at rest to 121.73 ± 19.95Hz during the usAHP 
(N=6; p<0.05, t-test; Fig. 3.11Aiii).  
The usAHP described in stage 37/38-42 tadpole spinal neurons is thought to be 
mediated solely via the Na
+ 
/ K
+ 
pump and as such the membrane hyperpolarisation is 
not associated with a change in membrane conductance (Zhang & Sillar 2012). During 
pro-metamorphosis this is not the case as the IR of spinal neurons is reduced, but only 
during the first few seconds of an activity dependent hyperpolarisation (Fig. 3.12). At 
500ms and 2000ms after the end of the stimulus the IR is reduced significantly to 89.45 
± 2.87 and 94.30 ± 2.45% of control, respectively (N=9; Fig. 3.12Aii). The change in IR 
cannot account for the complete recovery of the membrane potential to rest, however, 
since it returns to control levels (100%) in just 6.67 ± 2.45s, which is significantly 
shorter than the duration of the usAHP to the same stimulus that measures 18.58 ± 5.11s 
(N=9; p<0.05, t-test; Fig. 3.12Aiii). This suggests the usAHP comprises both a long 
duration Na
+ 
pump-based event lasting the duration of the usAHP and a superimposed 
event, likely caused by the activation of a ionic membrane channel, that is active in the 
early stages of the usAHP. One candidate channel to mediate such a response is the 
hyperpolarisation activated, Ih, and in contrast to stage 37/38, pro-metamorphic spinal 
neurons show evidence of possessing Ih channels (Fig. 3.9). A potential interplay 
between the usAHP and Ih-mediated ionic conductances will be discussed later (see 
Section 3.6.xx).   
3.7.3  Evidence for tonically active spinal CPG neurons in pro-metamorphic 
Xenopus tadpoles. 
While the majority of recorded neurons fire only during periods of network activity a 
sub set (7/104; 6.7%) fire tonically at rest (Fig. 3.13). However, these neurons are also 
apparently involved in locomotion since during network activity their firing is often 
altered. The changes in firing pattern can be quite subtle as in the modulation of firing 
frequency seen in figure 3.13A or they can be more dramatic as illustrated in figure 
3.13B. In this case stimulation of the optic tectum elicited an episode of fictive 
locomotion (Fig. 3.13Bi – upper trace). The neuron, firing at approximately 14Hz at rest  
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Figure 3.13 Evidence for tonically active spinal neurons in pro-metamorphic 
Xenopus tadpoles.  
 
A subset of neurons recorded at pro-metamorphic stages displayed tonic firing at rest. Ai, An 
example from a stage 54 tadpole before during and after a spontaneous episode of swimming 
(see ventral root record – upper trace). The neuron fired at a steady rate of approximately 6Hz 
(see Aii – left hand panel). During the initial few seconds of the episode of swimming the firing 
rate increased to approximately 8Hz (see Aii – middle left panel). This heightened firing rate 
was maintained throughout the episode (see Aii – middle right panel) before returning to 
approximately 6 Hz after swimming had ceased (see Aii – right hand panel). B, Another 
tonically active neuron, this time from a stage 55 tadpole, showed rhythmic activity during an 
evoked episode of swimming. After stimulation of the optic tectum (* denotes stimulus artefact) 
the firing rate increased from approximately 14Hz before the episode (see Bii – left hand panel) 
to approximately 32Hz (Bii – middle left panel). This heightened firing frequency coincided 
with low amplitude tonic activity in the ventral root. As the ventral root began to burst 
rhythmically the neuron flipped into a rhythmic firing pattern (see Bii – middle right panel). 
After the swimming episode had ceased the neuron returned to a tonic firing pattern and the rate 
of firing dropped to approximately 18Hz (see Bii – right hand panel).  
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(Fig. 3.13Bii – left hand panel), more than doubled its firing rate immediately following 
the stimulation, coincident with a period of tonic discharge from the ventral root (Fig. 
3.13Bii – middle left panel). As activity in the ventral root subsequently became 
rhythmic the neuron flipped into a pattern of rhythmic bursting, firing in phase with the 
ipsilateral ventral root (Fig. 3.13Bii – middle right panel). Following the episode of 
swimming the neuron returned to a tonic pattern (Fig. 3.13Bii – right hand panel), firing 
at a similar rate to before the episode. Tonic neurons such as this have never been 
described in earlier stages of Xenopus development and as such they may represent an 
important part of the spinal circuitry controlling locomotion in these older animals (see 
Section 3.6.xx for further discussion)   
3.7.4 Evidence for dINs at pro-metamorphic stages of Xenopus development. 
Out of 104 total neurons recorded from in stage 50-58 tadpoles, one displayed features 
characteristic of a dIN (Fig. 3.14; for the basic description of an embryonic dIN see Li 
et al, 2006). Anatomically, the neuron from a stage 53 animal showed some hallmarks 
of embryonic dINs with a multipolar soma and a descending primary axon (Fig. 3.14A). 
The presumed dIN had a relatively depolarised resting membrane potential of -49mV 
and during swimming fired one broad action potential per cycle (Fig.3.14B and also see 
Fig. 3.14F). Moreover, injection of supra-threshold current is unable to elicit repetitive 
firing, even at 400% of the rheobase (Fig. 3.14C). Unlike at embryonic stages where 
PIR is only displayed when depolarised as during swimming, the putative pro-
metamorphic dIN showed PIR from rest in response to hyperpolarising current pulses 
(Fig. 3.14D). A final consistency between this neuron and embryonic dINs was that it 
lacked an usAHP in response to a train of supra-threshold current pulses (Fig. 3.14E). 
Given the predicted importance of dINs for rhythm generation in the embryonic CPG 
(Li et al 2006; 2009) it is potentially very significant to find essentially the same neuron 
type acting at later free- swimming stages. There are, however, limited conclusions that 
can be drawn from just a single recording and it is plausible that this neuron was merely 
an anomaly (see Section 3.6.xx for further discussion).   
3.7.5 The underlying cellular activity during spontaneous locomotor activity in 
pro-metamorphic Xenopus tadpoles.  
During spontaneous episodes of swimming, rhythmically active spinal neurons 
generally fire in phase with the bursts of activity recorded from spinal ventral roots (Fig. 
3.15A & B; 50/83 neurons where activity in a ventral root was present for comparison;  
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Figure 3.14  Evidence for an embryonic-type dIN in a pro-metamorphic tadpole. 
A, Neurobiotin fill of a presumed dIN from a stage 53 tadpole. The soma is round with rostrally 
projecting dendrites (filled black arrow) and a short caudally projecting central axon (open 
black arrow). B, During swimming, evoked via stimulation of the optic tectum, the neuron fired 
a single action potential reliably on each cycle. C, The neuron fired once in response to 
depolarising current injection even at as much as 400% of the rheobase. D, The neuron 
displayed PIR from rest and evidence of a sag current in response to injection of hyperpolarising 
current. E, a train of supra-threshold current pulses did not elicit an usAHP and actually caused 
a sustained depolarisation of the membrane potential. F, The presumed dIN (red) retains an 
unusually broad action potential – see comparison with a typical MN (black); both examples 
show a single spike in response to a 200ms current injection just at firing threshold. Inset is an 
overlay of the same two neurons during a single cycle of fictive locomotion. 
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Figure 3.15  Single cell activity during spontaneous swimming. 
A, A typical episode of spontaneous fictive locomotion from a stage 56 tadpole. The neuron 
depolarises before firing several bursts of action potential in phase with the ipsilateral ventral 
root. The neuron is eventually de-recruited and gradually repolarises returning to rest after the 
episode of swimming has ceased. B & C, A subset of recorded neurons (12/104; 12%) fired 
both tonically and rhythmically during swimming. The neurons typically fire tonically during 
the lead up rhythmic ventral root activity coincident with low amplitude, apparently tonic 
activity in the ventral root (see B and Cii for example). The neurons then flip into a pattern of 
rhythmic bursting coincident with the rhythmic network activity represented by the output from 
the ventral root (B & Cii). During prolonged episodes of swimming (see C) the ventral root 
activity often waxes and wanes.  During periods of tonic ventral root discharge these neurons 
fire tonically and when the ventral root is re-recruited the neurons fire rhythmically again (see 
Ciii).  
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60.2%). In a typical neuron the onset of ventral root activity occurred coincident with a 
depolarisation of the membrane potential which then oscillated in phase with the 
network activity recorded in the ventral root (Fig. 3.15A). In this example the neuron 
was de-recruited before the swimming episode had terminated and only repolarised 
fully once the network activity had ceased. This suggests that, as in earlier stages, 
neurons display a range of recruitment patterns during swimming (Zhang et al, 2011).    
In 12/83 (14.5%) neurons the cell initially fired tonically and the ventral root recording 
highlights a corresponding period of tonic discharge (Fig. 3.15B & C). As the ventral 
root began to burst rhythmically these cells also switched into a rhythmic pattern of 
firing, with volleys of action potentials interspersed with periods of sub threshold 
activity (see Fig. 3.15B and 3.15Cii). Over the course of an episode the activity often 
wanes and the ventral root could be de-recruited (Fig. 3.15Ci – upper trace). 
Periodically the ventral root was re-recruited, bursting in short sequences of rhythmic 
activity (Fig. 3.15Ciii). These neurons fired throughout the episode (Fig. 3.15Ci – lower 
trace) but switched between tonic activity, when the root was inactive, and rhythmic 
activity, when the root was bursting (see Fig. 3.15Ciii). This type of activity is similar to 
the tonically active neurons that were capable of firing rhythmically during swimming 
(see Fig. 3.13) and neither type of neuron have been reported at earlier stages of 
Xenopus development. 
The depolarisation during swimming resulted in all neurons - including phasic, tonic 
and those capable of both firing patterns - firing in discrete bursts interspersed by 
periods of relatively hyperpolarised quiescence. In 12 preparations where current 
injection was used to hold the membrane at a variety of resting potentials (see Fig. 
3.16A) there was clear change in the amplitude of the tonic depolarisation during an 
episode of swimming – the tonic depolarisation was larger at relatively hyperpolarised 
membrane potentials.  Despite this, I found no evidence for mid-cycle inhibition during 
this rhythmic locomotor activity as there was no detectable change in the amplitude of 
the mid-cycle trough during rhythmic bursting (Fig. 3.16B & C). In embryonic and 
early larval stages similar protocols uncovered pronounced mid-cycle inhibition which 
is known to be mediated by glycinergic cINs (Soffe et al, 1984; Dale, 1985; Soffe, 
1987; and see Fig. 3.2). This surprising result could mean that the inhibition is too 
remote from the recording site for the injected current to alter the amplitude of IPSPs or,  
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Figure 3.16   There is no evidence for mid-cycle inhibition in pro-metamorphic 
spinal CPG neurons. 
 
In 12 neurons where appropriate protocols were run there was no evidence for mid-cycle 
inhibition during rhythmic locomotor activity. A, In a stage 54 spinal neuron episodes of fictive 
swimming were evoked from rest and when the neuron was held relatively depolarised and 
hyperpolarised. The neuron fired bursts of action potentials (Bii) in phase with the ipsilateral 
ventral root (Bi). The underlying oscillation of the membrane during rhythmic activity is shown 
in Biii (smoothed trace from Bii). Despite the changes in holding potential (see A and values for 
RMP in Biii) the oscillation trough remains relatively stable. This was despite a clear increase in 
the tonic depolarisation (TD) which was altered dramatically  at the different holding potentials 
(see A). Ci, A recording from a different neuron illustrates the same phenomenon. Even during 
a depolarising current step the mid-cycle oscillation does not shift from the level in control 
(Cii).  
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Figure 3.17  Recording from MNs at pro-metamorphic stages of development.  
 
A, A MN from a stage 54 tadpole. This MN has a medially located soma (white asterisk) with a 
laterally projecting dendritic field (filled black arrows). The axon projects towards the midline 
before running caudally along the edge of the marginal zone (Aii – open black arrow). The axon 
projects over several spinal segments (see Ai) before turning laterally and exiting the cord via a 
ventral root (A – black asterisk).B, Occasionally the MN being recorded projected to the same 
ventral root as the one used for the extracellular recording. Bi, In these cases the injection of 
supra-threshold current elicited a small amplitude impulse in the ventral root for every spike in 
the MN (see expanded time base in Bii). Biii, Confirmation of MN identity was provided by 
antidromic spiking in the neuron following stimulation of the ventral root. Biv, The spikes were 
recorded reliably at very short latency, <2ms (* denotes ventral root stimulation).   
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more excitingly, that the rhythm generating mechanism changes during larval 
development (see Section 3.6.xx for further discussion).     
3.7.6 Recording from MNs during pro-metamorphic stages.  
Following patch clamp recordings, neurobiotin contained inside the patch solution 
allowed post-hoc analysis of the anatomy of individual spinal neurons (see Fig. 3.7B & 
Fig. 3.17A). Definitive anatomical identification of spinal neurons was not possible in 
the majority of cases due in part to the quality of the fills but also due to the lack of 
conformity with the well characterised spinal neurons from earlier in Xenopus 
development (see the putative interneuron in Fig. 3.7B for example). Nevertheless, 
9/101 (8.9%) filled neurons were confirmed as MNs based on their peripheral 
projections that exited the spinal cord via a ventral root (Fig. 3.17Aiii). The MNs had a 
medially located soma and generally had dendrites that projected laterally into the 
marginal zone (Fig. 3.17Aii – filled arrows). The primary axon exited the soma and 
initially ran close to the midline of the spinal cord (Fig. 3.17Aii – open arrow). The 
axon projected ipsilaterally over several spinal segments (Fig. 3.17Ai) before turning 
and exiting via a ventral root (Fig. 3.17iii). Occasionally physiological characterisation 
of MNs was possible (Fig. 3.17B). In 3/104 recorded neurons each action potential 
following supra-threshold current injection was matched 1:1 by an impulse in the 
ventral root trace (Fig. 3.17Bi & ii). Further confirmation for MN identity was provided 
by stimulating the ventral root in these preparations, which elicited antidromic spikes in 
the recorded neuron (Fig. 3.17Biii). The spikes occurred reliably following stimulation 
and at a very short latency (<2ms) confirming their antidromic nature (Fig. 3.17Biv). 
The MN’s had a mean RMP of -59 ±1.96mV (range: -66 to -51mV), a mean IR of 319 ± 
57.18MΩ (range: 174.40 to 483.86MΩ)and a mean firing threshold of 3.24 ± 0.66nA 
(range: 1.40 to 5.20nA).  
3.7.7 Exogenous NO depolarises spinal neurons and reduces the usAHP. 
NO is known to be a potent inhibitory modulator of locomotion in embryonic and early 
larval stages of Xenopus development where it is shown to enhance both GABAergic 
and glycinergic inhibition within the spinal cord (McLean & Sillar, 2002; 2004; Fig. 
2.4). In contrast, at later pro-metamorphic stages, I have shown that the effects of NO 
on the occurrence of spontaneous locomotor activity are excitatory (see Chapter 2). 
Moreover, the excitatory effects are thought to be mediated primarily via the brainstem 
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in these older animals. Together these facts highlight the need to investigate the effects, 
if any, of NO on the spinal neurons driving locomotion in pro-metamorphic tadpoles.    
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Figure 3.18  Exogenous NO depolarises spinal neurons and reduces their IR. 
 
Ai, A whole cell recoding from a stage 55 tadpole shows a reversible depolarisation of the RMP 
during bath application of the NO donor DEA-NO (200M; arrow marks the onset of 
depolarisation). Bi, Pooled data for bath application of both DEA-NO (50-200M) and another 
NO donor SNAP (200M) shows there was a depolarisation of the membrane when the 
exogenous NO concentration was increased: the RMP increased significantly to 108.34 ± 2.41% 
relative to control (N=11; 7 DEA-NO, 4 SNAP; p<0.01). As reported previously (See Chapter 
2), the application of NO donors increased the occurrence of spontaneous locomotor activity 
(see Aii for a representative example of an episode of fictive swimming). Bii, There was a 
coincident decrease of IR in the same neurons: the IR decreased significantly to 94.76 ± 2.50% 
relative to control during NO donor application (N=9; 5 DEA-NO, 4 SNAP, p<0.05) and 
returned to control levels (99.16 ± 2.41%) in the wash.  
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Figure 3.19  Exogenous NO increases pre-synaptic transmitter release. 
A, post-synaptic potentials (PSPs) recorded during quiescent periods increased in frequency 
during the application of NO donors. Ci, Average data illustrates a significant increase in PSP 
frequency from 1.40 ± 0.27Hz in control to 2.66 ± 0.53Hz in the drug condition (N=10, 
p<0.05). During washout the PSP frequency returned towards control levels to 1.43 ± 
0.27Hz. As in Bi the cumulative probability for PSP frequency shifted to the left in 5/10 
neurons indicating a significant increase in PSP frequency (p<0.05, K-S test). The amplitude 
of the PSPs during the same period did not increase significantly (see Cii) however the 
cumulative probability for PSP amplitude shifted to the right in 5/10 neurons indicating the 
proportion of PSPs of large amplitude was significantly increased in these neurons (p<0.05, 
K-S test). Representative cumulative probability plots for the neuron in A are displayed in B.  
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depolarisation of spinal neurons (Fig. 3.18A & Bi). The membrane potential depolarised 
significantly by 8.34 ± 2.41% relative to control during NO donor application and 
subsequently reduced to 6.88 ± 2.28% of control upon washout (N=11, p<0.01). On 
average the depolarisation was 4.03 ± 1.07mV relative to control. The same drug 
application caused a reversible decrease in IR to 94.76 ± 2.50% of control (Fig. 3.18Bii; 
N=9; 5 in DEA-NO & 4 in SNAP, p<0.05). Upon washout the IR returned to control 
levels to 99.16 ± 2.41%. 
During quiescent periods frequent depolarising synaptic potentials (PSPs) were 
observed and NO donors were found to increase their frequency (Fig. 3.19A & Ci). The 
mean frequency of PSPs increased significantly from 1.40 ± 0.27Hz in control to 2.66 ± 
0.53Hz during NO donor application (Fig. 3.19Ci; N=10, 4 in SNAP and 6 in DEA-NO; 
p<0.05). During washout the PSP frequency returned towards control levels to 1.43 ± 
0.27Hz. The cumulative probability of PSP frequency shifted to the left, indicating a 
significant increase, in 5/10 recorded neurons (p<0.05, K-S test). The mean amplitude 
of PSPs was not significantly altered during NO donor application (Fig. 3.19Cii), 
however, the cumulative probability of PSP amplitude shifted to the right in 5/10 
recorded neurons, indicating that the proportion of large amplitude PSPs was increased 
significantly compared with control (p<0.05, K-S test).    
As well as these more general effects, bath application of DEA-NO (50-200M) also 
reduced or abolished the usAHP following depolarising current injection (Fig. 3.20A & 
B). The usAHP amplitude reduced significantly to 33.21 ± 5.47% of the value in 
control; on average the amplitude was -3.42 ± 0.63mV in control and -1.04 ± 0.17mV 
during DEA-NO application (Fig. 3.20B; N=6, p<0.01). Upon washout the usAHP 
amplitude recovered partially to 1.25 ± 0.10mV or 43.08 ± 8.22% of control. The effects 
of DEA-NO on the usAHP appear to be independent of the depolarisation during NO 
donor application (see Fig. 3.18) since they persist even after the membrane potential 
has returned to control levels (see Fig. 3.20Ai vs ii). Furthermore, the effects of NO do 
not appear to alter Ih in these neurons as PIR persists even in a neuron depolarised 
during DEA-NO application (Fig. 3.20C). This result is particularly interesting since it 
highlights the fact that the Na+/K+-pump is potentially modulable in  
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Figure 3.20  Exogenous NO reduces the usAHP. 
A, The usAHP following a train of supra-threshold current pulses was reduced or abolished by 
bath application of the NO donor DEA-NO (50-200M). This effect on the usAHP was 
independent of the DEA-NO-induced depolarisation of the neuron since it persisted even when 
the RMP had returned to control levels (see Aii vs Ai). B, average data shows the usAHP 
amplitude decreased significantly to 33.21 ±
 
5.47% of control (-3.42 ± 0.63mV to -1.04 ± 
0.17mV; N=6, p<0.01). C, The effects of exogenous NO did not alter the presumed role for Ih 
in these neurons since PIR in response to hyperpolarising current injection was retained during 
exposure to DEA-NO (200M).   
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Xenopus spinal neurons and therefore must be considered when investigating 
neuromodulation within spinal CPG networks.   
3.7.8 DA mediates a biphasic effect on spinal neurons during pro-
metamorphosis.  
DA is known to mediate opposing actions on locomotor output in the pro-metamorphic 
Xenopus spinal cord (Clemens et al, 2012). These effects are dose-dependent with low 
DA concentrations (2M) reducing spontaneous locomotion via D2-like DA receptor 
activation and higher DA concentrations (50M) increasing spontaneous locomotion via 
D1-like DA receptor activation. By developing a new preparation for whole cell 
recording in these animals it has been possible to test the effects of DA on the spinal 
neurons. 
Bath application of 50M DA caused a hyperpolarisation of the membrane potential in 
5/5 neurons (Fig. 3.21A & Bi). On average the hyperpolarisation amplitude was 2.09 ± 
1.29mV relative to control. In 3/3 neurons where washout was carried out following DA 
application, the membrane potential re-polarised towards control (Fig. 3. 21Bi). 
Coincident with the membrane hyperpolarisation, 50M DA also decreased IR in 4/5 
neurons (Fig. 3.21Bii & C). Upon washout the IR increased towards or even exceeded 
control levels in 3/3 neurons. The hyperpolarising effects on spinal neurons were 
apparently not related to an inhibitory effect of DA on the net motor output since in 3/5 
preparations 50M DA had an excitatory effect on ventral root activity (see Fig. 3.21Aii 
for an example of the spontaneous locomotor output on an expanded time base).   
In contrast, bath application of 100M DA caused a biphasic effect on the membrane 
potential of spinal neurons in pro-metamorphic tadpoles (Fig. 3.22). Initially DA 
hyperpolarised the neurons (3/3) and on average the membrane was 0.79 ± 1.66mV 
below resting potential after 4 minutes in the drug (N=3). Subsequently the membrane 
depolarised, peaking after 12 minutes in the drug at an average of 5.24 ± 1.10mV above 
rest (N=3, p<0.05, t-test). As previously reported (Clemens et al, 2012) the higher dose 
of DA reliably increased the occurrence of spontaneous locomotor activity (Fig. 3.22Ai 
& Aii). During washout the membrane potential re-polarised back towards rest and after 
30 minutes was no different from control (0.37 ± 0.26mV above rest; N=3). Coincident 
with the change in membrane potential there was evidence for a corresponding change 
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in IR (Fig. 3.22B). The response of a stage 55 spinal neuron to hyperpolarising 
conductance pulses illustrates that during the initial hyperpolarisation  
246 
 
 
 
 
 
 
Ai
Bi ii
C
200ms
4mV
1. Control 2. Dopamine 3. Wash
-70
-60
-50
R
M
P
 (
m
V
)
Control Dopamine 
(50M)
Wash
75
100
125
Control Dopamine 
(50M)
Wash
R
el
at
iv
e 
IR
 (
%
)
Dopamine (50M)
2mins
20mV
-52mV
1 2 3
vr
1s
20mV
ii
-61mV
247 
 
Figure 3.21 A relatively low concentration of DA hyperpolarises spinal neurons.   
 
A, Simultaneous whole cell and ventral root (vr – upper trace rectified) recordings from a stage 
55 tadpole illustrate the hyperpolarising effect of 50M DA on a spinal neuron (arrow marks the 
onset of the hyperpolarisation). DA was excitatory in this example as it reversibly increased 
spontaneous ventral root activity (see Aii for an example of spontaneous activity; the large 
bursts were not a consistent effect of DA application and occurred in control in this example). 
Bi, In 5/5 neurons recorded the application of 50M DA caused a hyperpolarisation (In 2/5 the 
cell was lost before washout of DA – black traces).Bii, During hyperpolarisation there was a 
decrease in IR in 4/5 neurons (the example in C illustrates the decreased response to 
conductance pulses from taken from time points 1-3 in A).  
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Figure 3.22  A relatively high concentration of DA has a bi-phasic effect on RMP. 
 
Ai, Simultaneous whole cell and ventral root (vr – upper trace; rectified) recordings from a stage 
54 tadpole illustrate the bi-phasic effect of exogenous DA on the RMP – initially there was a 
transient hyperpolarisation followed by a sustained depolarisation above rest; upon wash out of 
DA this example shows a subsequent hyperpolarisation before the cell repolarises to rest (arrow 
marks the onset of the initial hyperpolarisation). This application of DA was excitatory as it 
reversibly increased spontaneous ventral root activity (see Aii for an example of the 
spontaneous activity on an expanded time base). B, Mean data for RMP during exogenous DA 
(100M) application highlights the bi-phasic nature of this response. Initially the membrane 
potential hyperpolarised (3/3), peaking after 4minutes in the drug at -0.80 ± 1.66mV compared 
to control (N=3); subsequently there was a sustained depolarisation, peaking after 12 minutes at 
+5.24 ± 1.10mV compared to control (N=3, p<0.05, paired t-test). During the wash out the 
membrane potential returnd to rest and after approximately 20mins was no different from 
control (+0.36 ± 0.13mV; N=3). C, Coincident with the change in RMP there was evidence for 
a corresponding change in IR. During the in initial hyperpolarisation there was a reduction in IR 
illustrated by a decrease in membrane response to hyperpolarising conductance pulses (see C - 1 
vs 2; N=1). Subsequently, during the depolarised period later in the DA application, the IR 
increased illustrated by a recovery of the membrane response to conductance pulses (see C – 2 
vs 3; N=1).  
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Figure 3.23  DA increases PSP frequency and amplitude independently of effect on 
RMP. 
 
Ai, Application of 100M DA reversibly increases PSP frequency and amplitude in a stage 55 
spinal neuron. The cumulative probability plots for this neuron show a shift to the left during 
DA for PSP frequency (Aii) and a shift to the right for PSP amplitude (Aiii). Bi, Pooled data 
from both 50 (N=3) and 100M (N=2) DA application shows a reversible increase in PSP 
frequency in 5/5 neurons. The cumulative probability plots for PSP frequency shifted to the left 
in 4/5 neurons indicating a significant increase (p<0.05, K-S test).  Bii, Pooled data shows a 
reversible increase in PSP amplitude in 4/5 neurons. The cumulative probability plots for PSP 
amplitude shifted to the right in 3/5 neurons indicating the proportion of large amplitude PSPs 
was increased relative to control in these neurons (p<0.05, K-S test).   
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(see Fig. 3.22Ai & C – 2) there was a reduction in the membrane response that 
recovered dung the subsequent depolarisation (see Fig. 22Ai & C – 3).  
Despite its differential dose-dependent effects on membrane potential, DA was found to 
have a similar effect on PSP frequency at 50 and 100M (Fig. 3.23). Pooled data shows 
the PSP frequency increased in 5/5 recorded neurons following DA (50-100M)  
application (Fig. 3.22Bi). In addition the cumulative probability for PSP frequency 
shifted to the left in 4/5 neurons, indicating a significant increase (see Fig. 3.22Aii; 
p<0.05, K-S test). The amplitude of PSPs measured during the same period also 
increased in 4/5 recorded neurons (Fig. 3.22Bii) and the cumulative probability shifted 
to the right in 3/5neurons, indicating that the proportion of large amplitude PSPs was 
increased relative to control. This suggests not only were there more PSPs during DA 
application but that a specific type of larger amplitude PSP was contributing to the 
increase.  
The inhibitory effect of a low dose of DA on the motor output of pro-metamorphic 
Xenopus tadpoles was mimicked by bath application of the D2-like receptor agonist 
quinpirole (Clemens et al. 2012). During patch clamp recordings bath application of 
quinpirole (25M) caused a sustained hyperpolarisation of the membrane potential of 
spinal neurons (Fig. 3.24). The hyperpolarisation peaked after 4 minutes in the drug at 
3.91 ± 0.32mV lower than rest (Fig. 3.24B; N=3). Upon washout the membrane 
repolarised and after 25 minutes is no different from control (0.01 ± 1.28mV above than 
rest). The previously reported reduction in spontaneous locomotor activity (Clemens et 
al, 2012) was not repeated here although the drug application was probably too brief to 
make a proper comparison (see Fig. 3.24A). Coincident with the change in membrane 
potential there was a reversible reduction of IR during quinpirole application to 90.64 ± 
2.75% of control (Fig. 3.24C; N=3, p<0.05). This is illustrated by a decrease in the 
membrane response to hyperpolarising conductance pulses in the drug that returns 
towards control levels during washout (Fig. 3.24D). PSPs frequency was also 
apparently affected by application of quinpirole (Fig. 3.25); the cumulative probability 
shifted to the left in 2/3 recorded neurons, indicating a significant increase (see Fig. 
3.25Aii). In addition, the cumulative probability of PSP amplitude shifted to the right in 
2/3 recorded neurons, suggesting that not only were there more PSPs during quinpirole 
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application but that there was a specific increase in large amplitude PSPs (see Fig. 
3.25Biii).             
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Figure 3.24 DA mediates a hyperpolarisation of RMP via D2-like receptors.    
Ai, Simultaneous patch clamp and ventral root (vr - upper trace; rectified) recordings from a 
stage 55 tadpole illustrates the hyperpolarising effects of the D2-like receptor agonist quinpirole 
(25M; arrow marks the onset of the hyperpolarisation). Throughout the drug induced 
hyperpolarisation spontaneous locomotor activity occurred regularly and showed no obvious 
differences when compared to control (see Aii for representative motor activity at 3 points 
during the experiment) B, Mean data for RMP during quinpirole application illustrates a 
reversible hyperpolarisation of the membrane that peaked after 4minutes in the drug at -3.91± 
0.32mV (N=3; p<0.01, paired t-test) compared to control. During the wash out the membrane 
potential returned to rest and after approximately 15mins was no different from control (-0.65 ± 
1.70mV; N=3). C, Coincident with the change in RMP there was a reversible decrease in IR in 
quinpirole to 90.64 ± 2.75% relative to control (N=3, p<0.05). This is illustrated by a decrease 
in the membrane response to hyperpolarising conductance pulses during quinpirole application 
that returns towards control levels during wash out (D).  
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Figure 3.25  D2-like receptors appear to mediate an increase in pre-synaptic 
transmitter release. 
A, in a representative example from a stage 55 tadpole, PSPs increased in both frequency and 
amplitude during quinpirole application. Cumulative probability plots for both PSP frequency 
(Aii) and amplitude (Aiii) shifted significantly to the left and right respectively during 
quinpirole application (p<0.05, K-S test). The same shifts were seen in 2/3 recorded neurons 
indicating there were more PSPs and that the proportion of large amplitude PSPs was increased 
relative to control In these neurons 
 
  
500ms
2mV
0
50
100
C
u
m
u
la
ti
ve
 p
ro
b
ab
ili
ty
 (
%
)
Amplitude group (mV)
0
50
100
C
u
m
u
la
ti
ve
 p
ro
b
ab
ili
ty
 (
%
)
Inter-event interval (ms)
Control
Quinpirole
Wash
ii iii
Ai
Control
Quinpirole (25M)
Wash
256 
 
3.8 Discussion. 
3.8.1 The cellular basis of spontaneous network activity during swimming in pro-
metamorphic Xenopus tadpoles. 
In 50/83 (60.2%) neurons, recorded with a simultaneous ventral root trace for 
comparison, firing during fictive locomotor-like activity involved phasic bursts in phase 
with the ipsilateral ventral root. During episodes of locomotion, spinal neurons 
displayed rhythmic oscillations in the membrane potential, such that bursts of action 
potentials were interspersed with periods of sub-threshold activity (Fig. 3.15A). The 
synaptic basis of the excitatory drive has not been investigated in detail, but it seems 
likely that glutamate and / or ACh is involved, as at earlier stages (Li et al, 2004c). The 
rhythmic firing during swimming rests on top of a tonic depolarisation and the 
amplitude of this depolarisation was dependent on the resting potential of the recorded 
neuron (Fig. 3.16A). Although it has yet to be tested definitively, I could find no 
evidence for mid-cycle inhibition during rhythmic activity during the same protocols 
(Fig. 3.16B & C). This would be an unexpected and potentially significant finding if 
true, especially given the presumed importance of cIN-mediated glycinergic inhibition 
at earlier stages of Xenopus development (Soffe et al. 1984; Dale 1985; Moult et al. 
2013). In general, neurons recorded did not show conclusive evidence for IPSPs, since 
putative spontaneous PSPs could not be reversed during the injection of depolarising 
current. Furthermore, when held at different resting potentials, the amplitude of the 
falling phase during rhythmic membrane potential oscillations could not be shifted as is 
possible at earlier stages of development (Fig. 3.16B & C).  
Although rhythmic alternation between excitation and inhibition are thought to be 
central to most models of vertebrate locomotion (for review see Grillner 2003; Grillner 
& Jessell 2009), it is not unprecedented for a rhythmic motor behaviour to occur 
without reciprocal inhibition (Berg et al. 2007). In this case, MNs involved in the 
scratch reflex in the turtle were found to receive a mixture of excitatory and inhibitory 
inputs that peaked together during a cycle of activity. One potential similarity with the 
results presented here is that the MNs were recorded in a partially dissected spinal cord, 
where the normal synaptic inputs are compromised. As such, this may explain the lack 
of obvious mid-cycle inhibition during swimming. It is also possible that the inhibitory 
synapses onto these neurons are distal to the recording site such that the current 
injections used were not sufficient to reveal their influence on the neuron. Additionally, 
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the current injections were relatively small, only shifting the membrane potential by 
approximately 10mV in either direction, and thus might not have been appropriate to 
alter the PSP amplitudes. Nevertheless the marked differences in rhythmic inhibition in 
pro-metamorphic spinal neurons compared to those at earlier stages warrants thorough 
investigation.  
One firing pattern potentially related to recruitment and de-recruitment during 
swimming is illustrated in figure 3.15B & C. These neurons fired tonically when the 
ventral root was discharging low amplitude tonic activity, and then flipped into a 
rhythmic firing pattern when the ventral root was bursting. 3/12 neurons displaying this 
activity pattern were identified morphologically as MNs and therefore this pattern of 
firing may underlie the low-amplitude tonic activity seen in ventral root recordings. 
Moreover, this pattern of activity would be suitable to provide a basal tone of muscle 
activation just prior to rhythmic contraction during locomotion. This bilateral stiffening 
of the muscles immediately rostral to those engaged in propulsive locomotion could be 
important to generate thrust, without causing unwanted lateral movement of the more 
rostral regions of the body. More generally, the ability to fire in a graded fashion may 
be a central component of mature locomotor networks. In the embryonic tadpole, 
neurons have two states: quiescent and rhythmically active. This is sufficient for a 
lifestyle where movement is only used as a means of escape but would be of little use to 
an animal that needs to move constantly (as in free-swimming Xenopus larvae). Instead, 
the larvae require the ability to change the direction and speed of locomotion as well as 
to recruit different parts of the tail (activating just the caudal portion most of the time). 
At the cellular level, this flexibility must necessarily involve differential activation of 
neurons but might also involve differential firing patterns such as those described here. 
Understanding how the firing patterns of neurons in the spinal network map onto an 
episode of spontaneous swimming will be an important step in understanding how such 
a well-coordinated behaviour is controlled.   
Another novel finding in pro-metamorphic tadpoles is that a proportion of spinal 
neurons fire tonically from rest (Fig. 3.13). No such neurons have been reported at 
earlier stages (37/38-42). The activity of this type of neuron is modulated during 
spontaneous motor activity (Fig.3.13A), and can flip between periods of tonic activity 
and rhythmic bursting (Fig. 3.13B). These neurons appear to represent a population of 
neurons that are continually active, which is presumably as a result of an unusual set of 
258 
 
intrinsic properties compared with other typical CPG neurons. If a proportion of MNs 
were tonically active, this type of activity may contribute to a resting tone in the axial 
muscle of these animals that is maintained in parts of the tail that are not contributing to 
on-going locomotion. This type of postural control may be important in Xenopus 
swimming to facilitate their stereotypical ‘hovering’ during feeding, especially since 
there will be reduced trimming forces due to the lack of significant forward propulsion 
during this behaviour (Hoff & Wassersug 1986; Webb 2002). In saying this, the fact 
that ventral roots are not continually active (i.e. there isn’t evidence for continuous low 
amplitude activity) may be an argument against these neurons being MNs. Whatever 
their ultimate role in generating behaviour, these tonically active neurons represent a 
completely new phenotype of spinal neuron in Xenopus and may be a critical 
component of the neural circuitry required to generate spontaneous motor output in 
these animals.   
A small subset of neurons (2/104) in the pro-metamorphic spinal cord displayed 
intrinsic bursting in response to depolarising current injection (Fig. 3.8C). The 
membrane oscillations underlying these bursts were slow, in the order of 0.5-1Hz. This 
is unlike zebrafish, where a subset of low threshold MNs display very similar, but much 
faster intrinsic bursting to depolarising current injection, that is thought to contribute to 
their propensity to be recruited at the lowest swimming speeds (Gabriel et al, 2010; 
Menalaou & McLean 2012). In the lamprey (Wallén & Grillner 1987) and neonatal rat 
(Hochman et al. 1994), similar but conditional bi-stability of the membrane is expressed 
in the presence of NMDA. Despite their relatively slow cycle period, the oscillations are 
proposed to contribute to the rising phase of locomotor cycles in the lamprey, since they 
are found to be modulated by current injection, mimicking the effects of intrinsic 
membrane currents during locomotion (Wallén & Grillner 1987). In early larval stages 
of Xenopus, a similar slow oscillation of spinal neuron membrane potential is found to 
be dependent on both NMDA and 5-HT (Scrymgeour-Wedderburn et al. 1997) and 
mediates a slow modulation of activity over several cycles of fast swimming (Reith & 
Sillar 1998). Like in the lamprey and zebrafish, it is possible that the intrinsically 
bursting neurons described here are involved in the fast oscillations of the membrane 
potential during swimming. This sort of intrinsic activity may be important for 
maintaining a robust rhythm since it should reinforce the network driven oscillation. 
The oscillations may also play an important role in synchronising network activity, 
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especially during the first few cycles of a given episode. During swimming, the first few 
bursts are rarely as tightly coordinated as those mid episode (see Fig. 1.12Bi, for 
example), suggesting rhythmic firing emerges from a background of less well defined 
network activity. If a proportion of neurons are capable of firing reliably once 
depolarised, this could act as a timing cue for the other neurons in the network and help 
coordinate their firing. Another possibility is that the intrinsic oscillations may 
contribute to a slower modulation of swimming that alters the intensity of motor output, 
and in these animals could be involved in the ‘waxing and waning’ of activity up and 
down the rostro-caudal axis of the body. This would be analogous to the NMDA-
dependent modulation seen at earlier stages of development, controlling the relative 
intensity of motor bursts over the course of multiple cycles (Reith & Sillar 1998).   
3.8.2 The potential role of dINs during free-swimming.  
The most physiologically distinct interneuron in the embryonic and early larval Xenopus 
spinal cord are the glutamatergic excitatory dINs (Li et al. 2006; 2009). One neuron 
recorded at pro-metamorphic stages showed the cellular properties characteristic of a 
dIN (Fig. 3.14). It is difficult to draw too many conclusions from a single neuron, and 
therefore it is important to first consider the possibility that this neuron is an anomaly. 
Although it seems unlikely given the similarities to embryonic dINs, one possibility is 
that the neuron could have been damaged, leading to a relatively depolarised membrane 
potential and a broad single spike following current injection. Also, given that the 
Xenopus spinal cord develops rostro-caudally, this relatively caudal neuron from the 
13
th
 post-otic root may have been an embryonic-type neuron that was well behind the 
normal differentiation time-line. These possibilities aside, if dINs are still prevalent 
during these stages, there are a several explanations as to why only 1/104 recorded 
neurons showed the properties of a dIN. Firstly, the dIN population is distributed rostro-
caudally in the embryo, with the highest proportion in the hindbrain and rostral spinal 
cord (Li et al, 2006; 2009). The recordings in my experiments were relatively caudal 
(13
th
 post-otic ventral root), a level at which the numbers of dINs might be very low in 
comparison to other cell types. Secondly, the dINs are located dorsally compared to 
MNs in the embryo (Li et al. 2006), and as such may be removed (along with many 
other interneurons) during the dissection performed in these experiments. Thirdly, as a 
general rule I attempted to patch larger neurons (assuming that the largest neurons in 
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any field of view should be primary MNs) and therefore may have unintentionally 
excluded interneurons, including dINs from my data set.    
If, on the other hand, we assume that dINs do persist into later stages of development, it 
poses several questions about their on-going role in the network. Firstly, given that dINs 
(and specifically hdINs) are thought to be the primary source of rhythmic drive to the 
spinal CPG in the embryo, does this hold true in the free-swimming tadpole, which only 
utilises a small section of caudal tail for much of the time it spends active? One 
intriguing possibility is that the reticulospinal control of locomotion differentiates 
during development, and cells in different parts of the hindbrain control different 
aspects of swimming behaviour. In the zebrafish hindbrain, a subset of relatively rostral 
Chx10 expressing V2a neurons, of which dINs are likely homologous, are thought to 
provide rhythmic excitation to the mid-body regions (Kimura et al. 2013). In contrast, 
hdIN-like V2a neurons of the zebrafish caudal hindbrain provide tonic excitation to the 
spinal cord. If similar reticulo-spinal systems develop in Xenopus it may account for the 
ability to activate the caudal tail directly, seemingly by-passing more rostral segments. 
Assuming that dINs within the spinal cord still perform their primary role as an 
excitatory interneuron, you would predict that they would be directly activated by 
reticulo-spinal neurons to mediate local excitation of the spinal CPG. In this case, only 
when swimming at the fastest speeds, when the whole tail is involved, would the rostral 
dINs drive swimming as they do in the embryo.     
One difference between the dIN recorded in pro-metamorphic tadpoles and those in the 
embryo, is that it exhibited Ih-mediated sag responses and PIR from rest (Fig. 3.14D). 
In the embryo, dINs are only capable of PIR when depolarised to levels equivalent to 
during swimming and are thought to use cIN-dependent mid-cycle inhibition to sustain 
firing once in this state (Li et al. 2006; Moult et al. 2013; Fig. 3.4). This sustained 
depolarisation is only possible due to positive feedback excitation, mediated by 
chemical and electrical coupling between hdINs (Li et al. 2006; 2009). There is no 
evidence that dINs further down the cord, or indeed at later stages of development, are 
as extensively coupled, and therefore capable of sustaining activity on their own. In the 
mammalian lumbar spinal cord, excitatory V2a interneurons are sparsely coupled to one 
another but  do show evidence for Ih-mediated sag and PIR from rest (Dougherty & 
Kiehn 2010) suggesting that these could be hallmarks of more mature dIN populations.      
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3.8.3 The development of the usAHP and its role in spontaneous network 
activity. 
A proportion of spinal neurons (43%) at embryonic and early larval stages of Xenopus 
development display a usAHP that is dependent on increased Na
+
 / K
+
-pump activity 
following intense periods of activity (Zhang & Sillar 2012; Fig. 3.6). The usAHP is 
proposed to act as a simple mechanism for short-term memory of cellular activity that 
dynamically sets the excitability of neurons based on previous activity.  
I show here that the basic phenomenon of the usAHP persists into later, pro-
metamorphic stages of Xenopus development (Fig. 3.10). However, there are several 
key differences. Firstly, the usAHP occurs in a far higher proportion of recorded spinal 
neurons (Fig. 3.10Cii; 87% as compared with 43%).One proposed explanation for this is 
the differential expression of Na
+
 / K
+
-pump subunits (Azarias et al. 2013) or their 
accessory proteins (Cornelius & Mahmmoud 2003). For example, the 3 subunit is 
known to be expressed more selectively in the nervous system than the ubiquitous 1 
and is also known to be responsible for the rapid extrusion of Na
+
 during increases in 
intracellular Na
+
 concentration (Azarias et al. 2013).  Another possibility is that Na
+
 / 
K
+
-pump activity is regulated via second messenger pathways and as such is potentially 
modulable by one of the many neuromodulators known to act on the Xenopus spinal 
CPG. NO donors, for instance, were found to reduce the usAHP in these older animals 
(Fig. 3.20) and this may contribute to the overall excitatory effect of NO at these stages 
of development (Fig. 3.18 and see Chapter 2). At earlier stages of development, NO has 
net inhibitory effects on Xenopus locomotion (McLean & Sillar 2002; 2004) and this 
may be partially due to fewer cells in the network being susceptible to NO’s inhibitory 
effects on the usAHP (Zhang & Sillar, unpublished). A role for NO modulating the Na
+
 
/ K
+
-pump has been suggested in the rat midbrain, where it is shown to enhance 
NMDA-induced oscillations, mimicking the effects of increasing pump activity 
(Johnson et al. 1992; Cox & Johnson 1998).  In the vasculature, NO donors have been 
shown to activate the pump (Gupta et al. 1996), however, these results are confounded 
by reports in both the kidney (Meffert et al. 1994) and cerebral cortex (Sato et al. 1995) 
where NO donors are shown to inhibit pump activity. In fact there is evidence that NO-
mediated cell death may be partly via S-nitrosation of the sodium pump, which is one of 
many metabolic membrane proteins targeted by NO (Jaffrey et al. 2001).  
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In contrast to other cell types, dINs never display the usAHP at earlier stages of 
development (Zhang & Sillar 2012). It is postulated that the rhythmogenic dINs are 
spared from the inhibitory effects of the usAHP, such that the network is always capable 
of generating a locomotor response, even after a prolonged period of intense activity. 
The single dIN recorded from in these experiments (Fig. 3.14) also lacked a usAHP. In 
fact, it responded to depolarising current injection with a sustained depolarisation of the 
membrane (Fig. 3.14E). This suggests that dINs retain an important role in rhythm 
generation, even at these older stages.  
As well as occurring in a higher percentage of recorded neurons, the usAHP is also 
shorter (Fig. 3.10C) and associated with an initial reduction in IR (Fig. 3.6) during pro-
metamorphosis. The reduction in IR is only associated with the first few seconds of the 
usAHP and recovers significantly earlier (approximately 5s) than the duration of the 
usAHP (approximately 20s; Fig. 3.12Aii). Since the change in membrane conductance 
is almost certainly associated with the opening of an ionic channel, and the usAHP 
causes a hyperpolarisation, a potential candidate is Ih.  
There is evidence for the development of Ih in pro-metamorphic Xenopus spinal 
neurons, since 42/104 (40%) displayed a sag response and PIR following membrane 
hyperpolarisation (Fig. 3.9). It is possible that the usAHP activates Ih, which is now 
prevalent in spinal neurons, speeding up the recovery of the membrane potential. 
Together, these effects may result in the shorter usAHP seen in pro-metamorphic 
neurons. Functionally, the co-expression of Ih and the usAHP may help regulate the 
output of spinal neurons with one contributing to the de-recruitment of neurons during 
periods of intense activity; and the other speeding up the recovery of the membrane 
potential, such that neurons are able to be recruited during subsequent swimming 
episodes.  
Another possible explanation for the reduction in IR during the initial part of the usAHP 
is the opening of Shal-type IA channels. Like Ih channels, these are also activated by 
hyperpolarisation and have been suggested to contribute to the usAHP-like responses in 
the Drosophila larvae (Pulver & Griffith 2010). In this system they promote a delay to 
the first spike when MNs are depolarised with supra-threshold current injection, and this 
delay is also seen to a similar stimulus regime in pro-metamorphic Xenopus spinal 
neurons (Fig. 3.11). It is worthy of note that the mean hyperpolarisation reported in the 
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Drosophila MNs is the same duration as those in pro-metamorphic Xenopus spinal 
neurons (both approximately 20s), suggesting they could be underpinned by similar 
ionic conductances.   
The nature of swimming changes dramatically between stage 42 and stage 55, as the 
animal develops into a continuously free-swimming state, and therefore the role of the 
usAHP is likely to change. Although there are differences in the motor output between 
embryonic and early larval stages of development (Sillar et al. 1991), the swimming 
remains relatively robust and involves the entire trunk of the animal. During free-
swimming larval life, however, the tadpole spends most of its day in a head down 
hover, keeping its head relatively still in order to filter-feed effectively (Hoff & 
Wassersug 1986). The low intensity activity associated with this behaviour would be 
unlikely to generate usAHPs in spinal neurons, and this may allow the network to 
remain active continually. On the other hand, the usAHP will occur during the 
recruitment of more powerful rostral muscles. During this more intense swimming, the 
usAHP may play a role in setting the maximum duration of these periods of activity, 
and may also help set the minimum interval between swimming episodes. The 
activation of larger muscles will doubtless lead to peripheral fatigue, but this 
recruitment is also likely to cause central fatigue. The usAHP, therefore, may be a vital 
part of the mechanism that keeps the tadpoles in their feeding posture without having to 
stop at any point due to over exertion.   
3.8.4 Neuromodulation of spinal neurons and their contribution to spontaneous 
network activity.  
Given NO’s excitatory effect on the occurrence of spontaneous locomotor activity 
during pro-metamorphosis (see Chapter 2), it is perhaps not surprising that NO donors 
were also found to depolarise spinal neurons (Fig. 3.18Ai & Bi). Additionally, the 
increase in PSP frequency during NO donor application (Fig. 3.19), suggests excitatory 
effects on pre-synaptic neurons, as well as those being recorded. However, evidence 
presented earlier in this thesis (Fig. 2.13 & 2.14) strongly suggests that NO mediates its 
excitatory effects on spontaneous activity via the brainstem, and has little effect directly 
on the spinal network. Furthermore, at embryonic and early larval stages, NO also 
depolarises spinal neurons despite having a potent inhibitory effect on motor output 
(McLean & Sillar 2002; 2004). Together, this evidence suggests the depolarisation of 
spinal neurons has little to do with the overall effect of NO on the tadpole motor system. 
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It may be explained as a side-effect of the relatively high NO concentrations used 
during these experiments, or it may be performing another role within the cord that is 
overwhelmed by its effects elsewhere in the CNS, specifically the brainstem. 
Nevertheless, intrinsic modulation by NO is certainly more likely during pro-
metamorphosis when NOS-positive neurons are found extensively along the entire 
length of the spinal cord (Ramananthan et al, 2006).  
In the lamprey spinal cord, NO acts as an intrinsic modulator, both by facilitating 
excitatory signalling, and by reducing mid-cycle inhibition to MNs (Kyriakatos et al, 
2009). Moreover, it is involved in long-term potentiation of these effects, where it is 
thought to facilitate endocannabinoid signalling following mGluR activation 
(Kyriakatos & El Manira, 2007). While it is possible NO may have similar effects on 
the spinal network in Xenopus it is noteworthy that NO does not cause depolarisation of 
spinal neurons in the lamprey spinal cord (Kyriakatos et al, 2009). In the mammalian 
spinal cord, endogenous NO is found to have multifaceted but an overall inhibitory 
effect on locomotor output (Foster et al, 2013, under review). However, NO donors do 
not appear to have any significant effects on the intrinsic properties of MNs (Foster et 
al, personal communication).  
The reduction in IR associated with depolarisation of spinal neurons by NO donors (Fig. 
3.18Bii) is likely caused by the activation of an ionic channel. In the mammalian retina, 
NO depolarises ganglion cells via direct activation of a cGMP-gated cation channel 
(Ahmad et al, 1994). Similarly, L-type Ca
+
 channels are modulated by cGMP in cardiac 
muscle, and NO donors can either activate or inhibit the channel in a dose dependent 
manner (Mery et al. 1993). In addition to classical NO/sGC/cGMP signalling, NO is 
also capable of activating TRP channels via direct s-nitrosylation (Yoshida et al, 2006). 
In all these cases NO acts to depolarise neurons by facilitating Ca
+
 entry and one or 
more of these mechanism may exist in the spinal neurons recorded from here.  
The increase in PSPs after NO donor application is a predictable result, since NO is 
known to facilitate synaptic transmission in neurons all over the nervous system (for 
review see Garthwaite & Boulton 1995). More specifically, in earlier stages of Xenopus 
development, NO is known to increase both GABAergic IPSPs onto MNs, prematurely 
terminating swim episodes; and NA release onto glycinergic neurons, slowing swim 
frequency (McLean & Sillar 2002; 2004; Fig. 2.4). NO’s highly diffusible nature allows 
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it to act on multiple neurons and synapses simultaneously, and as such any increase in 
NO concentration would be expected to facilitate local synaptic transmission. Of course 
the critical next step in these experiments is to deduce whether the PSPs were 
excitatory, inhibitory or a mixture of the two, and as such appropriate pharmacological 
manipulations would need to be performed.      
Unlike NO, DA is known to act directly in the spinal cord in pro-metamorphic stages of 
Xenopus tadpoles (Clemens et al, 2012). DA acts in a dose-dependent manner, with low 
concentrations (2M) depressing spontaneous motor activity; and higher concentrations 
(50M) increasing activity. Moreover the effects were shown to be mediated via 
activation of either high-affinity D2-like receptors, that mimicked the effects of low 
DA; or low-affinity D1-like receptors, that mimicked the effects of high DA. In my 
experiments, the D2-like receptor agonist quinpirole (25M) hyperpolarised spinal 
neurons (Fig. 3.24), suggesting that this is the primary mechanism through which low 
concentrations of DA depress the network output. Initial experiments using 50M DA 
showed a consistent hyperpolarisation of spinal neurons, despite 3/5 preparations 
showing an increase in spontaneous network activity (Fig. 3.21A & B). After seeing 
similarly confusing results with 50M DA in a series of extracellular experiments (see 
Fig. 2.15 & 2.16), it was decided to increase the high dose of DA to 100M. When 
100M DA was applied to nervous system, the initial effect was still a 
hyperpolarisation (3/3 neurons). However, this was only transient and it was 
subsequently superseded by a sustained depolarisation (Fig. 3.22). I propose, therefore, 
that during relatively low concentration DA application (as in the 50M experiments or 
the initial few minutes of the 100M experiments), DA preferentially activates the high 
affinity D2-like receptors. To clarify this, the DA is made up to a stock concentration, 
but during superfusion of the preparation, the DA concentration in the recording 
chamber builds up as it replaces the control saline. This means that during the first few 
minutes the concentration will be lower than the final concentration the preparation is 
exposed to, and so preferentially activates the high affinity D2-like recptors. 
Subsequently, the DA concentration will increase to a level approaching the stock 
concentration (100M) and should then activate the low affinity D1-like receptors to 
mediate depolarisation of spinal neurons and ultimately an increase in the motor output 
(Clemens et al. 2012).  
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The effects of quinpirole (Fig. 3.24C & D), and the effects of a low dose of DA (Fig. 
3.21Bii & C and 3.22C), are associated with membrane hyperpolarisation and a 
reduction in IR. These data suggest that D2-like DA receptor actication opens a K
+
 
channel. In general, D1-like and D2-like receptor signalling is mediated by opposing 
effects on cAMP concentration; D1-like receptor activation mediates an increase in 
cAMP; whilst D2-like receptor activation mediates a reduction (Stoof & Kebabian 
1981). In turn, cAMP has been shown to directly activate cyclic nucleotide gated ion 
channels, linking DA signalling to changes in membrane potential (Loucif et al. 2008). 
However, this pathway cannot explain my results, since lower cAMP concentrations 
would close and not open a channel. Perhaps a more likely mechanism for the effects of 
D2-like receptor activation is the direct activation of G-protein coupled inwardly 
rectifying K
+
 (GIRK) channels. Activation of GIRK channels has been shown to 
mediate membrane potential hyperpolarisation in both SNc neurons and cultured SNr 
neurons (Kim et al. 1995; Lacey et al. 1987). These K
+
 channels form stable complexes 
with several GPCRs, including D2-like DA receptors (Lavine et al. 2002), and have 
been shown to mediate inhibitory effects on neurons. (reviewed in Beaulieu & 
Gainetdinov 2011; Lüscher & Slesinger 2010).  
In lamprey MNs, DA is known to act via D2-like receptors to reduce calcium entry and 
prevent the activation of SKCa channels (McPherson & Kemnitz 1994; Schotland et al. 
1995). DA also blocks low-threshold, fast-inactivating K
+ 
channels in the same system, 
and together mediates a general excitatory effects on MNs. This is clearly different to 
the way D2-like receptors control spinal neuron excitability in Xenopus. An inhibitory 
role for D2-receptors is much more common in the mammalian dorsal horn, where they 
are known to mediate depression of the monosynaptic stretch reflex (Carp & Anderson 
1982; Gajendiran et al. 1996 & Clemens & Hochman 2004).  
Another study has shown that excitatory AMPA currents in mammalian MNs are 
potentiated via D1-like and not D2-like receptor activation (Han et al. 2009). 
Furthermore, DA causes a depolarisation and reduces the mAHP via inhibition of SKCa 
channels, resulting in increased excitability within these neurons (Han et al. 2007). If 
similar mechanisms exist in the tadpole spinal cord, then the apparent increase in IR 
associated with depolarisation during DA application (Fig. 3.22C) could result from a 
closure of these K
+
 channels. GIRK channels are also a potential target for D1-like 
receptor activation, and given the strong possibility that D2-like receptor activation may 
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underlie the observed hyperpolarisation, it would be a neat solution if D1-like receptor 
activation opposed these effects by acting on the same target. In cultured SNr neurons, 
the D1-like DA receptor agonist SKF-38393 was found to reduce a GIRK-mediated K
+
 
conductance in 20% of neurons (Kim et al. 1995). This only occurred at relatively high 
DA concentrations, and was opposite to the prevailing effects of DA in these neurons, 
which was mediated by an activation of a GIRK-mediated conductance via D2-like 
receptors.  Another intriguing possibility is that D1-like receptor activation may cause 
depolarisation by increasing the Ih conductance, as it does in mammalian RGCs (Chen 
& Zhang 2007); and in the motor axons of pyloric dilator neurons in the lobster STG 
(Ballo et al. 2010). In both cases cAMP-dependent mechanisms are thought to be 
involved, and blocking Ih occluded the effects of DA or D1-like receptor agonists.  
The effects of DA at earlier stages of Xenopus development have not been studied 
extensively. However, recent evidence points to a switch in the effects of DA between 
early and late larval stages (Picton et al. unpublished observations). DA at all 
concentrations (0.1-100M) was inhibitory up until larval stage 48, reducing evoked 
episode duration; swimming frequency; and the number of spontaneous episodes. 
Recordings from spinal neurons highlight a consistent hyperpolarisation of the 
membrane potential in both DA and quinpirole, but no effect of the D1-like receptor 
agonist SKF-38393. The excitatory effects of DA on the spinal cord (Clemens et al, 
2012) are only seen from stage 49 onwards, and are also associated with an increase in 
evoked episode duration and swim frequency (Picton et al. unpublished observations). 
Given the current evidence, it seems likely that a developmental switch in DA receptor 
expression, with D1-like receptors appearing later than D2-like receptors, underlies the 
differential responses of early and late larval tadpoles to high concentrations of DA. 
Another possibility is that the D1-like receptors are present at both stages, but 
depolarisation is dependent on a DA-mediated potentiation of an Ih current (Chen & 
Zhang 2007; Ballo et al. 2010). The switch in DA’s effect on the motor output could 
then be explained by the apparent appearance of Ih during development (see Fig. 3.9).   
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Conclusions and future perspectives. 
My thesis has accomplished 3 significant contributions to neuroscience. Firstly, I have 
discovered a novel example of deep-brain photoreception in a vertebrate brain, which 
links luminance detection to motor output. Secondly, I have advanced the collective 
knowledge of how both NO and DA contribute to neuromodulation within motor 
control systems. Thirdly, I have developed a new preparation for whole cell recording in 
pro-metamorphic Xenopus tadpoles. This has allowed me to assess the cellular basis of 
the neuromodulation I have described, as well as to begin to understand how the 
dramatic switch in behaviour seen during Xenopus development is mediated at the level 
of the spinal neurons controlling swimming.  
I have demonstrated that the brain of the pro-metamorphic Xenopus frog tadpole is 
sensitive to light, via a mechanism that does not involve the classical photoreceptive 
tissues of the eyes or pineal gland. This photosensitivity has been localised to a small 
region of the caudal diencephalon and shown to be tuned to short-wavelength UV light. 
The discovery of neurons within this light sensitive region of the tadpole brain that 
express the UV-specific opsin, OPN5, strongly suggests that this is the mechanism for 
phototransduction. Since photosensitivity in vertebrates is thought to originate from 
periventricular neurons of the diencephalon, it seems plausible that this mechanism is 
evolutionarily ancient, and may have been part of a simple set of light detecting neurons 
in a primitive aquatic protovertebrate (Vigh et al. 2002). Another critical aspect of these 
experiments is that the light sensitivity was found to be directly linked to the occurrence 
of spontaneous locomotor activity. Upon illumination, the isolated nervous system 
produced regular episodes of fictive locomotion, while in the dark the preparations were 
generally silent. I found no significant difference between the coordination (the quality) 
of the swimming in the different light conditions, suggesting that the system merely 
controls how likely the animal is to locomote (the quantity of swimming or, the 
probability that the animal will swim). Behaviourally, this means that the brighter the 
local environment, the more the tadpole will swim. 
An important next step will be to determine the pathway which links the photoreceptive 
neurons to the activation of the motor system. The OPN5-positive neurons were found 
in close proximity to a set of dopaminergic neurons potentially related to the A-11-type 
population, which are known to project to the spinal cord and control motor output in 
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other species (Clemens et al. 2006). This could be one possible pathway, but it is also 
possible that the OPN5 neurons activate other supra-spinal centres involved in 
locomotion, such as the MLR in the midbrain, or reticulospinal nuclei in the hind brain. 
Interestingly, both these possibilities could be involved simultaneously, since in the 
lamprey dopaminergic neurons within PT have been found to project to and excite the 
MLR directly (Ryczko et al. 2013).  
The function of this light sensitivity seems likely to be as a simple mechanism to ensure 
the tadpole remains in an optimal photic environment. It could potentially help avoid 
exposure to damaging UV radiation from the sun, which is a remarkably well conserved 
trait, even shared by bacteria (Choi et al. 1999; Ng et al. 2003). This is largely due to 
the fact that UV radiation is known to cause direct damage to DNA. Additionally it may 
help to avoid the brightest areas of the environment where detection by predators would 
be easier. This kind of light avoidance strategy is found in many fish species where it is 
thought to be a specific advantage against aerial predation (Clark & Levy, 1988).  
Another possibility is that the deep-brain light sensitivity could overlay the classical 
circadian control mechanisms, which help to prepare the body for the inevitable and 
predictable daily fluctuations in the environment. Given the tuning of this response to 
short wavelengths, it may be appropriate to detect subtle changes in the lighting 
conditions in an aquatic environment, where the influence of longer wavelengths is 
filtered out by the water. Intriguingly, it has even been suggested that the evolution of 
circadian systems may have begun with primitive blue-light photoreceptors (Ghering & 
Rosebash, 2003). In bacteria, DNA damage caused by UV radiation is repaired by a set 
of flavoproteins called photolyases (Sancar, 1993). Their activity is dependent on UV 
light and they are closely related to cryptochromes, another type of flavoprotein, which 
are involved in circadian functions in both plants (Devlin & Kay, 2000) and animals, 
and have been studied extensively in Drosophila (Emery et al. 2000). It is thought that 
an original need to avoid harmful UV radiation led the proteins involved in DNA repair 
to become specialised for blue light detection, and that subsequently these proteins 
became an integral part of circadian control systems (Ghering & Rosebash, 2003).     
Neuromodulation is an important concept in understanding how the nervous system 
functions. Neuromodulation within motor systems is a general principle which allows 
the relatively robust rhythmic behaviour they control to be flexible. This can occur both 
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on a cycle-to-cycle basis, and over the course of development, to enable the same basic 
neuronal network to operate over a large dynamic range. Biogenic amines have been 
particularly well studied for their role modulating locomotion, including in Xenopus 
tadpoles. For example, 5-HT has been found to mediate pronounced effects on 
swimming rhythm (McDearmid et al. 1997) as well as contributing to the increased 
flexibility of the motor output between the embryonic and early larval stages of 
development (Sillar et al. 1992). At pro-metamorphic stages of development, aminergic 
modulation has been shown to have a continued role (Rauscent et al. 2009). In addition 
to 5-HT and NA, a role for DA has been investigated at these stages and shown to act at 
either D1-like DA receptors to increase the occurrence of swimming, or D2-like DA 
receptors to decrease it (Clemens et al. 2012).  
I have investigated the actions of DA on the spinal neurons which mediate the motor 
output and found that D2-like receptor activation (with a specific agonist or a low dose 
of DA) leads to a hyperpolarisation of the membrane potential. In contrast, at higher 
concentrations DA was found to mediate a bi-phasic effect, first causing a transient 
hyperpolarisation and then leading to a sustained depolarisation of the membrane 
potential.  Preliminary results suggest that in addition to mediating opposing actions on 
motor output during pro-metamorphosis, the effects of DA change during development 
(Picton et al. unpublished observations). A high dose of DA depolarised spinal neurons, 
and increased motor output at the stages studied in this thesis; at younger stages of 
development (<49), DA has a purely inhibitory effect, regardless of the concentration. 
These results highlight the complex nature of neuromodulation since the same 
neurotransmitter can have completely different actions both as development progresses 
and indeed even within the same circuit. In the future, it will be important to confirm 
the initial findings in pro-metamorphic tadpoles by linking the differential effects on 
membrane potential to the specific activation of DA receptor sub-types. In addition, 
whether or not the DA receptor complement changes during development will need to 
be determined. This seems the most likely route to mediate the switch in DA’s actions, 
however it remains a possibility that D1-like receptors are present throughout 
development but cannot mediate a depolarising effect, due to the prevailing membrane 
properties and G-protein-linked mechanisms of neurons in younger animals.  
In addition to DA, I also investigated the effects of NO on the motor systems 
controlling Xenopus swimming. I found that NO has a net excitatory effect on the 
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occurrence of spontaneous locomotor activity at pro-metamorphic stages. Moreover, 
these effects were found to be primarily mediated in the brainstem. Patch recordings 
from the spinal cord showed that NO donors depolarised spinal neurons, although it was 
unclear if this effect was a direct effect on the spinal circuit. Future studies should be 
able to quickly assess whether NO has additional excitatory effects in the spinal cord, 
which compliment the dominant effects in the brainstem. NO’s actions at pro-
metamorphic stages were in contrast to the potent inhibitory effects of NO at earlier 
stages of Xenopus development (McLean & Sillar, 2002,2004), which were predicted to 
be primarily based on effects within the spinal cord. Again this highlights the 
importance of longitudinal developmental studies as, just like DA, NO apparently 
switches its effect on the motor output from primarily inhibitory to primarily excitatory.  
One additional aspect of neuromodulation I attempted to address within this system was 
whether or not NO and DA may interact to bring about modulatory effects on the motor 
output. Although my results suggest that the two neuromodulators act via separate 
pathways to affect swimming, this type of interaction is worthy of considerable 
attention in the future. There is abundant evidence for NO being involved in aminergic 
signalling in the nervous system (for review see Kiss, 2000), including in earlier stages 
of Xenopus development (McLean & Sillar, 2002). In the Xenopus spinal cord, NO 
facilitates noradrenergic signalling and reduces locomotor frequency. These and other 
similar effects are generally attributed to NO’s highly diffusible nature, which allows it 
to alter the signalling of other neurons without necessarily having to connect directly 
with them. This ‘volume transmission’ is particularly relevant to excitatory 
glutamatergic signalling, since NO production is closely linked with NMDA receptor 
activation (see Garthwaite & Boulton, 1995). The basis of this is that nNOS is 
connected to NMDA receptors via the postsynaptic density protein, PSD-95, and thus 
directly exposed to Ca
2+
 ions entering the cell via the channel. The Ca
2+
-dependent 
activation of nNOS subsequently leads to increased NO production. In general, this 
means that while neurons are active there will be a ‘cloud’ of NO around the 
glutamatergic synapses. It is proposed that this may act as an extension of glutamatergic 
signalling, which is largely constrained to the synaptic cleft (Kiss et al. 2004). By acting 
in this way NO signalling is well placed to link synaptic transmission with 
neuromodulation and help set the modulatory state of the nervous system. Of course, to 
achieve specific effects NO is constrained by the location of its downstream target 
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proteins, and therefore the highly diffusible nature of NO does not necessarily lead to 
global effects on every neuron it comes into contact with.  
The development of a new preparation for patch clamp recordings of spinal neurons at 
pro-metamorphic stages of Xenopus development was one of the primary goals of this 
thesis. Now that this has been brought to fruition, it is an important addition to the 
motor control field. First and foremost, it served an important role in initial attempts to 
understand the effects of neuromodulators on swimming in these stages. This was 
highlighted most clearly by the discovery of a bi-modal effect of dopamine on the 
membrane potential of spinal neurons (see above). These data provide preliminary 
evidence for the cellular basis of DA’s opposing effects on motor output in pro-
metamorphic tadpoles. More generally, the new preparation has allowed the dramatic 
switch in motor behaviour between embryonic and late larval Xenopus tadpoles to be 
investigated in more depth. The transition to free-swimming is necessary to facilitate the 
animals filter feeding lifestyle and is characterised by near continuous motor activity. 
Being in the water column all day to feed also necessitates a far more sophisticated 
motor control system in order to deal with new threats from predation, as well as to seek 
out richer food patches.  
At the level of the spinal cord, the dramatic changes in motor output have been shown 
to be matched by significant alterations to cellular machinery of the locomotor CPG. 
There is evidence for the expression of new ion channels, including Ih, which may 
underlie the sag currents and PIR. I observed in a large proportion of neurons. 
Furthermore, a sub-set of neurons were found to have an approximately 200ms sAHP 
following an action potential. This suggest that KCa channels are present in these 
neurons, and may represent an important avenue for neuromodulation since these 
channels are regularly targeted in other species. The increased complexity of the spinal 
network, and the diversification of cellular properties was underlined by the discovery 
of neurons with a completely novel set of firing properties compared to those in the 
Xenopus embryo. Neurons have been recorded from that fired tonically from rest and 
that could switch between tonic and rhythmic firing during swimming episodes. 
Moreover, a small sub-set of neurons displayed intrinsic bursting during depolarisation. 
The next step, of course, is to document and systematically characterise each of these 
changes. Appropriate pharmacological manipulations should allow confirmation of 
additional membrane channels and to assess the contribution of various ionic 
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conductances to the suite of novel cell properties found in these neurons. One of the 
major benefits of the Xenopus model, especially in light of this new preparation, is that 
an observation can be tested with essentially the same techniques from any point in 
development between embryo and adult. Therefore it is possible to study not just how 
the spinal circuit operates at a given time point, but how the network changes during 
development. Moreover, these changes can be followed from the level of single neurons 
all the way through to real behaviour.  
One of the primary reasons for developing this preparation was to enable further 
investigation of the dramatic switch in motor control strategy displayed by the 
metamorphosing tadpole. This work was begun by recording extracellularly from axial 
ventral roots in tandem with nerves serving the limb muscles (Combes et al. 2004). This 
paper showed there was a series of transitional stages, whereby the rhythm driving the 
limbs in the adult frog emerged from the very different rhythm that controlled axial 
swimming in the tadpole. The new preparation enables this project to be resurrected, 
this time focusing on how the spinal network is reorganised at the cellular and synaptic 
level. One area to investigate will be how the firing patterns of the secondary MNs 
(innervating the hind limbs) change over the course of metamorphosis. Implementing 
this type of experiment should be fairly straightforward, as the limb MNs can be 
backfilled by crushing dextran dyes into the muscles. This will enable visually guided 
patch clamp recording and should allow a defined population of spinal neurons to be 
characterised. The same technique can be used to make comparable recordings of axial 
MNs, as well as to differentiate between the developing flexor and extensor motor 
pools. One particularly important topic to investigate further is the preliminary finding 
that axial and limb MN pools are electrically coupled (Wagner et al. unpublished 
observations). This cellular phenomenon may underlie the functional connection 
between the axial and appendicular rhythms seen during early metamorphosis (Combes 
et al. 2004).  
Ultimately, the pro-metamorphic Xenopus tadpole may serve an important role in 
furthering our understanding of the evolution of the vertebrate limb and the central 
circuits which control it. Not only does it represent an early example of a limb, since 
amphibians were some of the first animals to invade the land, but the frog hind limb 
controls a relatively simple biomechanical action that does not have the fine control of 
more agile mammalian species. For these reasons, it may be a relatively simple model 
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to study limbed locomotion; but more than this, it provides the rare ability to study this 
development in an animal that is experimentally accessible and freely behaving. 
Another major benefit is that the orchestration of amphibian metamorphosis by thyroid 
hormones is particularly well understood. Moreover, the effects of hormonal induction 
can be recapitulated in vitro since these preparations are viable for several days, 
potentially allowing hormonally regulated changes to be characterised at the level of the 
cellular physiology. Another prospect is to transfer the techniques developed in X. 
laevis to the genetically tractable X. tropicalis. These animals are already widely 
available and can be adapted for electrophysiology in exactly the same way as reported 
for X. laevis (Denis Combes, personal communication). The potential to genetically 
manipulate populations of neurons within the tadpole spinal cord may be crucial in 
determining the precise roles of spinal interneurons, as has proven to be the case in the 
zebrafish and mouse spinal CPGs. It is apparent that the Xenopus spinal network must 
be reorganised to enable an axial pattern of left-right alternation to be replaced with an 
appendicular pattern, with left-right synchrony, and additional coordination of flexor 
and extensor muscles. However, it is unclear whether pre-existing, axial-specific 
interneurons are incorporated into the newly developing limb circuits or if the entire 
circuit develops de novo, as is the case for the MNs. By identifying and recording from 
neurons in the circuit it may be possible to discover, not just how this incredible feat of 
development is accomplished, but also how limb-based neural networks are wired 
together in general.   
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