Abstract-In the last few years, a number of available screening compounds has been growing rapidly due to the recent developments of high-throughput screening in drug discovery. Chemical vendors provide millions of compounds for drug lead identification; however, these compounds are highly redundant. Clustering method that groups similar compounds into families, can be used to analyze such redundancy. One of most used clustering method is cluster-based compound selection, which involves subdividing a set of compounds into clusters and choosing one compound or a small number of compounds from each cluster. However, little research has been done on overlapping method fuzzy c-means (FCM) and fuzzy c-varieties (FCV) clustering algorithms in compound selection research. Therefore, these two clustering algorithms are implemented and the performance is analyzed based on the effectiveness of the clustering results in terms of mean intercluster molecular dissimilarity (MIMDS) where these results are compared with one another. The analysis shows that in terms of MIMDS, the FCV is better than FCM because it clearly shown the uniform results compare to FCM clustering algorithm.
INTRODUCTION
There have been a lot of investments in new technologies especially in chemoinformatics for early stage of drug discovery. Chemoinformatics is the mixing of those information resources to transform data into information and information into knowledge for intended purpose of making better decisions faster especially in the area of drug lead identification and organization [1] . However, so far, these are not resulting in more drug profits as discovery and marketing of a new drug cost a pharmaceutical company up to 650-800 million US dollars and take an average of 12 to 24 years. In addition, the research of novel compound in chemical industry is vastly complex and expensive when using traditional techniques and needs a long period of trials. For example, it could take a chemist 27 million weeks or 0.5 million years to synthesize 1,000 compounds per week [2] . Nevertheless, the drug discovery process is a very risky business because most of the recently found compounds do not result in a drug. In addition, the molecule that has the potential to become drugs may cause unexpected long-term side effects. The increasing numbers of molecules with different features in chemical databases, the time-consuming and expensive process increases the complexity for the chemist bring difficulty to chemist in analyze the large dataset as fast as possible has been the factor for pharmaceutical industries to find the best method in compound selection.
One of the potential ways to reduce the processing time and cost of drug discovery is using the compound selection method to select diverse sets of molecules in lead identification process [3] . This method can be used to screen, synthesize and analyze millions of compounds in order to find a possible useful compound. It involves subdividing a set of compounds into clusters and choosing one compound or a small number of compounds from each cluster. It is also used to groups the data into classes or clusters so that the objects within the cluster have high similarity in comparison to one another, but are very dissimilar to those data objects in other clusters [4] . Indirectly, by using this method, it has helped the researches in finding lead compounds faster and more effectively.
There are two types of clusters, namely overlapped and non-overlapped. The non-overlapped clustering method occurs when each compound is a member of only one cluster. In contrast to non-overlapped clustering, overlapped clustering method can allow some molecules or compound to become members of more than one cluster. The hierarchical and nonhierarchical clustering methods are the two major categories of non-overlapped clustering. Currently, nonoverlapping method is the clustering methods mostly used in chemical datasets [4] . This is because this clustering method is simpler, easier and widely used as compared to other overlapping methods in terms of development and analysis. This is proven by Willett in th International Conference on IT in Asia (CITA) his study of comparing Ward's (hierarchical) and Jarvis-Patrick (non-hierarchical), initiates that non-overlapping methods are the most effective methods for compound-based selection [5] .
Most of the current compound-based selection methods use crisp or non-overlapping clustering methods however, there are little focus has been given to overlapping clustering method in term of compound selection [6] . One of example of the overlapping method is fuzzy clustering. Over the past few years, researchers have started using fuzzy clustering to cluster chemical compounds because it is more realistic than crisp clustering. The comparison between overlapping and nonoverlapping methods is important because of the cluster in the data are usually not completely well separated. Fuzzy clustering is a popular method that accepts this fact and assigns a membership degree between 0 and 1 for each cluster to every data object.
This study is part of ongoing research on fuzzy clustering approach in cluster-based compound selection and builds on the previous work that evaluated the ability of fuzzy c-means (FCM) and fuzzy c-varieties (FCV) algorithms to separate their active and inactive structures in compound selection [7] . In this paper, these two clustering algorithms are implemented and the performance is analyzed based on the effectiveness of the clustering results in terms of mean intercluster molecular dissimilarity (MIMDS) where these results are compared with one another. The different values of fuzziness index and the number of clusters are also experimented in order to see the effect of these different values to the clusters produces by fuzzy clustering.
II. FUZZY CLUSTERING ALGORITHMS
Fuzzy clustering is a widely applied method for acquiring fuzzy pattern from data. In this section, we give a brief overview of the two main clustering algorithms for compound selection namely, fuzzy c-means (FCM) and fuzzy c-varieties (FCV).
A. Fuzzy C-Means (FCM) Algorithm
Fuzzy c-means (FCM) is a data clustering method in which allow one piece of data to belong to two or more clusters with every datapoint in the dataset belonging to every cluster to a certain degree [8] . For example, a certain data point that lies close to the center of a cluster will have a high degree of belonging or membership to that cluster and another data point that lies far away from the center of a cluster will have a low degree of belonging or membership to that cluster. It is also known as fuzzy ISODATA and one of the most widely used fuzzy clustering algorithms [9] . This method was developed by Dunn [10] in 1973 and improved in 1981 [11] and is frequently used in pattern recognition.
In the first stage of FCM algorithm, the centroid for each cluster is initialized. The primary centroid C i is chosen randomly, before the start of the clustering process. The centroid C i depends on the number of clusters defined in each clustering process. The centroid C i is then used to compute the degree of membership for compounds, depending on the similarity measure between the compounds to the centroid. The calculation of the degree of membership (u ij ) from centroid i to compound j in the clusters is derived from Equation 1 [12] :
, (1) where X jk is the data point of the jth compound at the kth variable and V ik is the centroid value in the ith cluster at the kth variable.
The value q=1 is not suggested since FCM algorithm is a generalization of its historical predecessor (hard c-means algorithm), where the membership are assigned only to the value of 0 and 1 [13] . A common choice of q is 2 [13, 14, 15] . From the membership matrix, we first derived the fuzzy centroid (C i ) as suggested in [13] :
, (2) where u ij is the degree of membership, q is the fuzziness index, X jk is the data point of the jth compound and M is the number of data point.
B. Fuzzy C-Varieties (FCV) Algorithm
FCV algorithm proposed by Bezdek is one of those algorithms where the prototype of each cluster is a multidimensional linear variety [16] . The dimension of the linear variety spanned by the linearly independent vectors ranges from one to arbitrary number less than that of the data space. The linearly independent vectors spanning the linear varieties can be regarded as principal component vectors which are obtained through principal component analysis. Therefore, the FCV clustering algorithm is a simultaneous approach to cluster analysis and principal component analysis. Local principal component vectors are obtained by partitioning the data set into some clusters. By analyzing the obtained principal components, the structure in the data set can be read off.
The FCV algorithm also can be used to identify groups of points ordered in a line configuration of each class [13] . In the FCM algorithm, the distances from a data point to the cluster prototype are calculated and the choice of the distance measure determines the shape of the clusters. Usually the Euclidean norm is used as distance measure and this induces spherical clusters. The FCV algorithm is an extension of the basis FCM that define the prototypes as r-dimensional linear subspaces of the vector data space [16] . This means it allows the prototypes to be r dimensional varieties, i.e. lines (r=1), planes (r=2) or hyperplanes (2¡r¡p) rather than just points in p [13, 17, 18] . The linear variety of dimension r through the point v p, spanned by linearly independent vectors {s1, s2, s3. . . . . . .sr} [8] can be denoted as:
.
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In FCV clustering, the linearly independent vectors spanning the variety are the principal r-eigenvectors of the cluster covariance matrix [15, 18] 
where c is the number of clusters, n is the number of data, u kj , define in equation (1) is the membership degree of vector j to cluster k, q is the fuzziness index (1 ≤ q < α), x j is the jth data vector and V k , define in equation (2), is the centre of cluster k. Thus, the algorithm can be improved by adding two steps to the iteration process which is calculation of the cluster covariance matrices and extraction of the principal r-eigenvectors then followed by the FCM algorithm [17] as shown in Fig. 1 . For r = 0 the sum disappears such that the FCV distance function is identical to the FCM distance function [13, 17, 18] . Since this application configured line shape, therefore r =1 and the distance is shortest, perpendicular, distance from data point x j to the prototype line L (v k , s k ) [17] . In these algorithms, the parameter q influences a fuzziness of the cluster which means the larger q is the cluster becomes fuzzier and difficult to interpret. Thus for this study, the value q is tested in the range of 1.1 to 2, to see the influence of the fuzziness index to the clusters and to cater for different separatability of the clusters in the dataset [13] .
III. EXPERIMENTAL DESIGN
The performance of FCM and FCV clustering algorithms are evaluated based on their MIMDS using the diversity analysis. This analysis is based on the similarity index for chemical compound in the AIDS National Cancer Institute's (NCI) database, where data are cell-based assay measuring protection from HIV-1 infection. In this database the higher the diversity, the possibilities to find a diverse set of bioactive compounds to test the leads will be increased. For this study, 1000 molecules are tested and analyzed, where it consist of 247 are confirmed actives (CA) and 753 are confirmed inactive (CI). The confirmed inactive molecules were selected randomly. All compounds are characterized using Barnard Chemical Information (BCI) bit string descriptor where each bit represents the presence or absence of certain fragment in the molecule. Bit string descriptors are chosen because it is the most effective descriptor in selecting representative subsets of bioactive compounds due to its ability to distinguish actives and inactives better than other descriptors [19, 20] .
The choice of similarity measure of this database is based on the kind of descriptors used. The similarity measure will be calculated using the Tanimoto coefficient since the descriptors chosen in this project are based on 2D binary fingerprints. The value of Tanimoto coefficient ranges from zero to 1 [4] . A value of one indicates that the molecules have identical fingerprint representations and value zero indicates that there is no similarity between two molecules. For measuring the diversity of a set of compounds, MIMDS between the cluster centroid is used and this is applied by using the Tanimoto coefficient:
. (5) MIMDS is used to ensure that the use of the clustering algorithms for compound selection will result in a diverse selection of compounds when compounds are selected from each cluster. This gives a measure of relative diversity on how different the compounds are to each other, but not on how much space is covered by the compounds [4] . This also can be applied to the centroid of the clusters where the higher the value of MIMDS, the more different the centroid of the cluster will become. These experiments are calculated for every 10 up to 50 clusters with the range of fuzziness index in between 1.1 to 2.0.
IV. EXPERIMENTAL RESULT
This section will show the results from the experiments conducted on MIMDS of FCV and FCM to test the intermolecular dissimilarity between the centroid of the clusters. The results for FCV algorithm for this analysis are shown in Table I , where the results are based on different fuzziness index (q) with the different number of clusters used. From this table, it shows that the value of MIMDS generally increases from MIMDS = 0.640 to MIMDS = 0.759 as the number of cluster (c) becomes larger. However, the th International Conference on IT in Asia (CITA) value of MIMDS decreases as q becomes lower. Fig. 2 shows the graph of the number of cluster from 10 to 50 versus the MIMDS. From this graph, generally, it can be interpreted that the number of clusters choices affects the MIMDS. This means that the higher the number of clusters has chosen, the higher the value of MIMDS. The results for FCM algorithm are shown in Table II , where the results are based on different fuzziness index (q). At the lower level of q, the intermolecular dissimilarity values improve as the clusters become better separated. Fig. 3 shows the result for Cluster 10 to Cluster 50 by using q = 1.1 to 2.0. This graph shows the impact of all clusters with different fuzziness index to the MIMDS value. It also shows the best result obtained from the lowest value of q. The graph shows that the MIMDS rises rapidly for q=2.0, from 0.691 (Cluster 10) to 0.734 (Cluster 50). Based on this, the best result is obtained from the largest number of cluster. For this analysis, the larger the number of cluster (c) and the lower value of fuzziness index (q) will give the higher value of the dissimilarity between the cluster centroid. The MIMDS between FCV and FCM is analyzed in Fig. 4 . For this analysis the FCV results were taken from q=1.6, where the clusters were better separated and gives the better result of MIMDS. This graph shows that FCV clustering method provides the highest value of MIMDS for its centroids when the number of clusters becomes larger (more than thirty clusters). In contrast, the FCM gives poorer result in MIMDS when the cluster value (more than thirty) is increased. But, FCM algorithm shows the best result when the small cluster is concerned (less than thirty clusters) compared to FCV. Both clustering gives better results of MIMDS when the numbers of cluster become larger. 
V. DISCUSSIONS
The experiments results show that FCV gives higher value of MIMDS compared to FCM clustering because the centroids produced by FCV are better than centroids produced based on FCM clustering. This shows that the clusters in FCV are more dissimilar between each other compared to FCM clustering even though the active/inactive structure is less separated in FCV clusters. The value of MIMDS generally increases as the number of cluster (c) becomes larger (more than thirty clusters). In contrast, the FCM gives the poor result in MIMDS when the cluster value (more than thirty) is increased. But, FCM algorithm shows the best result when the small cluster is concerned (less than thirty clusters) compared to FCV. Apparently, both clustering give better results of MIMDS when the numbers of cluster become larger. This indicates that the centroids from clusters in FCV clustering are far more different between each other than centroid from clusters in FCM clustering method. This may happen because of the centroid obtained from FCV clustering are more complex compare to FCM clustering methods. Thus, this gives better centroids which are more dissimilar to each other compare to FCM clustering method and promises to be used for further analysis in chemical compound selection.
VI. CONCLUSION & FUTURE WORK
The analysis shows that the FCV is better than the FCM clustering when a higher number of compounds and higher fuzziness index value are concerned. These results are affected by number of clusters and the fuzziness index value. By selecting the best value for this criterion, it will give superior results. Apart from that, by using FCV algorithm it clearly shows better performance indicators as compared to FCM algorithm. The analysis of FCV clustering method also shows a better diversity of analysis in compound selection and more research should be done to test the effectiveness of this method with other cluster-based methods. Therefore, it can indicate which algorithm has its potential further analysis.
For this study, the dataset used for the experiment in this research work is represented by dictionary-based bit string descriptor. Experiments should also be conducted using other binary descriptors and non-binary descriptors such as the topological indices and 3D descriptors to show the difference that will be obtained from the two descriptors. The experiment should repeat with large number and variations activities in datasets. Other fuzzy clustering approaches can also be used, such as the Fuzzy c-Shell and Adaptive Fuzzy c-Varieties clustering in order to produce better results of whether the compounds are suitable to become new drugs.
