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Abstract
With the rise of cloud computing, distributed services are supplanting the role of traditional
host-based systems. The performance of such applications is dependent on the properties of
the network that connects their nodes. However, measurement studies have shown that the
end-to-end performance for almost all network paths is suboptimal with regards to latency and
throughput—alternative paths which could improve upon those metrics can be seen to exist,
but applications have no means by which to exploit them.
The performance of network paths can be improved with detour routing, an approach which
can enhance path performance by redirecting end-to-end communication ﬂows via tertiary de-
tour nodes, exploiting otherwise unrealised connectivity in the network. However, discovering
eﬀective detour nodes for arbitrary end-to-end Internet paths incurs a high measurement cost,
and discovering such nodes in a scalable fashion remains an open problem. Existing proposals
have been restricted to optimising simple metrics, such as latency, or have exploited third-party
infrastructure to gather measurements. Where they have been evaluated within a practical
context, such systems have shown limited performance improvement, especially with regards to
throughput.
In this thesis, we show through large scale measurement that the existence of detour routes is
widespread, and develop a concrete architecture for improving latency and throughput on arbi-
trary Internet paths. We ﬁnd that to achieve eﬀective detour routing in practice, it is necessary
to consider entirely separate approaches for latency and throughput. We propose two novel
approaches for scalable detour discovery: a network-structure based approach for discovering
latency detours, which identiﬁes detour paths by analysing AS-paths; and a statistical approach
for discovering bandwidth detours, which identiﬁes the most eﬀective detours based on their
aggregate detouring potential.. Furthermore, we establish that network-layer detouring cannot
be eﬀective for optimising TCP throughput and instead develop a transport-layer approach,
which is demonstrated to achieve signiﬁcant bandwidth improvements over a diverse range of
Internet paths.
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1 Introduction
As Internet access has become more prevalent, there have been two ongoing trends in application
architectures. First, Internet access is now an assumed requirement for many applications, and
the standard means of application delivery is shifting from host-based applications to cloud-
based applications hosted within the network. Second, as the network increases in capacity, the
demand from applications for network resources has increased [1]. Now that the network and the
applications that run upon it are so intertwined, the performance of these applications is now
frequently dependent on the performance of the network, rather than the performance of any
end user device. The result of this is that end users have become exposed to the capabilities and
performance of the underlying network infrastructure. For example, users can clearly observe
the degraded performance of applications such as VoIP when using unreliable network paths [2],
or video streaming in the presence of limited network bandwidth [3].
While the capacity of the Internet infrastructure has grown at an exponential rate [1], the scale
and federated nature of the network has meant that the protocols which underlie the network
architecture, TCP and IP, have evolved at a much slower rate. The result of this process is that
the network architecture is necessarily designed to ensure that scalability is maintained, and it
is not optimised to provide a service optimised for any particular application or path metric [4].
1.1 Problem statement
Measurement studies [5, 6] have demonstrated that end-to-end network paths can be ineﬃcient
in terms of application-centric metrics, speciﬁcally latency and throughput. For almost all end-
to-end network paths, it can be seen that alternative paths through the network exist which
could oﬀer superior path metrics compared to the path that the network oﬀers. The median
reduction in latency from using an alternative network path is 6%, but a small number of paths
(6%) can beneﬁt from a halving of latency. This eﬀect is more pronounced with throughput,
where the median bandwidth improvement is 80%.
However, the Internet does not generally provide a means for applications to exploit these
alternative paths, so approaches have been developed to provide better paths to applications.
Deploying protocols that can make more eﬃcient use of the existing network paths is diﬃcult
because it requires all participating nodes to make use of these protocols. For example, the
SPDY transport protocol [7] can enable the HTTP application protocol [8] to make more eﬃcient
use of network paths by providing compression and removal of redundant information, but it
requires the protocol implementation to be installed on the systems of both communicating
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parties.
As an alternative to modifying network protocols, content distribution approaches, such as
CDNs and P2P networks [9], have been widely deployed. Such services replicate content across
the network so that it is generally accessible via more eﬀective network paths. Content-based
approaches are only applicable to data that is amenable to replication. Such content must
necessarily be requested by a large number of users to beneﬁt from replication. Both CDNs
and P2P ﬁle sharing networks are restricted to distributing popular content: CDNs by their
limited storage capacity, and P2P networks by the requirement that suﬃcient peers must be
available to distribute the content to users who wish to access it. As content becomes more
user-speciﬁc with the general transition towards cloud-based applications (for example, cloud
ﬁle storage or social-networking applications), users will more frequently be accessing data that
is not relevant to a suﬃcient number of users to beneﬁt from replication-based approaches.
Applications are best placed to decide on which path metrics are important to them. A more
eﬀective approach to addressing network ineﬃciencies is to enable applications to exert control
over the network paths that they use, so that they can select paths which are more suited to
their own speciﬁc requirements. For example, an application performing large transfers, such
as a backup system, would prefer paths with greater throughput performance, while a real-
time communications application, such as VoIP, would prefer to use network paths with lower
end-to-end latency.
The current Internet architecture does not generally oﬀer a means for applications to control
the route that their communications take through the network, giving them little inﬂuence over
the network properties of the paths that they communicate over. However, overlay networks,
systems in which multiple network nodes collaborate to route communications between them-
selves, provide a means for applications to gain some control over the properties the network
paths that they employ.
Detour routing [5] is a speciﬁc form of overlay network that relays communications between
two nodes via a tertiary detour node. The network path that is relayed via the detour node
acquires the aggregate properties of the two underlying end-to-end network paths, those be-
tween the communicating nodes and the detour node. For example, a detour node could relay
messages between two nodes which can communicate with it with over paths with respective
latencies of 10ms and 20ms, resulting in a detour path with a latency of 30ms. If this detour
node is selected appropriately, the properties of the detour path can be superior to those that
would be experienced were the two nodes communicating over the direct Internet path. A
detour routing system [5] provides a means for applications to choose paths optimised for spe-
ciﬁc metrics, improving application performance and making more eﬀective use of the existing
network infrastructure. Detour routing systems have been demonstrated to provide improved
end-to-end path latency [5, 10] and availability [11, 12], and have suggested approaches for
improving bandwidth, both in terms of throughput [13] and path capacity [14]. Other detour-
ing approaches have addressed application speciﬁc metrics, such as ensuring video streaming
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capacity [15] or improving HTTP reliability [16].
The primary challenge in designing a detour routing system is in discovering which speciﬁc
detour node to use for a given end-to-end path and chosen network metric. In small-scale
deployments, it is feasible for each node in the system to measure the network properties of
the paths to every other node, and thus gather a complete view of all the network properties
within the network. Upon analysing these network measurements it is trivial to discover which
Internet paths within the system would be better served by a detour route, and to identify which
nodes would provide the most eﬀective detouring improvement. If we wish to extend such an
system to suggesting detours for arbitrary Internet paths, this approach becomes intractable
due to the number of measurements necessary to get a complete view of the path properties
within the network. Recent research in detour routing has primarily focused on this problem of
scalable detour routing—discovering eﬀective detour routes without requiring a complete view
of end-to-end network metrics.
Once potential detour routes have been identiﬁed, the second challenge in building an eﬀective
detour routing system is to providing a detour transport layer which enables nodes to exploit
these alternative network routes whilst preserving the performance beneﬁt that the detour
route oﬀers. Within an overlay network, it is possible to choose a communication protocol
which allows participating nodes to relay communications on behalf of each other and thus gain
some control over the network paths that they employ. For a detour routing system to allow
communicating over alternative paths to arbitrary third-party Internet destinations, it must
preserve compatibility with the protocols that the third-party nodes use.
1.2 Related work
Detour routing systems can be employed to optimise many diﬀerent end-to-end network met-
rics. The Resilient Overlay Network [11] demonstrates that path availability can be improved
with detour routing. The system, however, relies on network measurements between each pair
of nodes to discover detour paths, limiting its application to small-sized overlay networks. De-
touring to improve path availability is improved upon with One-Hop Source Routing [12] which
shows that, where path availability can be improved with detour routing, detours can be dis-
covered at random without incurring any measurement overhead. Later work [17] expands this
to ﬁnding eﬀective detour routes in mesh networks while reducing the all-pairs measurement
overhead. MONET [16] applies a similar approach to improving HTTP path reliability by
introducing multiple redundant parallel connections over diﬀerent detour routes.
Compared to the simpler problem of improving path availability, the initial detouring ef-
fort, Detour [5], shows that path latency can also be improved by directing traﬃc via a detour
node. Latency detours form a triangle inequality violation (TIV) in the network graph, in
which combined latency of two end-to-end paths could be signiﬁcantly lower than that of the
direct path. However, the proposed architecture depends upon infeasible all-pairs measure-
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ments. PeerWise [10] exploits the observation that latency detours form TIVs to propose a
method that discover detour routes by noting how accurately nodes can be placed in a network
coordinate system [18], a metric space in which TIVs cannot exist. PeerWise develops a system
for participating nodes to provide mutually beneﬁcial detour routes to each other, by oﬀering
a performance incentive for nodes to participate in such a system. However, applying these
latency detour discovery methods as a means to discover detour paths with superior bandwidth
proved ineﬀective.
Improving bandwidth with detour routes is necessarily more diﬃcult than for the latency
metric because the metric itself is more complex and expensive to measure. There have been
several proposals for systems that can reliability discover detour paths to improve path band-
width. Jain et al. [15] builds a video streaming system which discovers bandwidth detours pas-
sively, using video stream performance to estimate the available bandwidth on a path. However,
such a system is only applicable to that speciﬁc application domain. The Bandwidth-Aware
Routing Overlay Network (BARON) [14] introduces heuristics for minimising the number of
measurements necessary to discover bandwidth detours. However, the system depends on reli-
able tools for estimating both the available bandwidth and capacity of network links, which have
previously proved unreliable [19] in realistic deployments, and the performance of the system is
not veriﬁed in deployment. SideStep et al. [13] bypasses the need for network measurements to
discover bandwidth detours by exploiting the on-going measurements which underlie the routing
decisions made by commercial Internet CDNs. While this may work in practice, it places an
unacceptable dependency on opaque third-party services.
The primary challenges these detour routing systems face are threefold: (i) scalability, their
ability to locate eﬀective detour routes at Internet-scale; (ii) performance, their ability to ex-
ploit these detour routes in a manner that retains their expected performance advantage; and
(iii) practicality, that the system should be feasible to implement and applicable a wide range
of uses. We describe these open problems in more detail in Section 2.4.3.
1.3 Contributions
In this thesis, we focus on practical Internet-scale detouring. Speciﬁcally, we propose a design for
a system that can oﬀer signiﬁcant detouring performance improvements to arbitrary third-party
Internet destinations. We propose and evaluate two complementary standalone approaches for
detour discovery, and detail two architectures for a detour transport system that can be deployed
in practice, without requiring changes to the network architecture.
We propose two methods for detour discovery; (1) a structural approach for discovering la-
tency detours based on the measured network topology, and (2) statistical approach for discov-
ering throughput detours based on aggregate properties of previously discovered detour routes.
In the structural approach, detour paths are ﬁrst identiﬁed by performing structural network
measurements between ﬁxed-sized sets of nodes. We achieve this by completing traceroute-style
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measurements to discover the IP-level network path, then transform these paths to discover
the network structure in terms of autonomous system (AS) interconnectivity. These detour
paths are classiﬁed into groups according to their similarity to each other, and we show that
these classiﬁcation groups can then be used to identify potential detour nodes for arbitrary
end-to-end network paths. Our statistical approach for throughput detouring is based on the
observation that only a small number of detour nodes are necessary to realise eﬀective detour-
ing improvements in large scale deployments. We propose a method of identifying these nodes
from within a larger set of nodes by performing end-to-end measurements and ranking detour
nodes according to their potential detouring eﬀectiveness. Once identiﬁed, these nodes can oﬀer
eﬀective detouring improvements to arbitrary Internet destinations.
We next propose two practical architectures for exploiting the detour paths identiﬁed by
the above methods. Our ﬁrst method outlines a network-level approach for detouring at the IP
layer, which enables detouring for arbitrary network applications. However, we demonstrate that
such an approach cannot be eﬀective for throughput detouring, due to fundamental limitations
in TCP performance when operating over the long Internet paths formed by detour routes.
Addressing this, we describe and implement an architecture for a transport-level detouring,
which exploits features of the HTTP protocol to enable throughput detouring to arbitrary
third-party web services. Our approach uses HTTP to provide the ability to switch between
alternative paths in an overlay network to allow eﬀective detours to be identiﬁed, compared and
exploited.
Evaluating our latency-detour discovery approach using a simulation based on data from the
PlanetLab testbed, we ﬁnd that we are able to identify 60% of detour paths while gathering
only only 15% of the potential measurements. Next, we describe the implementation of our
throughput detouring system as an HTTP proxy, which enables us to oﬀer transparent detouring
between arbitrary HTTP clients and third party web services, and evaluate its performance in
providing more eﬀective routes to public Internet destinations. We ﬁnd that our approach can
improve the median throughput from public web mirror services by 50% and Amazon S3, a
popular cloud-based storage service, by a factor of 2.5×. We demonstrate the scalability of our
system by showing that a population of 5 detour nodes can oﬀer detouring improvements to
at least 120 clients simultaneously, and demonstrate that it is possible to support more clients
without provisioning more detour locations.
1.4 Thesis outline
Chapter 2: Background. We begin by discussing how application performance has become
dependent on network performance, and that end-to-end network performance is necessarily
ineﬃcient for application-relevant metrics. We next outline the approaches that have been
taken to address this ineﬃciency, speciﬁcally noting that content-based approaches are not a
general approach and focusing on how the related work in detour routing addresses this.
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Chapter 3: Network Metrics. We introduce the primary classes of path metrics, how they
can be measured and how they may aﬀect application performance. Based on a PlanetLab
measurement study, we quantify the extent to which detour routing can improve end-to-end
Internet path performance, and describe some of the general properties of detour routes.
Chapter 4: Improving Path Performance. We describe the limitations of existing ap-
proaches in detour routing, and outline our design goals in addressing these limitations. Next,
we give an overview of the components of our detour routing system.
Chapter 5: Detouring for Latency. We describe our approach for latency detouring, which
identiﬁes detours for arbitrary paths based on their similarly to paths for which we have already
discovered detours. Next, we describe how this approach can be implemented in a distributed
fashion and evaluate its performance using PlanetLab measurements.
Chapter 6: Detouring for Throughput. We show that detours for latency do not make
eﬀective throughput detours, and observe that throughput detours are extremely common on the
Internet. Following this observation, we introduce a method for identifying eﬀective throughput
detours through a process of detour ranking, and show that a only a small number of throughput
detours are necessary to provide a signiﬁcant end-to-end performance increase. Based on this
result, we implement a system for throughput detouring in the form of an HTTP client and
evaluate its performance on the PlanetLab testbed.
Chapter 7: Network-layer Detouring. The next two chapters describe the implementa-
tion of two systems for practical detour routing on the Internet. We ﬁrst outline a design for a
detour transport layer at the network level, but ﬁnd that such systems are problematic to eval-
uate in practice. Instead, we evaluate our system using a small scale testbed, and demonstrate
that a network level detour transport cannot be used for throughput detouring.
Chapter 8: Transport-layer Detouring. Following on from the negative result in the
previous chapter, we ﬁrst present a large scale validation of the eﬀectiveness of transport-level
detouring on the PlanetLab testbed. We then introduce a method of detouring by exploiting the
operational semantics of the HTTP protocol, and describe how we can dynamically select the
best detour route to use for a path using on-demand measurements performed during transfers.
We next implement our throughput detour discovery approach, and evaluate its performance
between nodes on the PlanetLab testbed.
Chapter 9: Practical Internet Detouring. Building on the previous chapter, we describe
a concrete architecture for throughput detouring, implementing our system in the form of an
HTTP proxy. We evaluate the performance of our system to third-party Internet destinations
and demonstrate how it performs under the load of multiple simultaneous clients.
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Chapter 10: Conclusions. We conclude by summarising the main results of the thesis, and
contrast our approaches with those of the related work. Finally, we include a short discussion
of some future directions that our research could take.
1.5 Relevant publications
A number of publications have presented work developed in the course of this thesis.
• Sing Wang Ho, Thom Haddow, Jonathan Ledlie, Moez Draief, and Peter Pietzuch. De-
constructing Internet Paths: An Approach for AS-level Detour Route Discovery. In Pro-
ceedings of the 8th International Conference on Peer-to-peer Systems, IPTPS’09, 2009
Underlies work in Chapter 5, “Detouring for Latency”.
• Thom Haddow, Sing Wang Ho, Jonathan Ledlie, Cristian Lumezanu, Moez Draief, and
Peter Pietzuch. On the Feasibility of Bandwidth Detouring. In Proc. of Passive and
Active Measurement Workshop, PAM’11, March 2011
Concerning bandwidth measurements in Section 3.3, and Section 3.4, on “Detouring on
the Internet“. Additionally, Section 7.2 on “Detouring for throughput”.
• Sapan Bhatia, Giovanni Di Stasi, Thom Haddow, Andy Bavier, Steve Muir, and Larry
Peterson. Vsys: a programmable sudo. In Proceedings of the 2011 USENIX conference on
USENIX annual technical conference, USENIXATC’11, 2011
Work developed in relation to Section 7.1.1, on “Userspace network virtualisation”
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2 Background
Instead of being delivered as stand-alone software packages, many end-user applications are now
delivered as cloud-based network services, where the application itself is hosted in a remote net-
work location and accessed over the Internet. Whereas application performance was previously
dependent on the capabilities of the user’s local machine, modern cloud-based applications are
now often dependent on the performance of the network and network protocols to deliver an
acceptable service to users. While network and protocol performance has improved over time,
the Internet fundamentally provides a best-eﬀort service, which leads to observable ineﬃciencies
in end-to-end performance.
This chapter discusses how traditional end-host application architectures have evolved to
become network-based, and how network ineﬃciencies have become a fundamental underlying
aspect of application performance. We describe how approaches in application and network
architecture, such as content delivery systems and overlay networks, have developed to enable
more eﬃcient use of the network infrastructure and improve application performance. Finally,
we introduce detour routing, a form of overlay network that can enable applications to employ
network routes which are more eﬀective than the default end-to-end path, and discuss the
limitations of existing detour routing approaches.
2.1 Network applications
Recent trends in software architecture and network infrastructure have instigated a fundamental
shift in the model of what an application represents. Formerly, the model was based upon
user applications implemented as software components that ran on a single computer system,
which the user interacted with directly, for example word processors. With the wide-scale
deployment of the Internet, network applications, such as email, were developed primarily as
systems for communicating information between independent users and systems. In recent years
the momentum in application development has been towards cloud based architectures. Instead
of independent applications communicating over the network, the applications themselves have
become distributed and are deployed as part of the network infrastructure [23]. For example,
email applications are now frequently provided as web applications, where users interact with the
application over the Internet using a web browser. Similarly, services such as Google Drive [24]
provide a web-based implementation of a word processor. Such services enable users to acquire
consistent access to their applications without being tied to particular devices or locations.
With users and application components now interacting with network services rather than local
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applications, the performance of the network infrastructure has become a critical factor in
application performance.
2.1.1 Evolution of network applications
The Internet has enabled many forms of network-based application to exist. Many of these
applications provide enhanced forms of communication, such as VoIP [25] and videoconferenc-
ing [26], online gaming [27], or access services to allow remote working such as WebEx [28].
As network access became more widespread, applications have evolved towards service-centric
architectures [23] that now depend on universal network availability in order to operate.
The evolution of email itself provides a clear example of this shift towards network-based
architectures. When the Internet developed towards a cohesive IP-based network, email moved
from a UUCP [29] based system, in which mail was transferred between directly connected
computers, towards the use of the SMTP protocol [30]. In SMTP, mail is transferred over IP
networks and eventually delivered directly to users mailboxes. As the network increased in size
and diversity, practicality demanded that many systems were connected only sporadically using
dial-up links. An end-to-end system such as SMTP was less eﬀective where systems are not
generally available, and so the POP3 protocol [31] was developed, allowing mail to be delivered
to network-based mailboxes, which could then be retrieved on-demand by users and moved to
a local system for processing. Later, the IMAP protocol [32] became the dominant means of
mail access for users. Reﬂecting the increasing availability of always-on network connectivity,
in IMAP, mail is stored and processed on remote network systems, and local mail clients only
view copies of remote messages. Finally, the current trend is for mail to be accessed via HTTP
based webmail systems, in which the mail client itself becomes a network service.
This evolution can be viewed as the gradual replacement of formerly local capabilities with
network services: SMTP supplied a transport service, POP3 provided a delivery service, IMAP
implements a storage service and ﬁnally webmail provides an interface service. Users no longer
must maintain any aspect of their email service: they do not require access to a SMTP or IMAP
servers; nor must they have an email client conﬁgured on a local machine, as their email is now
accessed only through a web browser. However, unless they have conﬁgured a local email client,
users are now completely dependent on network availability to access their email. Stored emails
cannot be accessed without Internet access, nor can emails be composed. Similarly, if their
network performance is degraded, for example, over a mobile network, then they may ﬁnd that
the performance of the user interface in their webmail system may be unacceptable.
A similar trend can currently be seen in general data storage. The need to manage ﬁles
between multiple, sometimes mobile, devices has led to a demand for centralised network storage
services. Cloud-storage services like Dropbox [33] or Google Drive [24] provide a network based
analogue of the traditional local home directory, storing users’ personal ﬁles. Similarly, popular
services such as Flickr [34] provide online storage of personal photos so that they can be shared
with other users. Like email, much of the data held by these services can be considered personal,
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in that it is data that is largely only of interest to a single person or a small group of people.
Such data encompasses the long-tail of Internet content, in contrast to the content distribution
access pattern targeted by systems such as CDNs and BitTorrent, which address the problems
involved in delivering data (i.e. content) eﬀectively to a large number of users.
2.2 Network performance
With this continuing shift towards network-centric architectures, the performance of the network
itself has become critical to application performance, Where network connectivity is degraded
or unavailable, application performance will be similarly restricted. Applications have diverse
and varying qualitative demands for network performance. For some applications, the existence
of any available network connectivity is enough to function eﬀectively. A news reading appli-
cation tolerates low bandwidth or high latency connections because the user spends much of
their time ingesting content rather than actively using the network. Other applications place
speciﬁc requirements on path properties, such as a minimum bandwidth or end-to-end latency.
For example, streaming media systems [26] often specify a minimum bandwidth rate in order
to retain an acceptable level of quality, and users of ﬁnancial trading applications can acquire a
signiﬁcant competitive advantage where low-latency network connections are available, as their
trades may be able to execute before those of their competitors [35]. Other, more general appli-
cations, such as web browsing, place varying demands on the network depending on the context
of the tasks they are performing, for example, navigating interactive interfaces or downloading
content.
Performance limitations in speciﬁc network metrics can present themselves to application
users in various ways, depending on the metric or the application in question: In interactive
applications, such as web browsing or VoIP, an increase in connection latency will be perceived
as a reduction in responsiveness. A limitation in bandwidth can lead to increased wait times for
the uploading and downloading of content in a ﬁle sharing application. Degraded connectivity
which introduces jitter and loss to a connection can degrade the perceived quality of media
streaming applications.
As network availability and performance has increased, applications have evolved to take
advantage of this capacity. For example, media streaming applications now often use high-
deﬁnition codecs, which consume more bandwidth, and the average size of a web page continues
to increase over time [36]. However, in both examples, the form of the underlying content has
remained the same.
2.2.1 Network ineﬃciencies
Even given the potential of the above network metrics—bandwidth, latency, jitter and loss—to
aﬀect application performance, the routing protocol underling the Internet itself, BGP [37],
makes routing decisions based primarily upon two factors: link availability, and the policies
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speciﬁed by the network operators. It does not directly measure or optimise for any partic-
ular metric other than, in the absence of any speciﬁc policy, aiming to reduce the number of
networks traversed to reach a given destination. Such a situation is the result of pragmatic
decisions underlying the philosophy of the network architecture, themselves being motivated by
fundamental economic and technical limitations.
The philosophy behind the Internet architecture has remained largely unchanged over its
lifespan. Its aim is to provide a best-eﬀort communications platform, emphasising scalability
over other priorities [38]. Such an approach has enabled the Internet to reach its current
state of global pervasiveness, providing connectivity to billions [1] of independent components
running on infrastructure provided by countless numbers of independent network operators.
This federated architecture of decentralised control enables these operators to implement policies
which meet their own requirements and priorities, while the Internet architecture ensures that
compatibility between the infrastructure of these operators is preserved.
The federated nature of the Internet architecture ensures that communications between any
two network nodes may travel over infrastructure that is not directly provisioned by the same
operators as the two communicating end-points. From the perspective of the end-points, the
ability to communicate eﬀectively is likely their main priority. However, the network is a shared
resource, and from the perspective of the network operators it is not feasible to provide the best
possible performance to all potential parties that might communicate across their infrastructure.
The reason why such a service is not feasible has both an economical and a technical basis.
Economic limitations. In terms of economics, provisioning network infrastructure has a
certain cost associated with it. In order to meet these costs, network operators participate
in commercial relationships with other operators, forming agreements to provide connectivity
between their respective networks [39]. Often such agreements are based around shared physical
infrastructure, such as a link between the networks of two operators. The secondary networks
which form part of these commercial agreements may in turn have agreements with further
tertiary network providers, some of which the ﬁrst party may not have agreements with. The
secondary network thus provides connectivity between the tertiary networks and the primary
network as a service.
Fundamentally, the Internet is a composition of many such agreements, the scale of which
ensures that most network operators will have no direct commercial relationship with the enti-
ties which communicate across them. This represents a disconnect between the priorities of the
network operator and those of the network user, resulting in a situation whereby operators treat
most traﬃc that traverses them as essentially equivalent. In contrast to this, there have been
recent examples of incidents [3] in which consumer ISPs in the United States have prioritised or
purposefully degraded connectivity between the consumer broadband networks that they oper-
ate, and the networks of content providers and their upstream network providers. Some of these
incidents have resulted in payments being made by content providers to network operators to
ensure that customers can reach their networks over eﬀective paths. Such agreements are mired
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in controversy surrounding the concept of network neutrality [40] legislation, by which such
agreements may be eventually be forbidden. While such agreements may take place between
speciﬁc large operators, it is unlikely that it would be feasible to extend this approach whereby
all suppliers of content and the operators of consumer networks must reach agreements. Thus,
the situation will remain that networks will continue to provide transit to traﬃc from networks
with which they have no commercial agreements.
In the absence of such agreements, operators can only continue to provide a best-eﬀort ser-
vice. The consequence of such a situation is a tendency for network providers to perform
hot-potato [41] routing. In hot-potato routing, a transit network provider aims to minimise its
operation costs by instituting routing policies in which third-party traﬃc must egress its net-
work as soon as possible, regardless of whether the provider may have a more eﬀective path to
the eventual destination. For example, a transatlantic network may choose to egress US-bound
traﬃc from Europe to a European peer that advertises a route to the US destination, and thus
avoid the cost of carrying it on its own transatlantic link. While such decisions are economically
rational, they can lead end-to-end network routes not traversing the most eﬀective paths, which
may decrease end-to-end network performance.
Technical limitations. Even if a system could arise whereby the costs of Internet tran-
sit could be met by the consumers of the service—for example, if the network were under a
single administrative domain which was thus motivated to provide the most eﬀective service—
providing eﬃcient routing at this scale remains intractable.
The Internet, via the standard routing algorithm BGP [37], makes routing decisions based
upon operator policy and link availability, essentially a binary metric. The system can be
considered fairly stable as this simple metric is only likely to change in the case of manual
intervention or failure, both comparatively rare events. When the system does change, it can
take several minutes for the routing system to stabilise [5]. Compared to path availability, other
network metrics demonstrate much less stability: While latency is largely a product of route
traversed by a path, congestion and load can to lead large variations in this metric. Other
metrics, such as bandwidth are extremely sensitive to changes in load and even less consistent
over time. With the relatively slow speed of convergence involved in BGP routing decisions, it
does not seem feasible to use such dynamic path metrics within BGP.
In contrast, smaller-scale interior routing protocols such as OSPF [42], IS-IS [43] or EIGRP [44]
oﬀer faster convergence. EIGRP makes routing decisions based on a metric derived from dy-
namic link properties, including available bandwidth, latency and availability. It can thus at-
tempt to construct intra-network routes which optimise for any of these, depending on operator
policy. However, interior routing protocols are limited in the size of network they can support,
and generally expect to run under a single administrative domain, making them unsuitable as
Internet-scale routing protocols.
Were it possible for BGP, or another Internet-scale routing protocol, to account for path
metrics when making routing decisions, the second issue in providing an more eﬃcient global
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routing system would be in deciding which particular metric to optimise for. Speciﬁcally, the
operators must decide whether their goal should be to minimise latency or cost, or to maximise
reliability or throughput. Such considerations were included when designing the underlying IP
protocol, which has type-of-service options [45] (later DiﬀServ [46]) in its packet headers that
would in theory allow discrimination between these diﬀering requirements. However, it proved
infeasible to implement such services [47] and the options remain largely ignored.
The economic and technical limitations of the Internet architecture leads to two observations:
Firstly, the network can primarily only oﬀer a best-eﬀort service, providing no priority to either
certain classes of traﬃc or to certain users. Secondly, large scale networks cannot oﬀer an optimal
end-to-end service for optimising any particular metric. Following this, routing ineﬃciencies, in
which route selections can be observed to be sub-optimal for any given metric, are an inevitable
property of large scale networks such as the Internet.
2.2.2 Performance trends
There are two major trends aﬀecting how network performance impacts applications: Firstly,
we can expect to see gradual improvements made to the network infrastructure over time, but
recently much of this improvement has happened at the edge of the network [48]. Secondly,
there has been a large shift in the common model of application architecture and delivery as
developers exploit cloud infrastructures to limit deployment costs [23].
Improving infrastructure. Like most computing technologies, network infrastructure tech-
nologies have demonstrated an exponential increase in capacity over time, as systems evolve
to make more eﬃcient use of the physical infrastructure. For example, the twisted-pair cop-
per cables used as the standard medium for local area networks have increased in capacity by
an order of magnitude approximately every ﬁve years (10BASE-TX in 1990, 100BASE-TX in
1995, 1000BASE-T in 1999, 10GBASE-T in 2006). Similarly, Neilsen’s law [49] cites, obser-
vationally, a comparable increase in broadband capacity. Making an assumption of Moore’s
law type progress, processing capacity has historically increased by a factor of 13× over those
ﬁve year intervals. By these rough estimates, it could be suggested that compute capacity has
historically progressed faster than network capacity. Similarly, the trend towards mobile device
use has led to more users frequently accessing the Internet over higher latency, lower bandwidth
and less reliable, wireless networks.
While network bandwidth may continue to improve over time, network latency is fundamen-
tally limited by signal propagation time and is thus bounded by the speed of light. Such factors
are relevant given the global scale of the Internet. Considering the potential for improvements
in both end-to-end throughput and latency, compared to that of processing capacity, this im-
plies that network performance may increasingly prove to be the limiting factor in network
application performance.
Until recently, the core Internet physical infrastructure has been built using dedicated high
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performance network links, while the “last-mile” connections to the edge of the network (and
its users) are implemented using less eﬃcient, but cheaper, repurposed older communications
infrastructure, such as the phone system or cable television networks. As technology has im-
proved and demand has driven infrastructure investment, systems such as VDSL, DOCSIS 3
and ﬁbre-to-the-kerb [50] have enabled users to acquire faster connections at reasonable costs.
As a consequence, it has been observed that the limiting factor in path bandwidths is shifting
from the edge of the network towards the core [48], meaning that users are more likely to be
aﬀected by general network performance trends, as opposed to the constraints imposed by their
own immediate network environment. This suggests that proposals to improve end-to-end per-
formance across the Internet as a whole are likely to be immediately relevant to Internet users
in general, not just those connected to the network with high capacity links.
Evolving architectures. Cloud-based architectures exploit the economies of scale by cen-
tralising the management and provisioning of infrastructure and providing this as a service to
third parties. Centralising resources in this manner suggests that it should be possible to posi-
tion infrastructure in order to maximise network performance, such as near Internet exchange
points. However, the large scale of cloud infrastructure services mean that their main overheads
come from space and electricity costs for data-centres, which motivates services to be hosted
where these can be obtained at lower cost. The side eﬀect of such motivations is that distributed
application components can be hosted in a less diverse range of locations, and these locations
may no longer be performance-optimised with regards to network location [23]. Previously,
distributed applications might have been hosted directly by their developers at locations which
are suitable for their expected users. For example, it is likely beneﬁcial for a web site targeting
German users to be located within Germany. However, Amazon Web Services [51], a popular
cloud infrastructure service, is available in less than 10 internationally distributed locations, and
many European services are now hosted from their deployment in Ireland. Similarly, developing
large scale distributed applications is complex, so developers will often choose to centralise their
applications in one location. For example, all Dropbox user data is hosted in a single cloud
location in the western United States, regardless of where that user is based. This decrease in
diversity in hosting means that more connections are travelling over longer network distances,
increasing the risk that network performance can become degraded.
Application impact
The increased availability of high-speed Internet connectivity and the trend towards cloud-based
software architectures has meant that users are increasingly likely to be exposed to limitations
in end-to-end network performance. For example: users of online video streaming may suﬀer
from degraded quality at peak times; interactive web applications may become less responsive;
remote conferencing applications may be periodically unreliable; VoIP calls may experience
audio delays and drop-outs; or cloud-based ﬁle storage services may become slow, frustrating
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users.
However, as discussed in Section 2.2.1, limitations in end-to-end network performance are
frequently a result of inherent ineﬃciencies following from its design, which optimises for scale
rather than absolute performance. The underlying infrastructure does not lack the capability to
deliver higher performance, but universal service oﬀered to all clients, best-eﬀort packet delivery,
does not provide the means to deliver this capacity to applications.
2.3 Improving network performance
There are several approaches to addressing these limitations of end-to-end path performance
within the network infrastructure. Their features can be grouped into three distinct trends:
Firstly, content distribution approaches (Section 2.3.1) aim to adapt the provisioning of content
so that the paths employed in its delivery make more eﬀective use of the existing network
infrastructure [9]. Typically, this is enabled by positioning the content in a way that it can
be reached by the consumer over more eﬀective network paths. Secondly, there are various
systems and proposals for protocol optimisation (Section 2.3.2) in which the communication
patterns of applications are unmodiﬁed, but the protocols used for network transit are modiﬁed
to make more eﬃcient use of the resources available. Finally, overlay network based approaches
(Section 2.3.3) operate by controlling the paths over which data ﬂows through the network. By
adapting their traﬃc patterns to suit both their own requirements and the properties of the
underlying network, applications are able construct paths that make more eﬃcient use of the
existing infrastructure.
2.3.1 Content distribution systems
Content distribution systems have seen wide adoption on the Internet. Instead of having content
delivered from a centralised location, creating an intractable problem whereby all potential paths
to this location must be optimised, content is instead replicated at a large number of network
locations. This provides the beneﬁt of locality to consumers. The two primary models of
such a system are Content Delivery Networks (CDNs) and Peer-to-peer (P2P) ﬁle distribution
networks [9].
CDNs, such as Akamai [52], Amazon CloudFront [53] and Coral [54] are primarily employed
in a web-acceleration role, in which HTTP objects are cached within the network. They can
be viewed as consisting of two components: a delivery system, typically consisting of a large
number of nodes essentially acting as caching HTTP proxies, which store on-demand replicas
of frequently requested content; and a means of directing client nodes to access content through
a nearby replica node which can be reached over a high-performance network path.
In contrast to CDNs, which provide high-performance content delivery over the standard
point-to-point HTTP protocol, peer-to-peer (P2P) ﬁle distribution networks improve perfor-
mance by delivering content over multiple paths in parallel. In BitTorrent [55], a popular ﬁle
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distribution system, content is shared between consumers as transfers take place. Clients ex-
change partial replicas of their content, enabling transfers to take place over multiple network
paths. The cooperating clients are spread over a diverse range of network infrastructure, en-
abling clients to select between network paths which may oﬀer better performance for their
transfers. Commercial deployments of such approaches are becoming common [56], in which
the systems of content consumers are employed in a P2P network to forward data on to other
users. This lowers the economic overhead of large-scale content distribution by transferring
some of the delivery costs onto content consumers.
The main feature common to CDNs and P2P networks such as BitTorrent, is that they operate
by replicating content across the network, ensuring that nodes can access nearby copies. By
enabling content to be accessed over shorter paths, more eﬃcient use can be made of the existing
network infrastructure. Replication is an eﬀective approach for information that is frequently
requested and rarely changes, such as the images and video ﬁles that are used in popular web
sites .
Replication of content places additional demands on the infrastructure, meaning that both
CDNs and P2P networks are restricted to content that is in high demand. CDNs have a ﬁnite
caching capacity and P2P networks are not eﬀective when there are few peers available for
exchanging data [57]. It has been widely suggested that Internet content follows a long-tail
distribution of popularity [58]—wherein only a small minority of items are extremely popular
and are frequently requested. It is, however, less popular items that collectively account for
most of the volume of content that is available. Content represented by the head of the long-
tail popularity distribution is amenable to replication based approaches. While it is clear that
this classiﬁcation does not apply to content that is speciﬁc to a user or organisation, such as
in a network backup system, recent results have shown that the proportion of content that is
suitable for distribution by replication based approaches is decreasing with time, as websites
have included more dynamic and user generated content [59]. As an example, it has been
reported that the photo storage component of Facebook cannot operate eﬀectively within a
CDN infrastructure [60].
Deploying content through a CDN requires action by a party on one side of the distributer-
consumer relationship. CDNs are generally provided as a third-party commercial service,
whereby those distributing content adapt their systems to redirect consumers to access the
remotely cached versions of content rather than the original source. The CDN behaves as a
normal web service, so client software does not need to be adapted to work with it and employing
such approaches is transparent to the consumer, meaning the implementation eﬀort is low. For
example, the photography website Flickr [34] hosts its image ﬁles in a CDN, which is transpar-
ent to the users’ browser, and Apple uses a CDN to deliver application and media downloads to
mobile devices. The Coral service [54] inverts this approach, providing a means for consumers
to access speciﬁc content through their CDN and thus increase the availability of third party
services without their involvement. Coral provides a CDN service under the nyud.net domain.
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By prepending an existing website to this domain, e.g. example.com.nyud.net, users can ac-
cess arbitrary third-party websites through the Coral CDN, which caches content in order to
decrease number of requests going directly to the original domain.
P2P distribution systems do not generally require commercial agreements to deploy, but intro-
duce the requirement of specialised software on the consumer system (for example, a BitTorrent
client) or the replacement of direct download links with download manager software which then
runs on the client system. Such approaches represent a potential security risk, making them
somewhat controversial. Because of this requirement for specialised software which does not
ﬁt within the standard web-browser model, this makes the implementation eﬀort of P2P based
distribution systems considerably higher than that of CDNs.
2.3.2 Protocol optimisation
Content delivery systems deliver content over more eﬀective paths by replicating content. Where
it is not feasible to replicate data and deliver it through a content delivery system, it is necessary
to provide approaches for improving upon the original network path between two end-points.
This can be achieved by adapting the protocols over which data communication takes place in
order to achieve more eﬃcient end-to-end performance.
Most Internet communications take place over the standard transport layer protocol, TCP,
and over time there have been extensions proposed to this protocol to make TCP-based trans-
fers more eﬃcient. While modifying network protocols is complicated by requiring a level of
backwards compatibility or a complex upgrade procedure, TCP originally provided for a certain
level of extensibility by including an Options ﬁeld [61] to enable future enhancement. For exam-
ple, this later allowed for the TCP window-scale option [62] to be implemented, which increases
throughput over high-latency paths. Similarly, many details of the TCP congestion control
mechanism are not deﬁned by the speciﬁcation, enabling the deployment of many improved
implementations since its initial development [63].
Recently, protocol enhancements have been proposed that transcend the traditional network
stack layering model. Google has proposed TCP Fast Open [64]. It increases the initial window
size of TCP connections so that HTTP requests can be delivered without a complete three-way
session establishment handshake, reducing the latency of short-lived connections. Conversely,
it has proposed the SPDY [7] extension to HTTP, which aims to get around the ineﬃciencies
relating to the slow-start phases of the multiple parallel TCP sessions, which are typical of HTTP
transactions. By replacing these parallel short-lived TCP sessions with one single multiplexed
TCP connection, SPDY improves the latency and throughput of short-lived HTTP transfers.
The primary issue with protocol enhancements such as the above is that they require modiﬁ-
cations to network stacks on both sides of a connection. Within a single organisation this may
be feasible, but for large-scale systems this is impractical. Even when developed in alignment
with the extensibility options of the protocol—thus facilitating backwards compatibility with
existing deployments—it is common for such extensions to suﬀer from unforeseen compatibility
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issues with existing network infrastructure. For example, the TCP options required for both
Window Scaling and Fast Open were both observed to cause malfunctions on certain classes of
network infrastructure [65], demonstrating the complexity of deploying enhancements to fun-
damental network protocols. For modiﬁcations that require updates to infrastructure as well
as end-hosts, such as IPv6 [66] or DNSSEC [67], the process of deployment becomes consider-
ably more involved, leading to minimal adoption of these enhancements [68]. Given the lack of
progress in transitioning to these critical architectural updates, this suggests that any proposals
to develop enhancements for addressing the fundamental ineﬃciencies in Internet routing are
unlikely to reach deployment in the foreseeable future.
2.3.3 Overlay networks
Given the complexities of deploying enhancements to core Internet protocols, much of the re-
search in network protocols has taken place within the context of overlay networks [69]. Overlay
networks allow the deployment of new forms of communication primitives without requiring
modiﬁcations to the architecture of the network infrastructure, end hosts or applications.
An overlay network consists of a number of independent network nodes which form over-
lay connections using the underlying network infrastructure to communicate using existing or
new end-to-end protocols. Nodes in an overlay network can be conﬁgured to relay information
between two other overlay nodes, establishing a new network connection composed of two or
more independent end-to-end network paths. Such a design enables distributed applications to
control how data ﬂows through the underlying network, without requiring any control over the
network itself. By controlling the ﬂow of data through the network, applications are able to
make more eﬃcient use of the network resources available to them by adapting their communi-
cation ﬂows according to their own requirements and the properties of the underlying network
infrastructure.
Overlay networks have been used to deploy new and enhanced forms of end-to-end network
protocols [70, 71, 72]; add network services such as multicast and quality-of-service guaran-
tees [73, 74, 75]; and to implement new forms of network routing [5, 11].
Overlay protocols
As discussed in Section 2.3.2, deploying enhancements to the standard TCP protocol is complex,
and must be done within the constraints deﬁned by the protocol speciﬁcation. Overlay networks
can enable the deployment of protocol enhancements by acting as middleboxes [76], which
intercept end-to-end connections within the network, and can modify the manner in which the
data is sent. This can be done using the standard TCP protocol to communicate, gaining
advantages by controlling how the data in a TCP session is transferred, or by building new
protocols over UDP, which essentially provides a minimal transport layer over the standard
network-layer IP protocol.
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As the dominant end-to-end Internet protocol, much of the work in overlay protocols have
focussed on providing enhancements to TCP. Split TCP [77, 78, 70] provides an approach to
improve throughput on a single end-to-end Internet path by decomposing the path into two
independent TCP sessions, which can react more eﬀectively to network conditions. Split TCP
can be implemented using an overlay node as a transport-level proxy, in which the source node
connects to an overlay node using a standard TCP connection, and the overlay node relays the
data from this connection to the eventual destination node using a second independent TCP
session that it establishes. Such approaches have been shown to be especially eﬀective where
diverse network properties exist on a single path, such as an Internet connection that travels
over wireless or mobile networks [79].
While the Internet only uses a single route for a given end-to-end connection, it is generally
the case that multiple potential routes are possible. The Path Splicing [80] architecture pro-
posed running multiple permutations of routing algorithms on routers, generating a number of
alternative routing trees on each device. Clients could then manipulate their packet headers
to select which set of routes to use at each router, giving them control over the path that
their traﬃc takes through the network. Multipath TCP (MPTCP) [81] allows a single end-to-
end connection to be distributed across multiple network paths, and can be deployed using an
overlay network or using multi-homed nodes, improving network reliability and throughput. A
similar approach that can be deployed using an overlay network is Parallel TCP [71], which
transports a single end-to-end TCP session over multiple TCP streams in parallel, but over
the same end-to-end path. By using multiple streams, the eﬀects of a congestion related loss-
event are aggregated over the parallel streams, enabling higher end-to-end throughput. Such
approaches are controversial because they enable individual end-to-end connections to gain an
unfair share of contested network resources. Later work has focussed on achieving the improved
performance of parallel TCP while maintaining a fair share of resources between competing
ﬂows [82].
Beyond TCP enhancements, overlay networks can also be used to implement new forms of
network protocols. Teredo [83] provides a means of routing IPv6 packets via incompatible IPv4
networks using a UDP-based overlay protocol. BitTorrent itself can also be considered to be a
form of overlay network that communicates using blocks of data rather than individual packets.
BitTorrent [84] is typically used to transfer large ﬁles and thus employs many high-bandwidth
connections in its operation. This can have a detrimental eﬀect in environments with large
numbers of users, for example, in residential broadband networks. Recognising this impact,
later versions of the BitTorrent protocol have introduced a new form of UDP-based transport
layer with an alternative congestion control algorithm, LEDBAT [72], which reduces the impact
of the protocol on competing traﬃc ﬂows.
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Overlay services
By requiring replication, content distribution systems such as CDNs and P2P ﬁlesharing net-
works are not eﬀective for data that is not static, a common example of which is live streaming
data such as video broadcasting. Eﬃcient distribution of dynamic content can be enabled by
using multicast [85], in which the same data can be sent to multiple diﬀerent end-points si-
multaneously. Although envisioned in its architectural design, the Internet does not generally
oﬀer a multicast service. Instead, streaming distribution systems are often implemented using
identical independent unicast streams from the sending node to each receiving node [86]. Such
an approach becomes infeasible as the number of receiving nodes increases because the network
capacity of the sending node becomes saturated by the redundantly replicated data ﬂows.
Bullet [73] and SplitStream [74] are examples of content distribution systems based on overlay
multicast. In these systems, nodes receiving the data stream are made responsible for forwarding
it to a number of other nodes. The system can consequently support arbitrary numbers of
receiver nodes without being limited by the network capacity of the sending node.
Similar to multicast, a quality-of-service (QoS) option was provided for in the initial Internet
architecture: the IP protocol deﬁnes a packet header ﬁeld to support this [87, 46], but it is
not generally used in practice. In a QoS supporting network, applications can deﬁne how their
traﬃc should be treated, for example, by prioritising latency, loss or throughput characteristics.
Similarly, there is no provision to provide guarantees of a speciﬁc level of service, for example,
to deﬁne that a connection can achieve the minimum throughput necessary to transfer a video
stream. OverQoS [75] uses an overlay network to provide such guarantees, using intermediate
nodes to relay traﬃc in a redundant fashion, ensuring that minimum service guarantees can
be met for speciﬁc metrics, such as loss or jitter. Such approaches can be used to improve
the performance of applications that depend upon a certain level of network capacity being
available, such as VoIP or video streaming.
2.4 Overlay routing
All of the approaches described above provide means of improving network performance for
speciﬁc purposes. Content-based approaches, such as CDNs and P2P ﬁlesharing networks, can
improve performance when distributing speciﬁc forms of data, but they require modiﬁcations
at either the distribution- or consumer-side infrastructure. However, the proportion of Internet
data which is amenable to this form of distribution has been observed to be decreasing [88].
Where data is not static but is still suitable for replication, such as real-time video broadcasting,
overlay multicast provides a means of improving the distribution of streaming content to multiple
end points. For individual data streams with speciﬁc requirements, such as VoIP, OverQoS [75]
can provide quality-of-service guarantees, and thus improve user experience.
For the more general case, where content distribution or application network requirements are
not compatible with the above systems, and it is not feasible to deploy protocol enhancements
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such as Split TCP or multipath TCP, a diﬀerent approach must be taken to address end-to-end
routing ineﬃciencies. As discussed in Section 2.2.1, the general ineﬃciency of end-to-end net-
work communications is a result of the network routing architecture. Using an overlay network,
it is possible to build new routing approaches on top of the existing network infrastructure.
In an overlay routing network, nodes may not communicate directly, but instead can route
messages through other nodes in the network.
If two nodes communicate via a third node, the overlay network view is that of a two-hop
network path. However, each hop in the overlay network represents a complete end-to-end path
in the underlying network. The overlay path thus acquires the combined properties of the two
underlying end-to-end network paths. In some cases, the aggregate properties of this overlay
path can be superior to the network properties of the path that would be used to communicate
between the two nodes directly. Routing end-to-end connections through third party nodes in
order to improve their properties is known as detour routing [5], where the intermediate node
is considered to represent a detour around the default Internet path.
2.4.1 Detour routing
Detour routing is a means of constructing network paths (or detour routes) between two nodes
that oﬀer better network properties than the path that would be taken were the nodes to
communicate directly over the Internet (the direct path). Measurement studies [5, 89, 90,
21] have demonstrated that most end-to-end network paths can beneﬁt from detour routes to
improve both latency and throughput metrics and to increase path availability. This arises from
the fundamental ineﬃciencies of the Internet routing architecture, as discussed in Section 2.2.1,
and the existence of path diversity in the Internet—while end-to-end routes only follow a single
path, many potential paths exist.
Detour routing is a form of overlay network, so it can be deployed on the Internet as it
exists today, without requiring the deployment of new infrastructure or modiﬁcations to the
core network architecture. Additionally, by providing a general service for improving network
paths, detour routing can improve path performance for arbitrary network applications, not
just those that ﬁt into the communication patterns targeted by the systems described above.
The primary challenge in exploiting detour routing lies in locating a detour node that can
oﬀer a beneﬁt to a speciﬁc path for a speciﬁc metric. In a small overlay network, it is possible
to perform network measurements between all the nodes and thus determine which paths can
beneﬁt from a detour route, and which detour route would be most eﬀective [5]. As the size
of the overlay network increases, the number of measurements necessary to locate these detour
nodes becomes infeasible, preventing such approaches from scaling to larger deployments.
A number of detour routing systems have previously been proposed. The initial eﬀorts ad-
dressed improving network end-to-end latency, loss and availability, while later systems aimed
to provide improved quality of service and bandwidth.
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2.4.2 Detour routing systems
Detour routing was ﬁrst proposed by Savage et al. [5], in which they presented a measurement
study based on all-to-all (or full-mesh) traceroute probes between 43 distributed Internet nodes.
They found that detour routing could improve end-to-end latency for around 40% of paths in this
dataset, in which 15% could be improved by either 25ms or 25%. For loss, they found that 80%
of paths could be improved, with 50% improved by more than a factor of 6×. However, using
ICMP-based traceroute is likely to have led to an overestimation of loss due to the tendency
of network devices to either drop or preferentially treat ICMP measurement probes. They
proposed an overlay network based architecture of detour routers connected over the Internet
using tunnelling, which would then orchestrate full-mesh measurements to decide on optimal
routes between nodes in the overlay.
Resilient Overlay Network. This work was followed up by the Resilient Overlay Network
(RON), which proposed a concrete architecture for detouring, focusing on improving path avail-
ability, and presented an evaluation of its utility in practice. In two Internet-based deployments
of 12 and 16 nodes, they demonstrated detour routing could improve latency by over 40ms in
11% or 8% of end-to-end paths, respectively. Additionally, 5% of paths demonstrated a doubling
of bandwidth and a reduction of loss by 5%.
Scaling all-pairs routing. The primarily limitation of the architecture proposed above was
its reliance on each detour router having a complete set of path property measurements to all
other nodes in the system. Such an approach cannot scale to a large deployments as the costs
of both acquiring then distributing, the measurements grows quadratically with the number of
nodes in the system. A later work [17] by Sontag et al. proposed an algorithm for ﬁnding optimal
detour paths, in overlay networks such as these, that could reduce the cost of communicating
measurement results to other nodes. By selecting speciﬁc nodes to aggregate measurement re-
sults, the algorithm reduced the communication overhead so that it scaled by a factor of n1.5,
with the number of nodes, n, in the system, in contrast to n2 with RON. In a deployment
of 140 nodes on PlanetLab, they demonstrated that their routing algorithm reduced the com-
munication overhead from maintaining the routing mesh, from 35 kbps in RON, to 15 kbps.
However, this did not remove the requirement that each detour router must directly measure
path properties to all other nodes in the system, which is not a feasible approach in large-scale
deployments.
Scalable One Hop Source Routing. SOSR [12] provides a solution to this problem when
considering detour routing as a means to improve only path availability. Measuring path avail-
ability from to 3154 Internet destinations from 67 PlanetLab nodes, they found that 99.6% of
destinations could be reached over the default Internet path. By analysing traceroute results
for these measurements, they observed that 66% of the unavailable direct Internet paths had an
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alternative detour route that could reach the destination. The remaining paths were typically
unavailable due to failures close to the destination node for which there was no path diversity
available. SOSR uses a randomised approach to detouring. When a path to a destination is
unavailable, 4 random nodes are chosen, and detouring to the destination is attempted via each
of them. This approach found alternative detour routes for 57% of failing paths, without the
overhead of requiring full-mesh measurements between the detour nodes.
Multihomed Overlay Network. MONET [16] proposed a similar approach for improving
the availability of third-party web servers, without requiring large-scale network measurements
to be performed. They describe a concrete architecture based on a deployment of 6 cooperating
HTTP proxy servers. MONET relies on three potential sources of alternative routes to desti-
nation servers: multihomed network connectivity in both the client and destination networks,
and using its proxy servers to provide detour routes. MONET detects path failures when des-
tination servers do not respond to client requests within a speciﬁed time threshold. When this
threshold is exceeded, it issues a duplicate request using one of its alternative routes, repeating
this process a number of times until it is clear that the failure is unresolvable. In a deployment
with 50 users, they found they were able to improve availability of third-party web servers from
99.4% to 99.92%.
Both SOSR and MONET are eﬀective detouring solutions for improving path availability
to arbitrary network destinations, and they do not perform large-scale network measurements
that would limit scalability. However, these approaches are only suitable for improving path
availability, and are not applicable to other network performance metrics, such as latency and
bandwidth.
PeerWise. The PeerWise [10] system oﬀers two main contributions: the ability to provide
latency detouring without requiring full-mesh measurements between all nodes; and the concept
of mutually beneﬁcial detouring, in which nodes participating in the system would only act as
detour nodes for other nodes in the system that could act as beneﬁcial detour nodes for them.
Instead of performing direct path measurements between all nodes in the system, PeerWise
employs a network coordinate system [91]. Network coordinate systems use a small number of
measurements to map nodes into a metric space, such that the distance between them in the
coordinate system can be used to approximate the latency between them. PeerWise observed
that the embedding error experienced when mapping nodes into the coordinate system could be
used to identify detour paths, as they represent triangle inequality violations, which cannot exist
in metric spaces. This enables PeerWise to identify detours for arbitrary Internet destinations
by performing a small number of measurements to embed the destinations into the network
coordinate system. Evaluating the system for detouring between 189 PlanetLab nodes and 500
popular website destinations, PeerWise was able to identify mutually advantageous detours to
at least 25% of those destinations from 50% of nodes. For detourable paths, median end-to-end
latency improved by 29% and 29ms. Using wget [92] to validate these detours, it was found
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that 59% of detours oﬀered a practical improvement over the default Internet path. In part, this
low success ratio is due to it using an HTTP proxy to act as the detour node, which introduces
an additional overhead caused by TCP connection set-up times.
While PeerWise enables latency detours to be found for arbitrary Internet destinations with-
out relying upon large-scale network measurements, such detours will not necessarily oﬀer im-
provements in path bandwidth.
Video Distribution Network. Jain et al. [15] describe the design of a Video Distribution
Network (VDN) that uses alternative Internet paths, instead of redundant forward-error correc-
tion, to improve the performance of video streaming. Like MONET, these alternate paths can
be exploited by either using multihomed network connections or detour routing. Their system
uses available bandwidth estimation as a metric to identify more eﬀective paths. They deploy
their system as a 6 node overlay network, in which each node performs bandwidth estimation
measurements to all other nodes. Evaluating their system using a video quality metric, they
ﬁnd that it oﬀers more bandwidth eﬃciency by not requiring the use of redundant encoding.
However, by relying on all-pairs measurements to discover more eﬀective paths, the system is
limited in scalability.
Bandwidth Aware Routing in Overlay Networks. The BARON [14] system takes two
approaches for addressing the issue scalability in a bandwidth detouring systems: First, it uses
bandwidth capacity estimation tools to identify potential detour paths, arguing that capacity
is a more stable metric compared to either available bandwidth or throughput. It does thus not
require measurements to be repeated as frequently. Second, it divides the network into regions
centred around Distributed Information Nodes (DINs). DINs gather measurements to nodes
only within their regions, and uses these measurements in combination with the measurements
from DINs in other regions to suggest potential detour paths. It then uses on-demand measure-
ments to validate suggested detour paths at the time of their use. In an overlay network of 174
PlanetLab nodes, BARON locates bandwidth detours for 86% of network paths, with a median
bandwidth capacity improvement of around 15%.
Both BARON and the video distribution system described above rely on estimation tools [93]
to measure available bandwidth and capacity. In Section 3.3.1 we note that such tools can often
be unreliable in high-load environments such as PlanetLab, and that results that they give are
not strongly correlated to throughput achieved by TCP. This can lead to inappropriate detour
path selection which could ultimately degrade end-to-end performance.
SideStep. Instead of measuring path properties directly, SideStep [13] extracts hints about
network performance from commercial CDN services (Akamai [52] and Limelight [94]), which it
uses to suggest potential detour routes between two nodes in an overlay. On each overlay node,
SideStep performs repeated DNS lookups for a selection of CDN-hosted URLs and records
which CDN replica server IP was suggested for each URL. Each node constructs vector of
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replica servers that it was redirected to for each CDN-hosted URL. SideStep uses the cosine
similarity of these vectors to map overlay nodes into detour groups, and makes the assumption
that nodes in the same detour group are likely to be on high-bandwidth paths to each other,
and thus potentially may oﬀer each other eﬀective detours. SideStep provides a networking
library that client applications can use to communicate through the overlay network. This
library can redirect data streams between applications so that they travel over two overlay
paths simultaneously, and thus their performance can be compared. During transfers through
the overlay, SideStep periodically selects a potential detour node from the same detour group
as the client, and compares its throughput performance to that of the overlay path currently in
use. If the path through the detour node oﬀers better performance, SideStep switches to using
it. The system is evaluated by transferring 100MB ﬁles over all paths in an overlay network of
170 PlanetLab nodes. Within the overlay network, SideStep locates detours for 86% of paths,
and oﬀers a median throughput improvement of 400Kbps.
SideStep has two primary limitations: First, and most critically, it depends upon the opera-
tion of an opaque, proprietary, third-party service. Since we do not have any insight into the
operation of the commercial CDN services, it is impossible to know what measurement over-
heads are actually involved in an approach like this. Notably, Akamai markets a commercial
implementation of an overlay routing platform, SureRoute [95], which provides a similar service
over their large scale network infrastructure. Second, SideStep depends upon a specialised client
library so that it is able to compare the performance of potential detour paths, limiting it to
providing detours only for paths within the overlay network.
2.4.3 Open challenges in detour routing
In Table 2.1 we give an overview of previous eﬀorts in detour routing, noting which network
metrics they aimed to optimise for and how they approached the problem of scalable detour
path discovery. We also include their proposed means of transporting detoured traﬃc. IP- and
HTTP-based approaches are capable of detouring for any application capable of employing those
protocols, whereas application-level approaches are only appropriate for applications which can
be integrated into the systems being proposed. Finally, we note how many overlay nodes were
employed in the evaluation of the system, giving some indication into the practical scalability
of the systems.
The above detouring systems provide diﬀering approaches for detouring for path availability,
latency, loss or bandwidth. They do, however, share a number of common challenges and
limitations. Their primary challenge is that of scalability : the ability to support large numbers of
nodes over Internet-scale networks. The primary cause of this limitation is the cost of acquiring
and distributing network performance information in order to identify detour routes. Some
systems, for example RON and the video distribution network of Jain et al. do not attempt
to address this problem, limiting themselves to small deployments. Sontag et al. partially
addressed this problem for RON by reducing the cost of measurement distribution. BARON
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System Targeted metrics Detour discovery approach Transport Overlay size
RON Availability, loss All-pairs measurement IP gateway 16
SOSR Availability Random IP gateway 67
MONET Availability Parallel downloads HTTP proxies,
multihomed networks
6
Detour Agnostic, primarily
latency
All-pairs measurement IP gateway 43
PeerWise Latency (mutually
beneﬁcial)
Network coordinates HTTP proxy 189
VDN Available bandwidth All-pairs measurement Application-level 6
BARON Bandwidth capacity Limited measurements within
overlay network, on-demand
measurements to clients
Application-level 174
SideStep TCP throughput Third-party CDN network Application-level
(sockets)
170
Table 2.1: Previous work in detour routing has focused on simpler metrics or has been limited
to application-speciﬁc uses.
similarly addressed this problem by limiting measurements to smaller network regions, reducing
the total number of measurements necessary, and by choosing to detour for a more stable metric,
bandwidth capacity. Later systems, such as SOSR and MONET, removed the requirement for
large-scale measurement by restricting themselves to detouring only for path availability, which
can be implemented by random selection. PeerWise and SideStep delegated their measurements
to third party systems: a scalable network coordinate system, and a large-scale proprietary
CDN, respectively.
The second challenge in building detour routing systems is in achieving eﬀective detouring
performance: ﬁnding detour routes that are signiﬁcantly better than the direct Internet path.
While it focused on availability, RON also aimed to improve path performance, but could only
oﬀer signiﬁcant latency improvements on around 10% of paths, and loss or throughput improve-
ments on 5% of paths. PeerWise predicts latency detours oﬀering a median latency reduction
of 26%, but in validating these detours ﬁnds only 58% could oﬀer a practical improvement.
Compared to latency, bandwidth detouring seems more fruitful, with a large proportion of
Internet paths seemingly amenable to detouring. However, the two practical approaches intro-
duced above seem limited in performance: BARON suggests a median capacity improvement of
15%, which may not translate to an improvement in real-world TCP throughput; and SideStep
oﬀers a median throughput improvement of 400Kbps, which is small compared to the expected
median throughput between PlanetLab nodes, 8Mbps [21].
The ﬁnal challenge facing detour routing systems is that of practicality : designing a system
that is feasible to implement and relevant to the needs of users. Systems which suggest modiﬁ-
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cations to the core Internet architecture are not likely to be adopted. Similarly, building systems
that require specialised network access, such as multihomed networks (as with MONET and
VDN), restricts their applicability to most users. Finally, for a detour routing to be considered
a practical solution to general network performance issues, it should not just be restricted to
ﬁnding detour routes within a single overlay network (such as with RON and SideStep), but it
should ideally be able to oﬀer detouring to arbitrary third-party network destinations.
2.5 Summary
In this chapter, we ﬁrst discussed how application architectures have evolved to take advantage
of the services oﬀered by universal network availability, and how this has led to application
performance becoming intrinsically dependent on network performance. We next discussed how
the Internet architecture necessarily leads to ineﬃcient end-to-end paths when considering any
speciﬁc application focused metric, and noted that the extent of this ineﬃciency is not likely to
improve in the foreseeable future.
We next introduced the approaches that have been taken to address this ineﬃciency: content
based approaches, such as CDNs and BitTorrent; end-to-end protocol optimisations, such as
TCP Fast Open; and overlay network based services, such as overlay multicast. Following this,
we introduced detour routing, a means of improving end-to-end path performance by employing
an overlay network to route connections between two nodes via a tertiary detour node.
We ﬁnished by presenting an overview of previous proposals for detour routing systems.
First, small-scale systems, which observed and exploited the existence of detour routes, before
discussing how proposals have been extended for diﬀerent path metrics and how they have ad-
dressed the primary open challenges of detour routing: scalability, performance and practicality.
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3 Network Metrics
Our focus here is to show how network application performance can be improved by increasing
the performance of the underlying network substrate. To improve end-to-end network perfor-
mance, we must ﬁrst consider how it can be measured in order to quantify improvement. In the
general case, the Internet architecture does not naturally generate or rely on any performance
metrics. However, measurements can be taken through both passive and active techniques,
which can be deployed at end-hosts. This chapter ﬁrst discusses the various network metrics
that are relevant when considering application performance, what factors in the network archi-
tecture deﬁne and inﬂuence these metrics, and the tools that can be used to measure them.
Second, general network aggregate statistics are presented and analysed with a view to showing
the baseline level of Internet performance, and what potential for improvement exists. Through
the presentation of these properties, speciﬁc areas where performance can be improved are high-
lighted. Subsequent chapters present the design and evaluation of a system that exploits the
unrealised potential of the network in order to improve application performance.
We can view network metrics as belonging to three classes: temporal metrics, which are
important for performance in interactive applications; reliability metrics, which aﬀect algorithm
design and user-experience; and bandwidth metrics, which are critical in applications that work
with large volumes of network data.
3.1 Temporal metrics
The two primary temporal network metrics of latency and jitter capture the time-domain prop-
erties of the network. Latency quantiﬁes how long the network takes to deliver information
between communicating nodes, and jitter quantiﬁes how stable the latency metric is over short
time frames. Latency is critical in interactive applications as the delay can be perceptible to
the user. Jitter primarily aﬀects the operation of real-time streaming protocols such as VoIP.
In VoIP, protocol implementations must implement buﬀering to ensure audio samples arrive at
a ﬁxed rate and prevent user-perceptible errors, at the cost of introducing further end-to-end
latency.
3.1.1 Latency
End-to-end paths on the Internet often cover large geographic distances and can include a large
number of packet processing devices along the route. The latency of a path is deﬁned as the
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time a packet spends in the network between leaving the originating end host and arriving at
its destination.
There are two major sources of latency in a network: time spent in transit and time spent
in buﬀers [96]. The fundamental lower bounds for latency come from the physical properties of
the network media that make up the links in the network, i.e. the speed of signal propagation in
electrical, optical or radio links. Even under ideal conditions, additional delays are introduced
by signal processing at the network devices. Across an end-to-end network connection, it is
unlikely that all the links in its path operate at the same speed. Additionally, under realistic
conditions, network devices are not normally responsible for forwarding data for one connection
at a time. Multiple data-ﬂows across a network will each acquire a share of the network resources
available, such as the network links or the processing capacity of the network devices. Other
ﬂows that compete for the resources required by a connection are known as cross-traﬃc. To
operate eﬃciently in the presence of variable speed network links and cross-traﬃc, it is necessary
to introduce network buﬀers or queues at the end-points of links. These queues temporarily
hold packets at network devices until suﬃcient capacity is available for them to be forwarded,
which represents a major contributing factor in end-to-end path latency.
While the latency metric is most critical to the performance of interactive network applica-
tions, especially real-time systems such as VoIP and online-gaming, applications that generate
a large number of short lived independent TCP connections, such as HTTP, are also aﬀected
by high latencies. TCP requires a three-way handshake, i.e. the sum of three path latencies,
in order to establish a connection, and the rate at which it can send data is bounded by the
number of round-trip times the session has been active for. For high-latency connections, this
can result in slow transfers of small objects, causing a user-perceivable reduction in application
performance.
3.1.2 Jitter
Most traﬃc over the Internet is transported using TCP, which generates elastic data ﬂows [97]
whose rate depends on network congestion. The normal operation of TCP is to increase its
transmission rate until a loss event occurs (suggesting network capacity has been reached). At
this point the transmission rate is reduced to avoid congestion, before repeating this process
over again [98]. Over heavily congested links with few competing ﬂows, such as a low-bandwidth
Internet connections, this process can lead to sudden variations in network and buﬀer utilisation
that in turn introduce variations in end-to-end path latency [99], or jitter. Path jitter, or more
formally packet delay variation [100], is deﬁned as the deviation of packet latencies compared
to the average packet latency. In applications where the output rate must remain constant,
such as feeding the input of an audio or video codec in a streaming system [26], the jitter of a
path deﬁnes the size of buﬀer necessary to maintain the speciﬁed output rate. This is critical
in interactive applications such as VoIP because the size of this buﬀer thus determines the
minimum delay in the connection.
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Jitter can also be introduced at other levels of the network stack. In WiFi networks, the
MAC layer employs timer-based retries where packets have been lost in transmission [101].
Such a system can cause large and variable delays in packet transmission time [102], which
can adversely aﬀect real-time interactive applications such as online gaming. Similarly, TCP-
based applications cannot expect consistent transfer rates over small time windows due to
retransmission delays, preventing the use of TCP in applications where latency is more critical
than reliable delivery.
3.1.3 Measurement
There are two speciﬁc forms of latency that are relevant to network performance: round-trip-
time (RTT), which is the sum of the forward and reverse latencies on a path and thus deﬁnes
the minimum response time of any service; and one-way-delay (OWD), which aﬀects the per-
formance of real-time applications. While halving RTT can be seen as an approximation of
OWD, there is no guarantee that the forward and reverse routes of an Internet paths are the
same, nor that they will be undergoing similar levels of congestion, so such an estimate cannot
be relied upon [103].
The network stack itself oﬀers a mechanism to directly measure path RTTs using ICMP [104].
Conformant network devices must respond immediately to ICMP Echo Request packets with
ICMP Echo Reply packets. Since measuring RTT in this manner only requires expending two
packets and is thus extremely cheap, most network nodes will implement it. However, respond-
ing to arbitrary network traﬃc has security implications, so such behaviour is not guaranteed.
Indeed, ﬁrewall conﬁgurations that drop all ICMP messages are not uncommon, to the point at
which alternative mechanisms are now in use to replace its more critical functions [105]. Since
RTT can be estimated using the response time of any protocol, there are many alternative
means of measurement: for example, in TCP session establishment, the time between sending
the SYN packet and receiving the SYN-ACK will also approximate RTT. Similarly, conformant
hosts should respond with TCP-RST packets to connection attempts to non-listening ports.
Additionally, TCP itself estimates RTT as part of its congestion control mechanisms, although
it does not directly expose this metric through the standard API [106].
The measurement of one-way delay is inherently more involved than measuring RTT because
it relies on the presence of a standardised daemon [107] running on the target host. It also
requires synchronised clock sources, which can generally only be assumed accurate to within a
few tens of milliseconds [108], reducing the eﬀectiveness of such tools on short network paths.
Path jitter is generally measured in terms of variation in one-way delay [100], but because
only the diﬀerence in packet arrival time is necessary, synchronised clocks are not required. It
is also possible to approximate jitter using the variation in RTT. Such an approach is useful
because measuring RTT does not require software conﬁguration on the end host.
Because of the complications involved in provisioning infrastructure to measure one-way delay,
for our purposes we have chosen to measure latency as RTT using ICMP through the standard
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ping program. Probes are sent three times, unless otherwise noted, and the results averaged.
3.2 Reliability
In order to simplify its architecture and enable it to scale to its present size, the Internet does
not include any guarantees of reliability. There are two main metrics of path reliability: packet
loss, which captures the probability of a given packet not being delivered to its destination; and
availability, the proportion of time a network path is operational over the long term.
3.2.1 Loss
The service the Internet provides is that of best-eﬀort packet delivery. When a packet is not
delivered it is described as a packet loss event. With elastic protocols such as TCP, packet loss
is an expected property of the network and is handled by the protocol itself, which performs
retransmissions of lost data to ensure reliable end-to-end connectivity. With inelastic protocols,
such as streaming protocols based on UDP, packet loss is not handled by the protocol itself but
is left to the application to handle. There are two primary causes of packet loss in a network,
transmission errors and congestion.
While almost all physical layer implementations employ some form of encoded redundancy
in their communications, occasional transmission errors will exceed the recoverable margin and
packets will become corrupted. Cyclic-redundancy-check codes in Ethernet [109] and check-
sums in IP [87] and TCP [61] are designed to detect some of these errors and allow compliant
devices to discard the corrupt packets. As discussed in Section 3.1.2, radio-based mediums are
particularly susceptible to corruption caused by collisions and so include methods for detection
and retransmission at layer-2. Such methods only provide for limited redelivery attempts and
will eventually drop packets in extreme cases.
As described in Section 3.1.1, an end-to-end network path will contain many diﬀerent packet
buﬀers to handle diﬀerences in network speed and congestion. These buﬀers are usually of a
ﬁxed capacity. When this capacity is reached, no more packets can be accepted. In a simpliﬁed
model, when a packet arrives at a buﬀer that is already full, having nowhere to store it, the
system must therefore discard or drop the packet. In reality, such a system will reduce network
eﬃciency by introducing synchronisation between competing TCP ﬂows [110]. Active queue
management techniques have been introduced [111, 112], which use heuristics to drop packets
before buﬀers become full.
The above two forms of packet loss are a necessary side eﬀect of the network architecture.
However, packet loss can also be purposely introduced in networks for management purposes.
For example, ﬁrewalls are network devices that are designed to drop packets based on policies
dictated by network operators. This may include policies such as limiting the transmission rate
for certain classes of connection, which can be achieved by dropping packets that exceed this
rate within a deﬁned time window.
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With TCP-based protocols, the eﬀects of packet loss are hidden from client applications, ex-
cept indirectly in terms of a perceivable increase in network delay and a decrease in throughput.
With UDP-based applications, packet loss must be handled by the client. For example, this may
result in application-speciﬁc means of resending lost datagrams, or in streaming applications
such events may cause a loss in stream quality. Alternatively, clients can use forward-error-
correction techniques [75] to preemptively handle predicable loss rates.
3.2.2 Availability
In contrast to partial packet loss along a path, it is also possible for all packets to a particular
destination to be dropped because the path has failed or is otherwise unavailable. While the
Internet does not provide any indication of path availability when transmitting packets, it
may provide an indication when packets are being dropped because a path is unavailable.
In contrast to packet loss from a temporarily congested path, which clients are expected to
detect and handle, a total loss of path availability can be indicated to clients to prevent them
from needlessly consuming network resources. Path availability is generally measured as the
proportion of time for which a path can be traversed.
There are two main causes of a loss of path availability: network failures, where devices
or hosts are unavailable; and routing failure, where the network is not conﬁgured to deliver
packets. At each hop on an end-to-end network path, the forwarding device blindly relays the
packet based on its local routing table. If a router is asked to forward a packet for which it has
no routing table entry, or where a link along this network path has failed, the packet will be
dropped. Where routers are aware of such failures, they may signal this to the originating host
with an ICMP Destination Unreachable message.
Although the generation of routing tables is generally automated, it is possible to form routing
loops in the network where misconﬁgured routers send packets round in a chain of two or more
hops. To prevent such packets ﬂowing indeﬁnitely, the IP protocol header supports a time-to-
live ﬁeld, which is decremented each time a router forwards a packet. When a router receives a
packet with a TTL of zero, the packet is dropped. The router may signal this to the originating
host with an ICMP Time Exceeded message. Where neither of these signals are generated, the
originating host network stack is expected to signal timeout events to client applications.
3.2.3 Measurement
While serving diﬀerent purposes in terms of network management, loss and path availability are
essentially the same measurement at diﬀerent granularities of time. Loss is deﬁned as sporadic
non-delivery of packets over time, measured as the proportion of packets that reached their
destination over a given interval. Path availability is deﬁned as the proportion of time in which
no packets can be delivered (that is, a 100% loss rate).
Similar to latency, there are many options for measuring loss and path availability. The main
requirement is in having a means of checking that a packet can be delivered to a given host.
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This can be implemented in either a unidirectional or bidirectional fashion. In the unidirectional
approach, a given number of packets are emitted from the source host at a given rate, and the
destination node observes how many were received successfully. Such approaches require access
to nodes at both sides of the connection, so frequently a bidirectional measurement approach
is used instead. In the bidirectional approach, the source node emits packets that would solicit
a response packet from the destination node, and the source node reports the proportion of
packets for which responses were received. This is generally implemented using the ICMP echo
protocol, as commonly seen in the standard ping program. While a more common approach,
since it only requires access to the node at one side of a connection, when packets are lost in
this measurement, it is not possible to tell whether they were lost on the forward or reverse
path. Loss measurement approaches typically use unreliable protocols, such as ICMP or UDP,
as it is that very unreliability that is measured. Availability measurement approaches may also
operate at higher levels in the network stack, for example, to measure the availability of a web
service over TCP.
The rate at which packets are sent is a critical parameter in this metric. The ping program
sends a 64 byte Echo Request packet every second, resulting in an extremely low throughput that
is unlikely to induce congestion in the network. This is suitable for measuring rate-independent
losses [113] that are generally due to network error, such as on unreliable radio links. The
presence of rate-independent losses is generally indicative of a network malfunction, and they are
a comparatively rare event on the Internet. In practice, most packet losses are rate-dependent—
they are induced by congestion in the network causing packets to be dropped. All end-to-end
connections will experience loss if their throughput rate is suﬃciently high. Such a feature is
part of the normal operation of the TCP protocol, which continually increases its transfer rate
until loss events are observed. For applications that are sensitive to loss, such as VoIP, it is
essential to measure loss using data rates that are typical of that application so that the eﬀects
of congestion can be observed.
For our purposes, we measure rate-dependent loss at the rate of a typical high-quality VoIP
connection [114]. We employ a unidirectional approach using a UDP sender-receiver application,
in which the source node sends 1200 UDP packets at an interval of 100ms, and the destination
node reports the proportion of packets which were delivered successfully.
3.3 Bandwidth
In the context of end-to-end network metrics, bandwidth is a generic term referring to the
achievable bit-rate of a communication channel. Where this communication channel is a single
link, there are three simple metrics of bandwidth that can be used: capacity, available bandwidth
and throughput.
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Capacity. Given a single point to point link, the capacity of the link is the number of bits
per second which can be transferred over the link-layer. For example, in local networks the
link layer is generally Ethernet, with a typical bandwidth capacity of 1Gbps. Being based on a
negotiated clock-frequency, physical network links usually have a ﬁxed-rate bandwidth capacity
after connection establishment. While useful when describing network topologies, such metrics
are less relevant to application performance because they do not capture the eﬀects of network
utilisation.
Available bandwidth. In the presence of cross-traﬃc, a network link spends a given pro-
portion of its time transmitting data, and otherwise remains idle. Over a time interval, the
proportion of time that a link remains idle, expressed in terms of the bandwidth capacity, is
described as the available bandwidth. For example, a 1Gbps link which is idle 50% of the time
has an available bandwidth of 500Mbps, indicating the rate of additional data that can be
transferred over the link without aﬀecting other ﬂows.
Throughput. While capacity and available bandwidth are useful metrics for describing the
state of a network link, the most relevant metric to applications is link throughput : the bit-rate
that is achievable by the application layer on a given network link. Most applications perform
bulk data transfers using TCP. TCP throughput is a dynamic property, which is controlled by
two separate systems: ﬂow control, as used by the receiving end-point to control data input
rate [61]; and congestion control, which is implemented by the sending side to make eﬃcient
use of the available bandwidth within the network by reducing output rate in response to
congestion. There are various implementations of TCP congestion control algorithms [63], but
most operate in two primary phases, an initial slow-start phase in which the transfer rate
is exponentially increased until the network capacity is reached, and a congestion avoidance
phase in which this transfer rate is maintained to stay close to the network capacity. It is
the throughput achieved during this latter stage, the steady-state bandwidth, that is of most
relevance to applications because it captures the throughput rate of a long-running connection.
Here, we deﬁne throughput as TCP bulk transfer capacity (BTC)—the steady-state data rate
that can be achieved using TCP over a path [115].
As most bulk Internet traﬃc is transported using TCP, it is likely that any cross-traﬃc
consuming the capacity of a link also implements these congestion control algorithms. The
result of this is that it is likely that introducing a new TCP ﬂow to a link may result in the new
ﬂow achieving a throughput that is greater than the available bandwidth, due to other ﬂows
reducing their throughput as the link capacity is reached and their packets are dropped.
Path metrics. These concepts can be expanded from being considered in the context of a
single network link to considering an entire end-to-end network path, made up of a number of
independent network links. The capacity of an end-to-end path is deﬁned as the capacity of
the bottleneck link—the link along the path with the lowest bandwidth capacity. Assuming no
37
??????????????????
???????????????
??????????
???????????????????
???????????????
?????????
??????? ????????????????????????????????
??????????????????? ??????? ?????????????
? ? ? ?
Figure 3.1: A network path can have distinct bottleneck links for available bandwidth (a–b) and
capacity (c–d)
competing ﬂows, this would deﬁne the maximum throughput possible on the path. Similarly, the
available bandwidth of a path is deﬁned to be that of the link with the least available bandwidth,
which may not be the link same as the bottleneck link for capacity. Figure 3.1 illustrates such
a path: the highly saturated link between nodes c and d is the available bandwidth bottleneck,
but the lightly utilised link between a and b would form the capacity bottleneck.
3.3.1 Measurement
Bandwidth is an aggregate metric derived from the transit of multiple packets, and so bandwidth
measurement approaches typically involve sending many probe packets, making measurements
inherently more expensive when compared to simpler metrics such as latency. Bandwidth capac-
ity and available bandwidth are factors that merely inﬂuence, rather than deﬁne, throughput.
As such, these metrics cannot be directly measured by applications, and instead we must use
tools to estimate these values.
Path capacity measurement can be estimated using the inter-arrival time of consecutive probe
packets, either varying in size or transmission interval [116, 117]. The small number of packets
required by such measurements makes estimation cheap to perform. These approaches rely on
the packet transmission time of the bottleneck link being detectable at the destination node.
However, over time, network capacity has increased at an exponential rate while packet sizes
have remained almost constant, meaning that transmission times of single packets are now
smaller than the clock resolution of most systems. For modern high-bandwidth networks, it
is now necessary to probe bandwidth capacity using larger numbers of packets, creating a
signiﬁcantly higher measurement cost [118].
In contrast to bandwidth capacity, available bandwidth has a much more direct bearing on
the achievable TCP throughput of a path, making it a more relevant metric to application
performance. Tools for measuring available bandwidth, such as Pathload [119], Spruce [120]
and Pathchirp [93] also rely on detecting the transmission time properties of packet trains—a
series of varying probe packets sent at precise intervals.
TCP throughput is the metric most directly relevant to application performance so is the
most useful metric to capture. The complexity of such measurements arises from the elastic
nature of both TCP ﬂows and the cross-traﬃc that they compete with for bandwidth, making
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measurements costly and unstable. There have been proposals [121] for model-based predictors
of TCP throughput, where throughput is estimated analytically using simpler path metrics such
as latency and loss. We emply such a model in Section 7.2.2 to predict the performance of detour
paths. This approach proved to be of limited eﬀectiveness in a realistic network environment,
compared to that of history-based predictors, which estimate future TCP performance based
on past TCP performance on a path, for example, by performing an exponentially weighted
moving average. Thus, the most eﬀective known means for discovering the potential TCP
throughput of an end-to-end network path is to measure it directly. Systems such as iPlane [122]
and Sequoia [123], attempt to use such direct meaurements for known paths to predict the
performance of similar paths, based on models of the underlying network infrastructure.
Tools such as Iperf [124] and TTCP [125] implement such an approach by opening a standard
application-level TCP connection between two end-points, before saturating it with junk data
and measuring achieved throughput. The primary issue with such tools is that they operate by
saturating the network path, meaning a large amount of data must be transferred to complete
the measurement. Such a process must take place for a period suﬃciently long as to be sure of
having achieved steady-state throughput in the connection. While in theory it should be possible
to detect when a connection reaches steady-state by sampling bandwidth over short intervals,
such a result has proven diﬃcult to achieve in practice. Instead it is simpler to measure over
a period of time long enough such that the slow-start phase does not impact the results. Such
an approach increases the time taken to reliably measure the throughout of a connection, but
as the slow-start phase increases the rate of throughput exponentially, the amount of network
resources consumed during this phase is not a major concern.
3.3.2 Internet bandwidth metrics
As discussed above, bandwidth measurements are more expensive to produce than those for
temporal or reliability metrics. Since most network ﬂows are elastic, they are inherently un-
stable. We next demonstrate the stability and utility of these metrics in a large scale network
deployment.
We can deploy such measurement experiments using the PlanetLab [126] testbed. PlanetLab
consists of over one thousand nodes, located over hundreds of globally distributed sites, making
it ideal for large-scale networking experiments. However, there are some limitations that should
be considered when taking measurements from the PlanetLab testbed: (1) while the network
topology is diverse, it has a strong bias towards academic networks [127]; (2) the shared nature
of the platform means that its nodes are, in general, extremely heavily loaded, with major
contention on CPU, memory and IO resources. Such contention makes precise timing of events
diﬃcult to achieve in practice, which can aﬀect sensitive measurement tools that do not account
for this; (3) the platform restricts access to security-sensitive low-level system features, and
enforces limits on daily bandwidth consumption, restricting the type and scale of experiments
that can be performed.
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When selecting PlanetLab nodes for experiments, we have two restrictions: ﬁrst, all nodes
must be selected from independent sites to maximise network diversity; second, many PlanetLab
sites take steps to limit resource usage by introducing an artiﬁcial bandwidth capacity limit,
typically 10Mbps. By restricting our node selection to avoid such sites, we are left with a popu-
lation of around 250 potential nodes. In a similar eﬀort to minimise resource usage, PlanetLab
users are restricted to a maximum of 10GB of data transfers per node per day. Our experiments
aim to gather all-pairs path measurements, so the cost of the bandwidth measurements further
restricts the maximum scale of the experiments.
TCP throughput on PlanetLab
As mentioned in Section 3.3, TCP throughput is limited by both ﬂow control and congestion
control mechanisms. Flow control is implemented using TCP window size advertisements,
in which the receiving node speciﬁes how much data it has the capacity to handle at the
present instance and thus it deﬁnes how much data the sending side can transmit without
acknowledgment from the recipient. This restricts the maximum throughput of a network path
to be strictly less than the window size divided by the round-trip time.
The role of the ﬂow control mechanism is to limit data transmission rate to the processing
rate of the receiving node. However, the nature of multitasking operating systems means that
the receiving node cannot process incoming data at all times and so this incoming data is ﬁrst
buﬀered in a socket buﬀer to increase networking eﬃciency. The size of this buﬀer thus forms
an upper bound on the window size advertisement for the TCP ﬂow.
TCP originally speciﬁed a maximum window size of 65KiB, severely restricting throughput on
high-latency paths. TCP window scaling [62] was introduced in 1992 to address this deﬁciency,
allowing window sizes of up to 4GiB. While network applications could manually tune their
buﬀer sizes to exploit these larger window sizes, this was not enabled by default in most operating
systems until over a decade later, where it was combined with automatic buﬀer size tuning to
make the process transparent to applications. However, in the deployment of PlanetLab, it
was noted that large window sizes were incompatible with certain network devices, so socket
buﬀer size tuning was disabled unless speciﬁcally requested by the operator. Without manually
requesting the ability increase socket buﬀer sizes, PlanetLab TCP connections were restricted
to a window size of 128KB, potentially aﬀecting the throughput performance of any experiment
which did not modify this relatively obscure network parameter. Speciﬁcally, the result of such
a property is that an artiﬁcial strong correlation is formed between path latency and TCP
throughput. In December 2010, we requested that PlanetLab universally enable socket buﬀer
automatic tuning, preventing the recurrence of this situation.
Measurement challenges
Large-scale network measurement, especially on a diverse network such as PlanetLab, can be
complex. Beyond end-to-end reachability problems due to network routing instability, which
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will inevitably present when performing measurements between large numbers of nodes, we must
also account for the impact of end-network failures. Firewall misconﬁgurations can block spe-
ciﬁc measurement types such as ICMP ping (by dropping ICMP echo request or reply packets),
traceroute (by dropping ICMP TTL-exceeded), or TCP-based measurements (by blocking in-
coming TCP-SYN packets). End-host software failures can also result in certain measurements
intermittently failing to complete in a timely manner. Due to this potential for failure, we must
accept that it is unlikely that we will be able to acquire a complete set of end-to-end mea-
surements for a suﬃciently large set of nodes. Additionally, in order to compare between two
measurement types on a given path, we must be able to complete both types of measurements
successfully, meaning such comparisons will be based upon a smaller proportion of correctly
measured paths.
As well as ensuring measurements complete correctly, we also aim to ensure our measurements
are accurate representations of network conditions. In the case of ICMP-based measurements
this will generally be the case as, being processed by operating system kernels rather than
userspace software, the likelihood of failure is lower. For measurements which involve large
volumes of network traﬃc, we must also aim to prevent independent measurements from nega-
tively interacting with each other. For bandwidth measurements, we achieve this by scheduling
measurements between the nodes such that no two measurements are occurring on the same
host simultaneously, unless otherwise noted.
Stability
Our ﬁrst experiment demonstrates the stability of throughput measurements over a diverse
range of Internet paths. We select a population of 48 PlanetLab nodes and have them each
select 20 other destination nodes at random. To measure TCP throughput, we use the Iperf
tool. With Iperf, it is possible to conﬁgure the duration, or timeout, of the transfer that is used
to measure the bandwidth. This value thus represents a trade-oﬀ between measurement cost
and measurement accuracy: measuring for too short a period may not result in the connection
reaching steady-state throughput and the bandwidth may be underreported; measuring for too
long will result in a needless increase in bandwidth consumption and measurement time.
To discover an appropriate Iperf timeout value, we perform measurements of each of the se-
lected paths using increasing timeout values, starting at 1 second and increasing to 15 seconds.
Comparing the resulting distributions of bandwidth values, we observe that smaller timeouts
result in lower-valued distributions of bandwidth, and the general bandwidth distribution in-
creases until the timeout reaches 8 seconds. Beyond this point, there are no signiﬁcant changes
in the bandwidth distribution, suggesting that 8 seconds is suﬃcient time for most connections
to reach steady state throughput. Each 8 second measurement required an average of 10.8MB
of data to be transferred.
To compare the stability of throughput measurements, we instruct each of the 48 selected
PlanetLab nodes to measure the TCP throughput to each of their randomly selected desti-
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Figure 3.2: Bandwidth measurements vary in time. However, this variability is consistent across
diﬀerent time granularities. [48 nodes × 20 targets (960 paths)]
nation nodes, repeating the measurement ﬁve times at increasing intervals. After the initial
measurement, the path measurement is then repeated after a delay of 30 secs, 5mins, 30mins,
and then 1.5 hours. For each path, we compare the measurement variation between the initial
measurement and the secondary measurement for each of the time intervals. We deﬁne the
variation to be the maximum of the two values divided by the minimum, then subtract 1 from
this value to give a percentage. This experiment is repeated at thee diﬀerent times of day to
balance the eﬀect of any diurnal patterns in Internet utilisation.
Figure 3.2 plots the distribution of throughput variations for each of the measurement repe-
tition intervals. All measurement intervals show a similar and signiﬁcant variation in achieved
throughput. Regardless of when a measurement is repeated, a majority of paths show a vari-
ation of at least 15% and 10% are out by at least a factor of two. Repeating a bandwidth
measurement after 30 secs gives signiﬁcantly more consistent results than waiting more than
5mins, but beyond this point there is little observed increase in instability from waiting longer.
We can conclude from this that, although bandwidth measurements are inherently inaccurate
when comparing any two given measurements, they do present some longer-term stability. This
conﬁrms previously reported results [120, 121].
Available bandwidth and throughput
In order to perform a throughput measurement it is necessary to send as much data as possible
over a path for a number of seconds. This represents a high cost compared to the single-packet
transfer that is required to measure end-to-end path latency. Tools for measuring the bandwidth
capacity and available bandwidth of a path, as described in Section 3.3.1, are based on methods
that detect how inter-packet spacing in a packet train is changed as the ﬂow crosses the network.
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Figure 3.3: Available bandwidth estimation tools are not a useful indicator of achievable TCP
throughput. [141 nodes, all-pairs (14 192 paths — 71.9%)]
Supposing that such packet-train-based measurements may result in a lower measurement cost
for estimating path properties, we compare the performance of the reference Pathload available
bandwidth estimation tool [119] to the throughput measurements measured by Iperf. The
available bandwidth measurement for a path should, in theory, represent a lower bound for
TCP congestion-control bounded throughput, i.e. where throughput is not otherwise limited by
end-host imposed ﬂow-control (window size) constraints.
Figure 3.3 compares the distribution of bandwidth measurements on 14 192 paths between
141 nodes on the PlanetLab testbed. For Iperf, we use an 8 second measurement as described
in Section 3.3.2, transmitting on average of 10.8MB of data for each measurement. Pathload
required 50 seconds on average for each measurement, each consuming an average of 8.7MB of
data. Pathload provides minimum, average and maximum bounds for its available bandwidth
estimates. In practice these were largely similar so we chose to use the minimum.
Considering the throughput results measured by Iperf, we see that 64% of paths achieve less
than 10Mbps in throughput. Given that this value represents a common Internet link capacity,
this conﬁrms previous observations [117] that suggests that many paths are limited in bandwidth
by their Internet uplink capacities. Pathload shows a similar artifact in the available bandwidth
distribution at 10Mbps but also at 100Mbps, another common network link capacity. There are
two likely causes for this: either that available bandwidth does not represent a lower bound for
path throughput; or that Pathload may be inaccurately determining link capacity rather than
available bandwidth. Regardless of the cause, the total dissimilarity between the two bandwidth
distributions, in addition to the signiﬁcantly higher measurement time of Pathload, while not
improving transfer costs, suggests that available bandwidth tools may not be useful substitutes
for direct throughput measurement.
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3.4 Detouring on the Internet
The IP protocol enables network hosts to view the Internet as a fully-connected graph: i.e. in
general, any host can communicate directly with any other host. This raises the possibility that
two hosts can opt not to communicate directly, but instead can relay their communications
through a cooperating third detour node. The network path traversed between the two hosts
and the detour node, the detour path, is likely to be diﬀerent to the network path traversed
between the two communicating hosts, the direct path. As the detour path traverses the network
through a diﬀerent route to that of the direct path, it will likely have diﬀerent path metrics.
With a well-chosen detour node, it is possible that this detour path can improve on the path
metrics of the direct path. A detour routing system is a means by which end-hosts can ﬁnd and
exploit these alternative detour paths.
In a detour routing system, new paths are constructed by relaying data via a tertiary node.
The properties of the new detour path can be derived from the properties of its two constituent
detour legs. Considering the properties of the latency, bandwidth and loss metrics, we can
estimate these properties for a detour path. On a detour path (a, b, c), consisting of two detour
legs (a, b) and (b, c), the latency of the detour path, lb(a, c), can be deﬁned as:
lb(a, c) ≥ l(a, b) + l(b, c) (3.1)
for bandwidth, bb(a, c):
bb(a, c) ≤ min (b(ab), b(b, c)) (3.2)
and for loss probability, pb(a, c):
(1− pb(a, c)) ≥ (1− p(a, b))(1− p(b, c)) (3.3)
For each of these metrics, we can deﬁne the relative detouring improvement of a detour c on
a path (a, b), dc(a, b), as the ratio between the direct path metric and the detoured metric. A
detour path is deﬁned as eﬀective, and thus dc(a, b) > 1, if it oﬀers a lower latency (d
l ), lower
loss probability (dp) or a higher throughput (db). For latency:
dlb(a, c) =
l(a, c)
lb(a, c)
(3.4)
for bandwidth:
dbb (a, c) =
bb(a, c)
b(a, c)
(3.5)
and for loss probability:
dpb (a, c) =
p(a, c)
pb(a, c)
(3.6)
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Figure 3.4: Bandwidth can be improved signiﬁcantly more than latency using detouring.
[190 nodes, all-pairs (26 246 paths — 73.1%)]
3.4.1 Beneﬁts of detouring
Using the above deﬁnitions, we can show the potential for detouring improvement using the
PlanetLab testbed. We select a population of 190 nodes from distinct PlanetLab sites and
perform all-pairs measurements for each of the metrics described above. For latency, we measure
RTT using the ICMP Ping method, taking the average result over 3 measurements. Throughput
is measured using Iperf with an 8 second timeout. We measure loss with UDP probes at the rate
of a typical VoIP stream, using the method described in Section 3.2.3. Using the measurement
data gathered over 26 246 end-to-end paths, we analytically determined which node, if any,
maximises the relative detouring improvement for that path.
Figure 3.4 compares the distributions of relative detouring improvement using the best de-
tour node available for each metric. Where no node could provide an improvement over the
direct path, we deﬁne the relative detouring improvement to be 1. For latency, the median
improvement in end-to-end RTT is around 6%, i.e. d = 1.06, with a very small proportion of
nodes, 6.5% demonstrating a halving of RTT. While such results may be considered marginal,
small increases in latency can have signiﬁcant eﬀects on real-time processing systems such as
trading systems [35] or online gaming [128]. Loss detours seem more fruitful, demonstrating
improvements on 27% of paths and a halving of loss rate on 20% of paths. However, this must be
considered in relation to typical path loss rates, which are generally around 0.1% or less, except
in the case of extreme contention. Systems that are sensitive to loss rates generally respond with
a drop in operational quality, such as a decrease in voice or video quality in teleconferencing
systems or the loss of responsiveness in online gaming. Such metrics, however, are extremely
application-speciﬁc and are thus diﬃcult to measure comparatively [2, 75]. In contrast to the
latency and loss metrics, detouring for bandwidth oﬀers a large potential for improvement over
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the direct path, with a median improvement in throughput of around 80%, and a doubling of
bandwidth possible on 46% of paths. A four-fold increase in throughput is possible on around
25% of paths.
Previous work [89, 129] has shown that latency detours are the result of ISP routing policies.
Like latency, loss is also a property that is directly related to the links traversed by a path,
suggesting that such policies will also inﬂuence the loss experienced on end-to-end paths. As
discussed in Section 3.3.1, end-to-end throughput is also aﬀected heavily by competing cross-
traﬃc ﬂows, suggesting that detour paths may be paths for which TCP is not so aﬀected by
competing ﬂows, providing a potential explanation for its much greater detouring potential.
3.4.2 Detouring for bandwidth
Given the much more signiﬁcant improvements oﬀered by bandwidth detouring and the lack of
earlier eﬀorts oﬀering substantial insight into the causes of such detour paths, we next explore
their properties in detail. First, we estimate how end-to-end performance might be further
improved by detouring through multiple detour nodes. Second, we analyse some key properties
of bandwidth detours.
Multi-hop detouring
In the previous graph, Figure 3.4, we saw that most paths can have their throughput signiﬁcantly
improved by detour routing. Detour paths consist of two independent paths, so this raises the
question of whether these detour legs could beneﬁt from detouring in their own right, creating
a multi-hop detour path consisting of an arbitrary number of detour nodes. Using an all-pairs
152 node throughput measurement dataset, we estimate the performance of such a system.
Using brute-force search, we discover the best one-hop and two-hop detour paths for each direct
path, and then identify the optimal detour path allowing an arbitrary number of detour nodes.
During this analysis, we observe that 96.6% of the 20 323 end-to-end paths which could could
be successfully measured can beneﬁt from detouring.
Figure 3.5 shows the throughput distribution of the all-pairs direct path measurements com-
pared with the throughput that could be achieved by detouring via the best choice of one or two
detour nodes. First considering the Direct Path throughput, we observe a median throughput
of around 8Mbps. The uneven distribution of throughput values below 10Mbps suggests that
around two-thirds of paths may be restricted in throughput by a network capacity bottleneck
somewhere along their path. By allowing detours through one node (One-hop Detour), median
bandwidth is increased to 27Mbps, an improvement of over 120%. Around 20% of detour paths
exhibit bandwidths close to 10Mbps, again suggesting that throughput is frequently limited by
capacity. That this represents a smaller proportion of nodes under 10Mbps compared to the
direct path, suggests that some nodes may be limited in throughput only to certain destinations.
For example, academic PlanetLab sites may often be multi-homed, possessing independent net-
work links to both the Internet and the local academic network, and traﬃc routed to the former
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Figure 3.5: Detouring via one node signiﬁcantly increases bandwidth. Additional detour nodes
yield little beneﬁt. [152 nodes, all-pairs (20 323 paths — 88.5%)]
may be more limited [130].
Extending detour paths to include up to two detour nodes (Two-hop Detour) provides a similar
distribution of path bandwidths, with median values nearly in parity but with an increase in the
upper quartile throughput to 63Mbps, an improvement of around 10% over single-hop detour
paths. Extending detouring to allow an arbitrary number of detour nodes in a detour path
(Unlimited-Hop Detour) provides little discernible improvement over the two-hope detour paths,
suggesting such approaches are unnecessary in practice. This analysis aligns with earlier results
for latency [10] and availability [12] detouring, which also suggested that restricting detouring
to single-hop paths could capture most of the potential improvement available.
Symmetry
For any given metric on a path, the measured value may not be the same in both directions [131].
This can be attributed to three main causes: link asymmetry, path asymmetry and congestion.
A link is classed as asymmetric when the bandwidth capacity is not the same in both directions.
Such conditions are common in networks constructed using unidirectional transmission media
such as DSL or DOCSIS, which utilise single wire pairs and emulate bidirectional media with
frequency-division multiplexing. At a higher level, end-to-end network paths do necessarily
traverse the same network-level routes in each direction. Paths that follow diﬀerent forward
and reverse paths are described as asymmetric. By following diﬀerent routes, such paths are
likely to acquire diﬀerent path metrics according to the direction of data ﬂow. Finally, even in
the case where the network links and paths are both symmetric, the network links themselves
can develop asymmetry due to congestion. Network traﬃc ﬂows in opposite directions do not
generally aﬀect each other, so unidirectional traﬃc ﬂows will create congestion that aﬀects one
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Day 0 1 7 14
Detour paths valid (%) 100 80 74 69
Median thoughput improvement (%) 75 53 34 31
Table 3.1: Eﬀectiveness of reusing detours after their discovery.
direction only.
In addition to the above causes of asymmetry, a detoured connection does not strictly have
to travel via the same detour node in the forward and reverse directions. Such a conﬁguration
is discussed in Section 7.1.3. Whether such approaches are necessary can be demonstrated by
further analysis of the dataset gathered in Section 3.4.2. By considering the 18 036 paths for
which throughput measurements could be completed in both directions, we observe that 89% of
these direct paths possess a symmetric detour node that improves throughput in both directions.
Enumerating all possible detour routes, we ﬁnd that symmetric detours generally oﬀer better
performance than asymmetric detours—raising the median throughput by 39% compared to
16%. This suggests that the beneﬁt of throughput detouring may not arise primarily from
avoiding congested network links, as congestion would be expected to aﬀect each traﬃc direction
diﬀerently, making symmetric detour nodes less common or eﬀective. Following this, it is likely
that the eﬀectiveness of a detour node is linked to its local network capacity, as well as it having
an advantageous network location. We can conclude that it is not necessary to consider the
direction of traﬃc ﬂow upon a path when locating potential detours.
Stability
The primary cost in exploiting detour routes derives from the measurement necessary to locate
appropriate detour nodes for a path. This is especially pertinent for throughput detouring
because the measurement costs are considerably higher. This cost can be amortised over time
if a detour node for a given path remains useful for a long period, so that detouring is not made
impractical by the costs of ongoing measurements. Selecting 100 PlanetLab nodes at random,
we schedule all-pairs throughput measurements at 4am (UTC) every day for a period of 4 weeks.
Using the ﬁrst day’s measurements, we select the optimal detour node, r, for each path (s, d)
between the 100 nodes. For each subsequent daily dataset, we calculate the median value of
dbr(s, d) to see how the detour potential of the detour nodes selected using ﬁrst day’s data set
reduces with time.
We present the results of this analysis in Table 3.1. On the ﬁrst day, the median relative
throughput improvement is 75%. After 1 day, 80% of detour paths remain valid, i.e. dbr(s, d) > 1,
providing a median relative throughput improvement of 53% over all paths. After one week, the
proportion of detours that remain valid falls to 74%, and after a fortnight 69% remain valid.
At this point, the median relative detouring improvement has fallen to 34%. After the full four
week period, the proportion of valid detours remains the same, with the median throughput
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improvement dropping to 31%
Following this, there is a clear beneﬁt to median throughput improvement from using only
recent measurement data to suggest eﬀective detour paths. A large proportion of the potential
detouring improvement is lost if measurements are reused one day later. However, the majority
of detour paths discovered are observed to be valid for at least a month, and these detour
paths can still oﬀer signiﬁcant throughput improvements. This long-term stability of detour
paths suggests that it may be practical to discover detours using extensive and costly network
measurements, if such measurements do not have to be repeated frequently.
3.5 Summary
In this chapter, we introduced the primary classes of path metrics and discussed how these
metrics may aﬀect application performance. Speciﬁcally, we identiﬁed latency and throughput
as those that are most user visible. Throughput is the more complex of these metrics, and we
demonstrated the extent to which it can be practically measured and the issues involved in do-
ing so. Following this, we discussed detour routing, in which two conjoined end-to-end network
paths can be employed to provide superior performance compared to the default network path
between two hosts. Using simple models for combining metrics and measurements gathered
from 26 246 PlanetLab paths, we demonstrated that beneﬁts of detouring are especially large
for the throughput metric. We showed that most network paths could beneﬁt from throughput
detouring, with a median bandwidth improvement of around 80%. Additionally, we demon-
strated that only a single detour path is necessary to realise most of the potential for detouring
improvement, and that detour paths are generally stable over time.
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4 Improving Path Performance
The preceding chapters demonstrated that the current Internet architecture leads to end-to-
end network performance that is necessarily suboptimal, and that detour routing could provide
higher performance network paths. However, in the general case, the Internet does not provide
a means by which end-hosts can select to use these alternative paths.
In this chapter we ﬁrst outline the challenges involved in designing a detour routing system,
how existing proposals in this area have addressed these challenges, and how these proposals
can be improved upon. Next, we propose our design requirements for implementing a detour
routing system before outlining how we shall address these through the rest of the document.
4.1 Challenges in detour routing
Detour routing itself is not a new idea. As discussed in Section 2.4, there has been signiﬁcant
work in the area following its introduction by Savage et al. [5]. However, there exist a number
of factors by which existing work has failed to present a practical approach for developing a
system for improving application performance in real-world conditions.
Scalability. Initial eﬀorts in detour routing, such as RON [11], were based around exploiting
the observation that detour routing was in theory possible. In these systems, detour routes in
an overlay network could be identiﬁed using complete knowledge of end-to-end path properties
within the network. Such systems can be practical in small-scale distributed system deploy-
ments. However, the cost of gathering the necessary all-to-all measurements to discover optimal
routes limits scalability and does not allow the possibility of Internet scale detour routing—
extending the detour routing concept from improving paths within an overlay deployment to
improving arbitrary end-to-end Internet paths.
The issue of scalable measurement was an important focus in later work. For example,
OneHop [12] observed that random detouring was suﬃcient to provide near optimal improve-
ments in availability, bypassing the need for measurement entirely; PeerWise [10] exploited a
scalable network coordinate system to identify suitable detour nodes to optimise latency; and
SideStep [13] sought to avoid direct measurement in its bandwidth optimising approach by
extracting network location information from the Akamai CDN system.
Thus, the primary challenge in implementing a detour routing system is that the measurement
cost must scale with the number of potential nodes in the system. Here, we approach this
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as an Internet-scale problem, where we wish to discover detour paths to arbitrary network
destinations.
Metric speciﬁc detouring. In Chapter 2 we noted that there are two metrics that are
fundamental to network application performance: latency and throughput. Since the cost
of end-to-end measurement is the primary limiting factor in attempts to optimise network
performance, approaches restrict themselves to simpler network measurement approaches, such
as working with the latency metric (e.g. the initial RON work and PeerWise).
As we discussed in Section 3.1.3, the advantage of latency as a metric is that is simple and
lightweight to measure, and it is generally stable over time. This greatly simpliﬁes experimental
eﬀorts as large datasets can be gathered quickly and accurately. While improving latency is
a valuable network optimisation, there is a tendency to view it as a proxy metric to estimate
throughput. PeerWise [10] considered the use of latency detours to improve the throughput
of network paths, but demonstrated inconclusive results. Additionally, as discussed in 3.3.2,
we suspect that earlier eﬀorts in this area may have been aﬀected by the TCP window size
limitation, which existed on PlanetLab until 2011. We shall later show in Section 6.1.1 that
detour paths for these two metrics are not transferable; a node that can act as an eﬀective
latency detour will not necessarily act as an eﬀective bandwidth detour and vice versa. Due to
this fact, it is necessary to have independent means for locating both latency and throughput
detours in order to build an eﬀective detouring platform.
Other detouring eﬀorts have attempted to reduce measurement overhead for throughput
detouring by employing passive measurements (e.g. Jain et al. [15] relies on observation of
video stream properties to discern network properties) or indirect measurement approaches, as
discussed in Section 3.3.1. For example, BARON [14] uses tools to estimate available bandwidth
and capacity with a view to optimising for throughput, a related, but not equivalent, metric.
Practicality. The ﬁnal concern in earlier detouring work lies in the real world application
of their approaches. As we note in Section 3.3.2, measurements of path throughput are both
unreliable and expensive. While RON itself outlined the design of a routing plane for detouring
and deployed this at small scale, much of the following work has been grounded in analytical
approaches based on sampled data sets and simulation. While it would be impractical to deploy
and evaluate an Internet-scale detouring routing system over a signiﬁcant proportion of the
Internet, existing work has not focused on the issues involved in such a large scale deployment.
For example, little eﬀort has been made to evaluate how detour routing systems behave with
multiple simultaneous users, or to explore how detour routing can be used to optimise paths to
third-party services.
Another concern of practicality is that a detour routing system should be feasible to imple-
ment. Systems such as PathSplicing [80] improve path availability by redirecting traﬃc ﬂows
within the network by modifying routers to interpret specialised packet headers. Such costs
would not likely be considered feasible in an Internet-scale deployment.
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4.2 Design goals
Following on from the proposals outlined above, we can now deﬁne what we wish to achieve in
our detour routing approach.
Improve path performance. The fundamental goal of detour routing is to improve some
metric of path performance. We shall speciﬁcally focus on the latency and throughput metrics.
Both approaches have been considered by previous work, but have been restricted in perfor-
mance or scalability, have been dependent on third party systems, or have lacked empirical
evaluation.
Internet scale detouring. The main challenge in designing a practical detour routing system
is in maintaining scalability such that the system remains eﬀective when considering very large
scale networks such as the Internet. The main scalability restriction is the cost of the path
measurements necessary to identify detour nodes for a given end-to-end path. As more nodes
are added to the system, either as clients, detour nodes or destination nodes, the measurement
overhead must remain feasible. When building a detour routing system that supports arbitrary
third-party destinations, the range of potential destination nodes can span the whole Internet.
Stand-alone architecture. With the measurement cost being the dominant factor in scaling
detour routing to large scale networks, some previous approaches have delegated the necessary
measurements to external network information resources. PeerWise uses an open source net-
work coordinate system to locate latency detours according to how nodes are placed into the
coordinate space. Network coordinate systems are already known to be capable of operating at
large scale, and it is also possible to use such systems with third-party nodes. The disadvantage
of this approach is that it is only applicable to the latency metric, and the detours which it
locates cannot be used for other metrics.
Following a similar model, the SideStep [13] system uses the commercial Akamai CDN service
to estimate node locality, and uses this information to locate bandwidth detours. The funda-
mental disadvantage with this approach is that it depends on an opaque third party service
over which the system has no control over or visibility into the operations of. Were the Akamai
service to close or change, the system may no longer operate.
Feasibility. We consider a detour routing system to be feasible if it could be practically
deployed on the network infrastructure that exists today. Previously, there have been eﬀorts to
improve network performance by modifying the operation of the network core or the network
stacks on end hosts. PathSplicing [80], for example, proposes modiﬁcations to routers that
improve path availability by allowing end hosts a choice of potential network routes. Similarly,
as discussed in Section 2.3.2, it is possible to improve network performance by modifying the
behaviour of end host network stacks. While potentially eﬀective, we do not believe such
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approaches could be considered practical due to the extremely conservative rate of change in
network architectures. An example of this is clearly seen in IPv6, where over a decade after
its wide scale release, deployment remains limited both in routing infrastructure and in edge
networks [132]. Such patterns also hold true for other network architecture enhancements, for
example, end-to-end QoS [133].
Providing detours to arbitrary third-party network destinations introduces additional con-
straints in the system design. First, targeting third-party hosts limits the type of measurements
possible to those which can be performed without having access to the target node. This is
generally restricted to ICMP-based measurements (e.g. ping, traceroute) or measurements
which rely upon speciﬁc protocols that the target node supports (e.g. HTTP measurements to
public web servers). Second, since we do not assume access to modify the network conﬁgura-
tion on the target, it is essential that the detoured traﬃc can be handled by the target as if it
were regular network traﬃc, i.e. the detouring is transparent to the end host. For example, we
cannot conﬁgure the target host to be the end-point of a network tunnel. We explore the issue
of transparent detouring in Chapters 7 and 8.
4.3 Design
A detour routing system consists of three classes of nodes: Client nodes that initiate connections
to destination nodes using detour nodes to relay traﬃc. There can be overlap between these
classes of nodes, and it is possible to deploy a system where all three roles are performed by
the same set of nodes, for example, in a centrally managed distributed system. In our design,
we consider the client and detour nodes to be part of a managed system on which our detour
routing platform runs. We consider the destination nodes to be third-party systems and do not
assume any cooperation with them. A detour routing system must perform two primary tasks,
detour discovery and detour transport.
4.3.1 Detour discovery
The role of the detour discovery component is to suggest potential detour nodes to detour clients
for a given destination node and metric. Given an end-to-end network path and a selected
performance metric (i.e. latency or throughput), it must suggest potential detour nodes for the
path that may oﬀer an improvement over the performance of the direct path. It operates by
ﬁrst gathering path metric measurements between the detour nodes and analysing the collected
results. The primary challenge in building a detour discovery system is in maintaining the
ability to provide eﬀective detours for arbitrary destinations and metrics, while minimising the
cost of measurements that must be gathered and analysed.
In Chapters 5 and 6, we introduce two contrasting approaches for this problem. First, in
Chapter 5, we introduce a structural approach for scalable latency detour discovery, which
predicts detours for arbitrary end-to-end paths by comparing the similarity of their routes, when
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viewed at the AS level, to paths that already have known detours. In Chapter 6, we describe a
statistical approach for throughput detouring, which is based on our observation that a limited
number of detour nodes are required to develop signiﬁcant gains in end-to-end throughput. We
show how these nodes can be identiﬁed through limited distributed measurements and evaluate
the performance of our approach using the PlanetLab testbed.
4.3.2 Detour transport
The detour discovery system provides a list of potential detours for any given Internet path.
The role of the detour transport component is to decide on the most eﬀective detour route to
use at the current point in time, if any, for that destination. It then must transport traﬃc so
that it travels via the selected detour node whilst preserving the performance advantage that
the detour path possesses.
Since the Internet does not generally provide a mechanism for nodes to monitor path per-
formance or control the route their traﬃc takes through the network, a detour routing system
requires a detour transport layer. The detour transport system fulﬁls two roles: ﬁrst, detour
validation—identifying which, if any, potential detours will be eﬀective for a given path; sec-
ond, detour transport—redirecting the traﬃc ﬂow from the client to the destination so that it
is carried via this detour node.
Detour validation
Given the inherent variability of large-scale networks such as the Internet, it is diﬃcult to
propose detour discovery approaches that can accurately predict whether a single detour node
will form the most eﬀective detour route for any given destination. In a practical approach,
multiple potential detour paths can be suggested, and some degree of measurement must take
place to verify which detour route, if any, will be the most eﬀective compared to the direct path.
Detour validation presents diﬀerent challenges depending on the metric in question. For
latency, it is possible to perform measurements to arbitrary network targets, making detour
validation trivial. However, with throughput, further diﬃculties exist. First, it is not possi-
ble to perform throughput measurements reliably to arbitrary network destinations. Second,
throughput measurements are both expensive and unreliable, i.e. detours must be validated at
their time of use, but the negative impact of any measurements must be kept minimal.
Detour transport layer
The basic function of a detour transport layer is to give end hosts some degree of control over the
route that their packets take while traversing the network. The IP protocol originally contained
mechanisms for source directed routing [87] but such features are generally not available due
to security concerns. In the general case, the path that end-host data takes over the Internet
is externally mandated from the moment a packet is directed towards the network interface,
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ﬁrst by the local routing table and then by the routing tables of subsequent routers along
the path. Even in the specialised case of multi-homed systems, the end-host is only oﬀered
a choice between multiple externally-mandated paths. It is not reasonable to assume that a
detouring system can be deployed in an environment in which we have control over routing,
with either source directed routing or multi-homed network connectivity. As such, a practical
detour routing system should be able to operate in a network environment consisting of nodes
without any level of specialised network connectivity or control.
It is not feasible to suggest modiﬁcations to the external network infrastructure to enable
detour routing. However, it is possible for specialised large-scale distributed applications to
implement detour routing between their own nodes. For example, Skype employs a form of
detour routing to enable connectivity between hosts located behind NAT routers [134]. Such
approaches, however, are only suitable for large-scale centrally managed systems, and it is
not feasible to require that existing network applications be modiﬁed to beneﬁt from detour
routing. This is especially relevant when considering detour routing to third-party network
services. Following this, we require that detour routing should be transparent : it should be
implemented without requiring modiﬁcations to the network infrastructure or to applications,
neither on the client nor the server side.
Finally, our primary reason for implementing a detour routing system is to improve end-to-end
path performance by exploiting alternative network paths. We are able to control the path traﬃc
takes through the network by redirecting via tertiary detour nodes. Network infrastructure
devices are typically implemented with specialised processing hardware. Here, however, we
construct a detour transport layer in software using standard end-host devices, which introduces
implementation challenges in achieving suﬃcient network performance. The process by which
this traﬃc is intercepted, redirected and ultimately delivered to the destination node aﬀects
the performance of the resulting detour paths. In order to achieve eﬀective detour routing,
this method must suﬃciently preserve the performance characteristics that we are aiming to
optimise. For latency detouring, the process must minimise additional processing delays, both
in terms of absolute end-to-end latency, as well as jitter, which can be introduced by the
complexity of software-based networking stacks. For bandwidth detouring, we must provide
a system that maximises the throughput of the detour path. The diﬀerences between these
metrics and optimisation goals means that diﬀerent approaches must be taken in providing a
detour transport layer for each metric.
Chapters 7 and 8 consider the trade-oﬀs involved in implementing a network transport to
exploit our two detour discovery approaches, with the goal of improving both latency and
throughput. They describe two distinct architectures for detouring at two diﬀerent levels of the
network stack: Chapter 7 describes network-level detouring in which data is redirected at the
IP layer, the same level as regular Internet routing. This minimises impact into other layers
of the stack to maximise cross-layer compatibility, but suﬀers from fundamental performance
limitations, as discussed in Section 7.2.2. In Chapter 8, we introduce transport level detouring,
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in which detouring is achieved by manipulating the ﬂows of higher level communication ﬂows,
i.e. TCP streams. By working at the level of the HTTP protocol, we are able to overcome
the performance limitations of network-level detouring and describe a practical approach for
throughput detouring on the Internet.
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5 Detouring for Latency
Existing work into latency detouring has largely treated the Internet as a black box system in
which detour routes are identiﬁed by performing analysis of the latency measurements over a
large set of end-to-end paths [5, 11, 10]. With a large network, the number of potential end-to-
end paths to measure grows quadratically, and the challenge in scaling such approaches lies in
selecting paths to measure in order to identify eﬀective detours. Following this, there exists the
potential for a trade-oﬀ between the cost of the measurement eﬀort needed to identify detour
paths, and the quantity and quality of the detour paths that are discovered. In order to build an
Internet-scale detour routing system, that is one that is capable of identifying eﬀective detour
routes for arbitrary end-to-end paths, it is necessary to ensure that the number of measurements
required grows at a rate much smaller than the size of the network, thus ensuring the scalability
of the system.
In this chapter, we introduce an approach for latency detour discovery which reduces the
measurement cost of detour discovery by ﬁrst discovering information about the connectivity
of the underlying network and using this to consider end-to-end paths in aggregate as more
general autonomous-system (AS) paths. We ﬁrst discover detour routes between randomly
selected ﬁxed-sized subsets of nodes using the traditional all-pairs measurement approach. After
that, for detours paths discovered within this group, we measure their AS-level path. We use
a hierarchical clustering method to merge the AS-level detour paths from a number of these
node subsets into a dataset of detour clusters, which map between AS-level detour paths and
their associated detour nodes. Arbitrary end-to-end Internet paths can be matched to this set
of detour clusters to suggest potential detour routes for previously unmeasured paths, without
incurring a measurement overhead for each new path to be considered.
We ﬁrst demonstrate that detours are a property that exists when considering the Internet
at the level of AS-interconnectivity. Next, we describe our clustering method and evaluate the
quality of the detours suggested for arbitrary end-to-end Internet paths. Finally we describe
how this clustering method can be adapted to operate as a scalable distributed network system
and demonstrate how this aﬀects the quality of detours discovered.
5.1 Deconstructing Internet paths
As discussed in Section 3.1.1, end-to-end path latency is mostly determined by the physical
properties of the Internet infrastructure and the routing decisions arising from the peering
policies of its operators. It follows that latency detours are most likely side eﬀects arising from
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the operation of this infrastructure. However, by treating the network as a black box, an overlay
network does not have insight into the structure and operation of the underlying network. To
improve on this, it is instead useful to view such systems within the context of their operating
environment, i.e. autonomous systems (ASes) and the links between them.
There are a number of advantages to analysing the Internet based on AS-level properties.
First, at the AS-graph level, the Internet becomes greatly simpliﬁed compared to at the IP
level: there are currently around 48 000 ASes in operation, compared to 550 000 IP preﬁxes and
billions of individual IP addresses. Looking at the AS graph means that it is possible to consider
the interconnectivity of networks, the level at which global routing decisions are made, rather
then considering the impact of individual IP routers. Since the interconnections between ASes
are generally based on contractual agreements, the structure of the graph is more stable over
time compared to the IP-level connectivity graph, which is generated by automated routing
algorithms.
While these advantages clearly simplify the analysis of end-to-end network paths, it is not
possible to measure the properties of ASes directly, and we must infer the properties of the
graph in terms of the observable behaviour of the IP network. To consider the problem at
this level, we must ﬁrst demonstrate that detours can be observed to exist within the AS-level
network graph.
5.1.1 Measuring AS paths
To perform this analysis we ﬁrst require a large-scale all-pairs network measurement dataset.
Using the PlanetLab testbed, we select 176 independent sites, which is as large as feasible at the
time (December 2008). Over a 24 hour period, a node at each site is tasked with measuring the
paths to all of the other sites within the experiment. The Traceroute tool is used to measure the
IP paths between all nodes, using repeated probes to ensure high measurement completeness
as network diagnostic packets are frequently discarded by the network-infrastructure during its
general operation. Traceroute also supplies latency round-trip-time measurements for each hop,
which we divide by 2 to estimate end-to-end latency. Firewalls on more restrictive Internet
sites often block transit of the ICMP packets with which Traceroute is implemented. Of the
potential 30 800 paths in the experiment, 20 614 paths (66.2%) are successfully measured.
To convert the IP paths generated by Traceroute to AS paths, we use a method similar to
that of Mao et al. [135], with the exception that we use the Team Cymru AS lookup service
[136] for performing the IP-AS mapping instead of processing BGP datasets directly, as done by
Mao et al.. The Cymru service aggregates accurate AS-to-preﬁx mappings from over 50 Internet
routing vantage points. Of the 9939 hop IPs reported by Traceroute, 99.6% could be resolved
by the Cymru service. The remaining mappings were discerned using the Whois service [137]
or were classed as reserved or unroutable IPs—a common feature in Traceroute paths. One
percent of IPs can be classed as multiple-origin, having more than one AS mapping, and these
are resolved at random.
60
AS2
AS3
AS4
AS5
AS1
AS6
a
c
b
Direct
Path
Detour
Path
Figure 5.1: An AS-level detour route in which detouring from node a to b via node c avoids
traversing AS5 or any of its peering links.
5.1.2 AS-level detouring
Upon analysing the measured paths, 69.2% were seen to beneﬁt from a latency detour of at least
10ms, and 26.7% could reduce their latency by 10% or more. Looking at the ASes traversed
within detour paths, we observed that 96.1% included at least one AS that is not featured on
the direct path being bypassed. This suggests that latency detour properties can be observed
at the level of the AS graph.
Figure 5.1 shows an example of such an AS level detour. The path (a, b) traverses AS3,
because the routing policy of AS2 speciﬁes that traﬃc from AS1 or to AS5 should travel that
way. AS6 possesses a more optimal path to AS5, but there are a number of possible reasons
why it is not taken: at the base level, the BGP instance at AS2 may have discovered that the
advertised cost to AS5 is less via AS3, and this cost is not derived from the latency of traversing
AS3; it may be directed by explicit policy to route AS5 traﬃc via AS3 because traﬃc sent to
AS6 costs more or because an agreement mandates it (for example, academic networks such as
Internet2 are sometimes forbidden from carrying commercial traﬃc); alternatively, it could be
that AS6 simply does not advertise its route to AS5 because it does not want to transit traﬃc
for it. There are undoubtedly many other potential reasons behind such routing decisions but
unfortunately, because of the commercial and private nature of such peering agreements, there
is little means of gaining visibility into the process by which these decisions are reached. An
insight that is possible is via the public route announcements aggregated by services such as
RouteViews [138]. However, research has shown that publicly advertised routes represent a
minority of interconnectivity present in the Internet [139].
Detour routing is able to traverse these unadvertised paths because, from an external per-
spective, the detour path acts as two independent network routes. Since the detour node exists
within the network with unadvertised transit capabilities, it can legitimately form connections
to both the source and destination nodes and relay traﬃc between the two, thus enabling a new
transit path. From the perspective of the source, detour and destination networks, the connec-
tions that they observe are only between the source-and-detour and detour-and-destinations,
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Figure 5.2: Two AS-level routes which posses a shared link, (AS5, AS6). As node e provides a
beneﬁcial detour to path (a, b), it may also act as a detour for path (c, d).
respectively.
5.2 Path clustering
Based on the above result that most detours are visible at the AS-graph level, it follows that two
independent end-to-end paths that are similar at the AS level may beneﬁt from similar choices
of detour nodes. Since inter-network routing policy inﬂuences the edges of the AS-graph, it
makes sense to consider paths based on the pairwise AS links that they contain rather than the
individual ASes themselves. Illustrating this, Figure 5.2 shows an example of two end-to-end
AS paths, (a, b) and (c, d), with a single shared AS link, (AS5, AS6), which share a detour route
via node e. The path (a, b) above can be represented as a set of AS links:
P a,b = {pa,b1 , . . . , pa,bl } = {(AS1, AS5), (AS5, AS6), (AS6, AS2)} (5.1)
To identify similar end-to-end AS paths, we can employ a classiﬁcation system system based
on hierarchical clustering. We group AS paths into clusters, using the commonality between
their sets of AS links to decide which sets of paths make up a cluster. Formally, the similarity
ratio r
(
(a, b) , (c, d)
)
between two paths is deﬁned as:
r
(
(a, b), (c, d)
)
=
1
max (m, l)
l∑
i=1
m∑
j=1
⎧⎨
⎩1 if p
a,b
i = p
c,d
j
0 otherwise.
(5.2)
where l and m represent the size of sets, P a,b and P c,d, respectively. Intuitively, the similarity
ratio corresponds to the proportion of shared AS links between two paths. In the example
above, r ((a, b), (c, d)) equals 1/3. In order to use this ratio to decide which paths can be joined
in a cluster, a threshold 0 < τ <, 1 is deﬁned and pairings of paths whose similarity ratio exceeds
this threshold are considered similar.
This metric can be extended to compare clusters of paths. For two clusters, C1 = {P1, . . . , PL}
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and C2 = {P ′1, . . . , P ′M}, the cluster similarity ratio rc is deﬁned as:
rc(C1, C2) =
1
LM
L∑
i=1
M∑
j=1
r(Pi, P
′
j) (5.3)
5.2.1 Path classiﬁcation
In order to provide a means of matching AS paths to potential detour nodes, a version of
bottom-up hierarchical clustering [140] is used to form a classiﬁcation system by iteratively
merging clusters of AS paths. Starting with a set of end-to-end Internet AS traces and their
respective detours, where available, the paths are initially treated as singleton clusters. Paths
that have a known detour are classed as detour clusters and paths that do not are classed as
direct clusters, i.e. those that would optimally communicate over the direct path. The similarity
between the two cluster types is deﬁned to be zero, thus they cannot be merged. Detour clusters
have an associated set of detour nodes attached to them. For example, the clusters formed by
both path (a, b) and path (c, d) would start with a detour set containing node e. When detour
clusters are merged, their associated detour sets are combined, with detours ranked by the
frequency of their appearance.
Clustering happens iteratively in a greedy algorithm, each round merging the two most similar
clusters (i.e. those with the highest value of rc) until no pair of clusters has a similarity above
a given threshold, τ . The choice of τ is reﬂected in the size of the resulting clusters when
the clustering algorithm is complete, and thus amounts to a trade-oﬀ between accuracy and
generality: with τ = 1, no clustering would occur except between identical paths and therefore
the resulting clusters would be associated with a small number of detour nodes with high
potential. However, few paths could be matched to these very speciﬁc clusters, limiting the
usefulness of the classiﬁcation. At the other extreme with τ = 0, all paths would merge to form
a single cluster associated with a long list of detours, leading to a high risk of inappropriate
detour choice.
5.2.2 Detour discovery
The above classiﬁcation clustering can be used to suggest a detour for arbitrary end-to-end
network paths. First, the AS path must be measured, and then this measured AS path is
matched to its nearest cluster using the similarly metric as described above. If the nearest
cluster is classed as direct, no detouring is attempted, otherwise the ranking of the detours
within the detour cluster suggests likely eﬀective detours for the path. The latency of these
suggested detour paths can be measured directly and compared to the direct path to decide
which of the suggested paths is most eﬀective, if any. A cluster may contain an arbitrary number
of ranked detour paths, but it is only feasible to test a limited number of them in order to make
a detouring decision for any given path. We found that signiﬁcant latency improvements can be
found by testing only the top-two ranked detour nodes within a cluster. Testing three or more
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detour nodes from a cluster does not oﬀer signiﬁcant improvements over the two-node approach,
but increases the number of measurements necessary to decide on the most eﬀective detour path.
This suggests that testing the top two detours from a cluster provides an acceptable trade-oﬀ
between detour eﬀectiveness and the cost of detour validation.
5.2.3 Classiﬁcation accuracy
By grouping network paths into detourable and non-detourable clusters, we acquire a means of
matching arbitrary paths to potential detours or classifying them as unlikely to beneﬁt from
detouring. As discussed in Section 5.2.1, there is a trade-oﬀ between classiﬁcation accuracy,
where the classiﬁcations given are likely to suggest useful detours, and generality, where the
system can suggest detours for a wide range of input paths. In essence, the classiﬁcation system
forms a lossy representation of the network state as a means to suggest detours for unknown
paths. We can characterise this lossiness by comparing the quality of detours found through
our path clustering approach to the detours found through brute-force analysis of the complete
dataset. This presents an upper bound for the detour quality we would expect to ﬁnd in
classifying arbitrary end-to-end paths.
Using the dataset described in Section 5.1.1, we ﬁrst determine the best-known detour (if any)
for each path. Of the 20 614 paths in the dataset, 69.2% are seen to beneﬁt from a detour and
are classiﬁed as detourable. Using iterative reﬁnement, the similarity threshold is empirically
determined to give best results when set as τ = 0.4. Applying our clustering algorithm to the
detourable and the non-detourable paths leads to the formation of 5357 clusters, of which 52.4%
are classed as detour clusters. It is notable that the proportion of detourable to non-detourable
paths is higher than the ratio between detour and direct clusters. This suggests that the non-
detourable paths have less in common than those that have a known detour and are thus less
amenable to clustering.
Each path in the initial dataset is then matched to this set of clusters to determine whether
the paths can still be correctly classiﬁed using the cluster classiﬁcation approach. For paths
that are initially classed as detourable, 94.3% are correctly matched to a detour cluster. For
paths without known detours, 83.1% are correctly matched to a direct cluster, again reﬂecting
the increased diversity of non-detourable paths leading to classiﬁcation errors.
To determine the quality of the detours suggested by this self-classiﬁcation test, for each
detourable path we compare the latencies of the detour paths constructed using: the best
known detour node from the dataset (Brute Force); the best of the two most popular detours
in its matched cluster (Path Clustering); and the best of ten randomly chosen detour nodes
(Random-10). The results of this evaluation are shown in Figure 5.3 as the distribution of detour
improvements—the ratio between the direct path latency and the latency of the suggested detour
node. The Brute Force line represents an upper bound for detour quality, the result of selecting
the best possible detour for each path. The Path Clustering approach, choosing from only two
detours per path, performs similarly, identifying eﬀective detours for 85.3% of the detourable
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Figure 5.3: Using a path clustering based approach for detour discovery leads to high-quality
detour paths that are comparable to those that are found through brute-force mea-
surement. [176 nodes, all-pairs (20 614 paths — 66.9%)]
paths and retaining much of the qualitative improvement. For comparison, Random-10 is given
10 potential detours from which to choose the best detour from but only manages to locate a
detour for 20.9% of paths.
5.3 Distributed path clustering
The analysis in Section 5.2.3 suggests that our path clustering approach achieves a suitably
accurate encoding of detouring information and can be used to suggest detours for paths. To be
useful as a component of an Internet-scale detouring system, it must select detours for arbitrary
end-to-end paths without basing its classiﬁcation on a complete set of end-to-end measurements.
Instead, the classiﬁcation system must perform only a limited number of all possible network
measurements and yet must remain accurate in suggesting potential detour nodes. This can be
implemented using an overlay network of n cooperating nodes using a two phase approach, ﬁrst
a measurement phase, followed by a cluster distribution phase.
Measurement phase. The overlay nodes are randomly allocated into small groups of size k,
the measurement clique. Within a clique, each node performs latency measurements to all other
nodes and shares the results so that all nodes within a group have a complete picture of the
measurements between themselves. Nodes process these measurements to identify any detours
within their group, and for all detourable paths the nodes measure the AS paths of their routes.
The intuition behind this approach is that we wish to maximise the number of detours dis-
covered while minimising the cost of measurement. It is only possible to decide if a node is
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a detour for a given path where we have all three measurements forming a triangle between
the nodes. Measurements that do not form part of a triangle are not useful. By dividing the
network into small random cliques, we maximise the number of complete triangles which are
created while making each node only responsible for a ﬁxed number of measurements.
Cluster distribution phase. Using the detourable AS paths gathered above, nodes perform
path clustering as described previously. Since the measurement set now only covers a small
set of nodes, non-detourable paths cannot be accurately identiﬁed so the direct cluster type is
not included. These clusters and their associated detours now represent a classiﬁcation system
for detours which spans a small area of the network. For nodes to increase the scope of their
classiﬁcation system to cover more of the network, the next phase uses a non-epidemic form of
gossiping to spread clusters between them. For each round of gossip, each node chooses another
node outside its clique at random and receives a copy of its cluster set, which it then merges into
its own using the cluster merging algorithm described above. To keep communication overhead
ﬁxed—at the cost of convergence speed—a node transfers only its original cluster set when
passing them to another node, and not the merged cluster set it has generated through previous
rounds of gossiping.
Detour discovery. Once a node has formed a its set of clusters through clique measurement
and gossiping cluster sets with other nodes, it can use this cluster set to identify detours for
arbitrary end-to-end paths. When it wishes to ﬁnd a detour for a path, it ﬁrst measures its
AS route and latency. This can be performed for the vast majority of destinations using only
ICMP so the path can be to a third party system and not just within the overlay. Taking the
measured AS path and matching it to the cluster set will ﬁnd a nearby cluster and associated
ranked list of detour nodes. If no cluster is found within the bound of the similarity threshold,
no detour is suggested. Again using ICMP, the node can measure and compare the latencies of
the top two suggested detour nodes to that of the direct path and thus select the best detour
for it at the time of use.
When this approach ﬁnds an eﬀective detour path, its AS path and detour node can be merged
into the clusters so that this new detourable path information can be passed to other nodes
in the overlay. Between this and the ongoing distribution of detour clusters between overlay
nodes, the system allows each node to develop a reﬁned detour classiﬁer over time, which will
enable it to ﬁnder better detours that span a more diverse set of potential destination sites.
5.3.1 Evaluating detour quality
The approach described above implements a decentralised algorithm for detour path discovery,
which is suitable for a large-scale network deployment. The decentralised approach no longer
requires a complete set of end-to-end measurements between all nodes. We can evaluate how
this reduction in the number of measurements employed aﬀects the quality of detour nodes
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discovered by simulating the algorithm over the existing measurement dataset introduced in
Section 5.1.1. Our approach uses gossiping of cluster data to mitigate the eﬀect of reduced data
availability, and we evaluate how successive rounds of gossip improve the eﬀectiveness of the
detours discovered.
In the simulation, each node is supplied with a set of end-to-end measurements between
k other nodes to emulate the measurement phase of the algorithm. The value of k must be suf-
ﬁciently large as to ensure that detours can be identiﬁed within the measurement sets. However,
as it represents an all-pairs measurement, the cost of the measurements between the k nodes
rises quadratically, meaning this number must be kept small. By running repeated simulations,
we empirically determine that k = 17 represents an appropriate cost/eﬀectiveness trade-oﬀ.
While the measurement dataset which underlies this simulation (Section 5.1.1) does not repre-
sent a large number of nodes (176), they are widely distributed across the Internet as a whole,
and thus the ASes traversed in the measurement set will represent a substantial proportion of
the Internet. Were this system to be deployed across the Internet as a whole, with a much
larger number of nodes, the value of k is not likely to be signiﬁcantly larger than the value used
in this simulation, as the diversity of networks which might be traversed should not increase
substantially. This suggests that such an approach could be implemented in an Internet-scale
system while retaining an acceptable measurement overhead.
Each end-to-end measurement set between the 17 nodes identiﬁes, on average, 59 detourable
paths, which represents 43% of the total number of paths in the dataset. This is a considerably
smaller proportion of detourable paths compared to the 69% located within the larger dataset,
reﬂecting the trade oﬀ between the measurement set size and the potential for detour identi-
ﬁcation. Upon clustering, these detourable paths form an average of 32 detour clusters. The
simulation then implements m rounds of the non-epidemic gossiping of each nodes’ cluster sets.
After each round, each node uses its cluster set to identify the best potential detours paths to
all other nodes in the system, and compares any found to the direct path.
Figure 5.4 shows the distribution of detour improvement for the detourable paths (as decided
by the full dataset) after a given number of rounds of gossip. The point at which the lines
intersect the right hand y-axis represents the proportion of detourable paths the approach was
able to discern eﬀective detours for. The ﬁrst line, Brute Force, captures the upper bound of
detour quality available within this dataset using any of the 176 nodes as a detour. The lowest
line, Clique Measurement Only, represents the detours that were found using the initial clique
based measurements alone, which found eﬀective detours for 6% of paths.
When the data from the clique measurements is analysed and formed into a set of de-
tour clusters, nodes are able to use these clusters to suggest detours for arbitrary end-to-end
paths. Using this initial set of clusters, we are now able to locate detours for 17% of paths
(Path Clustering, No Gossip), adding a signiﬁcant amount of detouring improvement without
performing any further measurements. Lines above this demonstrate how the detouring poten-
tial improves as rounds of cluster-exchange gossip are performed and the cluster sets are merged
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Figure 5.4: Path clustering enables sets of path measurements gathered from small cliques of
nodes to suggest high-quality detours without incurring a high measurement over-
head. [176 nodes, all-pairs (20 614 paths — 66.9%)]
to form more accurate path classiﬁcation systems. Each successive round of cluster exchange
(i.e. {1, 2, 5, 15} Gossip Rounds) and reclustering further improves our ability to suggest eﬀec-
tive detours. Diminishing returns are noted as we add gossip rounds, suggesting that gossiping
should cease after an appropriate number of rounds to avoid storage and communication over-
heads. All curves show a consistent shape, suggesting that the qualitative spread of detours
between approaches remains the same as those found using Brute Force.
After 15 rounds of gossip, nodes can identify eﬀective detours for 60% of the potentially
detourable paths. At this point, they are in possession of the equivalent of 16 independent small
end-to-end datasets formed into a classiﬁcation cluster, representing a total of 2176 (16× (172 ))
underlying measurements. This is considerably less than the 15 400 (
(
176
2
)
) possible end-to-end
measurements available in the dataset.
5.3.2 Deployment
In a practical deployment, nodes would not choose their own independent clique of nodes to mea-
sure, and would instead be allocated a clique within which the nodes would cooperate to ensure
each node has a complete set of measurements to each other node within the clique, preventing
redundant measurements. Each node would then form cluster sets using these measurements
and gossip these clusters to nodes in other, independent, cliques.
In our simulation, each node forms independent cliques to show the eﬀect of detouring in
aggregate across the entire dataset. This does not aﬀect the resulting analysis due to the use
of non-epidemic gossiping—nodes do not share clusters that they received from other nodes.
Accordingly, after m rounds of gossip, each node can only choose detours based on the clusters
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derived from m other nodes’ clique measurement sets. Each node in our simulation represents
an independent clique of nodes that would be formed in a real world deployment.
The above analysis showed that ending the cluster exchange phase after exchanging clusters
with 15 other independent cliques would be suﬃcient to achieve tangible improvements in
path latency, retaining scalability by limiting the cost of cluster storage and transfer. In the
simulation, we assume that detours are static. While Section 3.4.2 suggests that this is largely
the case, some routes and measurements will inevitably change over time. In a practical system,
the measurement phase and cluster exchange phases would therefore be repeated periodically.
However, this is not a major concern due to the low overhead involved in latency and traceroute
measurements, and the limited number of measurements involved.
5.4 Summary
In this chapter, we introduced a structural approach for discovering latency detours based on
the observation that direct network paths that follow similar AS-level routes will often beneﬁt
from the same detour nodes. We employed hierarchical clustering as a means to classify paths
according to whether they are likely to beneﬁt from detouring, and which detour nodes might
beneﬁt them. Using our path clustering method to suggest two potential detours for any given
network path within a 176 node dataset, the resulting performance was close to the optimal
approach in which any of the nodes could be used as a detour.
After that, we described how this path clustering approach can be adapted to operate in a
decentralised manner, enabling it to locate eﬀective detours while only requiring a small subset
of the potential path measurements to be made. Our distributed path clustering approach
enabled an overlay network to provide latency detours for arbitrary end-to-end paths, including
those to third-party services. By splitting the network into small cliques and only performing
end-to-end measurements within these cliques, the measurement overhead of detour discovery
is kept scalable—for a network of 176 nodes, 60% of detours can be identiﬁed using less than
15% of the potential measurements. We believe that, since the AS-level connectivity graph
of the Internet is architecturally constrained in size, the number of these cliques necessary to
encapsulate much of the underlying diversity of the network will be suﬃciently small as to be
feasible in a practical deployment.
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6 Detouring for Throughput
While both latency and throughput are critical network metrics for application performance,
it can be seen from the graphs in Section 3.4.2 that the potential for bandwidth detouring
improvements is substantially higher than that of latency. Bandwidth, however, represents a
more complicated metric to work with: its measurement cost is substantially higher whilst
the accuracy of measurements is signiﬁcantly lower (Sections 3.3.1 and 3.3.2). To build a
comprehensive system for detour routing, it is necessary to have detour discovery approaches
available for both metrics. In this chapter, we present our approach for discovering throughput
detours, which is based on ranking detour nodes by their potential to act as detours and then
providing a means to select dynamically between them.
6.1 Bandwidth detour properties
Our approach for latency detouring, as described in the previous chapter, presents a metric-
agnostic technique for discovering detour routes. It could, in theory, also be adapted to select
independent detour routes for any other path metric, provided that that metric is a property of
the traversed path, such as jitter, loss, or available bandwidth and capacity. TCP throughput,
however, does not fall within this category.
TCP throughput, as discussed in Section 3.3, is essentially a higher-order product of multiple
metrics including latency, loss, and available bandwidth, along with the complex eﬀects of elastic
cross traﬃc and the conﬁguration details of the TCP stack implementations on end-hosts. This
complexity makes path property based predication approaches, such as that described in the
previous chapter, ineﬀective for throughput detouring.
6.1.1 Predicting bandwidth
Earlier work that considered throughput detouring investigated at predicting it through means
of other metrics. For example, PeerWise [10] attempts to use latency detours for bandwidth
but reports mostly negative results. SideStep [13] uses CDN redirection hints as a form of
network locality measurement and uses these to locate nearby nodes, which may possess better
network paths to a given destination. The idea of using latency as an accurate proxy metric
for throughput is still fairly pervasive although, as discussed in Section 3.3.2, the wide-scale use
of TCP window scaling has made this an unsafe assumption.
If latency was an accurate predictor of bandwidth, it would be possible to build a bandwidth
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Figure 6.1: Using latency detour paths for bandwidth detouring is only
marginally more eﬀective than choosing detour nodes at random.
[136 nodes, all pairs (10 265 paths — 55.9%)]
detouring system based on top of a simpler latency detouring system. The eﬀects of such a
system can be emulated using a large set of Internet path measurements. Using the PlanetLab
testbed, we gathered a 136 site all-to-all measurement dataset of latency and throughput, using
the throughput measurement approach from Section 3.3.2. This yields 10 265 paths for which
both measurements can be completed, representing 55.9% of the potential end-to-end paths.
For each path, three detours are chosen: (i) the best bandwidth detour found through brute-
force search; (ii) the best latency detour found through brute-force search; and (iii) a random
detour. Using the minimum bandwidth of each detour leg to predict detour throughput, Figure
6.1 shows the distribution of bandwidth over all paths using each of these detours compared to
the distribution of bandwidth on the direct paths. With the best known detour, median band-
width increases to 31Mbps compared to 7Mbps on the direct path. Employing the best latency
detour as a bandwidth detour gives barely better performance than a randomly chosen detour,
and the diﬀerence compared to the direct path is insigniﬁcant. This implies that bandwidth
detouring approaches based upon exploiting latency detours will not be eﬀective. Analysing
the latency metrics of the best bandwidth detours shows that only 15.6% would also act as
an eﬀective latency detour. In aggregate these bandwidth detours present a median latency
increase of 10.9ms or 8.3% compared to the direct path.
6.1.2 Limiting detour choices
The above analysis demonstrates that previously developed scalable approaches for predicting
latency detours will not be useful for locating bandwidth detours. Short of further insight on
the structural properties of Internet bandwidth, we now consider approaches that address the
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problem of bandwidth detour discovery statistically.
Choosing a detour for a given path is a hard problem because any network node (with access
to suﬃcient network capacity) has the capability to act as a detour, which means that there are
too many potential measurements to take in order to choose a correct node. While the Internet is
a large-scale network, it has been observed that the distribution of network capacities (in terms
of interconnectivity between networks) follows a power-law distribution [141]. Following this,
a small number of networks provide a large proportion of the available network capacity. This
property implies that there is a large disparity in the network capabilities of individual nodes,
and it may be the case that a small number of detour nodes could provide a large proportion
of the potential detouring improvement available. By limiting the quantity of detour nodes to
select from, the task of choosing the right one for any speciﬁc path becomes signiﬁcantly easier.
We can evaluate how the potential detouring improvement is aﬀected by reducing the number
of detour nodes available by analysing a large scale end-to-end throughput measurement dataset.
The PlanetLab dataset described in Section 3.4.2 consists of all-pairs throughput measurements
between a set of 150 nodes. Naming this set of all nodes A, a subset D of detour nodes is chosen
at random. Taking the deﬁnition of relative detouring improvement, dk(i, j) from Section 3.4,
the detour potential of the set D for all paths (i, j) ∈ A can be expressed as:
∑
(i,j)∈A
max
k∈D
dk(i, j)
Intuitively, this is the sum of the relative bandwidth improvement possible for every path
in A when selecting the best detour only from the set D. Since path bandwidths are widely
distributed, we calculate the aggreate detour potential for a set of paths by combining the
relative improvement of each individual path.
Figure 6.2 shows the detour potential for diﬀerent sizes of the randomly chosen subset D. For
each size of D, the subset is drawn randomly before calculating the detouring potential, which
is then averaged over 1000 iterations. The results are plotted relative to the detour potential
when any node could act as a detour i.e. D = A. The graph strongly indicates that only a
small number of detour nodes is necessary to provide the vast majority of the detour potential.
Restricting detouring to just 20 nodes (less than 15% of the nodes in the system) achieves more
than 60% of the detouring performance that would be possible when all 150 nodes are available
for detouring. At this point, if the number of detour nodes available is doubled to 40, the
proportion of detouring improvement is raised only to 75% of that of the unrestricted detour
set. This suggests that, beyond a certain point, there is little to be gained by adding more nodes
to the set of potential detours.We also note that randomly selecting just two detour nodes from
the 150 will, on average, supply 20% of the potential detouring performance, suggesting that
bandwidth detour nodes are common.
There are two key points underlying this analysis: First, the detour nodes are chosen at
random, meaning that there is no overhead in selecting them. Second, the score is computed
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Figure 6.2: Restricting detour paths to a smaller set of detour nodes retains most of the potential
detouring improvement. [150 nodes, all-pairs (20 323 paths — 90.9%)]
using the best possible detour node from D for every path considered. Such an approach requires
complete knowledge of all network path properties that would not be available in a real world
deployment.
6.2 Choosing bandwidth detours
As shown in Section 3.3.2, bandwidth is an unstable metric. Without a lightweight means of
predicting bandwidth for detour paths, each potential detour path has to be directly tested at
time of use. Probing path bandwidths is expensive in terms of time and data consumption,
suggesting the number of potential detour paths that are tested for a given path must be
extremely restricted. In order to reduce the cost of selecting detours for individual paths, we
require a means of comparing them so that measurements are only expended on detours that
have a high probability of representing signiﬁcant performance improvements.
The previous result showed that good detouring performance can be achieved by using only
a restricted number of detours. Building a detouring system based on this observation has
the advantage of simplifying the task of selecting a detour node for a speciﬁc path by greatly
limiting the number of potential choices, and therefore measurements to take. In the analysis,
the selected detours were chosen at random, but it is clear that some speciﬁc detour nodes will
be more eﬀective than others. If such detour nodes can be identiﬁed, the measurement cost of
the system can be reduced by avoiding measuring paths that are not likely to lead to eﬀective
detours. We propose a means of ranking detours by their detour potential—the likelihood that
they can form a detour route for an arbitrary end-to-end path.
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6.2.1 Ranking detour nodes
To build a comparative ranking of detour nodes, it is necessary to gather some form of measure-
ments of their properties. In the analysis in Section 6.1.2, we observed that a large proportion
of the potential detouring improvement can be realised using a small proportion of the nodes
in the network. As only a small number of detour nodes are required, it becomes reasonable to
propose detour discovery methods based on all-pairs measurements.
Node detour potential
A node is deﬁned as a detour node if it can improve the throughput for least one other end-to-
end path. In building an Internet scale system, it is necessary to consider the utility of a detour
node in terms of both the improvement that it can oﬀer to individual paths and the number
of paths that it can provide detours for. Following this, detour nodes can be scored on their
aggregate detour improvement. Over some set of paths P, this is deﬁned for a detour node k as:
∑
(i,j)∈P
dk(i, j)
All nodes can be ranked with respect to P in this manner, but when choosing a set of detour
nodes, it is necessary to maximise the impact of each individual node. An eﬀective detour node
is unlikely to be equally eﬀective for all potential network paths. More likely, it will be eﬀective
for some paths but other paths are better served by alternative detours. This introduces the
concept of detour span, the subset of paths that a detour is eﬀective for. It is thus more eﬀective
to rank detours to maximise the span of their combined set, leading to a greedy algorithm based
approach to detour ordering.
Greedy detour ranking
The ranked list of detour nodes L (with respect to some set of paths P) can be constructed
iteratively from a set of detour nodes D. Starting with L consisting of the node with the most
aggregate detour improvement over P as deﬁned above, the excess improvement of a detour
node l in D is deﬁned as:
∑
(i,j)∈P
max
[
dl(i, j)−max
k∈L
(dk(i, j)) , 0
]
More simply, it is the aggregate improvement that l can oﬀer to paths in P after considering
all detours via a node that is already ranked in L. In each round of the greedy algorithm, the
node with the highest excess improvement is removed from D and appended to L. In order
to quantify the diﬀerence between successive nodes in L, entries are associated with a score
representing their excess improvement over their preceding node. The iteration continues until
D is empty or no node can supply any excess improvement over the detours already in L.
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It should be noted that this greedy ranking process does not identify the optimal ranking of
detours. Consider two paths, (i, j) and (k, l), for which there is a top-ranked detour node a
providing a 50% performance increase for both paths, scoring an aggregate detour improvement
of 3×. Another detour node b provides a detour path oﬀering 100% over the direct path (i, j)
but does not improve the path (k, l), thus scoring 2× and ranks second. A third node c provides
a 75% improvement to only path (k, l) and scores 1.75×, ranking third. If these detour paths
are considered in ranked order, all three must be considered to make a detouring decision.
However, the optimal ranking places b ﬁrst and c second, with the node a unable to provide
any improvements beyond the contributions of those nodes, and it need not be considered as
a detour. Combinatorially, there are |D|! possible rankings making optimal ordering solutions
diﬃcult to ﬁnd or even evaluate analytically, necessitating the use of simpler, non-optimal
approximation heuristics such as this.
The greedy detour ranking algorithm enables a set of detour nodes to be ranked based on
the all-pairs measurements between them. Given the earlier result showing that only a small
number of randomly selected detours is necessary to provide eﬀective detouring for a large
number of potential end-to-end paths, this essentially provides a means of identifying which
speciﬁc detour nodes are likely to be eﬀective for any end-to-end Internet path, which includes
paths between nodes that were not involved in the ranking process.
6.2.2 Detour set selection
The ranked list of detours, L, provides an indication of relative detour quality than can guide
towards picking the right detour for a speciﬁc path. Due to the instability of the bandwidth
metric, it is diﬃcult to ensure that previously predicted detour nodes for a path will remain
valid in the future, so all potential detour paths have to be sampled at time of use to determine
their eﬀectiveness. This eﬀectiveness can be determined at the time of use using on-demand
measurements in the process of path selection, which compares the eﬀectiveness of potential
detour paths with that of the direct path in order to select the most eﬀective path. However,
such measurements incur a cost overhead, so the number of these measurements should be
minimised by reducing the number of detour nodes that are considered. We reduce the size of
the list L to a detour set, S, of an appropriately small size using a detour selection strategy.
A detour set is a set of nodes that is small enough such that all of the detours within it can be
reasonably tested using an on-demand method at the time of use. In contrast, it also needs to be
suﬃciently large as to give a good chance of providing a good detour. Detour sets can be grouped
into three categories: (i) per-path; (ii) per-node; and (iii) per-network. (i) A per-path detour
set consists of a number of independent detours with overlapping detour spans such that they
would be assured of acting as a good detour for a speciﬁc path. The overlap between the detour
spans preserves detouring eﬀectiveness where individual detour nodes might be temporarily
limited in capacity, such as by overloading. (ii) A per-node detour set has a combined span that
maximises the detouring potential for the paths in or out of a speciﬁc network node, i.e. for
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any given node in a network there exists node-speciﬁc optimal combination of detours. (iii) A
per-network detour set is a set of detours that maximises the detouring improvement across all
paths in the network, as found using the ranking algorithm above. It is the latter two categories
that are of most interest when building an Internet-scale detouring system because they provide
more general coverage of Internet paths.
Network-centric selection strategies
All detour set selection strategies have a primary parameter, k, which represents the number of
detour nodes to be selected. Additionally, due to the large diﬀerence in detouring potential of
nodes at the top of the ranked list compared to those at the bottom, there is a second potential
parameter that restricts what proportion of the detour list is considered when choosing the
detour set. It is diﬃcult to deﬁne a simple metric that captures how much a speciﬁc detour
node contributes to a detour set without deﬁning it in terms other parameters, such: how large
the initial measurement set is, the number of paths being detoured for, or the distribution of
bandwidth capacity of other nodes in the system. As such, it is diﬃcult to deﬁne a speciﬁc
threshold at which a node is considered a good detour node or not and thus whether it should
be included in a detour set. The intuition behind the heuristic of restricting selection to a
proportion of the ranked detour list is that the distribution of detour quality in the list should
be independent of its size. We propose three primary network-centric strategies for sampling a
detour set of k nodes from the ranked list of detours L:
Best-ranked-k. The optimal network-centric strategy is to pick the k nodes from the top of
the detour ranking. In a large-scale deployment, this may direct all clients to attempt detouring
by using the same small set of detour nodes, limiting the performance of the platform as the
detour nodes saturate their network capacity.
Load-balanced-k-l. To avoid the overloading of the best-ranked detour nodes that would be
selected by the previous strategy, the load-balanced strategy picks k nodes at random from the
top l nodes in the ranked list. The value of l is chosen so that only eﬀective detour nodes from the
top of L are included. This will likely limit the performance of any individual detouring client
because it will not be supplied with only the most eﬀective detour nodes, but with multiple
clients, this increases the number of detour nodes that are available and thus increases the
scalability of the system.
Random-k. Included here for comparison to demonstrate the advantage of detour ranking,
the random strategy samples k detour nodes from the whole of set L, essentially ignoring the
ordering. This introduces ineﬀective detour nodes into the on-demand measurement process
but distributes load across the maximum number of detour nodes.
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1: function select detour(path,L)
2: S ← L[:k]  Select k best-ranked detour nodes from L.
3: t ← sample(L[k:])  Select t from remaining nodes in L, proportion-
ally to score.
4: S ← S + t  Add t to detour set S.
5: (d, s) ← test detours(path,S)  Get best detour d and relative bandwidth
improvement s for path from S.
6: if d = t then
7: L[t].score ← L[t].score+ s  If t was best detour, update t score in ranked
detour list L.
8: return best detour
Figure 6.3: Algorithm for improving a detour set through iterative reﬁnement using on-demand
measurements
Node-speciﬁc reﬁnement
Choosing detour nodes based on a network-centric ranking as described above can provide
signiﬁcant bandwidth improvements for most nodes, but the ranking is inherently biased by the
initial selection of detour nodes in the ranking process. If these nodes are selected uniformly at
random from a population of Internet nodes, they will tend to present the biases of the nodes
topology in general. For example, in the dataset above, the highest ranked detour nodes are
located in western Europe and the eastern US, reﬂecting the biases of the underlying PlanetLab
network topology. Such detours would be ineﬀective for paths that do not traverse these regions,
for example a path from China to California. In an ideal system, all detour clients would be
allocated their own speciﬁc optimal detour sets to provide the largest aggregate bandwidth
improvement to any Internet destination. However, it is not possible to determine this set
analytically for a client without extensive end-to-end measurements from the client to all detour
points and from there to all, potentially unknown, destinations.
While it is possible to use a less eﬀective network-centric detour set for all clients, we propose
an online algorithm whereby clients can approximate their client-speciﬁc detour set selection
using a process of iterative reﬁnement. The basis of this approach lies in adapting the greedy
ranking approach from above to include the results of the on-demand measurements performed
by the detour path selection process. Over successive transfers, a client can iteratively reﬁne
its detour set selection S such that it converges towards the optimal set.
Client-iterative-k. Algorithm 6.3 describes how a client can iteratively update its detour
ranking list to improve its selection of detour nodes. In order to select a detour path for a given
destination, a client node starts by acquiring the ranked detour list L (1). To locate a detour
for a given path, it selects a set of k detour nodes S using one of the network-centric strategies
above (2). For example, the best-ranked strategy would result in S = {L1,L2, .. ,Lk}. It then
selects an additional detour node for testing t from L with a probability proportional to its
score (3), and appends this to S (4). During the detour selection process, the client samples the
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bandwidth to the destination via all the nodes in its detour set S to decide on the optimal path
to use at that point in time (5). If the detour selection process ﬁnds that t is the most successful
detour node (6), its score in the rankings is incremented according to its relative bandwidth
increase over the direct path (7).
As more paths are tested for detourability, the random selection of the test node t and the
updating of its score reﬁnes the ordering of the list L towards the client-speciﬁc ranking. Over
time, this enables the client to reﬁne its detour set S so that is more optimised for its speciﬁc
network location.
6.2.3 Evaluation
We can compare the eﬀectiveness of these detour set selection strategies by simulating how they
would predict detour paths over a previously gathered dataset. From the 150 node all-pairs
measurement dataset described in Section 3.4.2, we select 50 nodes at random to act as the
measurement set D, as described in Section 6.2.1. This number of nodes is chosen according to
the graph in Figure 6.2 and empirically veriﬁed as giving a good trade oﬀ between measurement
cost and potential for detouring improvement. In the referenced graph, the detour beneﬁt for
a given number of nodes is quantiﬁed by the improvement available by detouring through
any of those nodes. Analysis of Figure 6.2 suggests that selecting around 20 nodes would
represent a better balance between the detouring improvement available and the measurement
overhead. However, we wish to choose small, diverse, sets of detour nodes from within this
population, suggesting we should provide a larger set of nodes to choose from. Selecting 50
nodes still represents an acceptable measurement overhead, while retaining the potential for
diversity within the detour set selections.
Using the measurements from the dataset, the ranking algorithm is used to order these nodes
in a list L according their detouring potential. Around half of the nodes in L are found to be
capable of acting as eﬀective detours. After selecting L from D, the remaining 100 nodes in the
dataset, designated T , are chosen to act interchangeably as source and destination nodes for
test paths to compare the eﬀectiveness of the detour set selection strategies.
For each node in T , a detour set selection S is made according to the strategies discussed
above. The load-balanced strategy uses a selectivity parameter of 25 so that only the eﬀective
detour nodes from the top half of the ranking are used, as discussed above. The node then
uses this detour set to discover the best paths to all other nodes in T . For the beneﬁt of the
analysis, we assume that each path under testing is assigned the optimal detour node from the
detour set at time of use.
Figure 6.4 compares the distribution of bandwidths available over all paths in T using each
of the detour set selection strategies, compared with that of using only the direct paths (direct).
We compare this to the detouring performance that could be achieved were it practical to select
detour paths using any of the ranked detour nodes in set D (best-50).
Without using a detour set selection strategy, where the best detour node from 5 is chosen
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Figure 6.4: Selecting paths from 5 detour nodes chosen at random provides some im-
provement over direct paths, but better performance can be achieved
by selecting these ﬁve nodes using a detour set selection strategy.
[150 nodes, all pairs (20 323 paths — 90.9%)]
at random from the 50 (random-5), we observe that some improvement is possible over the
direct path. This represents the improvement that would be seen by employing an eﬀective
on-demand detour path selection process, and compares to the 35% aggregate detour path
improvement seen in Figure 6.2. However, employing our detour ranking approach and selecting
5 detour nodes at random from the known-eﬀective detour nodes in the upper half of the ranking
(load-balanced-5-25) provides better detour paths. Such a strategy increases the median network
bandwidth from 6Mbps, using only the direct paths, to 10Mbps, using load-balanced detouring.
Choosing only the highest-ranked ﬁve nodes (best-ranked-5), as ordered by inﬂuence across the
whole network, results in signiﬁcant bandwidth increases. This raises the median network
bandwidth to 14Mbps, but with all detouring concentrated across the same ﬁve sites for all
client nodes, there is a risk of developing a network bottleneck.
Although impractical in a general deployment, client-greedy-5 demonstrates the optimal case
for the client-iterative approach, illustrating the potential for improvement when detour set
selections are specialised for a given node. It is derived analytically by performing the greedy
ranking algorithm for detours using only the paths for a speciﬁc node (as opposed to all paths in
the network), and then selecting the ﬁve highest ranked detours. Employing such an approach
would raise the median network bandwidth to 18Mbps.
It is relevant how close all of these approaches come to the performance of the best-50 ap-
proach. As seen in Section 6.1.2, that approach provides 82% of the detouring potential com-
pared to choosing any from a set of 150 nodes. This demonstrates how much of that performance
can be achieved using just ﬁve well-chosen detour nodes, located using the ranking approach.
Having only to select from ﬁve potential detour nodes using on-demand measurements should
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be feasible in a real deployment, implying that the detour set selection approaches introduced
here have the potential to underlie a practical Internet-scale detouring system.
6.3 Summary
In this chapter, we ﬁrst noted that TCP throughput cannot reliably be predicted by the easily
measured structural properties of a path, such as latency. We showed that attempting to use
latency detours as throughput detours led to performance that was little better than choosing
detours at random. As an alternative to the structural approach to detour discovery presented
in Chapter 5, which predicted detours using information from the underlying connectivity of
the network, we approached the problem of throughput detouring using statistical information
about the network.
Our ﬁrst observation was that bandwidth detour nodes are exceptionally common. Given a
set of 150 potential detour nodes, choosing the best detour node from any two chosen at random
can present 20% of the detouring performance improvement that is available when any of the
150 nodes can be used. Following this, we assume that a small number of exceptionally eﬀective
detour nodes can contribute the majority of the potential detouring improvement. We then
address the problem of throughput detour discovery as a matter of identifying these eﬀective
detour nodes.
Based on this analysis, we ﬁrst reduced the size of the potential detour node set to 50 nodes,
chosen at random. With the number of potential detour nodes reduced, it then becomes feasible
to propose methods based on all-pairs metric measurements. Using these measurements, we
introduced a means of identifying the most eﬀective detours within the set by ranking them in
relation to their potential for oﬀering detour performance.
Our approach is based upon supplying detour clients with a small set of detour nodes from
which they could select the most eﬀective one for any given destination at the time of use. We
proposed three methods for how this ranking of eﬀective detour nodes could be used to select
smaller sets of detour nodes for clients. In the ﬁrst method, all clients use the same set of best
ranked detour nodes. The second method introduces a randomisation process to spread the
load of detouring across a larger number of detour nodes in order to support more simultaneous
users. Finally, we proposed a means by which clients can reﬁne their selection of detour nodes
based on feedback from their previous detouring decisions.
In evaluation, we found that our approach oﬀered detour selections that can improve the
performance of direct network paths, and showed that the inclusion of detour ranking provided
signiﬁcant improvements over detour sets selected at random. An approach using the best-
ranked detours was found to improve the median network bandwidth from 6Mbps to 14Mbps,
while only relying on a ﬁxed-size set of network measurements, and thus provides a scalable
means of throughput detour discovery.
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7 Network-layer Detouring
The Internet presents a general communication service and oﬀers many potential options for
redirecting end-to-end paths to perform detour routing. The Internet presents a layered software
architecture, in which the independent layers can, in theory, be substituted or enhanced to
support speciﬁc requirements. This suggests a natural approach for implementing detour routing
would be to add an additional layer to the routing architecture.
From an end-host perspective, Internet routing only occurs at layer-3, the Internet Protocol
or network layer [87]: Lookup tables for forwarding packets in IP routers map destination IP
subnets to gateway router IP addresses closer to their eventual destination. Each hop along an
end-to-end Internet path is thus between two IP addresses. At this layer, routers are largely
agnostic to connection-level properties of the higher-level protocols, simplifying their operation.
It would follow that this is the most obvious layer in which to implement a detouring system.
In this chapter, we discuss the design decisions for implementing a network-level detour
transport layer using IP tunnelling—adding an additional layer of encapsulation above the
network layer. We ﬁrst consider the means by which application traﬃc can be intercepted
and redirected, and how this aﬀects how detoured traﬃc can be handled by destination nodes.
We next describe how such an approach can be implemented within constrained operating
environments, such as PlanetLab, and how this aﬀects the performance of detour routing.
Finally, we evaluate the performance of network-level detouring when used for throughput
detouring using an unrestricted network testbed to validate our analytical prediction of potential
detouring performance.
7.1 Detouring packets
The role of an operating system level network stack is to provide an interface to applications
so that they can communicate with other network hosts using standardised protocols. This is
typically achieved using the socket [142] abstraction, which presents applications with a ﬁle-like
interface for communicating with other hosts using standardised system calls. The network
stack receives data passed via these socket interfaces and converts it into discrete packets which
can be transmitted across the network.
The layered architecture of the network stack makes it possible to inject functionality be-
tween layers, and thus manipulate application traﬃc ﬂows in a manner that is transparent to
applications. We can use this functionality to implement a transport layer for detour routing.
We can view a network-layer detouring system as consisting of three independent components:
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an ingress component, which intercepts IP traﬃc after it is generated by applications and before
its transmission into the network; a tunnelling component, which can transparently transport
this intercepted traﬃc to the detour node; and a means of network egress, by which the packets
can be delivered to the original destination node, except now having traversed the detour path,
source–detour–destination, instead of the direct path, source–destination.
7.1.1 Detour ingress
There are a number of potential options for how to intercept application traﬃc so that it can
be detoured. The main factors in choosing between them lie in the level of access to a system or
network that is necessary to implement them, and the performance overheads that are associated
with each approach.
Kernel detouring. The most natural approach for capturing network traﬃc would be to
use the mechanisms provided by the OS. With a suﬃcient level of access, the routing table
or ﬁrewall could be manipulated dynamically to redirect traﬃc destined for certain nodes to
travel to a detour node instead. We describe such an approach in Section 7.2.2. This provides
a high level of performance because the critical processing path would exist within the OS
kernel. However, such an approach requires the privileges necessary to adjust the network
conﬁguration, which could be seen as a security risk or may not be available with certain classes
of deployment platforms, such as virtualised containers [143]. Additionally, it does not provide
a means of diﬀerentiating between the traﬃc of diﬀerent applications: all traﬃc directed to a
certain destination must be treated equally, regardless of the application requirements.
For a larger deployment, for example, when deploying a detouring system for multiple client
nodes within an organisation, it would be possible to implement such functionality as a separate
network router, which can perform detouring operations in a manner that is transparent to client
systems. While there are no technical constraints preventing this, our client-side system model
will provide equivalent performance in evaluation, and is more simple to implement, so this is
not considered here further.
Userspace network virtualisation. A more ﬂexible approach can be implemented using
userspace network device virtualisation [144]. In this context, a virtual network device is an
OS-level bridge between two separate constructs: a network device and a userspace ﬁle descrip-
tor. The network device appears a standard network interface, conﬁgured with an IP address
and can be associated with network routes. Packets that are sent from this interface are buﬀered
by the kernel, at which point they can be read by a userspace process accessing the ﬁle descrip-
tor. This interface is reversed for ingress traﬃc: packet data structures that are written to the
ﬁle descriptor appear to have arrived at the network interface and the OS handles them accord-
ingly. Using this mechanism, it is possible for userspace processes to handle IP level network
processing without OS privileges. Since this approach operates in userspace, it is possible for
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it to be implemented within constrained virtualised environments (e.g. Linux-Vservers [145])
provided the that virtualised network interfaces can be conﬁgured. This can be achieved using
the VSYS [22] privilege virtualisation mechanism, which allows interface conﬁgurations to be
performed from non-privileged environments such as virtualised containers. The main limitation
of this approach is that it performs network processing, normally a kernel-level functionality, in
userspace, potentially limiting system performance.
With a virtualised interface, only traﬃc directed towards the interface via the routing ta-
ble is intercepted. It thus suﬀers from the same inability to diﬀerentiate between applications
as the kernel detouring approach described previously. However, there is a standard operat-
ing system facility, interface binding, which allows applications to direct their traﬃc towards
speciﬁc interfaces regardless of the routing conﬁguration. This is achieved by means of the
SO BINDTODEVICE [146] socket option, which can be set by applications on a per-socket basis,
allowing ﬂexibility in detouring decisions. This can be implemented in a manner that pre-
serves compatibility with existing applications by using system level dependency injection. The
LD PRELOAD [147] mechanism allows libraries to intercept calls to the socket() [146] function.
The interface binding can then be selectively enabled on a per-process or per-connection basis
at application runtime.
7.1.2 Detour tunnelling
In the standard Internet architecture model, the route by which an IP packet traverses the
Internet is only controlled by the destination IP address contained within the packet header,
and end-hosts have no other means of directing the route. To construct a detour route via a
tertiary node, we must ﬁrst transport the packet to the detour node before it can be forwarded
to the eventual destination. We can achieve this using IP tunnelling [148].
Network tunnels are a means by which network protocols are encapsulated, or tunnelled,
within an outer network protocol to transport the data of the inner protocol while gaining
from the features of the outer protocol. Such approaches have wide-ranging uses in network
deployments, typically providing some combination of features such as security (e.g. the IPSEC
protocol provides encryption and authentication [149]) or transit capability (e.g. the 6in4 pro-
tocol [150] transports IPv6 traﬃc over IPv4 networks). It is the latter capability that is of
interest here.
The need to bridge transparently between networks over the Internet is common, and there are
several standard protocols for achieving this. The primary approach is IP-in-IP tunnelling [148],
a kernel-supported approach for bridging networks across the Internet. Deﬁned as a transport
protocol in the IP standard, it adds a second level of layer-3 (IP) headers to a standard packet.
The packet is routed according to its outer IP header. Upon arrival at the destination speciﬁed
in that header, the outer header is stripped and the packet forwarded as usual. GRE [151] is
a router-level implementation of such an approach, and most VPN implementations operate
by a similar mechanism. Most implementations of such approaches employ virtualised network
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interfaces and thus require kernel-level access to conﬁgure them.
Regardless of the tunnelling protocol chosen, their use in a detouring system is similar. The
IP packet, with its source and destination address ﬁelds unmodiﬁed, is encapsulated within
an outer IP packet with the destination address of the detour node. The detour node, upon
receiving these encapsulated packets, removes the encapsulation and transmits the inner packet
back to the network. The packet is then delivered to the correct destination node as if it was
produced by the detour node.
Userspace tunnelling. When using the virtualised network interface approach described in
Section 7.1.1, the packets being detoured are captured by a userspace process. Given access to
a packet as a data structure, it is trivial to implement a dynamic userspace tunnelling approach
using UDP, where arbitrary IP packets are transported inside UDP datagrams. Using the
sendto() UDP socket interface, it is possible to write an arbitrary data structure so that it can
be received by any node that is listening on a given UDP port. The node receiving the datagram
can use a virtual interface to inject that packet back into the local network stack. With this
approach, tunnels need not be pre-conﬁgured to speciﬁc locations and no special privileges
operating system are necessary. UDP is an unreliable protocol—it does not guarantee packet
delivery—but this is not an issue for IP tunnelling because IP networks oﬀer the same service
semantics.
7.1.3 Egress strategies
The choice of strategy for the ingress and tunnelling component implementations can eﬀect the
performance of the detouring transport or its feasibility in terms of what level of access might
be necessary to implement it. However, the means by which packets exit the detouring system
has the greatest level of impact externally. In addition to aﬀecting performance and feasibility,
the choice of egress strategy determines how detour traﬃc is perceived by external systems,
both in terms of the routes constructed and whether the system can communicate with external
services.
We can deﬁne two fundamental types of detour path, depending on whether one or both
directions of traﬃc ﬂow travel via the same detour route: on a symmetric detour path, both
the forward and reverse traﬃc ﬂows follow the same route; in asymmetric detour routes, both
paths follow diﬀerent routes, either two independent detour routes or traﬃc ﬂow in one direction
travels over the direct path. Most bandwidth intensive application protocols (such as HTTP,
NNTP or BitTorrent) exhibit strongly asymmetric traﬃc patterns, with individual connections
representing a client-server transaction in which small-sized requests are met with large-sized
responses . Detour routing systems can account for such traﬃc properties by routing small-sized
requests over lower latency links, while routing larger responses over paths that oﬀer the best
throughput properties.
Figure 7.1 outlines three general modes of implementing traﬃc egress at a detour node,
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Figure 7.1: Three diﬀerent strategies for delivering detoured packets to their destination. The
choice of strategy can aﬀect the properties of the resulting detour path.
IP spooﬁng, source-NAT and tunnelling. All modes use a common method of transporting the
traﬃc detoured from a source node s to a detour node r using an IP encapsulating tunnel. They
vary in the manner in which traﬃc is redirected at the detour node; what level of system access
is required to implement the strategy; whether the detour paths are symmetric or asymmetric;
and whether modiﬁcations are required at the destination node in order to receive the detoured
traﬃc.
IP spooﬁng. In the IP spooﬁng approach, after exiting the tunnel between the source node s
and the detour node r, the detoured packets are forwarded unmodiﬁed back to the network,
with the source address being that of the original source node s. From the perspective of
the destination node d, these packets are indistinguishable from packets sent directly from s,
making this method transparent to applications and the destination node. This method does
not require any special conﬁguration of the destination node, so it can be used with third-party
systems. Since packets appear to originate from s, any responses to these packets are sent over
the default path (unless the destination node similarly uses a detouring system), meaning the
detour paths created using this method are asymmetric, with only the forward path beneﬁting
from detouring.
This approach requires the ability to transmit packets into the network with spoofed source
addresses (i.e. where the source address does not match that of the detour node). For security
reasons, such as preventing participation in DoS attacks, and to simplify management and
conﬁguration, some networks will not allow (whether by policy or conﬁguration) such traﬃc
to be routed. For example, both Amazon EC2 [152] and PlanetLab [153] implement such
restrictions.
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Source Network Address Translation. We can remove the requirement to emit spoofed
packets from the destination node by employing Source Network Address Translation (SNAT).
IP Source-NAT or IP masquerading [154] is a technique typically used to enable multiple sys-
tems, generally operating in unroutable private address space (e.g. the 192.168/16 subnet),
to reach the Internet via a router with a single routable IP address (e.g. in home networks).
The router rewrites the source address of outgoing connections to appear to have come from
its routable IP address. It maintains a connection state table to enable any incoming packets
associated with the connection to be sent back to the originating host by rewriting their desti-
nation addresses. This can be generalised for implementing detour routing—detoured packets
are emitted with a source address of the detour node, and the connection tracking feature en-
ables any response packets to be mapped back to the original connection source, thus creating
a symmetric detour path.
This approach is compatible with third-party destination nodes while remaining largely trans-
parent to any applications with the exception that, from the perspective of the destination node,
connections appear to be originating at the detour node rather than the source node. This may
create incompatibilities with systems that depend on accurate source addresses for their correct
operation (e.g. geographic access restrictions used in streaming media platforms).
Since SNAT is typically a feature of kernel-level ﬁrewalls, the performance impact associated
with per-connection state tracking is minimal. However, it requires the capability to conﬁgure
kernel networking parameters on the detour node. This is not generally possible on common
kernel-level virtualisation platforms, such as Linux-Vserver [143], as used in the PlanetLab
testbed.
End-to-end tunnelling. Both of the previous approaches require special privileges to be
available on the detour node: either the ability to emit packets with spoofed source addresses
or the ability to reconﬁgure the local ﬁrewall. If compatibility with third-party destination nodes
is not a concern (e.g., when deploying detouring between nodes under a single administrative
domain), it is possible to extend the tunnelling approach over the whole detoured network path.
If userspace tunnelling is employed (as in described in Section 7.1.2), the only requirement for the
detour node is the ability to relay UDP-encapsulated packets between the source and destination
nodes, according to the source addresses in the encapsulated packets. Since this approach does
not depend on low level control over the detour nodes, it provides more ﬂexibility in how detour
nodes can be provisioned. Additionally, by performing network egress at the destination node,
the detoured paths can be made transparent to applications. This allows the choice between
implementing symmetric or asymmetric detour paths to be made dynamically according to
runtime conditions.
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Figure 7.2: Network-layer detouring can be implemented entirely in userspace, but suﬀers from
unpredictable scheduling delays.
7.2 Evaluation
The above description outlined the design decisions behind implementing a network layer detour
transport system. The key diﬀerentiator between the options for each part of the design is the
level of system access required to deploy the system. Detouring necessarily requires detour
nodes to be provisioned in diverse network locations, which makes the cost of provisioning these
nodes a signiﬁcant factor in the feasibility of the approach. This provides an impetus to focus
on approaches that minimise the deployment requirements for the detour nodes speciﬁcally.
Next, we outline how such an approach can be deployed within the restricted environment of
the PlanetLab testbed.
7.2.1 Userspace detouring
The PlanetLab testbed oﬀers nodes that are virtualised using Linux-Vservers, a virtualisation
approach, which provides the illusion of independent nodes while sharing a single instance of an
OS kernel. This is an environment that is typical of lower-cost Virtual Private Server hosting
providers. Since there is a single kernel shared between multiple nodes, such systems do not
generally oﬀer the ability for users to reconﬁgure kernel-level features, such as the networking
stack. This restricts our detouring implementation to the userspace level approaches described
above.
We implement a system using userspace network devices as described in Section 7.1.1, made
available through the VSYS privilege escalation interface [22]. We use userspace UDP packet en-
capsulation (Section 7.1.2) to implement end-to-end tunnelling between source and destination
nodes, as described in Section 7.1.3.
Figure 7.2 provides an illustration of the processing path that a detoured packet takes through
the network stacks of the source, detour and destination nodes when using userspace detouring.
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First, the client application writes data to a socket, which the kernel converts to a packet. Since
the socket is bound to the virtualised network interface, the kernel transmits the packet through
this interface, where it is copied into a buﬀer attached to a ﬁle descriptor. The userspace router
process, which was blocked waiting on this ﬁle descriptor, now becomes runnable and enters
the kernel process scheduling queue. When the userspace router process is able to run, it reads
the packet from the ﬁle descriptor and sends it over a UDP socket to the detour node.
When the UDP datagram arrives at the detour node, its userspace router process, similarly
blocked waiting for the arrival of tunnelled packets on its listening UDP socket, enters the process
scheduling queue. When the process runs, it reads the destination address of the encapsulated
detoured packet and writes it over another UDP socket to the destination node.
As with the detour node, the userspace router process on the destination node is blocked
waiting for the arrival of UDP encapsulated packets. When a datagram arrives, the router
process enters the scheduling queue. Finally, after being scheduled, the userspace router process
runs, reads the encapsulated packet, and writes it to the ﬁle descriptor of its own virtual
interface. The kernel then injects it into the network local stack.
Userspace detouring performance
The approach described above has three points along the processing path for a packet where the
processing is delayed between the time that a userspace process becomes runnable and enters
the scheduling queue, and the time that that process ﬁnally runs on the CPU. On a system
with low load, this delay is not signiﬁcant, as processes that are scheduled can be dispatched
almost immediately. However, the shared nature of the PlanetLab environment means that the
nodes are generally heavily loaded, with run queue lengths of around 10 being typical: we have
observed scheduling latencies in excess of 100ms. This environment makes evaluating such a
detouring approach using the large-scale PlanetLab testbed impossible.
7.2.2 Throughput
In deploying the userspace based network-level detouring approach on PlanetLab, there are
severe issues in latency introduced by the system load on the detour nodes. TCP protocol
implementations make assumptions about the latency of the underlying network. When the
latency of a path is dominated by the system load rather than path properties, the algorithms
that control the TCP congestion window make incorrect predictions of network loss events,
leading to degraded bulk throughput performance. When we evaluate point-to-point TCP
throughput using userspace IP detouring we observe load-related performance degradation,
making throughput measurements non-representative of network conditions.
To give a fair evaluation of network-layer detouring, we instead deploy an experiment that
removes the potential for errors introduced by userspace scheduling delays. We achieve this by
not performing any network-level processing within userspace, and instead use a kernel-based
SNAT approach as described in Section 7.1.3. Such approaches are not generally possible within
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Figure 7.3: IP detouring implemented at kernel-level using iptables NAT facilities, redirecting
TCP port 5000 on the UK node to the India node.
the level of access aﬀorded by the PlanetLab environment, so we provision a smaller scale test
environment that provides full kernel-level access to the detour nodes.
We deploy ten virtual machines in a geographically distributed manner, spanning the UK,
USA, France, India and Kenya. Since the aim here is to validate the feasibility of the trans-
port mechanism and not the accuracy of detour selection methods, we measure all possible
source-detour-destination tuples (i.e. all-to-all-via-all) using the iperf TCP throughput method
described in Section 3.3.1. Two transport approaches were evaluated for comparison: network-
level detouring, in which we redirect traﬃc at the IP-layer using built-in kernel facilities; and
transport-level detouring, which forms detours using a userspace proxy to relay data between
two independent TCP connections.
Kernel-level network detouring
Figure 7.3 shows an example of a kernel-level detour implementation. Each node is allocated an
individual TCP port number, which it uses as the listening port for the iperf server daemon.
All other nodes use iptables to implement a full-NAT port forward, in which both the source
and destination address of a packet is modiﬁed such that traﬃc directed to that speciﬁc port on
any node is redirected to the speciﬁc allocated host. In the above example, the node in India is
allocated the port number 5000, running the iperf daemon on that port. For all other nodes,
as shown for the UK node, a pair of ﬁrewall rules are conﬁgured: the ﬁrst rule rewrites incoming
packets destined to TCP port 5000 so that the destination address is modiﬁed to that of the
India node. The second rule rewrites the source address to that of the local (detour) node and
enables connection tracking so that each redirected connection can be routed back to its original
source. Similar pairs of rules are set up on every node for each TCP port that is allocated to a
given destination host. When a packet arrives with a destination port of 5000, it is rewritten
by these rules and forwarded to the India node by writing it back to the network. Upon arrival
at the India node, the packet appears to have come from the detour node, and thus response
packets are sent back to that node. The connection tracking in the NAT implementation at
the detour node maintains state concerning which connections are redirected from each source
node, and can redirect these response packets back to the correct originating host. With such
a system in place, we can evaluate IP detouring performance to the India node using any other
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node as a detour by directing the source node to connect to port 5000 on the selected detour
node.
Transport layer detouring
In the previous analysis of detouring potential in Section 3.4 we made the assumption that
the bandwidth that would be achieved across a detour path would be the minimum of the
bandwidths of the two constituent detour legs, i.e. the narrow link [19]. This represents the
bandwidth that would be achieved in building a routing overlay network as part of a distributed
system. To emulate the behaviour of such a system, we can deploy a simple TCP relay on the
detour nodes. Compared to a detour path constructed using network-level IP detouring, em-
ploying a TCP relay on the detour node (instead of redirecting individual packets) is analogous
to split-TCP [77, 78, 70]. Deploying a TCP relay splits the connection into two independent
TCP connections, each with shorter end-to-end latencies compared to the original path. Since
TCP performance is dictated by how its feedback-based control loop responds to network con-
ditions such as packet loss, the reduced latency of each side of the split connection enables the
TCP connections to achieve better throughput.
To act as a TCP relay, we employ a SOCKS proxy [155], a standard userspace network service.
SOCKS is an application-layer protocol for relaying the standard “network socket” programming
interface to a remote host over TCP, forming a transport-layer tunnel between two hosts. Since
it operates in a similar manner to that of the standard sockets interface, wrapper programs exist,
which can make the proxy transparent to applications. SOCKS proxies operate by listening on
a TCP socket for incoming SOCKS protocol connections, which include a preamble stating a
destination host address and port number. Upon receiving this, the proxy opens a TCP socket
connection to the stated end-point and relays data between the two sockets as it arrives. To
test a detour path using this method, the source nodes use iperf wrapped via the socksify
library [156]. The library intercepts network related system calls so that connections can be
redirected via a speciﬁed SOCKS proxy instead of traversing the network directly.
Evaluating throughput
In Figure 7.4, we show the distribution of measurements over all of the potential detour paths
in the ten-node deployment. It also includes the distribution of predicted throughput for
both methods. Considering the TCP transport, the predicted bandwidth for a detour path
is estimated to be the minimum of the bandwidths of the two detour legs. Comparing the
Predicted TCP and Measured TCP throughputs, it can be seen that the distributions of sub-
5Mbps paths, which make up 60% of the dataset, are similar. However, only 6% of paths
are predicted to fall within the 5–10Mbps range when in fact 12% do, suggesting a that the
TCP throughput prediction may not be as reliable over higher-bandwidth paths, indicating a
potential issue with forwarding performance on the detour nodes.
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Figure 7.4: Transport-level TCP detouring is considerably more eﬀective than
network-level IP detouring implemented using kernel facilities.
[10 nodes, all-pairs × 8 detours (720 paths)]
Over the same set of paths, the Measured IP throughput shows a considerably lower distribu-
tion of bandwidth compared to both the predicted and achieved TCP detouring performance,
with 75% of paths falling below 5Mbps. In the TCP case, it is simple to predict throughput
because the two segments operate independently. For IP detour paths, the new constructed
detour path now encompasses a single TCP session. Starting with a model for TCP through-
put, we can estimate this IP detour throughput analytically. Baccelli et al. [113] estimate
TCP bandwidth b as being bounded by latency l and loss probability p on a path, combined
with a constant parameter Φ accounting for the nature of the loss on the path (whether rate
independent or not):
b =
Φ
l
√
p
(7.1)
Combining the metrics from both constituent paths using the deﬁnitions from Section 3.4,
the throughput of a detour path bd can be estimated as follows:
bd ≈ Φ
(l1 + l2)
√
p1 + p2 − (p1p2)
(7.2)
The p1p2 term from combining the loss probabilities can be dropped because both terms are
assumed to be small. Reapplying Equation 7.1 for p1 and p2 now yields:
bd ≈ l1
l1 + l2
√
(l2b2)2
(l1b1)2 + (l2b2)2
b1 (7.3)
Using this, we can estimate the TCP throughput of a IP detour path based on the TCP
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throughputs and latencies of the individual detour legs. Comparing the Predicted IP throughput
with the values measured directly shows that the prediction is accurate on this small scale
testbed. If this analysis holds in all cases, it can thus be shown that bd will always be strictly
less than min(b1, b2), i.e. the detour bandwidth will always be lower than that of the two detour
legs, usually considerably more so.
This ﬁts with the intuitive model of an IP detour path: by composing a path from two
complete end-to-end Internet paths, there will be a signiﬁcant increase in hop-count (i.e. the
number of links traversed). This comes with an inherent increase in latency and loss probability,
which is associated with reduced TCP throughput [121].
In contrast, TCP detouring using a SOCKS proxy gives more promising results. While the
improvement between IP detouring and TCP detouring on a given path can be attributed to
the Split-TCP eﬀect, there is evidence that detours themselves are not solely a product of this.
Here, 77% of valid detour paths provide an improvement of at least 10% for paths where both
legs have latencies below that of the direct path, i.e. those which would be expected to beneﬁt
from improved TCP performance in splitting the connection, only 28% improve bandwidth by
more than 10%. This suggests that it would not be as eﬀective to choose detours with the aim
of optimising the impact of the Split-TCP eﬀect.
7.3 Summary
Detouring at the network layer yields several advantages: it supports any form of network
traﬃc, including UDP based protocols, and can do so transparently, requiring no modiﬁcations
to applications. Since the majority of Internet nodes support ICMP latency measurements, it
is thus trivial to determine detour quality for unknown paths, and the stability of the metric
means the decisions remain accurate in use.
However, the inability to support unmodiﬁed bulk TCP whilst retaining throughput per-
formance limits the usefulness of the system, restricting it to latency-critical, low bandwidth
traﬃc. This typically includes traﬃc for interactive or real-time systems, such as small sized
transactions that form the majority of HTTP requests, SSH, VoIP or online gaming services. In
addition, the low-level access necessary to implement network-level detouring eﬃciently makes
it diﬃcult to evaluate it in practice, and increases the complexity of implementing a detouring
system that can work with third-party applications.
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8 Transport-layer Detouring
The previous chapter demonstrated that an IP based transport will not be eﬀective for band-
width detouring, but we showed that using a transport-level detouring approach in the form of
SOCKS proxies could achieve an eﬀective level of performance.
Transport-level detouring works at the level of OS sockets, the API abstraction presented
to applications for performing network communications. This brings several clear advantages:
ﬁrst, by operating with existing TCP streams, we are able to exploit the existing OS level TCP
protocol implementation, meaning that the precise timing requirements of IP level detouring are
no longer a concern. This enables us to implement a high-performance detouring system without
requiring low-level OS access; second, with network level detouring, the natural entity on which
to operate is the path, an IP source and destination pair. However, between a given pair of hosts,
it may be the case that multiple applications with disparate requirements are communicating.
For example, a web browser application may require low latency for interactive sessions but
would wish to maximise throughput for large downloads. By operating at the transport layer,
it is possible to make detouring decisions on a per-connection basis, with better insight into
application-level intentions.
Transport-level detouring is not, however, a universal detouring approach. It is only suitable
for TCP-based applications, and it introduces a potential latency overhead by requiring the
establishment of multiple independent TCP sessions for each detoured connection.
In this chapter, we ﬁrst perform a larger scale validation of the performance of the TCP-
level detouring approach, as introduced in Section 7.2.2. Next, we describe our approach for
transport-level detouring, which exploits the protocol semantics of HTTP to provide application-
transparent, high performance detoured connections. Using the methods for throughput detour
discovery described in Chapter 6, we evaluate its performance using the PlanetLab testbed,
comparing it to the PeerWise detour discovery system, and demonstrate the eﬀectiveness of the
iterative detour set reﬁnement method from Section 6.2.2.
8.1 Feasibility
Before developing an approach for TCP detouring, we show that it can be eﬀective in a large
scale, realistic deployment scenario. This analysis is performed in two phases: measurement
and veriﬁcation. Starting with 50 randomly selected PlanetLab nodes, we gather 2019 pairwise
throughput measurements. Analysing this dataset, we discover that 1845 or 91% of the success-
fully measured paths are detourable. Following this analysis, we deploy SOCKS proxies on all
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Figure 8.1: Detour paths can be demonstrated to substantially increase throughput. However,
variations in underlying bandwidth over time can lead to overestimating a given
detour’s potential improvement.
nodes to implement TCP detouring as described in Section 7.2.2, and the best discovered detour
for each path is veriﬁed directly. We additionally remeasure the bandwidths of the constituent
legs of each detour path. To ensure the independence of the results, each path is tested sequen-
tially with no overlap between measurements. This process continues over a 9 hour period after
which measurements are halted due to bandwidth consumption limitations on PlanetLab. A
total of 689 detour paths are directly tested for validity. Comparing direct path throughput to
directly measured detouring throughput, we ﬁnd that we can validate detouring improvements
for 69% of paths, with a median improvement of 20% and an 80th percentile improvement of
140%, i.e. in excess of a doubling of throughput.
In Figure 8.1, the distributions of path bandwidth measurements are shown. Alongside
the Direct Path bandwidth, which describes the baseline distribution of bandwidth, we plot
three separate lines showing detouring throughput distributions. First, Detour Predicted is the
predicted bandwidths of the best detours that are found in the initial measurements between the
nodes. As described in Section 3.3.2, throughput measurements are inherently unstable, so in
the validation phase, the legs that make up each detour are re-measured and the minimum taken
to give the Detour Estimate. Taking the minimum of these two unstable measurements typically
results in a smaller estimated throughput value. Finally, we show the Detour Throughput that
is achieved using the TCP detouring approach through the best suggested detour for each path.
Compared to the direct path measurements in the dataset, TCP detouring increases the
median bandwidth from 12Mbps to 21Mbps. We observe that both direct path and detour
measurements present a similar distribution of throughput beyond 55Mbps, suggesting that
limitations beyond this point may be due to saturation in local network link capacity (which
cannot be overcome by employing detour routing), but that it remains possible to support
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detouring at these rates in practice. Thus, fundamentally, this experiment demonstrates that
bandwidth detours are widespread between PlanetLab nodes, and their improvements can be
realised in a practical context by employing TCP-based detouring.
8.2 HTTP detouring
As described in Chapter 6, there are two primary requirements in building an eﬀective band-
width detouring system. The ﬁrst is that the detour transport must be capable of achieving
suﬃcient throughput performance to beneﬁt from detour routes, as we have now demonstrated.
The second requirement is that the detouring system should be capable of performing path selec-
tion—deciding on the most eﬀective detour route to use (or none at all) based upon the current
network conditions. As we described in Section 3.3.1, it is diﬃcult to ﬁnd a reliable means
of predicting path throughput to arbitrary end hosts. Instead throughput must be measured
directly using TCP transfers.
In latency detouring, such considerations are not important as most nodes respond to light-
weight ICMP probes for latency measurement, making it trivial to select the most eﬀective
detour path for any given destination node. However, when detouring for throughput, limi-
tations in TCP make this diﬃcult to achieve in practical deployments: ﬁrst, measuring TCP
throughput requires a degree of cooperation between the end-points of the connection (such
as performed by iperf, described in Section 3.3.2), which is not possible when implementing
detouring to arbitrary end hosts; second, TCP does not have a standard means of achieving
multipath routing, so it is not possible to switch between potential detour routes as transfers
take place to determine which is the most eﬀective.
Considering the typical set of widely deployed network applications, we observe that few of
them implement their networking logic directly on top of TCP. Instead, they prefer to add fea-
tures or gain interoperability by leveraging the eﬀorts of existing standardised network protocols.
A popular protocol to build network applications on top of is HTTP [8]. Originally designed
for web transactions, it eventually became the de facto protocol for request-response style ap-
plications. Applications that build their protocols as APIs on top of HTTP gain standardised
transaction semantics (e.g. RESTful services [157]) and interoperability with preexisting infras-
tructure such as network caches and proxies. Such systems are extremely common in cloud
computing architectures: for example the Amazon S3 [158] object storage service and Glacier
archival storage service [159] present only HTTP interfaces to customers. Current observations
report that HTTP based protocols comprise around 50% of global Internet traﬃc [59], while
representing around 60% of residential broadband traﬃc [160].
Such observations motivate an alternative design for TCP detouring based on HTTP. By
implementing detouring at the HTTP layer, the detouring system can gain compatibility with
many existing applications, but it can also exploit the higher level features of the HTTP protocol
to overcome the diﬃculties inherent in the pure TCP approach.
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In HTTP, a series of operations between two hosts is naturally decomposed into separate
request-response transactions. In a detour routing system, these separate transactions can be
directed over the potential detour paths to perform path selection and qualitatively determine
which is most eﬀective. For detouring to be successful, this requires a number of downloads to
take place in order to provide an accurate estimation of the best path to take. Given that bulk
downloads cannot be expected to take place with any regularity, however, it would be better to
select an appropriate path on the basis of a single transaction.
We implement such an approach using two speciﬁc HTTP features: idempotent operations
and range requests [8]. HTTP deﬁnes certain operations as safe, meaning that they should not
cause side eﬀects on the server and are thus idempotent. The speciﬁc operation of interest here
is the HTTP GET method. GET is typically used for static content, which forms the basis of bulk
downloads that beneﬁt most from detouring. By taking advantage of the idempotent nature
of GET requests, it is possible to repeat operations using diﬀerent network paths to determine
detour quality. Secondly, the HTTP Range header option enables selective partial transfers of
large objects. By using repeated idempotent GET requests over diﬀerent paths, each requesting
speciﬁc byte ranges, it is possible to switch between alternative detour paths and measure their
eﬀectiveness in the course of a single download transaction.
8.2.1 Architecture
We can demonstrate the eﬀectiveness of our path selection approach by implementing it as an
HTTP client library, similar to libcurl [161]. By inspecting the headers of HTTP responses
to determine the size of the objects transferred, requests for large objects are handled using a
download component that implements our path selection algorithm, directing connections via
the detour nodes to perform on-demand path measurements.
The detour nodes themselves play a passive role in this process, merely forwarding traﬃc as
directed by the client nodes. Such an approach simpliﬁes the design of the detour node. For
HTTP detouring, the detour node implementation can be built using a standard SOCKS [155]
proxy, as described in Section 7.2.2. Here we deploy the 3proxy SOCKS server [162] on all
our detour nodes. It is chosen over other SOCKS proxy implementations for its simplicity and
high-performance.
Our HTTP client implementation is based on the libcurl HTTP library, which natively
supports SOCKS proxies. In directing traﬃc via a detour node, a client node ﬁrst establishes
a TCP connection, or tunnel, to the detour node using the SOCKS protocol. The connection
handshake indicates the intended end-point of the connection, to which detour the node will
then establish a separate connection. After the handshake and connection establishment phases
of the protocol, the client performs the regular HTTP protocol as if it were communicating
directly with the destination host, and the detour node proxy acts as a passive relay. From
the perspective of the destination node, the connection appears as a regular HTTP connection,
except that it originates from the detour node rather than the client node. Since the connection
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Figure 8.2: A detour client begins path sampling of the direct path and 5 detour paths,
S = {s1, . . . , s5}, for a large-sized object being downloaded from a web server.
set-up phase of a SOCKS protocol connection involves establishing two separate TCP sessions
in sequence, there is an increased connection set-up overhead involved in such transactions,
typically doubling compared the direct path.
8.2.2 Path selection
The role of the path selection process is to download a large HTTP object using the best path
available from a small set of detours that have been identiﬁed using the approach described in
Section 6.2.2. In order to preserve the beneﬁts of bandwidth detouring, the process of selecting
a path must be fast and have a low overhead whilst maintaining a high accuracy in the decision
process. If the path selection process picks the wrong detour node, the download speed may
ultimately be slower than the direct path, with an additional overhead incurred by relaying the
connection through a detour node unnecessarily.
After identifying a large object suitable for detouring, the path selection process operates in
two phases: a sampling phase, in which the most suitable detour path is identiﬁed by down-
loading partial content, and a completion phase, which uses the identiﬁed detour to acquire the
remaining content.
Sampling phase
We illustrate the sampling phase of detour path selection in Figure 8.2. The sampling phase
is based upon simultaneous parallel HTTP transfers through each detour node and the direct
path. The client ﬁrst issues a request for the object over the direct Internet path. When the
response returns from the server, the client can inspect the size of the object being downloaded.
After considering the size of the object being downloaded l and being given a detour set S
of potential detour nodes, the client allocates each potential path (including the direct path)
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an equal chunk of the target object of size l/(|S| + 1). The detour client generates separate
HTTP GET requests for the target object, converting the allocated chunk sizes into HTTP
Range headers in the requests. The requests are issued via the appropriate SOCKS proxies at
the detour nodes and is dispatched directly over the direct path. For example, to download a
12MB object over 5 detour paths, it is split into byte ranges {0–2MB, 2–4MB, . . . , 10–12MB},
respectively allocated to paths {direct, s1, . . . , s5}. The direct path is allocated ﬁrst so it can
reuse the initial HTTP request that was generated to acquire the object’s size.
These requests are allowed to proceed until a sample timeout is reached or the chunk download
completes, whichever comes ﬁrst. The achieved download speeds are recorded in order to choose
the most eﬀective path. The sample timeout needs to be suﬃciently long as to allow the
transfer speed of the TCP connection to approach steady-state throughput. However, since the
downloads proceed in parallel, the sample time needs to be kept small to minimise the negative
impact on the network: using parallel TCP streams is generally viewed as taking an unfair share
of network resources by sidestepping congestion control mechanisms [82]. It should be noted
that the sample timeout does not need to be so long as to ensure all paths reach TCP steady-
state, as discussed in Section 3.3.2. Instead, it is only necessary to gain a relative view of detour
performance so that the best path can be identiﬁed, rather than aiming for an accurate picture
of achievable TCP throughout. Through empirical testing we found that setting the sample
timeout to 5 seconds allows for the correct identiﬁcation of the most eﬀective detour path, with
most paths managing to reach TCP steady-state. This is notably shorter than the 8 second
iperf timeout from Section 3.3.2 that is necessary maximise bandwidth measurement stability
because we are not interested in gaining accurate throughput measurements for underperforming
paths.
Completion phase
After determining the most eﬀective detour path through path sampling, the partially down-
loaded chunks are recombined. The identiﬁed path is then used to perform additional HTTP
GET requests to ﬁll in any incomplete gaps, again using the HTTP Range header. Since this
phase merges together the results of the previous downloads and completes the missing gaps,
no data is redundantly transferred at any point. Thus, there is no additional measurement cost
overhead generated beyond the additional HTTP requests necessary to set up the transfers.
While performing transfers to complete the chunk downloads, it is possible to discern an
accurate picture of the TCP throughput of the selected path. We ﬁnd in practice that the
aggregate rate of the parallel TCP ﬂows over the sampling phase rarely exceeds the eventual
transfer rate using the selected detour path. On average, the limited path selection phase
achieves 3% higher throughput than the ultimately selected detour path, suggesting that the
parallel aspect of the download will only have a limited negative impact on competing network
ﬂows.
There is a limitation in this in-line measurement approach in that it requires a certain amount
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of content to be available so that each path can be tested accurately. The amount of content
required is dependent on the bandwidth of the path being detoured—it must be suﬃciently
large so that the time spent performing path selection is not signiﬁcant compared to the time
spent downloading. It should be viewed in terms of minimum download time, for example,
equivalent to 10 seconds of downloading. This, however, restricts detouring to large objects.
An advanced approach could measure detour paths using the transfer of successive small
objects and cache results for later transfers to the same destination. This avoids the potential
overheads and object size requirements by gathering suﬃcient measurements to perform path
selection over successive downloads. Such an approach would also enable detouring for other
HTTP methods, not just the idempotent GET method. However, it would add complexity to
the system and limit the ability of the system to adapt to dynamic network properties, such as
detour node congestion. Thus it could increase the risk of detour path misprediction, with an
associated reduction in throughput.
8.2.3 Evaluation
We evaluate the large-scale performance of this approach using the PlanetLab testbed. Starting
with a population of 201 geographically-dispersed PlanetLab nodes, i.e. one node from each
functioning independent site, we randomly select three sets of nodes: a set of 50 detour nodes D;
a set of 30 client nodes C, and a set of destination server nodes W.
Between the detour nodes, we orchestrate all-pairs bandwidth measurements and then per-
form the detour ranking algorithm, as described in Section 6.2.1, to generate the ranked list
of detour nodes L. The server nodes are set up to emulate a typical bulk content web server
by provisioning the lightweight thttpd HTTP server conﬁgured to serve large pre-generated
random binary ﬁles, which are 40MB in size. This size is chosen to ensure statistically signiﬁ-
cant results over most of the diversity in path bandwidths available in the testbed. It takes a
minimum of 10 seconds to download on all but the fastest paths and thus provides a fair test
of the capabilities of the path selection approach.
On the client nodes, we deploy the path selection based HTTP client as described in Sec-
tion 8.2.1. It is conﬁgured to run with a given set of detour nodes S as selected from L using
the diﬀerent detour set selection strategies from Section 6.2.2. Each client node downloads the
test object from each of the server nodes in W using the HTTP client library. For each server,
the client downloads the ﬁle directly over the direct path without detouring. It then repeats
the download a number of times using the client conﬁgured with each of the diﬀerent detour
set selection strategies.
There are some necessary restrictions in this experimental set-up. First, the number of client-
server pairings is limited by the 10GB daily bandwidth allowance on PlanetLab. While this
may seem suﬃcient, some of the strategies described below focus on particular detour nodes,
which consumes a large amount of its allowance in the process. Second, we observe that, during
the direct path downloads, few of the server nodes can sustain outgoing HTTP transfer rates
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Figure 8.3: Detouring improves bandwidth on the majority of lower-bandwidth Internet paths
beyond 40Mbps. This is below the expected bandwidth distribution on PlanetLab and can be
attributed to load-related conditions arising from serving ﬁles from disk under the severe IO and
memory contention of PlanetLab nodes. Due to this, we only attempt detouring when the direct
path bandwidth is below 40Mbps, because there is little to be gained from detouring beyond
this point. Based on the results in Figure 3.4.2, this restricts the experiment to around the
85th percentile of Internet paths. Finally, client downloads that spend more than 120 seconds
in the completion phase are aborted to avoid delays caused by slow downloads on extremely
low bandwidth paths.
Detour set selection strategies
For comparison, we consider the two main detour set selection strategies described in Sec-
tion 6.2.2, best-ranked and load-balanced. To demonstrate the beneﬁt of using multiple detour
nodes, we compare their performance when selecting 5 detour nodes compared to selecting from
only one detour. We consider this to be the optimal trade-oﬀ between performance and selection
set size.
Additionally, we compare the most current implementation of a latency-based bandwidth
detouring system, PeerWise [10], which discovers detours using a scalable network coordinate
system. Using PeerWise, we generate a detour suggestion for each client-server path and use it
as a single-node detour strategy for the path-selecting HTTP client.
Figure 8.3 shows the distribution of relative bandwidth improvement compared to the direct
path for all paths between C andW. Plotting the results on a logarithmic scale allows the relative
values to be compared directly i.e. a halving of bandwidth and a doubling of bandwidth represent
the same distance. The area to the left of the vertical line at 1 represents detour bandwidths
that are lower than the direct path bandwidth. Such results are the result of the path selection
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process incorrectly estimating that the detour path would have a higher bandwidth than the
direct path. Such errors may result from the inherent inaccuracy of bandwidth measurements,
or from overheads incurred in the detouring process. The point at which the distribution crosses
the 1 line is thus critical because it represents the proportion of paths that beneﬁted from the
detouring approach.
Considering the feasible strategies ﬁrst, it can be seen that clients using only the best-ranked-5
detour nodes gain a median bandwidth improvement of around 1.4× over the direct path, with
detouring proving eﬀective for the majority (65%) of cases and 40% of paths exhibiting a
bandwidth improvement of over 50%. The more scalable load-balanced-5-25 strategy chooses
5 random nodes from the top half (25/50) of the ranked detour list. This spreads the detouring
load over a larger number of potential nodes, at a cost of reducing the quality of the detour
nodes selected. This leads to a reduced median detouring performance, only achieving a 20%
improvement on average. It still manages to provide some improvement on a majority of paths,
although slightly reduced at 60%. Performance improvements of over 50% are available on 29%
of paths.
Reducing the detour sets to include only one detour node drastically reduces the eﬀectiveness
of our approach. The load-balanced-1-25 strategy results in a random choice of a detour from
the eﬀective detours list and demonstrates an almost equal balance between detour paths that
improve and deteriorate path performance. The half of paths that show improvement do present
a slightly better ratio of performance. For example the upper 20th percentile shows a perfor-
mance improvement of 45% while the lower 20th percentile shows a reduction in performance
of around 20%. While a positive result, it must be considered marginal.
In the best-ranked-1 strategy, only the top-ranked detour node is considered. This strategy
successfully ﬁnds detours for 65% of paths. This is the same proportion as the best-ranked-5
strategy, which choses detours from a set of ﬁve rather than a single path. While the detours
found through the ﬁve-detour strategy oﬀer signiﬁcantly better better paths—the median im-
provement with a single detour path is an insigniﬁcant 10%—the cost of misprediction with a
single detour is signiﬁcantly lower. The best ranked detour can provide a 50% improvement for
28% of paths, which is similar to the proportion oﬀered by the load-balanced approach with
ﬁve detours. The performance demonstrated when only detouring through the best-ranked
node shows that a single detour can provide a small but tangible improvement to network per-
formance if it is well chosen. Furthermore, this suggests that the single-node load-balanced
strategy may be more eﬀective if it is restricted to selecting from a smaller proportion of the
detour list than the entire top half.
Comparing these single-node detouring strategies with the latency-based PeerWise system,
which also uses the path selection system with a single detour node, shows the value of the
detour ranking algorithm that underlies our selection strategies. PeerWise identiﬁes eﬀective
throughput detour nodes for less than 45% of paths, and demonstrates a median detouring per-
formance that loses 10% of path bandwidth. Where detours are mispredicted, the performance
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Figure 8.4: Iterative detour selection improves the quality of the clients’ detour sets over time
degradation is more severe, with 35% of paths ﬁnding their bandwidth reduced by half. This
result conﬁrms our earlier analysis from Section 6.1.1, predicting that latency-based bandwidth
detours would not be viable in practice. PeerWise is, however, capable of infrequently ﬁnding the
most eﬀective detours, demonstrating a doubling or more of bandwidth in slightly more cases,
15% of paths, than any of our strategies. This may represent cases where the latency-focused
detours discovered by PeerWise are signiﬁcant enough to aﬀect TCP throughput performance.
8.3 Iterative detour set selection
Having shown that that a dynamic detouring system can be eﬀective in practice, we now evaluate
how our iterative detour set reﬁnement strategy, as described in Section 6.2.2, performs in
deployment. Repeating the experimental set up described above (Section 8.2.3), we instruct
10 detour clients to perform 100 rounds of single download from any of the 35 server nodes,
chosen at random. Each client is initially conﬁgured with a detour node selection S chosen by
the load-balanced-5-25 strategy. After each download, the client reﬁnes its detour set S using
the algorithm from Section 6.2.2. At the end of each round, we compute the average relative
bandwidth improvement that is found across all client downloads.
Figure 8.4 shows how this average relative improvement increases over time, as each client
uses the iterative approach to reﬁne its initial network-centric detour selection towards a client-
specialised set. Beginning with an average detouring improvement of around 12%, congruent
with the 20% median improvement shown in Figure 8.3, the reﬁnement process improves the
detour set selection such that the average improvement increases to nearly 50% after 100 ﬁle
downloads. This demonstrates that eﬀorts to discover the client-optimised detour set can have
a signiﬁcant eﬀect in a practical deployment. It is possible that continued reﬁnement could
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improve upon this further, but it is diﬃcult to evaluate due to the bandwidth usage limitations
on the PlanetLab testbed.
8.4 Summary
In this chapter, we ﬁrst presented a larger-scale validation of the transport-layer detouring
approach introduced on a small-scale testbed in Chapter 7. We demonstrated that throughput
detours can be exploited in practice, and that detour throughput is roughly equivalent to the
minimum of the throughput of the two detour legs. However, we observed that over longer time
periods the eﬀectiveness of a previously chosen detour path is reduced, stressing the need for
detours to be validated at their time of use.
Next, we introduced our method for on-demand detour path selection. By exploiting the
operational semantics of HTTP, we are able to dynamically stop and restart transfers, and thus
compare the performance of diﬀerent detour paths directly. We propose a system of parallel path
selection, in which multiple detour paths are used for a limited time period at the beginning of
a transfer, before the best performing path is selected to complete the remainder of the transfer.
Using our parallel path selection based HTTP client, we evaluated the performance of the
throughput detour discovery methods proposed in Chapter 6. On the PlanetLab testbed, we
found that the best ﬁve detour nodes discovered by our ranking method could provide im-
provements to 65% of paths, oﬀering a median throughput improvement of 40%. Introducing
randomisation to this selection of detour nodes, and thus spreading the load of detouring over
a larger number of less eﬀective nodes, limited our system to providing eﬀective detours for a
smaller proportion (59%) of paths. Although the median bandwidth improvement was reduced
to 20%, this approach still enabled improvements of over 50% on 29% of paths.
Comparing single detour selections oﬀered by our ranking approach to a similar latency-
focused detouring system, PeerWise, demonstrated the value of our throughput focused ap-
proach. PeerWise oﬀered throughout improvements for 45% of paths, compared to 65% and
52% with our best-ranked and load-balanced approaches. However, where PeerWise mispre-
dicted detours the performance impact was signiﬁcantly higher, with 65% of paths having their
throughout reduced by a half, compared to 9% and 6% with our ranking-based approach.
Finally, we evaluated the performance of our iterative detour set reﬁnement approach, where
detour clients use the results of ongoing on-demand detouring decisions to optimise their se-
lection of detour nodes. We found that after 50 successive downloads, clients were able to
observe improvements in their detouring performance, reaching performance equivalent to the
best-ranked approach after 100 downloads. With such an approach, we are able to provide more
a scalable detouring design, with load spread over a larger number of detour nodes.
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9 Practical Internet Detouring
The previous chapters presented approaches for the two main problems in building an Internet-
scale detouring system: detour discovery, the process by which potential detour nodes can
be identiﬁed for a speciﬁc end-to-end path, and detour transport, a means to redirect traﬃc
ﬂows via the correct detour node that achieves the performance goal. For both problems, the
approaches presented diﬀered greatly, depending on whether they were targeted at latency or
bandwidth detouring. However, they both oﬀer similar operational semantics: with detour
discovery, we form a system that generates sets of detours for paths or nodes; with the detour
transport layer, we provide a general mechanism of network traversal that can adaptively direct
clients to beneﬁcial paths. This commonality allows these approaches to be combined into a
concrete architecture for a practical Internet detouring system.
In this chapter, we describe how our throughput detouring approach can be implemented
as part of a deployable detouring system, and demonstrate its performance in more realistic
deployment scenarios, using third-party systems and multiple simultaneous users.
Evaluating latency detouring
Latency detouring requires a high performance transport layer that does not introduce exces-
sive or unpredictable delays. In building a comprehensive detouring system it is necessary to
implement an IP-based transport layer. As discussed in Section 7.2.2, deploying an IP-based de-
touring service between PlanetLab nodes is possible, but there are two fundamental issues: ﬁrst,
the performance limitations of the PlanetLab platform lead to results that are more representa-
tive of the state of the nodes themselves, rather than oﬀering any insight into the performance
of the network; second, access restrictions on features such as the ability to spoof source ad-
dresses prevent simple means of interacting with third-party systems, limiting experimentation
to within the testbed. Without a large-scale, high-performance, ﬂexible network testbed, eval-
uating an IP-based detour routing at any signiﬁcant scale is not feasible. Such issues preclude
us from performing large-scale evaluation of our latency detouring approach.
With the TCP-based detouring approach, we do not suﬀer from these limitations. We are
able to perform large-scale performance-oriented experimental evaluation, which includes testing
with third-party systems. It is for this reason that the architecture presented in this chapter will
be focused on bandwidth detouring, although the concepts are also applicable to our approach
for latency detouring.
Although we are restricted to evaluating primarily bandwidth detouring out of necessity,
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there are compelling reasons for focusing on this metric. First, although the metrics are not
directly comparable, the impact of bandwidth detouring is clearly much more signiﬁcant than
that of latency detouring. As shown in Section 3.4.1, the median improvement available through
latency detouring between PlabetLab nodes is 7.5%; for bandwidth, the median improvement
is 80%. Second, as discussed in Section 4.1, until now no large-scale experimental evaluation of
a bandwidth detouring approach has shown eﬀective results in a practical deployment.
9.1 An architecture for bandwidth detouring
A detour routing system consists of three components: (i) the detour nodes themselves, which
perform measurements and act as a routing plane to forward traﬃc; (ii) the detour client
implementation, which directs application traﬃc over an appropriate path; and (iii) a detour
management service to orchestrate the interactions between these components. The ﬁrst two
components have been introduced in the preceding chapters; the third component we introduce
here.
9.1.1 Detour management service
Both of our approaches for detour discovery operate in a similar manner. First, measurements
are orchestrated between detour nodes, before being aggregated into a form that is useful
for the discovery of detour paths. For latency detouring (as described in Section 5.3), clique
latency measurements are clustered together to form a detour path cluster dataset, which enables
arbitrary paths to be matched to a set of potential detour nodes. For bandwidth detouring
(Section 6.2.1), measurements are used to form a ranking of detour nodes. The role of the
detour management service is to orchestrate these measurements between the detour nodes and
to supply the aggregated results to detour clients.
The simplest approach to designing such a system would be a monolithic centralised archi-
tecture. We follow this approach here, with the architecture consisting of a network-accessible
database and a basic management daemon. This raises potential concerns of availability, es-
pecially considering a system that is meant to run continuously and provide a service over the
Internet as a whole. While it is not the focus here, we do not believe that it would be diﬃcult
to implement the functionality of this component in a fully distributed architecture, e.g. using a
system such as Apache Zookeeper [163] to synchronise state and distribute replicas as necessary.
Figure 9.1 shows the role of a detour management service within the detouring architecture,
orchestrating the measurements and performing the detour ranking necessary for bandwidth
detouring. The management service requires access to a community of potential detour nodes,
D. In Section 6.1.2, we determined that a population of 50 is suﬃcient to realise signiﬁcant
performance gains. The constraint when choosing these nodes is that they must be randomly
distributed across the network, as opposed to clustered in a few locations. This ensures that
detours will be available for a diverse range of end-to-end paths. The management service uses
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Figure 9.1: An overview of a bandwidth detouring system
SSH to deploy path measurement tools, in this case iperf, on the detour nodes, and instructs
them to perform throughput measurements between themselves. The measurement results are
collected and inserted into a local database where they are ranked using the method described
in Section 6.2.1. This leads to the identiﬁcation of the set of eﬀective detour nodes, L ⊂ D, the
population from which a client’s detour set, S ⊆ L, can be chosen.
After the detour nodes are ranked, the detour management service supplies each detour
client with a detour set S, according to one of the strategies introduced in Section 6.2.2. In
the load-balanced-k-l strategy, L is deﬁned to be the upper half of the ranked list of detours D,
which we previously found led to a good trade-oﬀ between detour potential and load-balancing.
The detour set for each client S is drawn at random from L. In the case of the best-ranked-k
strategy, S = L = D0...D4, the top 5 nodes within the set.
As discussed in Section 6.2.1, detour rankings are stable over a period of days, so this mea-
surement and ranking process must only be repeated infrequently. Since the ranked list has
identiﬁed the eﬀective detour nodes and the detouring strategy determines which of these can
potentially be used as detours, we can identify a set of detour nodes D \ L, which will play no
role in detouring. In a deployment in which nodes can be provisioned in an on-demand fashion,
such as a cloud computing infrastructure, these nodes can be deactivated until it is necessary
to repeat the ranking process.
9.1.2 Detour clients
Detour clients are the mechanism by which application traﬃc is directed through the detour
routing system. Our implementation is implemented as an HTTP proxy, which employs the
HTTP detouring client library described in Section 8.2. The proxy would normally be run locally
on client nodes, but it is also be possible to provision such systems on a per-network basis, with
multiple client nodes sharing a single detouring proxy instance. Applications that wish to use the
detour system are conﬁgured to use the client proxy, for example, via web browser conﬁguration
options. Where applications do not directly support proxy conﬁguration, the HTTP protocol
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version 1.1 [8] allows for transparent network-level proxies. With a network level proxy, the
HTTP-based application believes that it is communicating directly with destination nodes, but
it has actually been redirected to communicate with the proxy node. Similar to the ingress
approaches discussed in Section 7.1.1, applications can be redirected to the proxy using either
an in-network approach such as destination-NAT to rewrite the destination address of HTTP
packets, or by system-level mechanisms such as library injection to redirect the destinations of
calls to the system sockets library.
The proxy operates by ﬁrst acquiring a detour set from the detour management service and
then uses this to implement one of the strategies set out in Section 6.2.2. In the best-ranked-k
strategy, all clients would receive the same set of detour nodes. With the load-balanced-k-l
strategy, the management service randomly samples detour sets as required. If the client proxy
is implementing client-iterative-k strategy, it will acquire the whole ranked detour list L from
the management service.
The proxy acts as a standard non-caching HTTP proxy. It inspects HTTP requests and
responses in order to identify transactions that would be amenable to detouring. A regular
HTTP response will include amongst its headers the size of the object that will be returned.
Using this information, GET requests for large objects can be passed on to a path selection
process to discover if the object could be more eﬀectively transfered using a detour node.
9.1.3 Routing plane
The detour nodes that form the routing plane are conﬁgured to run the iperf daemon, as
described in Section 3.3.2, and a SOCKS proxy, as described in Section 8.2.1. The management
service orchestrates measurements by SSH to execute the iperf client on the detour nodes and
recover the measurement results. Once identiﬁed as as being capable of acting as potential de-
tours by taking part in initial end-to-end measurements, the role of the detour nodes themselves
is essentially passive. At this point, detour nodes are only required to run the SOCKS proxy
server to relay connections between detouring clients and destination third-party services.
9.2 Evaluation
Having shown how our approach can be built into a concrete architecture for a detouring system,
we can now evaluate its eﬀectiveness in real-world conditions. First, we show that the system
allows for eﬀective detouring to third-party network services. Second, to show applicability to
typical user environments, we demonstrate that the system can provide detouring improvements
in a bandwidth-constrained environment by deploying it using typical residential broadband
networks. Finally, we explore how the system performance is aﬀected by load when we scale up
by introducing multiple simultaneous clients.
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9.2.1 Detouring to network mirror services
Our previous detouring performance results in Section 8.2.3 were restricted to testing to des-
tinations within the PlanetLab testbed. While this gives us the capability to evaluate over
hundreds of Internet sites, the diversity of the network is limited by being mostly conﬁned to
academic networks. To explore the potential of bandwidth detouring with more realistic des-
tination servers on the Internet, we can now demonstrate detouring performance to a set of
public Internet web servers located in geographically diverse locations, and two public cloud
services.
It would be cost-prohibitive to deploy evaluation servers in a large number of commercial
Internet locations. To emulate this evaluation environment, we use mirror sites for the Linux
kernel source archive as an example of a widely available and popular source of large ﬁle down-
loads. Most of the mirrors are hosted at commercial sites, providing a contrast to the academic-
network bias of PlanetLab. We select 400 internationally distributed sites at random as targets,
and download a single copy of the source archive from each, around 40MB in size. The mirror
sites show a great diversity in network connectivity and host large ﬁles that are particularly
amenable to detoured downloads. They are not, however, a demonstration of a typical detour-
ing use case: by design, mirror sites are distributed so that they can be local to as many clients
as possible, and the content that they host is an ideal candidate for CDN or P2P distribution.
As well as more traditional private network hosting, many network services are now being de-
ployed on cloud-based infrastructures. Such services reduce their operational costs by deploying
infrastructure in a limited number of locations. Next, we demonstrate that detouring can also
be eﬀective for improving performance to the well-provisioned environments that are typical
of cloud providers by using our system to access two cloud storage platforms. Cloud storage
services typically hold the private data of users or organisation. Thus, they are inherently not
suitable for replication-based distribution approaches, such as those oﬀered by CDNs or P2P,
which makes them an ideal target for bandwidth detouring. We provision storage space on
Amazon S3 [158], a widely used cloud data storage service that has data centres in 5 inter-
national locations: California, Virginia, Ireland, Singapore and Japan. As is typical of cloud
services, S3 uses an HTTP API as its primary interface, allowing it to work with our HTTP
detouring approach. We host a 40MB ﬁle on each of the sites and make it available through a
public HTTP URL.
To demonstrate detouring with a more typical consumer-oriented service, we deploy the same
40MB ﬁle on the Dropbox ﬁle store service [33]. Dropbox is a popular online ﬁle storage service
targeted at individual users and small groups, making content hosted within it not generally
suitable for P2P or CDN based distribution systems. It is a commercial service that is deployed
solely on Amazon’s cloud infrastructure. We perform detoured downloads from it using its
HTTP API, and we observe that connections are directed through a load-balancing system
located at the Californian site, making it an example of a globally popular high-bandwidth
public service that is only accessible through a single network location.
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Figure 9.2: Detouring improves bandwidth to arbitrary public Internet destinations
We set up the detouring infrastructure as described in Section 9.1, using 50 PlanetLab nodes
as the detour sites. Clients are conﬁgured to use the best-ranked-5 detouring strategy, meaning
that only 5 PlanetLab nodes are used for the purposes of detouring; the rest only participate to
take measurements as part of the detour ranking process. We conﬁgure a number of detouring
clients, also based on PlanetLab. For the public web server experiment, we deploy 10 clients
and allocate the 400 target URLs to them in a round-robin fashion. To minimise impact on the
third-party infrastructure, each site only serves one download over the course of the experiment.
The experiment thus represents the measurement of 400 independent network paths.
For the cloud services evaluation we deploy 78 PlanetLab-based clients. These clients down-
load the target ﬁle over HTTP from each of the 5 S3 sites, representing 390 independent paths.
They also download the target ﬁle from Dropbox. For each target, ﬁrst the ﬁle is downloaded
directly, then the transfer is repeated through the HTTP detour proxy.
Figure 9.2 shows the distribution of detouring bandwidth improvements relative to the direct
path. The most notable observation in all of these results is that the detouring performance
is signiﬁcantly better than that of the intra-PlanetLab detouring evaluated in Section 8.2.3.
Detours are successfully discovered for 80% of paths, with median bandwidth improvements
ranging from 1.5× for the public webservers and Dropbox targets, to a factor of 2.5× across
the S3 targets. Many paths are able to more than double their direct path bandwidth using
the detouring system: 28% of the public webserver paths, 35% of Dropbox paths and, most
signiﬁcantly, over 50% of paths to S3.
The improved performance compared to the earlier PlanetLab experiment is likely due to
performance limitations of our test webserver, as noted in Section 8.2.3. Where the server itself
forms a bottleneck, detouring improvement will be limited. We believe that this also explains
why Dropbox achieves a better performance distribution than the public webservers: Amazon’s
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network provisioning is likely to be more extensive than most commercial hosting providers,
oﬀering more opportunity for improvement before the service becomes the bottleneck.
The 5-site S3 deployment spans three continents, with an equal balance between Asian and
North American sites. The majority of our client nodes are based in Europe and the US (such
is the distribution of PlanetLab infrastructure). This results in many of the evaluated transfers
taking place over extremely long-distance connections between Europe and the US, and Asia.
Such paths are particularly amenable to detouring due to the split-TCP eﬀect, which may
account for these paths demonstrating larger improvements than the solely US-based Dropbox
and the more uniformly distributed public mirror sites.
Detouring for residential broadband
In the previous experiment, we used PlanetLab hosted detouring clients. Such systems will
typically exist at academic sites and will have extensively provisioned network connectivity. It
is a safe assumption that such connections do not constitute the majority of network connec-
tions available to users, who will typically connect from homes or oﬃces with consumer grade
infrastructure, such as DSL or DOCSIS based cable Internet, with limited last-mile throughput.
We next demonstrate how our detour routing approach performs with clients in such networks.
We acquire access to client nodes connected via three diﬀerent types of residential broadband
connection from diﬀerent local ISPs: a low-speed DSL connection of 3.5Mbps, a faster 6.5Mbps
DSL connection, and a high-speed DOCSIS-3 cable connection at 50Mbps. As before, we
conﬁgure the clients to use the detour nodes of the best-ranked-5 strategy, and direct them each
to download from 20 of the public mirror sites.
Table 9.1 summarises detouring performance for the 20 target mirrors over the 3 diﬀerent
connection classes. The slow broadband connection, DSL-low gains little beneﬁt from detouring,
locating an eﬀective detour for only 15% of paths. Considering the distribution of bandwidth in
Internet paths, as shown in Section 3.4.2, only around 15% of paths would be expected to have
a throughput lower than that of the access link, demonstrating that detouring can be eﬀective
where bandwidth is not limited by the local network connection.
Similarly, the faster DSL link (DSL-med) shows a slight improvement through detouring, but
it remains marginal with successful detouring for only 25% of paths. Again this demonstrates
detouring potential being limited by a network bottleneck on the last-mile connection, which is
signiﬁcantly slower than the achievable throughput on most Internet paths.
In contrast, DOCSIS-high illustrates that, with access to a link with a capacity exceeding
that of most Internet paths, detouring becomes a feasible approach to improving Internet path
performance. We successfully locate detours for 65% of paths, achieving an average (mean)
improvement over the direct path of a factor of 3.
Since this experiment encompasses few paths from one speciﬁc geographical location, it is
appropriate to discuss the speciﬁcs of the detour paths that were employed. Using traceroute
to compare the geographic locations traversed by the direct and detoured paths, we ﬁnd that
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DSL-low DSL-med DOCSIS-high
Max bandwidth (kbps) 3499 6645 43,045
Detoured paths 15% 25% 65%
Avg gain (kbps) 121 133 4964
Avg relative gain 1.17 1.29 3.21
Table 9.1: Detouring performance behind residential broadband connections
the detour routes chosen by our system could be described as geographically similar to the direct
paths. Of the ﬁve detour nodes that were available, 52% of detour paths used a node located in
Germany, primarily for destinations in Europe, and a further 29% of paths used a detour node
in Washington DC, for routes to sites in the Americas and Asia.
Conclusions
By extending our detouring evaluation to include both commercial networks and residential
broadband connections, we have demonstrated that the detouring improvements made by our
system are not limited to the academic networks represented by PlanetLab, or to well provi-
sioned client environments. In contrast, the detouring performance to commercial destinations
is generally stronger than to those within PlanetLab, due to the performance limitations that
we note to exist on PlanetLab nodes.
9.2.2 Supporting multiple clients
In the last experiment, we detoured using the best-ranked-5 detour set selection strategy. This
strategy results in all detouring clients using the same 5 detour nodes, which raises the issue
of detour node contention. In the previous experiments all client measurements have been
made independently to give a baseline view of the detouring potential, but in a realistic system
detour nodes would have to support large numbers of clients simultaneously. In Section 6.2.2,
we introduced two primary detouring strategies: the best-ranked strategy, which uses only the
most eﬀective detour nodes, and the load-balanced strategy, which selects detours from a larger
set of nodes in order to support more clients.
Two further experiments show the system performs under increasing numbers of concurrent
clients. First, we compare the performance of the two detouring strategies in a restricted
PlanetLab environment to demonstrate how the system performs as bandwidth capacity is
reached at the detour nodes. Second, we set up detouring in an unrestricted environment to
show how such a system would behave in a realistic Internet deployment.
Detour set selection strategies under load
In the detouring architecture introduced in Section 9.1, we employ standard SOCKS proxies to
relay connections at the detour nodes. Once connections are established, the role of the proxy is
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merely to copy blocks of data between two sockets, with the bulk of the processing complexity
being managed in the kernel’s network stack. With suﬃcient socket-based buﬀering on the
TCP connections, the copying of data can be done in large blocks, resulting in high transfer
rates while consuming little user-space processing time. The nodes on the PlanetLab testbed
are generally found to be heavily loaded, with high processing latencies and small amounts of
processing time available, making this approach particularly eﬃcient in this environment. In
practice, we have found that aggregate detouring rates of more than 500Mbps are frequently
achieved by single detour nodes. This implies that the main bottleneck is likely to come from
the bandwidth capacity of the detour node’s network link, typically 1Gbps.
While such high performance is encouraging, it is problematic when performing experiments
such as this. PlanetLab nodes are typically restricted to using 10GB of bandwidth in any
24 hour period. At 500Mbps, such a limit can be reached in less than 3 minutes. Considering
the distribution of potential detour bandwidth seen in Section 6.2.2, the theoretical median
bandwidth of a detour path is between 10Mbps and 15Mbps, depending on the strategy used.
Even with the best-ranked-5 strategy, detouring load will be divided (although unequally) be-
tween 5 nodes, implying an aggregate detouring capacity well in excess of 1Gbps. It can thus
be assumed that it will require hundreds of concurrent clients to saturate such a capacity. Due
to the limited bandwidth cap and the large number of client nodes that would be required, it is
infeasible to create a capacity-saturated realistically environment within the PlanetLab testbed.
To evaluate how the system performs as the network bandwidth capacity becomes saturated,
we emulate the properties of a more constrained network by artiﬁcially restricting the through-
put of the detour nodes to 50Mbps. Using the now familiar conﬁguration of 50 randomly
selected detour nodes, we perform measurements and generate the ranked detour list. We select
30 destination nodes from independent PlanetLab sites and conﬁgure them to run the light-
weight HTTP server as before. Finally, a further 120 independent PlanetLab sites are chosen to
act as detour clients. The client nodes are directed to perform a detoured download from each
of the server nodes, in a random order. We repeat this set of downloads with varying levels of
concurrency in the client downloads, i.e. how many clients are permitted to operate simultane-
ously. The experiment is run twice, with the best-ranked-5 strategy and the load-balanced-5-25
strategy.
In Figure 9.3, we plot the average relative bandwidth improvement available over all paths, for
varying numbers of concurrent clients. The best-ranked-5 initially oﬀers superior performance, as
client nodes can only choose from the most eﬀective detour nodes. As the number of concurrent
clients increases, the eﬀectiveness of this strategy decreases due to the saturation of bandwidth
capacity at the detour nodes. In contrast, the load-balanced-5-25 strategy initially starts out
as less eﬀective. As the number of simultaneous clients increases beyond 40, the load-balanced
strategy performs better than the best-ranked strategy due to the aggregate traﬃc ﬂow being
balanced over a greater number of detour nodes. The key result from this experiment is that a
system based on 5 detour nodes, even with a severely restricted bandwidth capacity of 50Mbps
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Figure 9.3: A load-balancing detour strategy can be eﬀective for many concurrent clients.
each, can support a signiﬁcant aggregate bandwidth improvement for 120 simultaneous clients.
Single site detouring
In the above experiment, we demonstrated how our detouring approach would behave if the
capacity of the detour nodes became saturated. This conﬁrmed our previous assumption that an
approach that balances load over a larger number of nodes is more eﬀective at supporting larger
numbers of simultaneous clients. However, limitations in the experimental platform meant that
the network capacity was artiﬁcially limited in order to reach this saturation point. To compare
how the system behaves when the detour node forwarding capacity is reached, as opposed to
the network capacity, we repeat this experiment at a smaller scale using our own infrastructure.
We conﬁgure one of our own systems to act as a detour node, a dedicated machine with an
unrestricted 1Gbps Internet link. To diﬀerentiate between the eﬀects of forwarding capacity
saturation and network saturation, we also conﬁgure a number of other nodes at the same site in
an identical fashion, with the intent of using the path selection method to load-balance between
them. In previous measurement experiments including this node, it was not found to feature in
the detour ranking, suggesting that any detouring improvement it oﬀers will be more limited
than in previous results.
We conﬁgure 30 PlanetLab nodes to act as destination HTTP servers and then select a
population of 100 to act as clients. All clients perform a detoured download from each of the
server nodes, in a random order. By varying the number of clients operating concurrently, the
eﬀect of traﬃc saturation on the detour nodes can be observed. This experiment is repeated
using varying numbers of detour nodes located at the same site.
In Figure 9.4, we show how the detouring potential of a site decreases as more client nodes
perform simultaneous downloads. We show the impact of concurrent clients when there are
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Figure 9.4: Adding nodes to a detour site increases the number of supported clients
either one, two, three or four detour nodes conﬁgured at the same location and available to
the path selection process. Detouring potential is measured in terms of the proportion of paths
that choose to use detours through this site. Successful detours gain an average bandwidth
improvement of 2.5× in all cases. When detouring for individual clients, a single detour node
is able to act as a detour for around 40% of paths between client and server nodes, as opposed
to the 80% of paths that would generally be detourable using 5 PlanetLab sites. Adding more
detour nodes to the site marginally improves the proportion of paths that are detoured because
there are more choices available to the path selection process. As more concurrent clients are
added, the single-detour node approach can be seen to lose its eﬀectiveness gradually, as the
node becomes overloaded. It provides detouring for only 18% of paths with 100 simultaneous
clients. At this point, the single node forwards traﬃc at a rate of 280Mbps. Adding more detour
nodes increases the ability of a single site to provide detours for multiple concurrent clients.
With four detour nodes available, they are collectively able to oﬀer detours for 29% of paths,
forwarding traﬃc at an aggregate rate of around 600Mbps—not far from the network capacity
limit. We can conclude from this that, while a single detour node is capable of forwarding
at a high rate and supporting many clients simultaneously, it is the individual detour nodes’
forwarding capacity that forms the primary bottleneck when provisioning this system with large
numbers of clients. At this point, it is possible to add more nodes to a single detour site to
increase its detouring capacity, up to the point at which the network becomes the bottleneck
factor.
9.3 Summary
In this chapter, we described and evaluated a concrete architecture for throughput detouring,
which uses HTTP proxies as a means of transparently redirecting of client connections via
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the best performing detour path. Extending our previous evaluation, which was restricted
to detouring between nodes on the PlanetLab testbed, we evaluated the performance of our
approach when detouring to destinations on the Internet at large. Using ﬁve detour nodes as
chosen by our ranking approach, we demonstrated median performance improvements of around
80% both to Dropbox and to widely-distributed mirrors of the Linux source code archive. More
signiﬁcantly, we observed a two-fold median performance improvement to the Amazon S3 cloud
storage system. Finally, we showed that detouring can be eﬀective even in deployments where
bandwidth is generally limited by the local access capacity, such as in home broadband networks.
These results collectively represent a strong validation of the eﬀectiveness of our throughput
detouring approach in practical deployment scenarios.
The limitation of these results is that they are based on all clients detouring through the
same ﬁve best-ranked detour nodes, which in a large-scale deployment would limit the num-
ber of clients that could be supported. Next, we quantiﬁed this issue by evaluating how the
system performs as we increase the number of simultaneous clients. We ﬁrst observed that
highly ranked detour nodes can generally support high levels of aggregate throughput, even in
the typically overloaded PlanetLab environment. To model the eﬀect of how aggregate detour-
ing performance is reduced by the load of many simultaneous clients, we artiﬁcially restricted
the throughput of each detour node to 50Mbps. In this restricted model, we found that the
best-ranked detour selection strategy was the most eﬀective when there are small numbers of
simultaneous clients, but as the number of clients increased, the load-balanced strategy achieved
better performance. Both strategies, however, were capable of oﬀering eﬀective detouring with
up to 120 simultaneous clients, which suggests our approach can be feasibly deployed without
excessive infrastructure costs.
Finally, to demonstrate how it may be possible to increase the detouring capacity of a re-
stricted number of detour sites, we evaluated the performance of detouring when multiple detour
nodes are located at one detour location. We found that increasing the number of detour nodes
at a location oﬀered the ability to support more clients, suggesting that the detour nodes
themselves will generally act as a bottleneck before the network capacity of the site becomes
constrained. This is encouraging, as it suggests it may be possible to extend detouring to higher
numbers of simultaneous clients without investing in additional network infrastructure.
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10 Conclusions
The fundamental problem underlying this thesis is that that discovering detours for arbitrary
end-to-end paths is diﬃcult due to unsustainable measurement overheads in the optimal solu-
tion. While earlier work in detouring has been concerned with path availability, our focus has
been on two metrics, latency and TCP throughput. Having shown that there is no clear link
between latency and bandwidth detours, we have presented two separate, scalable, approaches
for detour discovery, one for each metric.
Our latency detouring approach is based upon the intuition that latency detours are a byprod-
uct of Internet-routing decisions, thus the detours should be visible when modelling network
connectivity at the level of the AS-graph. We made the assumption that end-to-end paths
that followed similar end-to-end paths would beneﬁt from the same sets of detour nodes. By
ﬁnding good detour paths using limited scale Internet measurements, we developed a system
based on AS-path classiﬁcation, which maps arbitrary network paths to these known-good de-
tour paths and their associated detour nodes. Due to the diﬃculties presented in evaluating a
high-performance latency detouring system on the PlanetLab testbed, our system was validated
in simulation using a large-scale network dataset. However, by limiting the measurement over-
head using ﬁxed-sized cliques of nodes, our approach could be eﬀective in a practical large-scale
Internet deployment.
Applying this methodology to locating bandwidth detours led to largely negative results,
suggesting that TCP throughput is not a direct property of end-to-end Internet paths. Instead
we approached the problem of throughput detour discovery statistically. We ﬁrst discovered that
only a small number of bandwidth detouring nodes are necessary to achieve a high proportion
of the possible detouring improvement on the Internet. Based on this discovery, we proposed
a method whereby a set of potential detour nodes could be ranked in order of their detouring
potential, and this ranking could then be used to identify a small number of detours which could
be used to provide detours to clients. We proposed several diﬀerent strategies for allocating
detour nodes to clients, depending on whether the system should be optimised for performance
or for scaling to support large numbers of clients. With a small number of detour nodes to
choose from, it is possible to build TCP-based detouring approaches that can use on-demand
measurements to decide on the most eﬀective detour node at time of use, making the system
responsive to network congestion.
In attempting to build a practical implementation of a detouring system for throughput, we
have shown that, while an IP-level detouring approach can be eﬀective for latency detouring,
it cannot be used to achieve eﬀective bandwidth detouring. Instead, a TCP-based approach
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must be deployed to take advantage of the split-TCP eﬀect along the constructed network path.
Based on the above approach for TCP throughput detouring, we developed an HTTP-proxy
based detouring client, which would allow clients to use a detour routing approach to improve
the performance of the network paths to arbitrary third-party HTTP services. We demonstrated
how this system performs downloads from popular Internet mirror sites, and additionally for the
Amazon S3 cloud storage infrastructure. Using a set of 5 detour nodes that were automatically
discovered using our detour ranking approach, we were able to improve the throughput to the
mirror sites by an average of 80% and to Amazon S3 by a factor of two. We believe this is
the ﬁrst instance of a throughput detouring system that can be demonstrated to supply more
eﬀective end-to-end Internet paths to arbitrary third-party network destinations.
In order to test how these 5 nodes could scale to support large numbers of simultaneous users,
we used the PlanetLab testbed to evaluate how detouring performance degraded under heavy
load. We found that these 5 nodes could support at least 100 simultaneous clients and that it
would be possible to improve the performance of the detour system by provisioning multiple
detour nodes co-located at the same sites as the original 5.
Given the small number of detour nodes that were required to support a much large number
of detouring clients, we believe that this system would be simple to deploy in practice using on-
demand cloud infrastructure, and thus presents a practical and eﬀective approach to bandwidth
detouring which could be deployed today.
10.1 Comparison to related work
Having outlined our main contributions, we now brieﬂy discuss our approach and results in the
context of comparable detouring systems, as introduced in Section 2.4.2. In latency detouring,
the only directly comparable system is PeerWise. Both our systems aim to discover latency
detours to arbitrary network destinations without incurring an infeasible measurement over-
head. PeerWise uses a network coordinate system, while our system measures and analyses
the structural properties of end-to-end network paths. The main limitation of using a network
coordinate based approach is that it is only applicable to the latency metric, as other metrics
cannot be mapped into a coordinate system. Our qualitative results are not directly compara-
ble, as PeerWise requires that detour nodes be mutually advantageous to each other. However,
given the two systems’ orthogonal approaches to locating latency detours, our designs could be
considered complementary.
To exploit detours, PeerWise employs an HTTP proxy, with an aim to improve network
latency. Such an approach enables detouring to arbitrary network destinations. However, their
result here is inconclusive, possibly due to the connection set-up overheads inherent in TCP-
based detouring. In Chapter 7 we suggested that network-level (i.e. IP) detouring would be
more suitable for exploiting latency detour paths.
The two comparable systems in throughput detouring are SideStep and BARON. As measur-
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ing bandwidth is signiﬁcantly more expensive than latency, both systems focus on reducing the
measurement overhead in locating detour paths. SideStep bypasses this overhead completely
by extracting network performance hints from third-party proprietary CDN systems. Such an
approach enables it to identify potential detours for arbitrary network destinations. BARON
restricts measurements to occur primarily between specialised distributed information nodes
and small sized regions of nodes. Our approach similarly limits measurements to only occur
between a ﬁxed-sized set of nodes.
In order to exploit detour paths, all three systems perform on-demand measurements to decide
between several potential detour paths: BARON performs bandwidth capacity measurements,
which cannot be made to third-party network destinations. SideStep uses its own communica-
tions protocol which enables racing to compare the performance of two paths, but is restricted
to communicating to nodes within the overlay network. Our system uses an HTTP proxy based
approach, and performs parallel path sampling to enable detouring to third-party web services.
BARON reports a median bandwidth capacity improvement of 15% for paths within the
overlay, although they do not show that their bandwidth capacity estimates are equivalent to
throughput performance. In a PlanetLab evaluation, SideStep achieves a median throughput
improvement of 400Kbps. However, we in Section 3.4.2 we report that the median direct path
throughput on PlanetLab is 8Mbps. In our most equivalent detouring approach, in which we
employ the best detour nodes without considering the need to support load balancing between
clients, we demonstrate a median throughput improvement of 40% within PlanetLab.
10.2 Discussion
In this thesis we described the design and implementation of a large-scale network system, and
evaluated its performance using public network testbeds and services. It is, however, more
diﬃcult to evaluate the impact of such a system in more specialised environments, such as
primarily wireless networks, or from external perspectives, such as those of a network operator
or user. We can, however, provide some insight into these issues by discussing how our system
might perform in a realistic large-scale deployment.
10.2.1 Impact
The recent trend in Internet usage has been the shift towards the use of wireless network tech-
nologies, speciﬁcally WiFi on laptops and 3G and 4G networks on personal mobile devices.
Wireless connections have signiﬁcantly diﬀerent properties compared to traditional wired net-
works, speciﬁcally the potential for packet loss arising from radio interference and congestion.
Split TCP, as discussed in Section 2.3.3, speciﬁcally addresses this problem by ensuring that
proportion of the path which contains the wireless link is covered by a TCP connection with
a lower end-to-end latency, enabling the ﬂow to respond more eﬀectively to packet loss events
and thus improves throughput performance.
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Our approach of employing two independent TCP connections for detour paths roughly mir-
rors the implementation of Split TCP. As such, there is the potential for our system to be
particularly eﬀective on paths employing wireless network technologies, if the detour node cho-
sen results in the ﬁrst part of the detour path having a lower latency than the direct network
path. This remains the case even when the wireless link forms the network capacity bottleneck
link, suggesting that our system could be eﬀective for users in typical contemporary wireless
network environments.
By operating as a routing overlay, potentially transporting large volumes of data over non-
direct Internet paths, our system also has the potential to increase network congestion. This
may be of concern to network operators. Our system aims to improve network performance for
speciﬁc users using specialised detour client software installed at their local network end-points.
It is relevant to consider, however, what the impact might be if a large proportion of network
users were to employ detour routing. Detour routing redirects traﬃc via tertiary network edge
nodes, creating two independent network paths. Detour routers, the network edge nodes, thus
place a high demand on both ingress and egress bandwidth in the networks in which they are
situated. Network protocols such as BitTorrent have previously employed a similar approach,
using end-user connections to cache and relay data. This created network congestion in end-user
networks [164], which are more typically geared towards download-centric applications such as
web browsing. It is not likely, however, that similar congestion would arise from the deployment
of detour routers, which would ideally be located within high-bandwidth network locations such
as Internet Exchange Points. In such environments, bandwidth availability can be provisioned
on a commercial basis, as would be done by any large-scale enterprise network, without the
restrictive costs which arise from last-mile physical infrastructure typical of end-user networks.
Since a deployment of a detour routing system would provision bandwidth on a commercial
basis, this is not likely to be of concern to network operators.
10.2.2 Security
When considering the deployment of a large-scale network service such as presented here, it is
important to consider its potential impact in the context of network security. There are two
main security aspects which we should consider: the privacy of user data, and the potential for
abuse of the system.
Our system aims to optimise end-to-end network performance for areas in which CDN-based
approaches, which aim to improve performance in content distribution, cannot be as eﬀective.
An eﬀect of this is that the data transported by this system may inherently be more user-speciﬁc,
and thus more sensitive, than the content distributed by CDNs. This raises inherent security
concerns regarding the privacy impact of such an approach but there could also be additional,
positive, security implications. First, the detour paths we construct represent two separate
underlying end-to-end network paths, which naturally increases the potential for exposure to
malicious eavesdropping as the detoured traﬃc traverses the Internet over longer end-to-end
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paths. However, the potential for malicious interception exists within all network systems
deployed on the Internet, and we do not signiﬁcantly increase this risk.
A more signiﬁcant risk arises from the detour nodes themselves. By their nature, our detour
nodes might be presumed to be carrying a high proportion of personal network traﬃc, and may
be transporting data for large numbers of separate users, making them potentially high-value
targets for malicious interception, which could be implemented by compromising the security
of the detour nodes. We do not address such concerns here, beyond suggesting that such nodes,
like all network services, should be appropriately maintained to mitigate such attacks. Similarly,
by concentrating traﬃc for a large number of users over a restricted number of detouring sites,
there may be some concern that these sites might be vulnerable targets for distributed denial-of-
service attacks. However, as noted, such sites would ideally be located near Internet Exchange
Points, potentially giving them greater resilience to such attacks compared to services hosted in
locations more remote from the Internet core. Ultimately, all network services are potentially
vulnerable to similar denial-of-service attacks, so we do not consider this further here.
In contrast, a positive security outcome of our approach is that a users end-to-end traﬃc
will be distributed between a number of external detour sites, and potentially interspersed with
other users traﬃc, making it more diﬃcult to eavesdrop on speciﬁc targeted users. Additionally,
by aggregating the traﬃc of several users at a detour node, we may increase our users privacy by
making it more diﬃcult for public network services to identify and proﬁle their users by means
of their IP address (which will be eﬀectively anonymised as that of the detour node). We did not
consider the use of end-to-end encryption when implementing our system, but there exists the
option to transparently employ SSL encryption on the SOCKS connection between the detour
clients and the detour nodes, providing an extra layer of network security for otherwise normally
unencrypted HTTP traﬃc.
Like all anonymisation approaches, the potential increase in privacy arising from the masking
of the original source of network requests also opens the potential for abuse. Malicious users may
wish to employ detouring to hide the source of network traﬃc such as exploitation attempts
or denial-of-service attacks. Of speciﬁc concern is our path selection approach, described in
Section 8.2.2, which opens simultaneous HTTP connections from multiple locations to a single
target host, suggesting it might have particular value in implementing distributed denial-of-
service attacks. This potential for abuse suggests that detour routing should not be deployed
as a publicly accessible system, but instead should be restricted to authenticated users, the
implementation of which we do not consider here.
10.3 Future directions
There are a number of other aspects we would like to explore, building upon this work. First, our
path-clustering based approach for discovering latency detours does not rely on any particular
properties of the latency metric. While we showed that such an approach would not be eﬀective
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for improving throughput, it is possible that it could also be used to locate detours for other
metrics, such as loss and jitter. Second, in our throughput detouring approach, we select the
most eﬀective detour from a small set by exploiting features of the HTTP protocol to perform on-
demand measurements. While there is some potential for improvement by caching the results
of previous path selections to similar destinations, there is the possibility predicting which
detour to use without direct measurements. For example, we could analyse structural network
properties such as AS paths or employ network coordinates. This would enable detouring for
arbitrary network protocols, in addition to HTTP-based services.
Finally, in this thesis we described two complementary approaches for detour routing for
latency and throughput. Each metric required distinct methods of detour discovery and a sep-
arate means of exploiting those detours in practice. The next step in developing our system
would be to design a hybrid detouring system which could provide eﬀective detouring for both
metrics. The detour discovery methods are orthogonal, so could both be deployed simultane-
ously. The most interesting trade-oﬀ to explore in building such a system would be in electing
which metric to optimise for, in a given connection. For example, for small-sized downloads,
it would perhaps be better to optimise for latency, as the TCP slow-start mechanism prevents
transfers from beneﬁting from throughput detours until a suﬃcient quantity of data has been
transferred.
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