Abstract: In a power market, the price of electricity is the most important signal to all market participants. However, electricity price forecast is a complex task due to non-linearity, non-stationarity and volatility of the price signal. In spite of all performed research on this area in the recent years, there is still an essential need for more accurate price forecast methods. Besides, there is a lack of robust feature selection technique for designing the input vector of electricity price forecast, which can consider the non-linearities of the price signal. In this study, a new price forecast method is proposed, which is composed of a modified version of Relief algorithm for feature selection and a hybrid neural network for prediction. The proposed approach is examined on Ontario, New England and Italian electricity markets and compared with some of the most recently published price forecast methods.
Introduction
Price forecast is a key information in today's electricity markets. Companies that trade in electricity markets make extensive use of price forecast techniques either to bid or hedge against volatility. However, electricity has distinct characteristics from other commodities. The electrical energy cannot be considerably stored and the power system stability requires constant balance between generation and load. On short time scales, most users of electricity are unaware of or indifferent to its price. Transmission bottlenecks usually limit electricity transportation from one region to another. These facts enforce the extreme price volatility or even price spikes of the electricity market [1] . Besides, volatility in fuel price, load uncertainty, fluctuations in the hydroelectricity production, generation uncertainty (outages) and behaviour of market participants also contribute in the electricity price uncertainty [2] .
In recent years, several methods have been applied to predict prices in the electricity markets. Different time series techniques such as dynamic regression and transfer function [3] , auto-regressive integrated moving average (ARIMA) [4] , mixed ARIMA models [5] and generalised auto-regressive conditional heteroskedastic (GARCH) [6] have been proposed for this purpose. Some other research works suggest artificial neural networks (NNs) [7 -10] , fuzzy NNs [11, 12] and support vector machines (SVMs) [13] for price forecast. The combination of similar day and NN techniques [14] , extended Kalman filter (EKF)-based NN [15] , weighted nearest neighbours (WNN) method [16] , combination of fuzzy inference system and leastsquares estimation [17] and sensitivity-based dynamic model [18] have been also presented for electricity price forecast. Some other researchers proposed specific methods for price spike forecasting [19, 20] .
In spite of all performed researches in the area of electricity price forecasting, there is still an essential need for more accurate and stable price forecast methods. Especially, there is a lack of robust feature selection technique for designing the input vector of electricity price forecast, which can consider the non-linearities of the price signal. It is noted that the design of the input vector for electricity price forecast is
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usually carried out in a discretionary way, mainly based on trialand-error procedures and on engineering judgement criteria. Recently, some researchers propose correlation analysis [3, 4, 17] and numerical sensitivity analysis [2, 15] for this purpose, which are linear feature selection techniques. However, the electricity price is generally a non-linear mapping function of its input variables [1] .
In this paper a new prediction strategy is proposed for dayahead price forecasting of electricity markets. Contribution of the paper can be summarised as follows:
1. Presentation of a non-linear feature selection technique based on a modified version of Relief algorithm to select relevant input variables for electricity price forecast.
2. Presentation of a new hybrid neural network (HNN) for prediction of electricity prices based on the input variables selected by the modified Relief algorithm. The HNN is composed of NNs and evolutionary algorithms (EAs) in a cascaded structure.
The remaining parts of the paper are organised as follows. In Section 2, the proposed feature selection technique is described. The HNN as the forecast engine is explained in Section 3. In Section 4, the obtained numerical results from the modified Relief algorithm and HNN for price forecast of Ontario, New England and Italian electricity markets are presented and discussed. Section 5 concludes the paper.
Proposed feature selection algorithm
Selecting the best set of input features is a crucial preprocessing for the successful application of NNs. The main idea of feature selection is to choose a subset of input variables by eliminating irrelevant features. The consecutive set of features not only has a smaller dimension but also has as much information as the original set. Feature selection can simplify the learning process of the forecasting tool and enhance its generalisation capability for unseen data. In this paper, a modified version of the Relief algorithm is proposed for the relevance analysis of the candidate inputs. The Relief algorithm is considered one of the most successful methods among the existing feature weighting algorithms, due to its simplicity and effectiveness [21, 22] . Relief has been shown to detect relevance well, even when features interact [23] , like the case of electricity price forecasting.
Relief is a non-linear instance-based feature selection technique, which assigns relevance values to features by treating training samples as points in the feature space. Each feature's weight reflects its ability to distinguish among the class labels. In the following, we first present the original Relief algorithm, which is limited to classification problems with two classes. Then, our proposed modifications for the original Relief algorithm are explained and so the modified Relief algorithm is introduced, it not only deals with both forecasting and multi-class problems but also is more robust and detects relevance better than the original one.
The original Relief algorithm randomly chooses a number of training samples from the training set (this parameter is user-defined) [21, 24] . Given a randomly selected sample x, the original Relief searches for its two nearest neighbours including one from the same class, called nearest hit NH(x), and the other from the opposite class, called nearest miss NM(x), based on the Euclidean distance measure defined as follows
where x r and x s are two vectors representing samples r and s, respectively and d rs is Euclidean distance between them (dot sign indicates inner product); k.k represents the Euclidean norm:
. NH(x) and NM(x) are two samples owning minimum Euclidean distance with x of the same and opposite classes, respectively.
In the original Relief algorithm, the weight of ith feature W i (initialised to zero at the beginning) is updated according to the following equation
where x (i) , NM (i) (x) and NH (i) (x) represent the ith feature of the selected sample x, NM(x) and NH(x), respectively; I is the number of candidate input features. In this way, the weight of all candidate inputs is updated based on the selected sample x. This cycle (finding the nearest hit and nearest miss and updating the weight of features based on (2) found. Secondly, some irrelevant features may also be selected by this algorithm, since a feature may have good behaviour based on the first-order neighbourhood of some randomly selected samples; however, it is not really a relevant feature considering the information content of the whole data set. To remedy these inconsistencies, two modifications are proposed for the Relief algorithm in this paper.
In the first modification, we add a preprocessing stage to the original Relief algorithm to make it applicable for any continuous variable problem. For this purpose, the target variable (here, the electricity price) is standardised to a standard variable with zero mean and unit standard deviation [25] . Standardisation is a well known linear mathematical transformation. Consider the data set {y i }
N i¼1
with mean value y mean and standard deviation y std .
Standardisation maps {y
with mean z mean and standard deviation z std as follows
Common values for mean and standard deviation of the transformed data set {z i } N i¼1 are z mean ¼ 0 and z std ¼ 1, which are also used for the standardisation of the target variable in this paper. With z mean ¼ 0 and z std ¼ 1 we will have
which is also considered as a kind of normalisation [26] . Considering z mean ¼ 0, we can classify the training samples of the price forecast into two classes based on the positive and negative values of the standardised target variable. So, after the preprocessing stage, the Relief algorithm can be applied to the problem.
In the second modification, we consider k nearest neighbourhoods instead of the first one of the original Relief. Besides, for each neighbourhood all training samples are considered. The k nearest neighbour version seeks for every sample, its k nearest samples from the same class (k nearest hits) and its k nearest samples from the opposite class (k nearest misses) in the feature space. The weight is then the ratio between the sum of average distances over all samples to their k nearest misses and the sum of average distances over all samples to their k nearest hits in projection on that feature. We use the ratio because it can better discriminate the candidate features than the difference operator used in the original Relief algorithm.
indicates the training set where x n and y n represent vector of candidate inputs and target variable for training pattern p n , respectively. We construct matrix X ¼ [x n ] N n¼1 such that ith row of the matrix X indicates the vector of candidate inputs for sample i and jth column of the matrix is a vector containing the values of candidate input j in the training samples of D. For all samples x n , we find k nearest hits and k nearest misses based on the Euclidean distance and sort them in the matrices
(the set of k nearest hits) and
(the set of k nearest misses) where NH k (x n ) and NM k (x n ) denote nearest hit and miss of order k for sample x n , respectively. Now the difference matrices are defined as follows
Each row of these difference matrices is related to a sample and each column is related to a candidate feature. Now the overall effect of jth feature in distinguishing the whole samples from their nearest hits and misses up to order k can be calculated as follows
. .
where the subscript (l, j) indicates element located in the row l and column j of the respective matrix. The weight of jth feature, based on the k nearest neighbourhoods, can be evaluated as follows
The weight values obtained from (9) neighbourhoods are included, which may be ineffective and even misleading. The Relief algorithm models the original problem as a two class problem such that in each neighbourhood, the nearest hit and miss of the samples (from the same and opposite classes, respectively) are considered. So, this fact motivates the idea of imagining the number of neighbourhoods of the Relief algorithm like the number of levels of a binary decision tree. So, an appropriate choice for the k parameter can be obtained from the following relation
where N is the number of samples or the number of training patterns; Round(.) is a function that rounds the real number to the closest integer value. We examined several other choices for the k parameter, but the value obtained from (10) leads to the best results for feature selection, especially for electricity price forecasting.
It is noted that training samples or instances can be considered as points in the feature space and so we can define distance between these points. In the Relief algorithm, Euclidean distance is used for this purpose, although the other distance measures, such as Bhattacharyya distance, may be considered instead. However, each candidate input is a dimension of the feature space and distance between dimensions cannot be defined. Besides, Euclidean distance is only used to measure distances between samples in the feature space and determines nearest hits and nearest misses for each sample in the modified Relief algorithm. After that the modified Relief measures the relevancy of each candidate input based on its discrimination capability to distinguish between samples and their nearest hits and nearest misses. The relevance weight is assigned to each candidate input based on its discrimination capability (and not the Euclidean distance) as shown in (2) and (9) for the original and modified Relief algorithms, respectively.
Proposed forecast method
As the forecast engine of electricity price prediction, a new HNN with the architecture shown in Fig. 1 is proposed in this paper. The HNN is composed of three NNs owning multi-layer perceptron (MLP) structure with one hidden layer [27] .
As seen, each NN transfers two kinds of results to the next NN. The first set of results include obtained values for the adjustable parameters, that is, weights and bias values. In other words, each NN transfers its obtained knowledge to the next one and so it can begin its learning process from the point that the previous NN terminated (instead of beginning from a random point). Only the first NN should begin with an initial set of random values for the adjustable parameters. All NNs of the HNN have the same number of input, hidden and output neurons so that the weights and bias values of a NN can be directly used by the next one and then it can increase the obtained knowledge of its previous NN. By suitable selection of training algorithms of the NNs, the HNN can learn much more than a single NN. For the price prediction, we considered three NNs in the HNN, owning LM (Levenberg -Marquardt), BFGS (Broyden, Fletcher, Goldfarb, Shannon) and BR (Bayesian regularisation) learning algorithms, respectively. These are some of the most efficient NN training mechanisms for the prediction tasks and their mathematical details can be found in [12, 28, 29] . LM is a fast learning algorithm. At the beginning of the training phase, usually MLP can rapidly learn about the problem and its training error quickly decreases. So the LM algorithm is selected for the first NN. The BFGS is the most successful quasi-Newton method for the NN training [28] . Especially, this learning algorithm can perform a better search of the solution space provided that it starts from a suitable initial point. So, after the LM algorithm is saturated, the second NN is trained by the BFGS training mechanism to find a fitter solution for the adjustable parameters of the NN. BR learning algorithm minimises a combination of squared errors and weights and then determines the correct combination so as to produce a network that generalises well. So this learning algorithm is considered for the last NN for final tuning of the adjustable parameters and getting the utmost training efficiency. We examined several other configurations for the HNN including the mentioned learning algorithms or other training mechanisms. However, performance of the other configurations is generally less than the proposed one. Besides, we increased number of NNs of the HNN. However, no considerable improvement for price forecast is obtained and in some cases the performance of the HNN degrades. In spite of these experiments, it cannot be claimed that the proposed configuration is the best structure of the HNN. This is a matter that demands further research.
Empirically, we have seen that in many cases, including NN application for price prediction, near optimum solutions are close to each other. At the end of the training phase the learning algorithm may find one of these solutions whereas the better ones might be in its vicinity and unseen for the NN, since the learning algorithms usually search the solution space in a special direction (like the steepest descent). So, this makes the motivation to search around the final solution of the learning algorithm in various directions as much as possible to find a better solution. EA can be a suitable candidate for what is required. The evolution of the proposed EA is based on the following relations
where W is an adjustable parameter (weight or bias value) of the NN and DW indicates change of it. The subscripts n and n þ 1 represent two successive generations (parent and child, respectively) of EA. g is a small random number separately generated for each adjustable parameter. m is the momentum constant. Use of the momentum can smooth the search path decreasing sudden changes. In our examinations, m ¼ 0.5 and g is selected in the range of (0, 0.1) for all generations of the EA. At the beginning of the EA, W (0) is the obtained value from the learning algorithm for the adjustable parameter W and DW (0) ¼ 0. In each cycle, the EA repeats (11) and (12) until the next generation of all adjustable parameters is obtained. Then, the validation error of the NN [27] is evaluated for the new generation. If the child has less error than its parent, the parent is replaced by the child, otherwise the parent is restored and the next cycle of the EA is executed. So, at the end of the EA, the best examined solution among all generations will be selected. The EA is executed after each learning algorithm of the HNN to enhance the training efficiency at most. So, the whole training phase of the HNN can be completed as shown in Fig. 2 . Indeed, the BFGS learning algorithm of NN2 begins from the adjustable parameters obtained by the EA part of NN1 and similarly for the BR of NN3.
To give a better insight about the performance of the HNN in the training phase, a typical curve of its validation error [27] in terms of mean square error (MSE) for the New England Electricity market is shown in Fig. 3 The preprocessor in Fig. 1 performs normalisation and feature selection (modified Relief). Since the candidate inputs like price and load features have different ranges, at first they are linearly normalised in the range of [0, 1] and then given to the modified Relief. In our experiments, history of price and load data are used for price forecast since the price signal is dependent on its previous values (like the effect of short-run trend and daily periodicities [1, 11] ) and load is the most important price driver [14, 18] . However, our proposed feature selection technique can consider other exogenous variables like available generation, fuel price and congestion information provided that their data be available. Besides, the predicted values, obtained from the other forecast techniques, can also be useful information for price forecast. As seen from Fig. 1 , price forecast of the next hour, that isP (hþ1) , is provided for the HNN by the ARIMA time series [4, 5] . The superscriptî ndicates the predicted value. Besides, load forecast of the next hour, that isL (hþ1) , is also provided for the HNN by a batch NN, owning MLP structure and LM learning algorithm. So the candidate inputs of the modified Relief algorithm include lagged prices and loads (e.g. up to 200 h ago) and their predictions. The input features of the HNN consist of selected inputs by the feature selection technique among the candidate inputs. These input features are given to the first NN (NN1) of the HNN (Fig. 1) . It is noted that in our experiments,P (hþ1) (ARIMA) andL (hþ1) (batch NN) are always selected by the modified Relief algorithm due to their high relevance to the target variable. The NN2 of the HNN uses the same input features of NN1 except thatP (hþ1) of the ARIMA is replaced byP (hþ1) of the NN1. Similarly, the NN3 usesP (hþ1) of the NN2. In other words, the obtained forecast of each NN of the HNN is used by the next one, since price forecast of each block usually has better accuracy than the previous one and so can be a better choice for the input feature of the next block. Indeed,P (hþ1) is the second kind of results, transferred between the NNs of the HNN as shown in Fig. 1 . In other words, each NN of the HNN uses both the obtained knowledge and price forecast of its previous NN. Then it enhances the knowledge and produces a more accurate prediction for the price (Fig. 3) .
The ARIMA provides an initial price forecast for the NNs of the HNN. This initial forecast should be as linearly independent as possible from the three NNs' predictions. So, we select a technique different from NNs to provide the initial forecast. ARIMA is a well known and efficient time series technique and so is used to generate the initial price forecast for the HNN. Load demand is a signal with different characteristics from the electricity price signal. Our experience shows that it is usually hard for a single forecaster to simultaneously learn the input/output mapping function of these two different signals and accurately predict them. So, we consider a separate forecaster to generate the required load forecast of the HNN. Since, there is no NN forecaster for load demand in the HNN, we use a NN (named batch NN in Fig. 1 ) to generate the required load forecast (NN can better model non-linear input/output mapping functions such as the mapping function of load demand).
It is noted that in [8] load forecast has been considered as an input feature in a cascaded structure of NNs. However, we extended this idea for feature selection by consideration of www.ietdl.org both load and price forecasts. Besides, in [8] measured value of L (hþ1) has been used for the training phase. However, we considerL (hþ1) for the training of the HNN (all three NNs). In this way, the HNN can see the load forecast error in the learning phase and so its NNs can be better adapted to the prediction phase when L (hþ1) is not available. Finally, our important idea in transferring the obtained knowledge of a NN (its adjustable parameters) to the next one is not seen in [8] (our modified Relief algorithm is not seen in [8] as well). Now, the whole setup process of the proposed method including the feature selection and training phase of the HNN can be summarised as the following step-by-step algorithm:
1. The modified Relief algorithm selects the most relevant input features from the set of normalised candidate inputs.
2. Three NNs of the HNN are trained by LM þ EA, BFGS þ EA and BR þ EA training mechanisms, respectively. At the end of training phase of each NN, its adjustable parameters and price forecast are transferred to the next one.
3. The degrees of freedom of the whole method including the threshold of the modified Relief algorithm and number of hidden nodes of the NNs of the HNN are fine-tuned by the cross-validation technique. To reduce the number of combinations that should be examined, the two step procedure of [27] has been also used.
Note: All NNs of the HNN have one output node dedicated to price forecast of the next hour. To generate price forecasts of 24 h of the next day, iterative forecasting technique is used in the HNN in which the day-ahead price forecast is reached via recursion, that is, by feeding input variables with the forecaster outputs. In this case, when price of a hour is forecasted, it is used as P (h21) for the price prediction of the next hour and this cycle is repeated until the price of the next 24 h are predicted. However, this technique may result in the propagation of error in the forecast horizon and so farther hours usually contain more forecast errors [1, 2] . If we can use from more accurate forecasts for initial hours, error propagation decreases and better predictions for all later hours can be obtained. Thus, each NN of the HNN (and also ARIMA), instead of recursive forecasting of the whole 24 h ahead, only predicts the next hour and transfers it to the following block until the final prediction of the HNN for that hour is obtained by the NN3 and inserted to the data base as shown in Fig. 1 . This final forecast, owning the least prediction error in our system, is used in the ARIMA and NNs of the HNN to predict its next hour. This cycle is repeated until price of the whole 24 h ahead are forecasted.
Numerical results
The proposed method is examined for day-ahead price forecast of Ontario, New England and Italian electricity markets from Canada, US and Europe, respectively. Besides, we compared the method with some of the most recently published price forecast techniques. Data of Ontario, New England and Italian electricity markets have been obtained from their websites [30 -32], respectively. For each forecast day, we considered its 50 days ago as the historical data including the day before the forecast day as the validation set and its 49 days ago as the training set in all experiments of this paper (like the validation and training sets of Fig. 3 ). After forecasting hourly prices of each day, the 50 days data window proceeds by one step and hourly prices of the next day are predicted.
In the first experiment of this paper, reported in Table 1 , the performance of the proposed feature selection technique is 
where P iACT and P iFOR are actual and forecasted price of hour i, respectively; N is the number of forecasted hours (for weekly MAPE, N equals to 168). Six test weeks from year 2004 are considered in Table 1 according to [3] . For the sake of a fair comparison, all examined feature selection techniques have the same set of candidate inputs including 200 lagged values of price and load plus predicted price and load, totally 200 þ 200 þ 1 þ 1 ¼ 402 candidates. As seen from Table 1 , the correlation analysis results in slightly better forecast accuracy than the numerical sensitivity analysis. However, both of these methods are linear feature selection techniques whereas the original and modified Relief are non-linear techniques and can better evaluate the non-linear dependencies of the price signal on its input variables. Also, the modified Relief, considering more neighbourhoods, can better evaluate the relevance of each candidate input to target variable than the original Relief. Table 1 shows that the modified Relief outperforms the other methods in all test periods.
For a better illustration of the performance of the numerical sensitivity analysis, correlation analysis and modified Relief algorithm, the obtained results of each method for 1 May 2004 are presented in Table 2 . Similar results have been obtained for the other test days. For each feature selection technique in Table 2 , selected features (among the 402 candidate inputs) as well as their ranks and weight values are reported, respectively. The weight values of the selected features of each technique are normalised with respect to their maximum. As seen from Table 2 , the selected features of the modified Relief algorithm better reflects the dependencies of the price signal. For instance the modified Relief algorithm selects both forecast variableŝ P (hþ1) andL (hþ1) (which are highly relevant features) with ranks 2 and 3, respectively. However, the numerical sensitivity analysis cannot detect these features and correlation analysis only selectsP (hþ1) with rank 7.
The effect of short-run trend, that is strong dependencies on the previous neighbouring values, can be seen from the reported results in Table 2 . For instance, P (h21) , P (h22) and L (h21) are among the selected features of the modified Relief algorithm. As the effect of daily periodicity, P (h224) , L (h224) and P (h248) are selected. P (h2168) and L (h2168) are also among the selected features of the modified Relief algorithm, which shows the effect of weekly periodicity. By combination of the effects of short-run trend and daily periodicity, some hours around the same hour in the previous day (such as P (h223) , P (h225) , L (h223) and L (h225) ) are also selected. Moreover, by combination of the effects of short-run trend and weekly periodicity, some hours around the same hour in the previous week (such as P (h2169) , L (h2169) and L (h2167) ) are chosen. Furthermore, by combination of the effects of daily and weekly periodicities P (h2192) and L (h2192) (168 þ 24 ¼ 192 h ago) as well as P (h2144) and L (h2144) (168 2 24 ¼ 144 h ago) are also selected. So, it is seen that most of the selected features by the proposed feature selection technique are sensible.
All mentioned feature selection techniques in Table 2 can give weight to features and rank them. However, a threshold is required for each feature selection technique such that its weighted features with the weight value higher than the threshold are selected as the inputs of the forecast engine. With higher values of the threshold, the pass band of feature selection technique (acting as an irrelevancy filter) becomes narrower such that less features with higher relevance weights can pass it and vice versa. In other words, selection of the threshold is a trade-off between number of selected features by the feature selection technique and their effectiveness for the forecast process. For the test case of Table 2 , the threshold of the numerical sensitivity analysis, correlation analysis and modified Relief algorithm has been determined as 0.59, 0.57 and 0.43, respectively, by the cross-validation technique. In other words, for each of these methods, the best value of the threshold obtained by the cross-validation technique is used. It is noted that each of these methods has its own optimum threshold. As seen from this table, the selected features by the numerical sensitivity analysis, correlation analysis and modified Relief algorithm have normalised weights greater than 0.59, 0.57 and 0.43, respectively. Each feature selection technique filters out the remaining candidate inputs with normalised weights lower than its respective threshold.
Although there are some common features among the subsets selected by the feature selection techniques of Table 2 , some different features are also observed, which result in different forecast errors using these techniques. However, the forecast accuracy is not linearly proportional to the selected features, since the electricity price is a nonlinear mapping function of its inputs and the selected features have different relevance weights.
In the second experiment of the paper reported in Table 3 , the proposed forecast method (modified Relief þ HNN) is compared with three time series based price forecast techniques proposed in [3] technique is correlation analysis) for 24 h ahead HOEP prediction in the Ontario electricity market. MAPE has been defined in (13) and mean absolute error (MAE) is as follows
For weekly MAE, N ¼ 168, like weekly MAPE. The MAPE and MAE values of the three other methods have been quoted from [3] . Table 3 shows that both the MAPE and MAE values of the proposed method are considerably lower than those of the ARIMA, Transfer Function and Dynamic Regression in the all six test weeks, which indicates price forecast capability of the proposed method.
The obtained results of the proposed method for the second test week (3 -9 May) are graphically shown in 
0.5708
0.5284
0.6797 P (h223) 10 0.5011 In the third experiment of this paper, reported in Table 4 , the proposed method is examined on the New England electricity market for next day electricity price forecast. For comparison, monthly MAPE and MAE of the forecast prices published by ISO New England [31] as well as those of single SVM and hybrid network [13] are also presented in this table. The hybrid network is composed of the selforganised map (SOM) in the first stage and a group of SVMs in the second stage. For the sake of a fair comparison, the same three test months of [13] have been adopted in this paper. Besides, the results of the other methods have been directly quoted from [13] . Table 4 shows that the proposed method outperforms all other methods in all test months.
In the last experiment of this paper, the proposed method is compared with dynamic price forecast technique [18] on the Italian and New England electricity markets ( Table 5) . The same test months of [18] have been adopted in this experiment, which include [18] , the average price of the period considered is used in the denominator instead of P iACT in (13) . For the sake of a fair comparison, the same MAPE definition is also used in this experiment for the proposed method. Table 5 shows that the proposed method on both Italian and New England electricity markets has considerably lower MAPE values than the dynamic price forecast technique.
For the test cases of this paper, the whole running time of the proposed method including execution of the modified Relief, training of the HNN, parameter tuning by the cross-validation and price forecast of the next day is less than 30 min on a simple Pentium P4 personal computer with 512 MB RAM, which is reasonable within a dayahead decision making framework.
To validate the obtained values for the k parameter from (10), sample price forecast results with the other values of k for the first test case are given in Table 6 . In this table, 60%, 80%, 100%, 120% and 140% of the k value obtained from (10) are shown. As seen, the k value obtained from (10) , that is 100% k, leads to the best results with the minimum MAPE and MAE values in Table 6 .
The proposed HNN is also tested on the classroom problem given in [15] (Example 1 of this reference). The obtained results from the proposed HNN are shown in Table 7 and compared with the results of decoupled extended Kalman filter with U-D factorisation (DEKF-UD) and BP-Bayesian (a combined back propagation learning and Bayesian-based confidence interval method), proposed in [15] for electricity price forecast. The same test conditions of [15] are also considered for the HNN. As seen, the training time of the HNN is about the DEKF-UD and BP-Bayesian, whereas the prediction error of the HNN is better than these methods.
Conclusion
In this paper, a new prediction method composed of modified Relief algorithm for feature selection and HNN as forecast engine is proposed for day-ahead price forecast of electricity markets. The proposed feature selection technique can better evaluate the non-linear dependencies of the price signal on its input variables than the previous linear feature selection techniques. The HNN is composed of NNs, EAs and auxiliary predictors in a cascaded structure with a new data flow among them. The HNN can learn much more than a single NN. The proposed method is examined on Ontario, New England and Italian electricity markets and compared with several recently published price forecast techniques. These comparisons reveal the price forecast capability of the proposed method. 
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