We have developed sophisticated new Bayesian analysis methods that enable us to estimate quickly the masses and radii of rapidly rotating, oblate neutron stars using the energy-resolved waveforms of their X-ray burst oscillations and to determine the uncertainties in these mass and radius estimates. We demonstrate these methods by first generating the energy-resolved burst oscillation waveforms that would be produced by a hot spot on various rapidly rotating, oblate stars, using the analytic implementation of the oblate-star Schwarzschild-spacetime (OS) approximation introduced by Morsink et al. (2007) . In generating these synthetic data, we assume that 10 6 counts have been collected from the hot spot and that the background is 9 × 10 6 counts. This produces a realistic modulation amplitude and a total number of counts comparable to the number that could be obtained by a future space mission such as the proposed LOFT or AXTAR missions or the accepted NICER mission, by combining data from many bursts from a given star. Next we compute the joint posterior distribution of the mass M and equatorial radius R eq in standard models, for each synthetic waveform, and use these posterior distributions to determine the confidence regions in the M -R eq plane for each synthetic waveform and model. We report here the confidence regions obtained when Schwarzschild+Doppler (S+D) and OS waveform models are fit to the data, including results obtained when the properties of the star used to generate the synthetic waveform data differ from the properties of the star assumed in modeling the waveform. We find that S+D fits to OS synthetic data can yield biased radii, but that the bias is less significant when the spot center is close to the rotational equator, which is the geometry needed to obtain tight constraints. We find that OS fits to OS synthetic data determine M and R eq to within 3%-7% for rotation rates > 300 Hz and spot and observer inclinations > 60 • , uncertainties comparable to those we obtained previously when fitting S+D waveform models to S+D synthetic data. We also find that fitting a model that assumes a uniform-temperature spot to waveforms generated using a spot in which the temperature varies with latitude by 25% does not significantly bias M and R eq estimates.
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INTRODUCTION
A currently unresolved fundamental question in physics and astronomy is the nature of cold, ultradense matter. Studies of neutron stars can help determine the properties of such matter, because they contain large quantities of cold matter at densities that are inaccessible in the laboratory. In particular, precise, simultaneous determinations of the gravitational mass M and equatorial circumferential radius R eq of several neutron stars could provide tight constraints on the equation of state of this matter (see, e.g., Lattimer 2007; Lattimer & Prakash 2007; Read et al. 2009; Özel & Psaltis 2009; Hebeler et al. 2010 ).
The recent discovery of two neutron stars with masses of ≈ 2 M ⊙ (Demorest et al. 2010; Antoniadis et al. 2013) has placed an important lower bound on the stiffness of cold, ultradense matter, but the radii of these two stars are unknown. Several methods have been proposed to estimate M and R eq simultaneously by accurately measuring and interpreting the X-ray spectra of neutron stars. However, the estimates of M and R eq made using these methods are currently dominated by systematic errors (for recent reviews, see Lo et al. 2013; Miller 2013 ).
An alternative approach is to determine M and R eq by fitting waveform models to the Xray oscillations of accretion-powered pulsars, the thermal X-ray oscillations produced by some rotation-powered (non-accreting) pulsars, or the X-ray oscillations observed during some thermonuclear X-ray bursts from accreting neutron stars. Estimates of M and R eq made by fitting waveform models to observations of the oscillations produced by accretion-powered X-ray pulsars (see Poutanen & Gierliński 2003; Poutanen & Beloborodov 2006; Leahy et al. 2008 Leahy et al. , 2011 ) may encounter significant systematic errors, because they depend on correctly modeling the complex, time-dependent thermal and nonthermal X-ray spectra and radiation beaming patterns of these pulsars, which are uncertain. For example, significant pulse profile variability has been seen in the accretion-powered millisecond pulsar SAX J1808-3658 (Hartman et al. 2008 ) and other accretion-powered X-ray pulsars, which could be due to disk-magnetospheric interactions (Kajava et al. 2011) . Such interactions may produce complex time-varying emission patterns on the stellar surface (Romanova et al. 2003 (Romanova et al. , 2004 .
Estimates of M and R eq can also be made by fitting waveform models to the X-ray oscillations produced by the heated polar caps of rotation-powered pulsars (see Braje et al. 2000; Bogdanov et al. 2007 Bogdanov et al. , 2008 . Existing models give statistically acceptable fits to the X-ray oscillations of pulsars such as PSR J0437−4715 (Bogdanov 2013) , although the constraints on M and R eq obtained using current data are not tight. These estimates are likely to have fewer systematic errors than estimates obtained by fitting the oscillations of accretion-powered X-ray pulsars, but the temperature structure and radiation beaming patterns of the polar caps of these pulsars are uncertain. For example, current treatments assume that the energy that powers the X-ray emission comes from magnetospheric return currents, is deposited deep in the atmosphere, and propagates outward through a nonmagnetic, pure hydrogen atmosphere. However, plasma collective effects may reduce the energy deposition depth considerably, and other light-element atmospheric compositions are equally consistent with the current data (see Miller 2013 for a discussion).
One of the most promising current methods for determining M and R eq is to fit energydependent waveform models to the X-ray oscillations observed during some thermonuclear Xray bursts from some bursting neutron stars (see Strohmayer et al. 1997; Miller & Lamb 1998; Weinberg et al. 2001 ). An advantage of this approach is that there is strong theoretical and observational evidence that the radiation from the hot spots that are created by thermonuclear burning is fully thermalized and that the spectra and radiation beaming patterns from these spots are fairly well understood (Miller et al. 2011; Suleimanov et al. 2012; Miller et al. 2013) . Existing hot-spot waveform models provide statistically acceptable descriptions of the observations of burst oscillations from neutron stars such as 4U 1636−536 (Artigue et al. 2013) , although the constraints on M and R eq that can be derived using currently available data are not very tight.
A recent study by Lo et al. (2013) analyzed the constraints on M and R eq that could be obtained by fitting model waveforms to observations of X-ray burst oscillations made using a nextgeneration large-area X-ray timing instrument with an effective area ∼ 10 m 2 . In their analysis, Lo et al. assumed that 10 6 counts are collected from the hot spot and that the total background is 9 × 10 6 counts. This produces a realistic modulation amplitude and a total number of counts comparable to the number that could be obtained by a future space mission, such as the proposed LOFT (Feroci 2012) or AXTAR (Ray et al. 2011 ) missions or the accepted NICER (Gendreau et al. 2012 ) mission, by combining data from many bursts from a given star. Lo et al. showed that if the hot spot is located within 10 • of the rotation equator, this approach can constrain both M and R eq with an uncertainty of about 10%; on the other hand, the waveforms produced by spots located within 20 • of the rotation pole provide no useful constraints. Uncertainties in M and R eq of about 10% can usually be achieved, even if the burst oscillations vary with time and data from multiple bursts must be used to obtain 10 6 counts from the hot spot.
Importantly, Lo et al. (2013) demonstrated that fitting rotating hot spot models to energydependent X-ray waveforms gives results that are robust against several types of systematic error. In particular, they found that when waveform models were fit to synthetic waveform data generated using spot shapes, energy spectra, or surface beaming patterns different from those assumed in the models, the fits did not simultaneously produce a statistically good fit, apparently tight constraints on the stellar mass and radius, and a significant bias in their inferred values. Thus, at least for these particular systematic deviations, waveform analysis would not yield tight but misleading constraints. Lo et al. (2013) simplified their analysis by using the Schwarzschild plus Doppler (S+D) approximation (Miller & Lamb 1998) to compute their synthetic waveform data and model waveforms. The S+D approximation treats exactly all special relativistic effects (such as relativistic Doppler boosts and aberration) produced by the rotational motion of the emitting gas, but treats the star as spherical and uses the Schwarzschild spacetime to compute the general relativistic redshift, trace the propagation of light from the stellar surface to the observer, and calculate light travel-time effects. The S+D approximation therefore does not include the effects of stellar oblateness or frame dragging. Waveforms computed using the S+D approximation are accurate for stars that do not both rotate rapidly and have low compactness Lo et al. 2013) . They are expected to be fairly accurate even for rapidly rotating, oblate stars if the hotter region that produces the oscillation is near the rotational equator and the observer is at a high inclination, the geometry required to obtain tight constraints on M and R eq (Poutanen & Beloborodov 2006; Lo et al. 2013 ). Cadeau et al. (2007) studied the waveforms produced by a hot spot on the surface of various models of rotating neutron stars and the accuracy of various approximation schemes for computing waveforms. To do this, they constructed numerical models of rotating neutron stars and their exterior spacetimes, using the rotating neutron star code rns (Stergioulas 2003) , and then used the results to compute the waveform produced by a hot spot on the surface of these model stars. They compared these numerical waveforms with waveforms computed using various approximations, including the S+D approximation and a new approximation they called the oblate-star Schwarzschild-spacetime (OS) approximation. In the OS approximation, the oblate surface of the rotating star is embedded in a Schwarzschild spacetime with a mass equal to the gravitational mass of the star (see Morsink et al. 2007 for a simplified method of implementing the OS approximation). To simplify their comparisons, they considered only waveforms produced by a hot spot of infinitesimal extent. Cadeau et al. (2007) found that the most important effects of rapid rotation are produced by the oblateness of the star, and that as long as the correct shape of the star is used to formulate the initial conditions, the waveforms produced by tracing rays in the Schwarzschild spacetime are a very good approximation to the waveforms produced by ray-tracing in the correct spacetime. They therefore concluded that the OS approximation should be adequate for many purposes.
Based on a preliminary investigation in which they fit S+D waveform models to synthetic waveform data generated using their numerical waveforms, Cadeau et al. (2007) concluded that fitting S+D waveform models can produce biased estimates of M and R for large, rapidly rotating stars. In order to make their fitting procedure tractable, Cadeau et al. made a number of simplifying assumptions. Some of the most important include assuming the emitting region is infinitesimal in extent, using only bolometric waveforms, and assuming that all counts are produced by photons from the hot spot, i.e., that there are no backgrounds due to emission from other parts of the star, from the binary system, from other sources in the field of view, or the detector (see Section 2.5 for a more detailed discussion of their assumptions and approach). Cadeau et al. (2007) did not perform a full statistical analysis, but instead determined for each of their numerical synthetic waveforms the best fit values of M , the circumferential radius R(θ spot ) at the spot colatitude θ spot , and M/R(θ spot ) in their S+D waveform model, estimating the uncertainty in M/R(θ spot ) using a ∆χ 2 approach. They found that the best-fit value of M/R(θ spot ) is usually close to the input value, with a few exceptions. Despite this, the best-fit values of M and R(θ spot ) often differ from the input values, especially for rotational frequencies ν rot 500 Hz and hot spots at medium to low rotational colatitudes, particularly if the observer's inclination to the rotation axis is small. However, the effects on model waveforms of changes in the model parameters are highly degenerate for these hot spot and observer geometries, making estimates of the model parameters highly uncertain (see Cadeau et al. 2007 , Table 2 ; Lo et al. 2013 ). In addition, oscillation amplitudes are small for these geometries, making the signal weak, which increases the uncertainties in estimates of M , R, and M/R (see Lo et al. 2013 ). Cadeau et al. did not estimate the uncertainties in M and R(θ spot ) separately, nor did they determine the best fit values or uncertainties of any of the other parameters in their S+D waveform model. Consequently, they could not determine whether the differences between the estimated and input values of M and R(θ spot ) are statistically significant. It is therefore not clear from their work whether, and if so under what circumstances, fitting S+D waveform models to actual waveforms will produce fits that are good and constraining but yield parameter estimates that differ significantly from the true values of the parameters.
In this paper, we extend the work of Lo et al. (2013) and Cadeau et al. (2007) by performing a full Bayesian analysis to determine the constraints on M and R eq that can be obtained by fitting two different waveform models to the energy-resolved waveforms produced by oblate, rotating neutron stars. As we discuss in Section 2, both the angular radius ∆θ spot of the hot spot and the phaseindependent but otherwise arbitrary energy spectrum of the background must be included as part of the fit; to do otherwise is observationally incorrect and leads to misleadingly tight constraints on the mass and radius.
Our first step is to construct synthetic waveform data for stars with a variety of radii and rotation frequencies, using the OS approximation. Next, we fit the S+D waveform model to the synthetic waveform data, to determine whether fitting the S+D model to such data can produce good fits, and if so, whether the best-fit values of the parameters in the S+D model are close to their true values or are biased by statistically significant amounts. If fitting the S+D model to the waveforms of rotating stars can produce statistically acceptable but biased fits, we wish to determine in what situations this occurs. In our final step, we fit the OS waveform model to the synthetic waveform data. Our goal is to determine for the first time the constraints on M and R eq that could be obtained by fitting the OS waveform model to the waveforms produced by rotating, oblate neutron stars and to compare the results with those obtained by Lo et al. (2013) .
The code that we use to generate synthetic waveform data using the OS approximation is based on the waveform code validated and used to compute accretion-powered millisecond Xray pulsar waveforms by Lamb et al. (2009a,b) and to compute X-ray burst oscillation waveforms by Lo et al. 2013 (see their Appendix A), modified to implement the OS approximation. This approximation does not include frame dragging or the effect of the stellar mass quadrupole on the spacetime. We have chosen to use the OS approximation as the next step beyond the work of Lo et al. (2013) , because the results of Cadeau et al. (2007) and Morsink et al. (2007) show that waveforms computed using the OS approximation are extremely close to those calculated using the much more computationally taxing approach of computing rotating neutron star models and their exterior spacetimes using a numerical code and solving for the needed photon ray paths in these numerical spacetimes.
In the present work, we find that if the neutron star has a large radius and is rapidly rotating and the hot spot that produces the oscillation is at a moderate to low rotational colatitude, fitting the S+D model to synthetic waveform data generated using the OS approximation can produce fits that are statistically good but yield estimates of M and R eq that have significant biases. However, this spot geometry generally does not produce tight constraints on M and R eq (see, e.g., Cadeau et al. 2007 , Table 2 ; Lo et al. 2013 , Table 2 ), because it produces waveforms in which the oscillation amplitude is low and overtones of the rotation frequency are very weak. If instead the hot spot is at a high rotational colatitude, fitting S+D models to OS waveform data can yield usefully tight constraints on M and R eq with much smaller biases, even for rapidly rotating, oblate stars. However, our improved analysis procedure makes it possible to fit OS waveform models to waveform data almost as quickly as S+D waveform models. Given the speed of our new procedure for fitting OS waveform models to waveform data and the risk that results obtained using the S+D approximation may be biased, OS waveform models should be used in preference to S+D waveform models in all future waveform analyses.
We find that fitting OS waveform models to OS waveform data produces tight constraints on M and R eq only if the hot spot is at a moderate to high rotational colatitude and the observer is at a moderate to high inclination to the rotation axis, even if the star is rapidly rotating and oblate. Our fits of OS waveform models to OS waveform data show that M and R eq can be estimated with a precision of 3%-7% for these spot and observer geometries, comparable to the precisions we obtained when fitting S+D waveform models to S+D waveform data for these geometries . These precisions are sufficient to improve substantially our understanding of cold, ultradense matter.
We also find that no significant biases are introduced in the estimates of M and R eq when we fit an OS model waveform that assumes a uniform-temperature hot spot to synthetic data generated assuming a 25% variation of the surface temperature across the hot spot. This extends the important findings by Lo et al. (2013) that the waveform-fitting method provides unbiased estimates of M and R eq for a broad range of systematic deviations of the actual waveform from hot spot properties assumed in constructing the model waveform.
The remainder of this paper is organized as follows. In Section 2, we describe in more detail the ray-tracing and statistical methods we use and compare our approach to the approaches used by Lo et al. (2013) and Cadeau et al. (2007) . In Section 3, we use fits of the S+D waveform model to OS synthetic waveform data to explore the significance of the bias introduced by using this approximation. We show that OS fits to OS synthetic data yield constraints on M and R eq similar to those obtained by Lo et al. (2013) when fitting an S+D waveform model to S+D synthetic waveform data and investigate the effects of a 25% north-south (latitudinal) variation in the surface temperature of the hot spot. We summarize our conclusions in Section 4. Although we focus here on analyzing X-ray burst waveforms, our method can, with small changes, be used to analyze the X-ray waveforms produced by thermal emission from the polar caps of rotation powered pulsars, which is a goal of the NICER mission.
METHODS
In this section, we first discuss the assumptions we make when generating our synthetic waveform data and computing model waveforms. We then describe the analytical oblate-star Schwarzschild-spacetime (OS) approximation introduced by Morsink et al. (2007) and explain the table-lookup method we have introduced to speed up the fitting process by a factor of hundreds. Next, we discuss some of the fundamentals of Bayesian inference, which underly our approach to estimating M and R eq . We then describe the processing pipeline we use to obtain the results we present in Section 3, which we have found to be a reliable procedure for exploring the parameter space of the waveform models and marginalizing the parameters that are not of interest to us here. We conclude this section by comparing our approach in this work to the approaches used by Lo et al. (2013) and Cadeau et al. (2007) . The new, more sophisticated, and much faster Bayesian analysis procedure we use here allows us to perform a blind search in the M -R eq space of the waveform models, i.e., to sample these parameters without using any knowledge of the values of M and R eq that were used to generate the synthetic observed waveform data (compare Lo et al. 2013) , despite the additional complexity of the OS approximation.
Assumptions
In order to determine the constraints on M and R eq that can be derived from burst oscillation waveforms, we first use the OS approximation to generate energy-resolved synthetic waveform data like the data that would be obtained by a next-generation, large-area X-ray detector when observing the X-ray oscillations produced by rotating, oblate neutron stars and hot spots with a variety of properties. We then compute the joint posterior probability distribution of all the parameters in the waveform model being considered, given the waveform data, using standard Bayesian techniques. Finally, we use these posterior distributions to determine the 1σ, 2σ, and 3σ confidence regions in the M -R eq plane, for the waveform model and synthetic waveform data under consideration.
We assume that 10 6 counts have been collected from the hot spot and that the background is 9 × 10 6 counts. This produces a realistic modulation amplitude and a total number of counts comparable to the number that could be obtained by a future space mission such as the proposed LOFT or AXTAR missions or the accepted NICER mission, by combining data from many bursts from a given star (see Lo et al. 2013 ).
The parameters of the S+D and OS waveform models we consider are the gravitational mass M ; the equatorial circumferential radius R eq ; the inclination (colatitude) θ obs of the observer relative to the spot rotation axis, which in this work we assume is also the stellar rotation axis; the colatitude θ spot of the spot center; the angular radius ∆θ spot of the spot, which is assumed to be circular and uniform; the surface comoving temperature T of the emission from the hot spot, which is assumed to have a blackbody spectrum and normalization; and the distance d to the star.
In generating synthetic and model waveforms, we assume that the hot spot has a constant size and shape, is located at a fixed stellar rotational latitude, and rotates at a constant frequency, which is known a priori. In computing the shape of the star in this work, we assume that the rotation frequency of the star is the same as the rotation frequency ν rot of the hot spot. Psaltis et al. (2014) have argued that assuming a hot spot with an angular radius < 10 • is appropriate, because the nuclear-powered emission from the surface of the star is expected to be highly localized during the first fraction of a second of an X-ray burst. If this were true, the hot spot could be modeled as an infinitesimal point, and it would be unnecessary to include ∆θ spot as a fitted parameter. However, as Lo et al. (2013) showed in detail (see their Section 2.2.1), even using a next-generation large-area X-ray timing instrument with an effective area ∼ 10 m 2 , the total number of counts that would be collected during, e.g., the first 1/4 s of a strong burst from a bright neutron star such as 4U 1636−536 is only ∼ 10,000 to ∼ 40,000 counts, 25-100 times less than the ∼ 10 6 counts required to obtain interesting constraints on the properties of the star. Since the uncertainty in the constraints on M and R eq decreases as the inverse of the square root of the total number of counts (see Lo et al. 2013 , Equation (1)), achieving interesting constraints using only data from the first fraction of a second of the X-ray bursts from a given star would require combining data from at least ∼ 600 X-ray bursts from the same star, which is impractical. Thus, including data from the full rise and/or the tails of bursts will be required in order to obtain interesting constraints on M and R eq .
Given that it will be necessary to include waveform data taken when the hot spot is not infinitesimal in size, it is important to include the angular radius ∆θ spot of the spot as a parameter in the fits, because the most probable values of ∆θ spot and the distance d to the star for a given observed waveform are related. Assuming point emission during the full rise of the burst would improperly remove this degeneracy, artificially reducing the uncertainties in the estimates of M and R eq and possibly biasing their values. As Lo et al. (2013) showed using a full Bayesian analysis, knowledge of the distance to the star can improve somewhat the precision of M and R eq estimates, by removing this degeneracy.
We focus here on analyzing the waveforms of X-ray oscillations produced by thermonuclear burst emission. Consequently, we use the beaming function that describes radiation emerging from the surface of an electron-scattering atmosphere (see Equation (8)). As Suleimanov et al. (2012) have shown, for the 1-30 keV energy range and high surface fluxes ( > ∼ 80% of the Eddington flux) of interest for determining M and R eq using X-ray burst oscillations, the beaming function for an electron-scattering atmosphere accurately describes not only the pattern of radiation from such an atmosphere but also that from a pure hydrogen atmosphere, and deviates by at most 6% from the pattern of radiation from an atmosphere with solar composition. When analyzing the X-ray waveforms produced by much cooler hot spots (such as the polar caps of rotation-powered pulsars), it will be necessary to use different beaming functions.
In order to obtain reliable estimates of M and R eq , one must include in the waveform model an oscillation-phase-independent background component with an arbitrary magnitude and energy spectrum. Independent knowledge of this background would improve constraints (see Lo et al. 2013; Psaltis et al. 2014 ), but both observational evidence (Yu et al. 1999; Kuulkers et al. 2003; Chen et al. 2011; in't Zand et al. 2011; Serino et al. 2012; Degenaar et al. 2013; Worpel et al. 2013; Peille et al. 2014 ) and theoretical arguments (Walker 1992; Miller & Lamb 1996; Ballantyne & Strohmayer 2004; Ballantyne & Everett 2005) indicate strongly that the accretion-powered emission from bursting neutron stars is substantially different during a burst than before or after. In principle, the accretion-powered emission could, at some times during a burst, be more luminous than before or after the burst, if the radiation from the burst significantly increases the radiation drag on the gas orbiting in the disk, causing the accretion rate to the stellar surface to increase, or it could be less luminous, when the increased radiation drag has depleted the inner disk.
Unfortunately, whether the background varies during a particular burst, and if so, by how much cannot currently be predicted. The observed variations in the background are not understood theoretically and do not appear to be correlated with other properties of the bursts in any obvious way (see Peille et al. 2014 and references therein). Consequently, we do not assume any knowledge of the magnitude or spectral form of the background when fitting the synthetic waveform data. 1
The oblate Schwarzschild approximation and table lookup
In the OS approximation Morsink et al. 2007) , the spacetime exterior to the star is Schwarzschild but the stellar surface is oblate. Thus, in effect, the star is treated as an oblate shell of infinitesimal mass surrounding a concentrated sphere of gravitational mass M . As in the S+D approximation discussed in Section 1, all special relativistic effects are treated exactly.
In Schwarzschild coordinates, the line element anywhere outside the star is
where t is the time as measured at infinity, r is the circumferential radius, and θ and φ are the standard spherical polar angles.
We assume that the rotating neutron star of interest is symmetric around its rotation axis. Morsink et al. (2007) found that for the families of stars they considered, if a star has an equatorial radius R eq and an angular frequency Ω as seen at infinity, its radius as a function of colatitude θ is well described by (see their Equations (8), (9), and (10) and their Table 1 )
where P 2n (cos θ) is the Legendre polynomial of order 2n,
For neutron stars and hybrid quark stars,
The area of an infinitesimal surface element at colatitude θ on the surface of an oblate star is (see Morsink et al. 2007, Equations (2) and (3))
where
The advantage of using the Schwarzschild spacetime rather than spacetimes that include the effect of the mass quadrupole of the star and frame-dragging is that the spherical symmetry of the Schwarzschild spacetime guarantees that the path of any light ray in vacuum will lie in a plane. Thus, ray paths can be pre-computed and used in a lookup table, speeding up the computations enormously. We describe our table lookup procedure later in this section.
When constructing OS synthetic waveforms and waveform models, we use the same ray-tracing codes we described in Lo et al. (2013) . Many of the equations and algorithms used in these codes were originally derived by Poutanen & Gierliński (2003) .
We assume that the emission from the hot spot is azimuthally symmetric around the local surface normal, as seen in the surface comoving frame. The variation of the star's circumferential radius with colatitude creates an angle γ between this normal and the local outward radial vector given by (see Section 2.2 of Morsink et al. 2007 )
We assume further that the emission as seen in the surface comoving frame extends from the surface normal to tangent to the surface, with a beaming function that is usually given by that expected for radiation from a uniform, semi-infinite, Thomson scattering atmosphere, which we approximate by )
where α ′ is the angle between the emitted ray and the surface normal, as seen in the surface comoving frame.
In addition to the minor modification to the element of surface area given by Equation (5), there are two more important differences between the OS approximation and the S+D approximation. The first is that the stellar radius varies with colatitude. As a result, if the equatorial circumferential radius is fixed, the maximum angular deflection of a photon leaving the star from a surface element not on the rotational equator is greater in the OS approximation than in the S+D approximation. The second difference is that in the S+D approximation, the maximum angle between the direction of an emitted photon and the local outward radial vector is π/2, assuming that the star is not more compact than the photon orbit R = 3M (for more compact stars, the maximum angle for an escaping photon is less than π/2; however, we do not consider such compact stars). In contrast, for an oblate star the tilt of the normal vector from the radial vector means that in the direction towards the closer rotational pole, the maximum angle is greater than π/2, whereas in the direction away from that pole, the maximum angle is less than π/2. More generally, if ψ is an angle in the stellar surface that is 0 for the direction toward the closer pole and π for the direction away from it, then the angle χ between the local outward radial vector and the plane tangent to the stellar surface is given by cos χ = − cos ψ sin γ. The two effects just described both tend to increase the minimum flux in the OS waveform relative to the S+D waveform for the same spot location and size, equatorial radius, gravitational mass, and observer colatitude, for observers in the same rotational hemisphere as the hot spot. To see why, consider a point on the surface somewhere between the pole and equator. The minimum in the waveform at a given energy will occur when the observer is on the opposite side of the star (modulo some effects related to relativistic beaming and aberration). In the OS approximation, the surface emission comes from a smaller radius and a ray can start in a direction with a smaller impact parameter to the center of the star than in the S+D approximation. Consequently, the gravitational light deflection is greater and causes the minimum flux to be greater than in the S+D approximation (see, e.g., Figures 3 and 4 of Cadeau et al. 2007 and Figures 3 and 4 of Morsink et al. 2007) . In contrast, these two effects tend to decrease the minimum flux in the OS waveform relative to the S+D waveform for observers in the opposite rotational hemisphere from the hot spot (see, e.g., Figures 6 and 8 of Cadeau et al. 2007 ; but see their Figure 5 for a counterexample). The OS and S+D waveforms are very nearly the same if the hot spot is in the rotational equator (see, e.g., Figures 7 of Cadeau et al. 2007) , because dR/dθ vanishes there.
Our algorithm computes the required ray paths in advance and stores them in a table that is then read by our code prior to calculating the needed waveforms. In the Schwarzschild spacetime, the angular deflection of a ray to infinity depends on R/M , and not on R and M independently. We find that a table of ray paths for 440 evenly-spaced values of R/M from 3.6 to 8.0 and 1000 evenly-spaced angles from the outward radial direction from 0 radians to 1.82 radians (recall that for oblate stars, the maximum angle from the outward radius can exceed π/2 ≈ 1.57) provides adequate accuracy: with this gridding, the interpolated waveforms give a flux at any energy or phase that differs by no more than a few parts in 10 5 from the corresponding directly traced waveform.
For a given initial radius and angle from the outward radial vector, we compute (1) the deflection angle to infinity (see Poutanen & Gierliński 2003 and Section A.1.1 of Lo et al. 2013) , (2) the time delay of the ray relative to a radial ray (see Braje et al. 2000; Poutanen & Gierliński 2003;  and Section A.1.2 of Lo et al. 2013) , and (3) the gravitational lensing factor for a cluster of rays near the fiducial ray.
Figure 1 compares an energy-integrated photon number flux waveform computed using our OS waveform code with the energy-integrated waveform for the same model parameters kindly computed by S. Morsink (priv. comm.) , using the stellar shape given by the Stergioulas rotating neutron star code rns (Stergioulas 2003) . In this figure only, the beaming pattern of the radiation from the hot spot was assumed to be isotropic in the surface comoving frame. The agreement between the two waveforms is excellent. Comparison of the two codes revealed that the difference between the two waveforms is due to the slight difference between the stellar shapes computed using the rns code and computed using the analytical method introduced by Morsink et al. (2007) .
Bayesian inference and marginalization
Our statistical approach to estimating M and R eq is based on Bayesian inference techniques, and follows closely the approach we used in Lo et al. (2013) . If we have a model with parameters y, and if the prior probability distribution over those parameters is q(y|I) (where I represents prior information), then Bayes' theorem states that the posterior probability distribution after analyzing data D is P (y|D, I) ∝ p(D|y, I)q(y|I) .
If Poisson noise is the only source of fluctuations in the data, the likelihood of the "observed" data, given a particular set y of values for the model parameters, is
where the product is over all the oscillation phase and energy bins, d i is the measured number of counts in the i th bin, and m i (y) is the number of counts in the i th bin predicted by the model for the trial set y of parameter values.
Unlike frequentist statistics such as χ 2 , the value of L itself has no implication for whether the fit is good in an absolute sense. Instead, comparisons are made between different sets of parameter values and depend only on the ratio between different posterior probabilities, which means that they depend on the product of the ratio of the prior probabilities and the ratio of the likelihoods. The common factor i (1/d i !) therefore cancels out. In our analysis we adopt flat priors for all of our main parameters, within the range of values that we search for each parameter. In real situations, it is possible to have additional information about some of the parameters, and if so, that information should be included in the analysis via the prior. For example, we found in Lo et al. (2013) that knowledge of R eq /M via an identified atomic line in the spectrum from the stellar surface or of the observer's inclination angle can tighten the constraints on M and R eq considerably, whereas knowledge of the distance improves the constraints only modestly.
We adopt the common procedure of working with the log likelihood, which after removal of the
It is the ratio of the likelihoods and thus the difference between the log likelihoods that matters. When we quote uncertainties at a certain level of confidence, we use Wilks' theorem (Wilks 1938) , which states that ∆χ 2 ≈ −2∆ log L for a reasonably large total number of counts, and use χ 2 tables.
In our problem, we are primarily interested in M and R eq . If we designate the other parameters (called nuisance parameters in this context) by z, then the correct way to find the final posterior probability distribution for only M and R eq is to marginalize over the other parameters, i.e.,
However, our waveform model has a large number of nuisance parameters. As explained in Section 2.1 and Lo et al. (2013) , one must include in the waveform model an oscillation-phaseindependent background component with an arbitrary magnitude and energy spectrum, which is specified by the number of phase-independent counts in each energy channel. The number of parameters in the background model is therefore equal to the number of energy channels. In addition, for a given set of candidate parameters one must consider an arbitrary shift in the phase of the model waveform relative to the waveform data, adding another parameter. It is not practical to marginalize fully over so many parameters. Consequently, we instead maximize the likelihood over the parameters in the background model and the start time of the model waveform, using a bisection method.
We have tested whether maximizing the likelihood of these nuisance parameters gives results comparable to marginalizing them, by fitting a Gaussian to the likelihood distributions found during the bisection procedure, analytically integrating over the Gaussian, and comparing the results with those obtained by simply using the maximum likelihood values of these parameters. We compared the log likelihood differences between these methods for combinations of (R eq , M, θ obs , θ spot , ∆θ spot ) ranging from the combination that maximized log L to combinations with log L up to 20 below the maximum. For five parameters, Wilks' theorem (Wilks 1938) suggests that ∆ log L = 2.94 is approximately equivalent to 1σ. We found that for the background model, the standard deviation in the difference of log L between the maximization and marginalization procedures was only 0.007. That is, even though the value of log L for a given parameter combination in the marginalization procedure has an offset from the value of log L for the same parameter combination in the maximization procedure, the offset is almost exactly constant from one parameter combination to the next. Thus, the differences between log likelihoods are preserved and hence maximization of the likelihood over the background parameters is functionally equivalent to marginalization. When we performed a similar comparison of maximization to marginalization for the shift in the start time of the waveform, we found that the standard deviation of the difference in log L between the two methods is 0.3. This is therefore a 0.1σ shift, which is too small to affect any of our results.
Data processing pipeline
A challenge we faced in Lo et al. (2013) was that if the waveform data are informative, i.e., if they tightly constrain R eq and M , a grid search over the values of the parameters in the waveform model requires a grid so fine that a truly blind search would require a prohibitive number of waveform computations. In this section, we describe a new processing procedure that, while based on the approach used by Lo et al. (2013) , performs blind searches far more efficiently. The steps in this new data processing pipeline are as follows:
1. We use the fact that model waveforms change smoothly as a function of R eq , M , θ obs , θ spot , and ∆θ spot to generate the waveforms we need by interpolating in a table of pre-computed template waveforms. In general, one would also need to include a range of values of the surface comoving temperature T and the distance d to the star in this table, but in the analyses we present here, we either assume that the redshifted temperature T (1 − 2M/R eq ) 1/2 is known and maximize the likelihood over d, or assume that d is known and maximize the likelihood over T . After an initial exploration of combinations of R eq , M , θ obs , θ c , and ∆θ using ray tracing, we use the ranges of those parameters that produce log likelihoods within 30 of the maximum to generate a table of template waveforms in which we can interpolate to obtain a waveform for any needed combination of the waveform parameters. We then use this table to identify the combinations of R eq and M that, when marginalized over the angular parameters, give good fits to the data. These combinations are then fed into our ray-tracing algorithms for more detailed analysis. Therefore, in our first two steps we (a) explore R eq , M , θ obs , θ spot , and ∆θ spot space using a ray-traced Markov chain Monte Carlo (MCMC) search (see Section 3.2 of Lo et al. 2013 for our MCMC approach and, e.g., von Toussaint 2011 for a discussion of the Metropolis algorithm for MCMC sampling) and (b) determine, using the results of this initial run, the maximum log likelihood (log L max ) of the data given the model, over the model waveform parameters. We then select the (R eq , M, θ obs , θ spot , ∆θ spot ) combinations we have that produce log likelihoods within 30 of the maximum and determine the range of each parameter that spans the selected combinations. Finally, we (c) generate a grid of template waveforms over these parameter ranges, with 10 evenly spaced values of each parameter. We now have a new table of 10 5 template waveforms in which we interpolate in the next step.
2. We use the table of template waveforms to perform a second MCMC calculation. In this calculation, we pick an (R eq , M ) pair and marginalize by performing a Monte Carlo integration with 1000 points over (θ obs , θ spot , ∆θ spot ). To do this, we first compute for the selected (R eq , M ) the log likelihood in an evenly spaced 10×10×10 grid in the three angular variables, over the full range of each variable determined in step 1. Using the points on this grid with log likelihoods within 40 of the maximum found in the previous step, we determine, for each value of θ obs in our grid, the minimum ellipse that contains all (θ spot , ∆θ spot ) pairs with log L > log L max − 40 (see Appendix A for a description of the algorithm we used to find a minimum bounding ellipsoid). If, for our chosen (R eq , M ) pair, such ellipses are nonvanishing, we perform a Monte Carlo integration with 1000 points over the (θ obs , θ spot , ∆θ spot ) values that lie within the bounding ellipsoids. We find that the use of bounding ellipsoids typically reduces the volume of the Monte Carlo integration by a factor ∼ 30, allowing us to sample volume of the integral more densely when performing the Monte Carlo integration, thereby reducing the fractional error in the integral by a factor ∼ 30 1/2 ∼ 5.
3. Next, we take all the (R eq , M ) pairs from the previous step that yielded nonvanishing marginalized posterior probabilities and use ray tracing rather than waveform interpolation to compute the log likelihood in a full, uniformly spaced 10 × 10 × 10 grid over (θ obs , θ spot , ∆θ spot ). Then, as in the previous step, we construct bounding ellipses in (θ spot , ∆θ spot ) at each grid value of θ obs for each (R eq , M ) pair and perform a Monte Carlo integration with 1000 points per (R eq , M ) combination, using direct ray tracing rather than waveform interpolation. This gives a marginalized posterior probability at points in (R eq , M ) space that, because of the MCMC sampling procedure procedure, are concentrated around the maximum posterior probability.
4. Finally, we normalize the marginalized posterior probability to its maximum and output the 1σ, 2σ, and 3σ contours.
Comparison with previous work
2.5.1. Lo et al. (2013) In addition to our use here of waveforms computed using the OS approximation, the streamlined processing we use in this work represents a substantial improvement over the procedure we employed in Lo et al. (2013) . In that work, our marginalization over θ obs , θ spot , and ∆θ spot used Monte Carlo integration over a volume in the angular variables that was determined by MCMC sampling to contain all points in the angular space with log likelihoods within 20 of the maximum log likelihood, for a given M and R eq . The volume was rectangular, which meant that many (θ obs , θ spot , ∆θ spot ) triplets in the volume gave very poor fits to the data. As a consequence, Lo et al. had to take 10 4 samples for a given (M, R eq ) pair in order to obtain a sufficiently precise result from the Monte Carlo integration. In contrast, the procedure we use here-finding minimum bounding ellipses in (θ spot , ∆θ spot ) for each (M, R eq , θ obs ) combination-reduces the integration volume by a factor ∼ 30, which means that we are able to obtain better precision using 10 3 samples than we were previously able to obtain using 10 4 samples. Lo et al. (2013) used a uniform grid of points in M and R eq . The informative synthetic data sets that we considered there produce small high-probability regions in the M -R eq plane. In order to sample these regions adequately, the number of points that would have been required in this grid were so great that full, blind searches in the M -R eq plane were computationally infeasible. We therefore created fine grids around the values of M and R eq that were used to generate the synthetic waveform data, and argued that when real data becomes available from future largerarea X-ray detectors, the available computational power will have increased enough to permit blind searches. In contrast, the MCMC exploration of the M -R eq space in our current analysis procedure automatically finds the regions of highest posterior probability and concentrates the sampling there. Thus, even for data that are highly informative, our blind search does a good job of exploring the high-probability regions.
The net result of these new procedures is that whereas the analysis procedure used in Lo et al. (2013) took 50-100 clock hours on a 150-core cluster and did not actually search the entire (M, R eq ) domain that we wished to consider, our current analysis procedure takes 50-100 clock hours on a 5-core desktop to do a blind search of the entire region of interest. This huge gain in efficiency allows us to produce significantly more precise and reliable uncertainty estimates than was previously possible.
Cadeau et al. (2007)
As we discussed in Section 1, Cadeau et al. (2007) performed a pioneering preliminary exploration of whether fitting S+D waveform models to the waveforms generated by a hot spot on a rotating neutron star produces estimates of M , R eq , and GM/R eq that are biased. They found that substantial differences between the actual and best-fit values of M and R(θ spot ) are possible, especially if the neutron star has a large radius and is rapidly rotating. Here we extend and improve on this analysis in several ways. Cadeau et al. (2007) considered only bolometric waveforms, whereas we consider energy-resolved waveforms, as we did in Lo et al. (2013) . In generating their synthetic waveforms, Cadeau et al.
(1) assumed that the hotter region is infinitesimal in extent, whereas we assume a circular hot spot with an angular radius of 25 • , which is more realistic (see Section 2.1); (2) assumed that the beaming of radiation from the stellar surface is isotropic, whereas we use the Hopf beaming function (see Equation (8)), which is correct for burst atmospheres in which the opacity is dominated by electron scattering, is highly accurate for pure hydrogen atmospheres, and is fairly accurate even for atmospheres with solar composition (see Section 2.1). Cadeau et al. also (3) assumed that counts come only from the hot spot, i.e., that there are no backgrounds, whereas we include an appropriate background in our synthetic waveforms (see Section 2.1); and (4) did not Poisson sample their waveforms, but instead assumed a fixed statistical error independent of the X-ray flux, whereas we Poisson sample our waveforms, which gives appropriately greater statistical weight to the peaks of the waveforms.
In fitting S+D model waveforms to their synthetic waveform data, Cadeau et al. (2007) assumed (5) that the hot spot is known to be infinitesimal in extent, whereas we determine the best-fit angular radius of the spot; (6) that the beaming of radiation from the surface of the hot spot is known to be isotropic, whereas we use the Hopf beaming function; (7) that there are no background counts, whereas we include the magnitude and spectrum of the background in our model waveform and determine the background in the fitting process; (8) that the distance is known, whereas we determine the best-fit distance in the fitting process; and (9) that the phase of the model waveform relative to the phase of the synthetic waveform is known a priori, whereas we determine the relative phases of the synthetic observed waveform and the model waveform as part of the fitting process, as would be necessary when fitting real data. Finally, Cadeau et al. (10) focused on the inferred value of GM/R eq by minimizing χ 2 over all the other parameters in their waveform model, for each value of GM/R eq they considered, whereas we perform a full Bayesian marginalization over the posterior probability space of all the parameters in our waveform model except the two parameters M and R eq of interest to us here.
Our analysis therefore improves substantially on the already valuable results of Cadeau et al. (2007) .
RESULTS
In this section, we present two categories of results: fits of waveform models computed using the S+D approximation to synthetic waveform data generated using our OS waveform code, primarily to explore whether the estimated values of M and R eq are significantly biased when S+D waveform models are fit to these data, and fits of OS waveform models to OS waveform synthetic data, in order to compare the precision of the resulting constraints on M and R eq with the constraints obtained by Lo et al. (2013) , who fit S+D waveform models to S+D waveform data. Table 1 lists the eight cases we analyze, showing the observer inclination θ obs , the hot spot inclination θ spot , the spot rotation frequency ν rot as seen at infinity, and the stellar equatorial radius R eq used to generate the synthetic observed waveform. Table 1 also shows the waveform model that was used and the synthetic waveform data that were fit in each case, indicates the one case in which the synthetic waveform was generated assuming a variation in the temperature across the spot, and lists the figures that show the 1σ, 2σ, and 3σ contours in the M -R eq plane for each case. b Inclination (colatitude) of the center of the hot spot.
c Rotation frequency of the hot spot as seen at infinity.
d Equatorial circumferential radius. e χ 2 minimized over all model parameters for the indicated model and data.
Synthetic observed waveforms
All the synthetic waveform data we analyze here were generated assuming a stellar gravitational mass M of 1.6 M ⊙ , R eq equal to either 11.8 km or 15 km, ν rot equal to either 300 Hz or 600 Hz, a circular hot spot with an angular radius ∆θ spot of 25 • , and a distance d to the neutron star of 10 kpc. The synthetic waveform for each case that we analyze was generated independently, even for cases in which the values of the parameters in the waveform model are identical.
All our synthetic waveforms except one were generated assuming that the hot spot has a uniform temperature and emits a blackbody spectrum with a temperature kT surf of 2 keV, as seen in the surface comoving frame. Note that this is formally inconsistent with our assumption that the beaming pattern of the radiation emerging from the surface of the hot spot is that of an electronscattering atmosphere (see Lo et al. 2013 ); model atmosphere spectra will need to be used when real data are analyzed.
We assume that the background does not vary at frequencies commensurate with the spot rotation frequency. We include a placeholder background in the synthetic observed waveform by assuming uniform emission from the entire surface of a star with the same mass and radius as the star used in modeling the hot spot waveform, with a spectrum having the shape of a Planck spectrum with a temperature of 1.5 keV as seen in a frame comoving with the surface of the star, which for this purpose is assumed to be rotating with the same frequency as the hot spot. We normalized the background component to produce the desired number of expected counts from the background.
We Poisson-sampled the synthetic waveforms to generate count data in 16 equally-spaced phase bins and 30 equally-spaced energy channels. Each synthetic waveform therefore consists of the number of counts in each of 16 × 30 = 480 phase-energy bins. For all the synthetic waveforms except the one analyzed to produce Figure 3(d) , the centroids of the energy channels are spaced 0.3 keV apart and run from 3.65 keV to 12.35 keV; for the waveform analyzed to produce Figure 3(d) , the centroids are spaced 0.3 keV apart and run from 1.85 keV to 10.55 keV.
In all the synthetic observed waveforms, the expected number of counts from the spot is 10 6 (the actual number varies because of Poisson sampling), whereas the expected number of counts from the background is 9 × 10 6 . As noted in Section 2.1, these numbers produce a realistic modulation amplitude and a total number of counts comparable to the number that could be obtained by a future space mission such as the proposed LOFT or AXTAR missions or the accepted NICER mission, by combining data from many bursts from a given star.
Model waveforms and fitting procedure
All our S+D and OS waveform models assume that the temperature of the hot spot is uniform as seen in the surface comoving frame. In fitting these models to our synthetic waveform data, we assume that ν rot is known. All our waveform models have seven primary parameters (M , R eq , θ obs , θ spot , ∆θ spot , kT , and d) and 31 ancillary parameters (the phase-independent background in each of the 30 energy channels and the overall time shift). Each waveform model therefore has 38 parameters, and hence there are 480 − 38 = 442 degrees of freedom. We assume uniform priors over the allowed ranges of all the parameters in our model waveforms. We perform a blind search over M , from 1.2 M ⊙ to 2.2 M ⊙ ; over R eq /M , from 4 to 8; and over θ obs , θ spot , and ∆θ, from 0.1 to π/2 radians. In principle, θ obs could range from 0 to π radians. However, we find that allowing this larger range does not change the confidence regions for M and R eq , while restricting θ obs to ≤ π/2 radians allows us to achieve a higher density of points in the angular range of interest.
In all cases except the one shown in Figure 3(d) we assume that kT infinity , the radiation temperature measured at infinity, is kT surf (1 − 2M/R eq ) 1/2 . This assumption is justified because the energy of the spectral peak will in practice be very precisely measured. For all cases except the one shown in Figure 3(d) , we maximize the likelihood over the distance d for a given combination of the other parameters, rather than marginalizing over d. For a more detailed explanation and justification of this approach, see Section 3.3.3 of Lo et al. (2013) . In the case shown in Figure 3(d) , the synthetic waveform data were generated with a surface comoving temperature that varies with latitude over the hot spot. Hence, in analyzing these waveform data we assume that we know d and maximize the likelihood over kT surf , rather than marginalizing over kT surf . When real data are analyzed, it will be necessary to maximize the likelihood over both kT surf and d.
In order to save computational time, we determine the magnitude and spectrum of the background and the time shift of the model waveform relative to the synthetic waveform by maximizing the likelihood, as described in Section 2.3, rather than by marginalizing these parameters. Figure 2 shows the constraints on M and R eq obtained by fitting S+D waveform models to synthetic observed waveform data generated using the OS approximation. Figures 2(a) , 2(b), and 2(c) show the results obtained for two values of ν rot and R eq when the hot spot is at an intermediate colatitude (60 • ), whereas 2(d) shows a typical example of the results obtained when the hot spot is on the rotational equator. In all these cases, the estimates of M are not significantly biased by using an S+D model. The χ 2 values for these fits (see the last column of Table 1) indicate that they are all statistically good. We now discuss each of these cases in turn.
Fits of the Schwarzschild+Doppler model to oblate Schwarzschild data
Figure 2(a) shows the constraints on M and R eq obtained by analyzing the synthetic waveform produced by a hot spot at θ spot = 60 • , rotating at ν rot = 300 Hz, on the surface of a star with a moderate radius (R eq = 11.8 km). In the waveform models used here, the rotation frequency of the star is assumed to be the same as the rotation frequency of the hot spot. Consequently, in this case the stellar rotation frequency is also 300 Hz. The oblateness of the stellar surface, and hence the deviation of the synthetic observed waveform from the waveform in the S+D model, scales as the square of the rotation frequency. We therefore expect, and find, that for the moderate rotation frequency of this case, the bias in the estimated value of R eq is not significant: the edge of the 1σ confidence region touches the values of M and R eq that were used in generating the synthetic observed waveform, which are indicated by the black square. For the moderate spot colatitude, spot rotation frequency, and stellar radius of this case, the amplitudes of the overtones of ν rot in the synthetic observed waveform are very low, and the constraints on M and R eq are therefore expected to be weak (see, e.g., Lo et al. 2013 ). This expectation is confirmed by Figure 2(a) : the 1σ contour is large, and the 2σ and 3σ contours are even larger, extending toward high M and R eq and intersecting the lower boundary of our search domain at M = R eq /8. Figure 2 (b) displays the constraints on M and R eq obtained by analyzing the synthetic waveform produced by a hot spot that is again at θ spot = 60 • and on a star with R eq = 11.8 km, but rotating at ν rot = 600 Hz. Even though the rotation frequency is twice that in the case featured in Figure 2 (a), M and R eq are still poorly constrained, because the hot spot is not near the rotational equator. The oblateness of the R eq = 11.8 km star in Figure 2 (b) should be ≈ 4 times larger than the oblateness of the star featured in Figure 2 (a). (We note that if the star featured in Figure 2 (a) were spun up to 600 Hz, the increased rotational distention would cause it to have an equatorial radius slightly larger than the 11.8 km radius assumed in Figure 2 (b).) Figure 2 (b) shows that this increase in oblateness is sufficient to introduce a significant bias in the estimated values of M and R eq : the values used to generate the synthetic observed waveform are well outside the 3σ contour, partly because the contours in this case are modestly smaller than in the case featured in Figure 2 (a), due to the higher rotation frequency.
Figure 2(c) shows the constraints on M and R eq obtained by analyzing the synthetic waveform produced by a hot spot that is again at θ spot = 60 • and rotating at ν rot = 600 Hz, but on the surface of a star with R eq = 15 km. The contours are smaller than in Figure 2(b) , because R eq , and hence the surface rotational velocity, is larger, but still extend to large M and R eq , again intersecting the lower boundary of our search domain at M = R eq /8. The estimated values of M and R eq are again significantly biased. Figure 2(d) illustrates the constraints on M and R eq typically obtained when the S+D waveform model is fit to OS synthetic waveforms produced by a hot spot near the rotational equator, viewed by an observer at a high inclination relative to the rotation axis. The confidence regions shown in this particular figure were obtained by analyzing the OS waveform produced by a hot spot rotating at ν rot = 600 Hz, centered on the rotational equator of a star with R eq = 11.8 km, when seen by an observer who is in the plane defined by the star's rotational equator. The constraints are much tighter than in the previous figures because of the high surface rotational velocity and the large projection of the velocity along the line of sight to the observer. The fractional biases in the estimates of M and R eq are smaller than in the cases discussed previously but statistically significant, because the constraints on M and R eq are much tighter. If the spot were infinitesimal in extent, the biases would be zero, because the stellar oblateness has no effect on the waveform produced by a point source if dR/dθ = 0 at the source, and dR/dθ = 0 at the rotational equator.
However, the synthetic observed waveform in this case was generated using a hot spot with an angular radius of 25 • , which introduces a small but significant bias. Because this fit, like the fits discussed previously, is formally statistically acceptable, the quality of the fit by itself provides no indication that the M and R eq estimates are biased.
These results show that fitting S+D waveform models to OS synthetic waveform data tends to produce estimates of the star's equatorial radius that are larger than the radius used in generating the data, but corresponding estimates of the star's mass are not obviously biased. Burst oscillations must have relatively strong overtones in order to have the potential of providing tight constraints on M and R eq . Such oscillations are more likely to be produced by hot spots located near the rotational equator, because high-inclination spots produce stronger overtones than low-inclination spots. As Figure 2 (d) shows, estimates of M and R eq derived from the waveforms produced by high-inclination spots are less susceptible to bias caused by the oblateness of the star.
We conclude that if a neutron star has a large radius or a rotational frequency > ∼ 300 Hz, one should fit OS waveform models, rather than S+D models, to the waveform data. Figure 3 shows the constraints on M and R eq obtained by fitting OS waveform models to synthetic waveform data generated using the OS approximation. Figures 3(a) and 3(b) show the results obtained by fitting synthetic waveforms produced by a hot spot on the star's rotational equator, observed at an inclination of 90 • , for rotation rates of 600 Hz and 300 Hz, whereas Figures 3(c) and 3(d) show the results derived by fitting waveforms produced by a hot spot at a colatitude of 60 • , observed at an inclination of 60 • , for a rotation rate of 600 Hz. The χ 2 values for these fits (see the last column of Table 1) indicate that they are all statistically good. The 1σ uncertainties for each of these fits are listed in Table 2. Comparison of this table with Table 2 of Lo et al. (2013) shows that the constraints on M and R eq obtained by fitting OS waveform models to OS waveform data are similar to the constraints obtained by fitting S+D waveform models to S+D waveform data. We now discuss these four fits. Figure 3(a) illustrates the constraints on M and R eq typically obtained when the OS waveform model is fit to OS synthetic waveforms produced by a hot spot near the rotational equator, viewed by an observer at a high inclination relative to the rotation axis. The confidence regions shown in this particular figure were obtained by analyzing the OS waveform produced by a hot spot rotating at ν rot = 600 Hz, centered on the rotational equator of a star with R eq = 11.8 km, when seen by an observer who is in the plane defined by the star's rotational equator. The constraints in Figure 3 (a) are tighter than in Figure 2(d) and unbiased. The constraints in Figure 3 (a) (1σ uncertainties of 2.8% in M and 2.9% in R eq ; see Table 2 ) are much tighter than in Figure 3(b) , because that case has a lower rotation frequency (300 Hz), and much tighter than in Figure 3(c) , because the hot spot in that case is not near the rotational equator (θ obs = 60 • ). Figure 3 (a)).
Fits of the oblate Schwarzschild model to oblate Schwarzschild data
b Range of the 1σ contour projected onto the M axis.
c Range of the 1σ contour projected onto the R eq axis.
d Approximate 1σ fractional uncertainty in M computed by dividing one-half the 1σ range of M by its central value.
e Approximate 1σ fractional uncertainty in R eq computed by dividing one-half the 1σ range of R eq by its central value.
f The definitions of the 1σ uncertainties in M and R eq used here differ from those used in Lo et al. (2013) , where they were estimated by projecting the full extent of the 1σ contour onto the M and R axes, because in that work some of the 1σ confidence regions were highly asymmetric, with best-fit values of M and R far from the center.
It is useful to compare Figure 3 (a) with Figure 2 (e) of Lo et al. (2013) . In both cases, the synthetic waveform corresponds to a hot spot rotating at ν rot = 600 Hz, centered on the rotational equator of a star with R eq = 11.8 km, and seen by an observer in the plane defined by the star's rotational equator. The 1σ confidence region in Figure 3(a) is comparable in size to the 1σ confidence region in Figure 2 (e) of Lo et al. (2013) , but the 3σ region here is much smaller than the 3σ region in Figure 2 (e) of Lo et al. (2013) . 2 There are at least four possible explanations for this difference: (1) a statistical fluctuation in the Lo et al. (2013) synthetic waveform data made that waveform realization less constraining than it would typically be, (2) a statistical fluctuation in the synthetic waveform data used here made this waveform realization more constraining than it would typically be, (3) our new analysis pipeline does a better job of representing the true constraints, or (4) something about OS waveforms actually yields better 3σ (but not 1σ) constraints in this situation. It is not clear without further exploration which, if any, of these explanations is responsible for this difference.
Figure 3(b) shows the constraints on M and R eq obtained by analyzing a synthetic waveform produced by the same hot spot and observer geometry as in Figure 3 (a) (the hot spot is on the rotational equator of a star with R eq = 11.8 km and is seen by an observer who is in the plane defined by the star's rotational equator), but for a rotation rate of 300 Hz, half the rotation rate assumed in Figure 3(a) . The slower rotation rate decreases the harmonic content of the waveform, which increases the sizes of the confidence regions. However, the constraints on M and R eq are still interesting (1σ uncertainties of 5.6% in M and 7.6% in R eq ; see Table 2 ). This figure shows that fitting the waveforms of stars that rotate at a moderate rate can provide interesting constraints on M and R eq , provided that the hot spot is near the rotational equator and the observer is at a high inclination.
Figure 3(c) displays the constraints on M and R eq obtained by analyzing a synthetic waveform produced by a hot spot on a star with a larger radius (R eq = 15 km) again rotating at 600 Hz, but with the spot at a colatitude of 60 • and the observer at an inclination of 60 • . The constraints are much less precise than for the case shown in Figure 3 (a) and less precise overall than for the case shown in Figure 3(b) , even though the star has a larger radius, because the hot spot is not near the rotational equator and the observer's inclination is not close to 90 • .
The scaling of the uncertainty in R eq in Figures 3(a), 3(b) , and 3(c) can be understood as follows. The harmonic content of the waveform decreases when 2πν rot sin θ obs sin θ spot R eq , the projection of the velocity of the surface of the hot spot onto the observer's line sight, decreases (see Poutanen & Beloborodov 2006 , which provides a useful guide to waveform properties, even though the results reported there were derived using an approximate analytic approximation for the light deflection and assume the hot spot is infinitesimal in extent). A decrease in the projected velocity therefore increases the uncertainty in R eq . The projected velocity is much smaller for the case shown in Figure 3 (b) than the one shown in Figure 3(a) , because the rotation rate is much lower in the latter case. This leads to a much larger uncertainty in R eq (7.6% vs. 2.9%; see Table 1 ). The stellar radius is larger in the case shown in Figure 3 (c) than in the case shown if Figure 3(b) , which leads to a slightly smaller uncertainty in R eq (6.7% vs. 7.6%; again see Table 1 ).
Figure 3(d) shows a case in which the properties of the hot spot assumed in the OS model deviate from the properties used to generate the synthetic waveform data to which the model was fit. In this case, the fitted model assumes that the surface temperature is uniform across the hot spot, as seen in the frame comoving with the surface, whereas the synthetic waveform data were generated assuming that the temperature varies by 25% with colatitude, from 2 keV at the center of the spot to 1.5 keV at the top and bottom edges of the spot. This case tests whether such a variation, which is physically plausible, produces a significant bias in the estimated values of M and R eq . As Figure 3(d) shows, there is a slight bias, but it is not statistically significant: the best fit values of M and R eq are only ∼ 1.5σ from the values used to generate the synthetic waveform data. Figure 3 illustrates the constraints on M and R eq that can be obtained by fitting OS waveform models to waveform data (modeled here by synthetic waveform data generated using the OS approximation), and Table 2 lists the 1σ uncertainties in M and R eq for these cases. These results show that tight (3%-7%) constraints on M and R eq are possible, provided the spot center is within 30 • of the star's rotational equator, the observer's sightline is within 30 • of the equatorial plane, and 10 6 counts are collected from the hot spot.
Precision of the constraints on M and R eq
It is useful to compare the statistical uncertainties in R eq found in our full Bayesian analysis with the simple analytical formula
derived by Psaltis et al. (2014) (their equation (4); note that we have changed their notation to ours). Here S is the total number of counts from the spot, B is the total number of counts from the background, and C 1 is the fractional rms amplitude of the fundamental harmonic in the waveform, considering only the counts collected from the spot (as opposed to the total number of counts collected, which would include the background). In deriving this formula, Psaltis et al. make two important simplifying assumptions: (1) that the spot angular radius is infinitesimal, and (2) that the background in each energy channel is known exactly, a priori, and thus does not have to be included in the model that is fit to the waveform data during analysis of the waveform.
In the case shown in Figure 3 (a), ν rot = 600 Hz, R eq = 11.8 km, θ obs = θ spot = 90 • , S = 10 6 , B = 9 × 10 6 , and C 1 = 1.077 (recall that the fractional rms amplitude can exceed unity). Inserting these values into Equation (13) yields ∆R eq /R eq = 0.0099, whereas our analysis yields 0.029. In the case shown in Figure 3(b) , ν rot = 300 Hz, R eq = 11.8 km, θ obs = θ spot = 90 • , S = 10 6 , B = 9 × 10 6 , and C 1 = 0.990. Inserting these values into Equation (13) yields ∆R eq /R eq = 0.022, whereas our analysis yields 0.076. Finally, in the case shown in Figure 3(c) , ν rot = 600 Hz, R eq = 15 km, θ obs = θ spot = 60 • , S = 10 6 , B = 9 × 10 6 , and C 1 = 0.856. Inserting these values into Equation (13) yields ∆R eq /R eq = 0.013, whereas our analysis yields 0.067.
Although the precisions we find for the cases shown in Figure 3 would provide extremely valuable constraints on M and R eq , and hence on the properties of cold, ultradense matter, we find uncertainties in R eq that are ∼ 3-5 times larger than the uncertainty estimates given by Equation (4) of Psaltis et al. (2014) . The reasons for this difference are that Psaltis et al. assumed that the spot size is very small and that the background is known exactly, a priori. As we discussed in Section 2, neither of these assumptions is warranted. Spots with ∆θ spot < 10 • (required for the assumption of an infinitesimal spot to be valid) span less than 0.8% of the stellar surface and therefore would not produce enough counts to obtain useful constraints on M and R eq , even if data were collected using a detector with a collecting area ∼ 10 m 2 from many tens of bursts from a single star and then combined. Also, as we discussed in Section 2, there is strong evidence that the accretion flow in X-ray burst systems changes during a burst. Consequently, measurements of the system emission before and after a burst do not provide a reliable guide to the non-spot emission from the system during the burst. Assuming the background can be determined in this way overstates the statistical precision that can be obtained and may introduce substantial systematic errors. The constraints on R eq that can realistically be obtained are therefore not as tight as one would conclude using the assumptions made by Psaltis et al. (2014) . Nevertheless, if ∼ 10 6 counts can be collected from a single star, from hot spots that are located at a colatitude ∼ 60-90 • and observed at an inclination ∼ 60-90 • , analysis of the burst oscillation waveforms will provide constraints on M and R eq that are tight enough to improve substantially our understanding of cold, ultradense matter.
CONCLUSIONS
We have extended the analysis by Lo et al. (2013) of the constraints on M and R eq that can be achieved by fitting model burst oscillation waveforms to waveform data, by fitting S+D and OS waveform models to synthetic observed waveform data generated using the OS approximation.
We find that if the neutron star has a large radius and is rapidly rotating and the hot spot that produces the oscillation is at a moderate to low rotational colatitude, fitting the S+D model to synthetic waveform data generated using the OS approximation can produce fits that are statistically good but yield estimates of M and R eq that have significant biases. However, this spot geometry generally does not produce tight constraints on M and R eq (see, e.g., Cadeau et al. 2007 , Table 2 ; Lo et al. 2013, Table 2 ), because it produces waveforms in which the oscillation amplitude is low and overtones of the rotation frequency are very weak. If instead the hot spot is at a high rotational colatitude, fitting S+D models to OS waveform data can yield usefully tight constraints on M and R eq with much smaller biases, even for rapidly rotating, oblate stars. However, our improved analysis procedure makes it possible to fit OS waveform models to waveform data almost as quickly as S+D waveform models. Consequently, even though S+D waveform models are likely to be adequate when analyzing waveforms produced by the small spots located near the star's rotational equator that will yield the tightest constraints on M and R eq , there is now no reason not to use OS waveforms for all waveform analyses.
As we found previously when fitting S+D waveform models to synthetic waveform data generated using the S+D approximation , fitting OS waveform models to OS waveform data produces tight constraints on M and R eq only if the hot spot is at a moderate to high rotational colatitude and the observer is at a moderate to high inclination to the rotation axis, even if the star is rapidly rotating and oblate. Our fits of OS waveform models to OS waveform data show that M and R eq can be estimated with a precision of 3%-7%, comparable to the precisions we obtained when fitting S+D waveform models to S+D waveform data . These precisions are sufficient to improve substantially our understanding of cold, ultradense matter.
A key finding of Lo et al. (2013) was that M and R eq estimates derived by fitting S+D waveform models to S+D synthetic waveform data were not significantly biased when a fit was both statistically good and highly constraining, even when the spectrum, beaming function, or spot shape assumed in the model differed from those assumed in generating the waveform data. Here we extended this investigation by exploring the effect on estimates of M and R eq of a 25% variation of the hot spot temperature in the north-south direction. We find that such a temperature variation does not produce a significant bias in the estimated values of M and R eq . Thus, we still have not found a case in which a difference between the assumed properties of the hot spot in the fitted model and those of the hot spot that produced the observed waveform yields a fit that is both statistically good and highly constraining, but gives M or R eq estimates that are significantly biased. Consequently, we are cautiously optimistic that fitting such waveforms will provide reliable information about neutron star masses and radii.
Finally, we comment that although the primary application of our work is to X-ray burst waveforms, our methods can, with small changes, be used to analyze the X-ray waveforms of rotation-powered pulsars, which is the focus of the NICER mission.
This work was supported in part by National Science Foundation Grant No. PHYS-1066293 and the hospitality of the Aspen Center for Physics. We also thank Ilya Mandel for valuable discussions about marginalization and Bayesian statistics, and Sharon Morsink for kindly sending us data for sample oblate Schwarzschild waveforms. Morsink (priv. comm.) (solid curve), using the stellar shape given by the rns code, and computed using our OS waveform code (dotted curve), which uses the analytical method for determining the stellar shape introduced by Morsink et al. (2007) . In this figure only, the beaming pattern of the radiation from the hot spot was assumed to be isotropic in the surface comoving frame. Bottom: fractional difference between the solid and dotted curves in the top panel. The agreement between the two waveforms is excellent. Comparison of the two codes revealed that the difference between the two waveforms is due to the slight difference between the stellar shapes computed using the rns code and using the analytical method introduced by Morsink et al. (2007) . Fig. 2 .-Constraints on M and R eq obtained by fitting an S+D waveform model to synthetic observed waveform data generated using the OS approximation. In each panel, the long-dashed lines show the R eq /M = 4 and R eq /M = 8 boundaries within which the posterior probability distribution was computed; the dotted, short-dashed, and solid curves show, respectively, the 1σ, 2σ, and 3σ confidence contours within this domain; and the black square indicates the values of M and R eq that were used to generate the waveform data. Table 2 lists the values of the other parameters that were used to generate the waveform data for each panel. In all these cases, the estimate of M is not significantly biased by using an S+D model. Figure 2(a) shows that when the center of the hot spot is at an intermediate latitude (here 60 • ) and the radius and rotation rate of the star are intermediate (here 11.8 km and 300 Hz), the bias in R eq is small, but the constraints on M and R eq are weak. In contrast, Figures 2(b) and 2(c) show that when the center of the hot spot is at an intermediate latitude and the star is rotating rapidly (here, at 600 Hz), the estimate of R eq is significantly biased to larger values. Figure 2(d) shows that when the hot spot is on the rotational equator, the absolute bias in R eq caused by using the S+D model is modest, even if the star is rotating rapidly, but is significant because R eq is tightly constrained. Fig. 3 .-Constraints on M and R eq obtained by fitting an OS waveform model to synthetic observed waveform data generated using the OS approximation. The line types and black square have the same meanings as in Figure 2 . Table 2 lists the values of the parameters that were used to generate the waveform data for each panel. Figure 3(a) shows that when the center of the hot spot is on the rotational equator and the star is rotating rapidly (here, at 600 Hz), M and R eq are tightly constrained. The constraints on M and R eq here are similar to those in Figure 2 (e) of Lo et al. (2013) , which considers the same spot geometry and rotation rate. The parameter values used to generate the waveform data used in Figure 3(b) are the same as in Figure 3(a) , except the rotation rate, which is much lower (300 Hz), causing the constraints on M and R eq to be substantially weaker. Figure 3(c) shows that when the spot is at an intermediate colatitude (here 60 • ), the constraints on M and R eq are much weaker, even if the star has a large radius (here 15 km) and is rapidly rotating (here, at 600 Hz). Figure 3(d) shows the effect of fitting an OS waveform model that assumes a uniform hot spot to OS waveform data generated using a spot with a temperature that varies in the north-south (latitudinal) direction by 25% (see text for details). This figure shows that using a hot spot model that differs from the actual spot in this way does not significantly bias the estimates of M and R eq .
