This paper is devoted to analyse a case of singularity formation in infinite time for a semilinear heat equation involving linear diffusion and superlinear convection. A feature to be noted is that blow-up happens not for the main unknown but for its derivative. The singularity builds up at the boundary. The formation of inner and outer regions is examined, as well as the matching between them. As a consequence, we obtain the precise exponential rates of blow-up in infinite time.
Introduction and main results
In this paper we perform a blow-up analysis for the problem The differential equation in (1.1) possesses both mathematical and physical interest. This equation (and its N -dimensional version) arises in the viscosity approximation of HamiltonJacobi type equations from stochastic control theory [21] and in some physical models of surface growth [18] .
On the other hand, it can serve as a typical model-case in the theory of parabolic PDEs. Indeed, it is the one of the simplest examples (along with Burgers' equation) of a parabolic equation with a nonlinearity depending on the first-order spatial derivatives of u. It can be considered as an analogue of the extensively studied reaction-diffusion equation with zero order nonlinearity u t − u xx = u p . There are some significant differences: while the latter equation is well-known to exhibit L ∞ blow-up whenever p > 1, only gradient blow-up can occur in the former and only for p > 2 (actually, it is well-known that all solutions are global for 0 < p ≤ 2, cf. [19] ). By gradient blow-up, we mean that u x blows up in L ∞ norm as t → T * , whereas u remains uniformly bounded (see e.g. [24] and the references therein for details).
It is also interesting to write Problem (1.1) in an equivalent way in terms of the derivative v = u x . We have Here c(v) = p |v| p−2 v. In this formulation, the governing equation combines linear diffusion and superlinear convection. Understanding blow-up phenomena for diffusion-convection equations like (1.2) has an added interest in view of the current effort to solve the much more difficult problems of blow-up for general fluid flows.
Due to the fact that the v-formulation includes nonlinear reaction/absorption on the boundary, it is more natural to perform the asymptotic analysis in terms of u, but we must bear in mind that the quantity that blows up is v = u x .
Stationary states and blow-up. It is a well-known fact that the large-time behavior of evolution equations is closely connected to the existence and properties of the stationary states. In this respect, the following picture holds. For small values of M ≥ 0, Problem (1.1) admits a unique steady state 
, but it is singular in the sense that it has infinite derivative on the left-hand boundary,
Next, a basic fact about (1.1) is that the solutions satisfy a maximum principle:
1 An explicit formula for V M is not needed at this point, but it is given at the beginning of Section 4.
Since Problem (1.1) is well-posed in C 1 locally in time, only three possibilities can occur:
(I) u exists globally and is bounded in C 1 :
(II) u blows up in finite time in C 1 norm (finite time gradient blow-up):
(III) u exists globally but is unbounded in C 1 (infinite time gradient blow-up):
For M = M c , the global behavior of solutions of (1.1) is rather well understood [1, 10, 24, 3] . In particular, it is proved in paper [3] Main result. The situation for "small" solutions in the critical case will turn out to be very different from the subcritical case. Namely, we will show that all solutions with initial data u 0 below the singular steady state U are global in time and exhibit infinite time gradient blow-up. To be precise, our assumptions are:
In that situation, the solution u to Problem (1.1) is globally bounded in L ∞ and gradient blowup occurs (only) at the left boundary. More precisely, it is known that in such a case, u will satisfy max A natural question is thus to investigate the rate of divergence of u x (t, 0). We will answer this question, together with a rather precise description of the asymptotic behavior of u(t, x) as t → ∞. The main facts are stated in the following result. 
as well as the grow-up estimate Remark 1.1. Theorem 1.1 seems to be the first example of gradient blow-up in infinite time for a semilinear parabolic equation. For an example in a quasilinear equation, we refer to [9] , where the problem of mean curvature type u t = (1 + u 2 x ) −1/2 u x x + λu has been considered. However, no estimate of the grow-up rate is given there. As for L ∞ blow-up in infinite time, examples have been known for some time, e.g. for the equation u t − ∆u = u p (see [22, 15, 23] ) and the grow-up rate has been studied in the paper [11] , whose outline of the matching process we follow closely; the method has been applied in [14] to fast diffusion; see also [13] for a different problem with convection and nonlinear boundary conditions.
For results on (finite-time) gradient blow-up for other problems, we refer to e.g. [12, 16, 2, 4, 24] and the references therein. For other aspects of the viscous Hamilton-Jacobi equation (1.1) (also in higher dimension), see e.g. [8, 17, 20, 6, 5, 7] and the references therein.
The rest of the paper is devoted to the detailed study of (1.1) and to the proof of Theorem 1.1. Global existence is proved in Section 2. In Section 3, we give simple proofs of weaker versions of some of the estimates in Theorem 1.1 (exponential convergence in a weighted L 2 norm and an exponential lower bound of u x (t, 0)). In Sections 4 and 5, further description of the asymptotic behavior of u is provided. Namely, the formation of inner (boundary layer) and outer regions is examined. Finally, a matching procedure between the inner and outer regions allows us to conclude the proof of Theorem 1.1 in Section 6. Actually, more precise estimates are obtained, cf. Theorems 5.1 and 6.1.
We also remark that as a part of our analysis the width of the inner layer near x = 0, where the singularity builds up, is estimated as O(e −µ(p−1)t ), and there the behavior is quasistationary in suitable rescaled variables. The precise statement of this stabilization result is given in Theorems 4.1 and 6.1.
Global existence
Henceforth, we will assume the conditions of Theorem 1.1. Under these assumptions it is clear from the Maximum Principle that a classical solution of problem (1.1) satisfies −C ≤ u(t, x) ≤ U (x) as long as it exists.
Our first result says that solutions are global in time when M = M c .
Proposition 2.1 Under the assumptions of Theorem 1.1, the solution is global in time:
Proof. Assume for contradiction that T * < ∞. We know that gradient blow-up takes place only near x = 0. More precisely, since 
. By parabolic estimates, it follows that u can be extended to a function u ∈ C 1,2 (Q 0 ) with
On the other hand, we have
by the strong maximum principle. Since u ∈ C 1,2 (Q 0 ) and
, we conclude from (2.2) and Hopf's Lemma that u x (t, 1) > U x (1) for all t ∈ (0, T * ]. Fixing t 0 ∈ (0, T * ), one can then find M < M c close to M c and η > 0 small such that
Moreover, due to (2.2) and u x (t 0 , 0) < ∞, we may also assume that
First estimates
The first step in the large-time analysis is a weighted L 2 convergence result. 
Remark 3.1. At this point, we make no claim about the sharpness of the exponent 2 above. Indeed, it will be improved in the end (as well as Proposition 3.2).
Proof. Let us put w = U − u. Then w ≥ 0. Using the inequality
we see that w satisfies the inequality
Multiplying this inequality by xw ≥ 0, it follows that
We note that, for each fixed t > 0, owing to (1.3), it holds We next obtain a first bound from below for the grow-up rate of u x .
Proposition 3.2 There exists
From Proposition 3.1, it follows that
. Therefore, h(t) < 1 for t 1 and
with γ = 1/(2p − 3). The Proposition follows.
Quasi-stationary analysis
In this section, we perform the analysis of the behavior in a small region near x = 0 for large t. This is called in the technical literature the inner region analysis. We will closely follow the ideas of paper [11] to show that, when the solutions are properly re-normalized, the behavior is quasi-stationary. Let
, is the unique solution of
Moreover, U µ (x) increases monotonically to U (x) as µ → ∞. Note that this is the same family V M but parametrized in terms of the slope at x = 0.
We shall use as rescaling parameter the quantity
that diverges to ∞ as t → ∞, as we already know from Proposition 3.2. One can even prove that α(t) increases monotonically (see below).
We shall exhibit a quasi-stationary behavior, given by
in a suitable boundary layer near x = 0. Moreover, we shall show that the stabilization is from above (this property will play a key role in the rigorous proof of the exact rate in Section 6). More precisely, we have:
Theorem 4.1 (i) For t large, α(t) is (strictly) increasing and
(ii) We have
in the sense that
uniformly for y = xα p−1 (t) ≥ 0 in bounded sets.
Proof of Theorem 4.1(i).
For µ > 0, let J µ (t) be the number of intersections of u(t, ·) with U µ in (0, 1) (i.e., the number of sign changes of U µ − u(t, ·)). We shall use the known fact that J µ (t) is nonincreasing in time.
We first claim that there holds
To prove the claim, we set z µ (x) = U µ (x) − u(1, x), 0 < µ ≤ ∞. Since z ∞,x (1) < 0 due to Hopf's Lemma, by continuity there exists δ > 0 small and µ 1 1 such that
Also, since u(1, x) < U (x) on (0, 1) by the strong maximum principle and u(1,
The claim then follows from (4.4), (4.5) and the fact that z µ (1) < 0 for all µ ∈ (0, ∞).
Observe that for any µ ≥ µ 0 and t > 1, J µ (t) = 1 implies that α(t) < µ. Indeed, by definition of J µ (t) and continuity, there exist x 0 ∈ (0, 1) and small η > 0, such that u(s,
We next remark that for all t ≥ t 0 1, we have α(t) ≥ µ 0 by Proposition 3.2. Applying the previous observation with the choice µ = α(t), we deduce that J α(t) (t) = 0, and (4.1) follows. But this implies that J α(t) (s) = 0 for all s > t, i.e. u(s, x) > U α(t) (x) in (0, 1], so that α(s) = u x (s, 0) > α(t) by Hopf's Lemma. We have thus shown that α(t) is strictly increasing for large t.
Previous to the proof of Theorem 4.1(ii), we introduce some transformation. We set
with τ = τ (t) to be defined. We compute
,
Hence, putting β =
and the rescaled domain
where R(τ ) := α p−1 (t). Note that τ (t) → ∞ as t → ∞, and that R(τ ) → ∞, as τ → ∞, due to Proposition 3.2. After dividing equation (4.7) by α p , it follows that θ satisfies (4.8)
where
is nonnegative for t large by Theorem 4.1(i). Observe that (4.2) is equivalent to showing that θ(τ, y) converges to U 1 (y) as τ → ∞.
We note that
so that the perturbation is not integrable in time. However, the following lemma ensures that the perturbation vanishes as τ → ∞.
Proof. Let z := u t + u x . We claim that
Direct computation shows that
Moreover, z(t, 0) = u x (t, 0) increases monotonically to ∞ for large t, by Theorem 4.1(i). Also, z(t, 1) ≤ C, t ≥ 0 and z(0, x) ≤ C, 0 ≤ x ≤ 1. Assume for contradiction that there exists t 1 such that z x (t, 0) > 0. Then max ] z is attained at some s ∈ (0, t] and some x ∈ (0, 1). But since z satisfies (4.10), this contradicts the maximum principle. The claim is proved.
Now (4.9) implies that for
t 1, u xt (t, 0) ≤ −u xx (t, 0) = (u x ) p (t, 0), hence 0 ≤ g(τ (t)) = (p − 2)u xt (u x ) 1−2p (t, 0) ≤ (p − 2)(u x ) 1−p (t, 0) → 0 as t → ∞.
Proof of Theorem 4.1(ii).
We first derive some estimates on θ and θ y . By [3, Lemma 2.5] and (3.1), we have
, pick a sequence τ n → ∞ and put θ n = θ(τ n + ·, ·). Since, by Lemma 4.1, g(τ ) is bounded, (4.8), (4.11) and parabolic estimates imply that the sequences θ n,τ and θ n,yy are bounded in L q loc (Q) for each 1 < q < ∞. Differentiating the equation (4.8) with respect to y and applying parabolic estimates again, we deduce that θ n,yτ is bounded in L q loc (Q) for each 1 < q < ∞. Consequently, θ n and θ n,y are bounded in C β loc (Q) for some β ∈ (0, 1). Using Lemma 4.1, it follows that there exists a subsequence, still denoted θ n , which converges (along with y-derivatives, uniformly on compact subsets of Q) to a solutionθ of (4.12)
Moreover, we haveθ ≥ U 1 due to (4.1). Since at y = 0,θ = U 1 andθ y = U 1,y for each τ > 0, Hopf's Lemma implies that actuallyθ ≡ U 1 . As the sequence τ n was arbitrary, the conclusion follows.
Linearized operator and outer-region analysis
In connection with the linearization of equation (1.1) around the singular steady state U , we first need to study the singular eigenvalue problem
To this end, for a given real k > 0, we introduce the Hilbert space
We have the following.
Proposition 5.1 Let k > 0 and define
Then λ is well-defined, λ ∈ (0, ∞) and there exists ϕ ∈ H which solves the minimization problem (5.2) and enjoys the following properties.
(ii) ϕ is a solution of (5.1).
With Proposition 5.1 at hand, we may formulate the main result of this section, which describes the asymptotic behavior of u away from x = 0. We show that the exponential convergence rate is given by the precise constant λ just defined.
and, for each ε > 0,
with η(ε) → 0 as ε → 0 + and c ε > 0. In particular, it follows that
Proof of Proposition 5.1.
First assume k > 0. We show the following simple weighted Poincaré inequality:
For each ε ∈ (0, 1), we have
We claim that this inclusion is compact. Indeed, for each ε > 0 and v ∈ H, (5.3) with
The claim then easily follows from the compactness of the inclusion
. The above compactness property implies that λ is attained for some v ∈ H. The function ϕ = |v| ≥ 0, is still a minimizer, since ϕ ∈ H and ϕ x = v x 1 {v =0} sgn(v). Standard arguments imply that ϕ is a weak solution of (5.1) in H. It follows that ϕ ∈ C 2 ((0, 1]). Moreover, we have ϕ > 0 in (0, 1) (since if ϕ(x 0 ) = 0 for some x 0 ∈ (0, 1), then ϕ x (x 0 ) = 0, hence ϕ ≡ 0 by local uniqueness).
From now on, we assume k ≥ 1. We observe that x k ϕ x is nonincreasing on (0, 1]. Let :
Finally, assume 1 ≤ k < 3. Then, by (5.3) with m ∈ (k − 2, 1), we have
and ϕ x (0) = 0. In particular ϕ(0) is finite and > 0.
As a preliminary to the proof of Theorem 5.1, we need to study the following regular eigenvalue problem, as an approximation to the singular problem (5.1):
for each ε ∈ (0, 1). We denote by λ ε > 0 the first eigenvalue of problem (5.5). We have the following Lemma. where
For each δ > 0, we have (5.7)
Since k > 1, by arguing similarly as for the proof of (5.3), we obtain
Let λ ε > 0, ϕ ε > 0 be, respectively, the first eigenvalue and first (normalized) eigenfunction of problem ( 
Matching. Rate of blow-up
By comparing the estimates of Sections 4 and 5, we shall now be able to identify the asymptotic behavior of u x (t, 0). The following result actually summarizes the information we have obtained on the asymptotic behavior of u x , in inner and outer layers as well. 
