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ABSTRACT 
Vajious Minimum-Time Turning Maneuvers for two high angle-of-attack, six-
degree-of-freedom, aircraft models have been investigated. The primary aircraft 
model is for a nonlinear 6-DOF F-16 fighter aircraft with high angle-of-attack ma­
neuverability. The other model is for a linearized 6-DOF F-18 fighter which also caji 
be flown in the high angle-of-attack range. Standard 6-DOF equations are employed 
except that the Quaternion attitude representation system is used instead of Euler 
Angles to avoid the pitch angle singularity of Euler Angles. 
These Optimal Control problemsh&ve been transformed into Nonlinear Program­
ming problems via Parameter Optimization techniques. Different parameterization 
techniques were tested on the Van der Pol Problem and Soliman's Problem and their 
variations before applying them on the main turning problems. These techniques 
include Control Parameterization and State Parameterization {Inverse Dynamics 
Approach). Also, a novel Control-Integration Method is proposed to find the dis­
continuous control history of the possible Singular Arc Problems. Different ways to 
deal with various types of constraints are also discussed. In particular, when dealing 
with path constraints of the original optimal control problems, an Extreme-Bounds-
on-Intervals method was created. However, it has not been actually developed and 
tested. The resulting sparse Hessian matrix from this method can speed up the 
xvi 
calculations if a specially airranged NLP code is used. 
The Sequential Quadratic Programming method is primarily relied on to search 
for the optimum. Several different performance indices are utilized, including 3-D 
minimum-time-to-tum and 3-D minimum-time-to-loop. Several new solutions for 
these maneuvers are obtained. Moreover, since multiple local minima are present, 
several global optimization schemes have been studied. A Genetic Algorithm, Adap­
tive Simulated Annealing, and a Hybrid method which combines the merits of both 
genetic eilgorithms and sequential quadratic programming have been used to find the 
global optimum. 
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1. INTRODUCTION 
In the past two decades, air combat has significantly evolved. Infrared rear aspect 
missiles have been replaced by all aspect weapons. More capable guns with advanced 
fire/flight controls have also been introduced. The flight envelopes have been consid­
erably expanded. These new flight conditions have widened the gap between typical 
Beyond Visual Range (BVR) and Within Visual Range (WVR) engagement flight 
domains. There are a number of reasons that indicate an engagement is very likely 
to shift to the WVR domain, such as requirements for positive visual identification 
of the target by engagement rules to avoid friendly fire, limited on board missile in­
ventory, stealth capability of new aircraft that impairs BVR target acquisition, and 
the fact that BVR weapons can be jammed. All of these require the modern fighter 
aircraft to have the ability to transit quickly from BVR to WVR conditions (i.e., 
from supersonic to subsonic) and the ability to fast maneuver in the subsonic range. 
Modern combat is also characterized by a much shorter maneuver time. It is 
now in the range of 10 seconds instead of 30 or 50 seconds. The primary objective of 
air combat is now to survive and win as opposed to maintain energy level which older 
tactics over-stressed. The turning maneuver (in its broad sense) becomes more es­
sential because of the value of achieving the first firing position. Also, it is important 
to be able to disengage or move to the next target quickly. In this context, recently, 
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high angle of attack (post-stall as opposed to traditional pre-stall) msineuvers have 
attracted a lot of attention, such as the X-31 program (Enhanced Fighter Maneu­
verability demonstrator), the AFTI-F16 program, and the High Angle-of-attach Re­
search Vehicle program based on the F/A-18. This kind of maneuver always contains 
segments of flight in which maximum lift angle of attack is exceeded purposely in 
a controlled manner. Also, it contains segments of flight which deviate from tradi­
tional coordinated zero-sideslip-angle maneuvers. All of these depict the ability to 
accelerate or decelerate rapidly, turn tightly and quickly, change maneuver conditions 
quickly, and swiftly disengage and move to the next target. 
In order to measure this ability qualitatively and quantitatively, numerous defi­
nitions of agility exist. McAtee [1] defines agility as the ability "to point the aircraft 
quickly, continue high turn rate with low energy loss and accelerate quickly." In 
Dorn's paper [2], the nature of agility is referred as "the ability to carry out more 
state change activity per time." In Tamrat [3], "the fighter agility is that character­
istic of fighter aircraft which enables it to outmaneuver its adversary for a favorable 
position from which to launch its weapons." In all of these statements, the key word 
is time, that is, to do the maneuver in the shortest time. And, that is the essence of 
most of this work, to find the control inputs that carry out the demanding maneuver 
in the shortest time. 
Stated more precisely, the purpose of this study is to find the optimal trajectories 
of fighter aircraft in a three-dimensional space using six-degree-of-freedom models. 
We consider six-degree-of-freedom models instead of point mass models. That means 
we not only study translational motion of the aircraft but also the rotational mo­
tion. The three-dimensional flight means that we do not constrain the flight to be 
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in either the horizontal plane or vertical plane. However, two-dimensional flights 
will be studied first to gain the necessary skills and knowledge for the later, more 
complicated, three-dimensional flights. The ambition of this study is to find the best 
turning trajectory with respect to the performance index, time. The various turning 
trajectories will be defined later. These optimeil control problems will be translated 
into nonlinear programming problems by vjurious parameterization techniques, and 
then solved by the powerful Sequential Quadratic Programming method [4]. 
In Chapter 2, the primary aircraft model, a nonlinear 6-DOF F-16 model, is 
described as well as the Quaternions attitude representation system that replaces the 
traditional Euler Angle system. In Chapter 3, various parameterization techniques 
and methods to solve the converted nonlinear programming problems are discussed. 
Also included in this chapter are ways to deal with different kinds of constraints. 
Various numerical methods are discussed in this chapter, too. In Chapter 4, prelim­
inary investigations are made on several research type problems, including the Van 
der Pol problem and Soliman's problem and their variations, to verify and test out 
some novel ideas. In the same chapter, optimal risk-avoidance trajectory problems 
in both vertical plane and 3-D space versions are re-visited (since a 2-D horizontal 
risk-avoidance problem has been investigated in Chou's M.S. thesis [5]). Chapter 5 is 
the main result of this study. It contains the definitions and results of various types of 
minimum-time turning maneuvers. It is interesting to know from these results that 
the problems treated here are multiple-minima problems. This leads to the study 
of global minimization in Chapter 6. In this chapter, various techniques to search 
for a global minimum are discussed. The 3-D minimum-time-to-half-loop problem is 
put through the test by using the Genetic Algorithm, Adaptive Simulated Anneahng 
4 
method, and a Hybrid method that combined the merits of both Genetic Algorithm 
and Sequential Quadratic Programming. Finally, in Chapter 7, the main conclusions 
are stated, and topics for further study are recommended. 
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2. DYNAMICS 
2.1 Aircraft Models 
In this chapter, we are going to describe the primary aircraft model, a nonlinear 
six-degree-of-freedom, high-angle-of-attack, F-16 model, that is used throughout this 
study. The equations of motion of this rigid aircraft model will be expressed in 
the state-space form: X = F{X,U)^ where X is the (n x 1) state vector, U is the 
(m X 1) control vector, and F is a vector-valued nonlinear (in general) function of 
the individual states and controls. This vector equation symbolizes the n first-order, 
coupled, ordinary differential equations (ODEs): 
= f i { x i , x2 , . . - , xn ,n i , . . . , um)  
: (2.1) 
i n  =  fn{x i , x2 ,—,xn , v . i , . . . , um) ,  
where the represent different nonlinear functions of the n state variables, x^, and 
m inputs, Uj. 
In addition to the F-16 model, the other models, for the F-4 and F-18 fighter 
aircraft, can be found in detail in Ong [6] and Hoffman [7], respectively. However, 
several distinct features of those models will be mentioned here as well. 
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2.2 Degrees of Freedom 
The term Rigid Aircraft used earlier implies that all points in the aircraft struc­
ture maintain fixed relative positions in space at all times. However, we all know 
that the deflection of the wingtips of a large passenger aircraft during flight is very 
common. Even a fighter aircraft exhibits this kind of flexibility. If we want to include 
this flexibility and its interaction with the aerodynamics, the equations of motion 
will be very complicated. Actually, it would require a great deal of analysis to derive 
those effects (in the form of partial differential equations) into the state equations 
(which are in the form of ordinary differential equations). Nevertheless, the rigid 
model is of fundamental importance and we will focus our attention only on the rigid 
model. 
The equations of motion of a rigid body can be separated (decoupled) into rota­
tional equations and translational equations if the coordinate system origin is chosen 
to be at the center of mass [8]. The rotational motion of the aircraft will then be 
equivalent to yawing, pitching, and rolling motions about the center of mass as if 
it were a fixed point in space. That is three components of rotational motion. The 
remaining components of the motion will be three components of translation of the 
center of mass. Therefore, the state model will be a six-degree-of-freedom (6-DOF) 
model. We will disregard the flexibility effects. 
The state variables of our equations of motion will be chosen accordingly. Three 
variables are needed for the position in space. Three more variables are needed for 
specifying the translational velocity. Also needed are three variables for specifying the 
angular velocity. There axe three more state variables (usually, Euler angles) that will 
be needed to describe the attitude states. These attitude variables are used to specify 
7 
the angular orientation of the aircraft. However, for reasons that will be discussed 
below, we will substitute Quaternions, a four-variable attitude representation system, 
for the Euler Angles. Therefore, the state vector X of the basic model will contain 
at least 12 state variables. 
2.3 Assumptions 
The following assumptions are made to make the problem more manageable. 
They are common in this type of study. 
• Flat, non-rotating Earth. 
• Constant gravitational acceleration. 
• Consteint aircraft weight during the maneuver. Since all maneuvers are short, 
the fuel consumed is negligible. 
• Instantaneous controls except for the engine throttle. The F-16 engine power 
response is modeled by a first-order lag and a two-stage throttle gearing [9]. 
The F-18 [7] model has a constant' maximum available thrust throughout the 
whole maneuver. 
In addition, Hoffman's F-18 model [7] assumes a coordinated turn. That is, there 
is no sideslip associated with F-18 model. Also, the F-18 model assumes constant 
atmospheric density. For the F-4 model [6], only the flat Earth and point-mass 
assumptions are applied. 
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2.4 Coordinate Systems 
There are four different coordinate systems used in this study: 
• Earth axis system {E ,x , y , z )  (or {E ,x , y ,h ) ) .  Because of the flat Earth as­
sumption, here E is any fixed point on the ground, x, y, and z are usually the 
north, east, and down (gravitational) vectors, respectively. 
• Body axis system {0 ,  x^^y j j ,  z j j )  where 0  is the center of gravity of the aircraft, 
xj, yf^, and zj^ are forward, starboard, and down vectors, respectively, that are 
fixed with respect to the aircraft body. 
• Wind axis system {0 , xw ,ywiZw) -  O  i s  again the center of gravity of the 
aircraft. Xw is the direction vector that is opposite to the eg relative velocity 
vector used in the equations of motion. The angles of attack and sideslip are 
defined by performing a plane rotation about the body y-axis, followed by a 
plane rotation about the new z-axis, such that the final x-axis is aligned directly 
into the relative wind, yw, and zu are the resulting vectors from j/j and 
after these rotations. 
• Local horizontal inertial system (0, This is a coordinate system 
that is carried on the aircraft. O is at the eg. x^,yf^^ and Zf^ are vectors which 
remain parallel to the Earth axes, x, z/, and h. 
These coordinate systems and all those angles are graphically described in Figures 2.1, 
2.2, and 2.3. 
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(TOP VIEW) 
E 
Figure 2.1: Top View: horizontal axis 
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& 
(SIDE VIEW) 
X 
Figure 2.2: Side View: longitudinal axis 
Figure 2.3: Rear View: lateral axis 
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2.5 Euler Angles 
The sequence of rotations conventionally used in the aircraft industry to de­
scribe the instantaneous attitude with respect to a reference frame (in this case, local 
horizontal inertial system ) is as follows. Starting from the reference 
frame: 
1. Rotate about the z-axis, nose right (positive ^). 
2. Rotate about the new y-axis, nose up (positive 6 ) .  
3. Rotate about the new x-axis, right wing down (positive <(>). 
These yaw, pitch, and roll (or bank) angles, (0,6, ^ ), are commonly referred to 
as Euler Angles. In terms of coordinate transformations, we have: 
X X 
y = B y 
z body z 
(2.2) 
inertial 
where B denotes the transformation from the inertial frame to the body frame and 
is given as [9]: 
B = 
cos ^ cos ^ cos ^ sin ^  — sin^ 
- cos<^sin^ + sin<;&sin0cos V* cos(^cos0 + sin^sin^sin^* sin<f>cos6 
sin^sinV* + cos^sin0cos0 — sin^cos0 + cos^sin5sincos^sin0 
(2.3) 
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The differential equations governing the Euler Angle attitude propagation are 
given by: 
<f> 1 tan d sin (j) tan 9 cos (f> P 
e 
= 0 cos (f> — sin ^ Q 
P sin <j) cos 4) 
cos 9 cos 6 R 
where P, Q, and R are the body-axes angular rates of the aircraft. For more details 
about the derivation of this equation, readers are referred to Stevens and Lewis [9]. 
2.5.1 Limitations of Euler Angles 
The Euler angles are defined by referring to a given sequence of known basic 
rotations. However, this is not enough to guarantee uniqueness. For each aircraft 
attitude, we can find different sets of Euler angles. 
For example, consider an aircraft flying straight and level along the inertial x-
axis with no sideslip and no angle of attack. The Euler angles, can be 
(0,0,0). However, (;r, 7r,7r), (yaw, pitch, and roll 180 degrees sequentially) yields the 
same attitude of the aircraft. 
The other limitation, which is more severe, lies in the equations of motion using 
Euler angles, Eq. (2.4). The term, ^ ., will cause numerical instability for 6 values 
cosf 
TP 
in the neighborhood of ±—. 
2.6 Quaternions 
There are a number of other ways to represent the orientation of a rotated 
coordinate frame (Axis-Azimuth, Rodrigues Parameters, Cayley-Klein Parameters, 
etc.) besides the Euler angles [10] [11]. These methods involve four, five, or even six 
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variables in place of the three Euler angles. They have all been considered for the 
purpose of avoiding the mathematical singularity of the Euler angle representation, 
and maximizing the speed of computer processing in navigation calculations. One of 
these methods , the quaternion four-variable representation (more correctly, Euler-
Rodrigues symmetric parameters [12]) is now used almost exclusively in all of the 
various spacecraft, missile, and aircraft applications. It gives a unique representation 
of attitude and does not suffer from the singularity and wraparound problems of 
the Euler angles equations. In this section, let us take a look at the quaternion 
representation and its relation with Euler eingles. 
Euler's theorem states that two coordinate systems having the same origin can 
be aligned using a single rotation. The rotation is defined by an axis direction and an 
angle. The axis, which passes through the origin, is called the Euler axis. The axis 
direction can be represented by a vector. Therefore, a rotation can be fully described 
by an ajigle and a vector. A quaternion is a compact notation for that. It can be 
written as _ _ 
Q =  (2.5) 
with 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
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where B is the rotation angle and [ t<i €3 is a vector pointing along the 
rotation axis. Using the following notations for the vector coordinates: 
e = 
1 = 
then 
9 = 
^3 
91 
92 
93 
. 0 .  
n ^2 «3 (2.10) 
91 92 93 (2.11) 
, 9 .  
ei-sin(-) e2-sin(2) ^3 ' ^ ^(g) (2.12) 
We define the norm of a quaternion as the square root of the sum of the squares 
of its elements by analogy to the vector norm. Then by choosing e of unit norm: 
I—12 2 I 2 I 2 1 |e| = + 
= 90 "f* ^1 ?2 + 93 
= 1:08^(5)+ sin^(5) = l 
(2.13) 
(2.14) 
This is also known as an unit quaternion or rotation quaternion. It transforms a 
vector of unit norm into a vector of unit norm. In the following, we use only rotation 
quaternions and call them simply quaternions. 
There are several other references that give more details about the description 
and derivation of the properties of quaternions [9] [12] [13]. In the following, we only 
state the results we need for the derivation of the equations of motion. 
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2.6.1 System Transformation 
Let Q be the rotation quaternion which rotates from the inertial frame to the 
body frame: 
% 
91 
n 
93 
(2.15) 
This rotation is previously given in Eq. (2.2) and Eq. (2.3) as the matrix B by using 
Euler Angles. The matrix B can now be rewritten by using the components of the 
quaternion Q [9]; 
9 0 + 9 I ~ 9 2 ~ 9 3  2 ( 9 0 9 3  +  9 1 9 2 )  2 ( g i 9 3  -  9 0 9 2 )  
2(9192 - 9093) 2(go9i+9293) 
2(9092 + 9193) 2(9293-909l) 9o " 9? - 92 + 93 
2.6.2 Differential Equations 
Let (P, Q, R) be the components of the angular velocity vector, w, of the system 
B relative to the reference system A. {P,Q,R) is defined in the coordinate system 
B. The differential equations for the quaternion parameters are [9]: 
90 = -0.5(91/'+ 92<5 +93^) 
91 = 0.5(9OP + 92^-93<?) 
92 = 0.5(9oQ + 93-P-9l-K) 
93 = 0.5(9oi2+9lQ-92-P) 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
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2.6.3 Euler Angle to Quaternion Transformation 
Let {4), 0, i)) be the three Euler angles that represent the same rotation as the 
quaternion Q. We have the following four Euler angle to quaternion relationships [14]: 
90 = cos(|) cos(^) cos(|) + sin(^) sin(^) sin(|) (2.21) 
91 = sin(|) cos(^) cos(y) - cos(^) sin(^) sin(|) (2.22) 
92 = cos(|) sin(^) cos(|) + sin(^) cos(^) sin(|) (2.23) 
93 = 
 ^ 6 . . <i>. . e Vs 
cos(-)cos(-) sm(-) - sm(-) sm(-) cos(-) (2.24) 
X TT 
Assuming that we want to enforce —— < 9 < —, from quaternions to Euler angles, 
we have [7]: 
Q = arcsin(2(9092 - 9193)) (2-25) 
^ = arctan f 35!!ti3a) ) (2.26) 
\90-91-92+93/ 
^ (2.2T) 
By using equation (2.14) in the last two equations (2.26) and (2.27), we obtain; 
^ = „etanfML+^) (2.28) 
^ (2.29) 
2.7 Equations of Motion 
The equations of motion of the F-16 nonlinear aircraft model are listed in Ta­
ble 2.1. The force equations are derived by applying Newton's second law to the 
translational motion [15]: 
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Table 2.1: The Flat-Eaxth, Body Axes 6-DOF Equations for the F-16 Model 
Vx = 
Force Equations 
UU + VV + WW 
Yrp 
uw - wu 
" - u ^ + w ^  ^2.30) 
_ VVjr - VVrp 
Vy cos/3 
Kinematic Equations 
90 = -0-5(91-P + 92<3 + 93^) 
q\ = 0.5(9o-P + 92^ - 93^) (2-31) 
92 = O.biqQQ + q^P - qiR) 
93 = 0-5(90-^+ 9iQ-92^) 
Moment Equations 
P  =  { c i R  +  C 2 P ) '  Q  +  c ^ L  +  c ^ N  
Q = c^PR-CQ-{P^-R'^) + tjM (2.32) 
R = (cgP — 02^2) * Q -h C4Z -|- cgiV 
Navigation Equations 
X = - •'l - ^3) 
y = 2FJ(soS3 + S152) (2.33) 
i = 2yy(so52-'Sl53) 
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F=§(mV)  (2.34) 
(where F is the vector sum of the aerodynamic, propulsion, and the gravitational 
attraction forces, m is the aircraft mass, and V is the absolute velocity vector of the 
aircraft eg). The moment equations are derived by applying Newton's second law to 
the rate of change of angular momentum of the aircraft [15]: 
(where T is the net torque acting about the aircraft eg, and H is the angular mo­
mentum vector of the rigid vehicle). Note that due to the utilization of quaternions, 
the Kinematics equations are different from the ones in Stevens (which use Euler 
angles). They are replaced by the differential equations of quaternions. Also, for the 
same reason, the Navigation Equations are different. 
There are several supporting equations related to Table 2.1 that need to be 
mentioned. For the Force Equations, 
(2.35) 
U  =  R V - Q W - g n s m 9  +  ~  
m 
V = -RU + PW + gQsm<t>cose + ^  
m 
w =  Q U  ~ P V  + gQ COS <j>cose + — 
(2.36) 
(2.37) 
(2.38) 
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For the Moment Equations, those constants Cj [16] are defined by 
Fci  =  [Jy  — J z )J z  — Jxz i  Tc2  =  {Jx  — Jy  +  Jz )Jxz ,  
rc3 = Jz, rc4 = Jxz, 
^z ^x Jxz 
Ci = —, .6 = -f, (2.39) 
^7  =  Tcs  =  Jx{Jx  -  Jy) -V  Jxz i  Jy 
Fcg = Jx, 
where 
r =  JxJz  — Jxz i  (2.40) 
and Jx ,  and Jxy ,  • • *» etc. are moments of inertia and cross-products of inertia 
about the indicated axis/axes. 
For the Navigation Equations, other than the rotation quaternion, Q, which 
rotates the inertial system into the body system, there are two other rotation quater­
nions, R and 5, that need to be defined. The quaternion R rotates the body axis into 
the wind axis system. The quaternion 5 rotates the inertial system into the wind 
axis system. Therefore [7], 
ro = -cos(|)cos(^) (2.41) 
n = sin(|)sin(^) (2.42) 
r2 = sin(|)cos(|) (2.43) 
r3 = -cos(|)sin(|) (2.44) 
and 
so = WO - + 92*2 + 93"^) (2.46) 
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n + 9l'^0 + 92'^3 - 93''2) 
52 = (?0''2+92'^0 +93^-91''3) 
53 = (90''3+93'^0 + 9l''2-92n) 
(2.46) 
(2.47) 
(2.48) 
In summary, we have: 
• Three force equations (2.30). 
• Four quaternion kinematic equations (2.31). 
• Three moment equations (2.32). 
• Three navigation (or, position) equations (2.33). 
with the supporting equations, Eqs. (2.36)- (2.48). The state vector, X, is 
Also, though not shown in the equations, a number of the aerodynamic force and 
moment components contain a dependence on the control surface deflections. These 
are the control inputs to the model. Throttle setting is another control input. The 
implied control input vector of the nonlinear model is 
where the elements of the vector {6f, 6e,Sa, and 6 r )  are, respectively, throttle setting, 
elevator deflection, aileron deflection, and rudder deflection. 
Hoffman's F-18 model [7] was derived from a full 6-DOF rigid body dynamic 
model that was originally developed at the NASA Lajtigley Research Center [17]. 
The aerodynamics coefficients were highly simplified and lineaiized at M = 0.6 with 
]i 
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no sideslip and constant full thrust [7]. Unlike the nonlinear F-16 model in Stevens [9], 
the F-18 model has a more restricted operating range because of its linearized aero­
dynamics. (Note, the F-4 model [6] is a point-mass nonlinear model.) 
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3. METHODS AND NUMERICAL TECHNIQUES 
This chapter includes a discussion of all methods and techniques that are utilized 
in this research. There aie several different aspects of the problem to be solved, and, in 
each aspect, there are several different numerical approaches. These aspects include: 
• different techniques for transforming the original optimal control problem into 
a nonlinear programming problem (Section 3.1 - Section 3.3), 
• methods for solving the nonlinear programming problem (Section 3.4), 
• ways for dealing with the various constraints (Section 3.5), 
• schemes for interpolating between design points (Section 3.6), 
• procedures for integrating the differential equations (Section 3.7), 
• arrangements for scaling and non-dimensionalization (Section 3.8), 
• practices for attacking singular arc problems (Section 3.9), and a 
• description of the homotopy approach (Section 3.10). 
Certainly, not all of the techniques are involved in any one problem. However, each 
approach requires different techniques to ensure successful convergence to a solution. 
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Some of these techniques and. approaches are particularly important in trans­
forming the continuous optimal control problems into a nonlinear programming prob­
lem. It is well known that a successful application of a nonlinear programming ap­
proach to a complicated engineering optimal control problem requires a very careful 
interfacing between the optimization procedure and the engineering system. However, 
this aspect of the problem is often neglected in the literature on this subject. 
3.1 Parameter Optimization 
A lot of classical methods to solve optimal control problems are known as "indi­
rect methods." They transform the optimal control problems into two point boundary 
value problems by introducing new variables (costates or multipliers) and a second 
vector differential equation. They rely on applying the first order necessary condi­
tions for an optimal solution and attempting to solve the resulting two point bound­
ary value problems [18]-[20]. There are many numerical techniques such as multiple 
shooting [21] [22] or quasilinearization [23] methods can be employed to solve this 
problem. 
However, these indirect methods have two main drawbacks. First, the initial 
preparation time to set up the problem is high. This is due to the analytical work 
involved in deriving the costate equations, the optimality, and transversality condi­
tions. It is more cumbersome when we consider the nonlinearity of our problems. 
Second, the problem must be defined analytically in order for these indirect methods 
to be implemented. In all practical optimization problems, there are a lot of table 
look-up functions for propulsion and aerodynamic models that can not be analytically 
expressed. This seems to be the main shortcoming of the indirect methods. 
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There have been several significant and recent developments of new efficient and 
robust numerical methods for the solution of nonlinear programming problems [24]-
[26]. Therefore, the idea of converting optimal control problems into approximate 
nonlinear programming problems and then taking advantage of these improved nu­
merical methods for nonlinear programming is very appealing [27]. 
The most straightforward way of conversion is to replace the control functions 
by an approximate structure of finitely many parameters (finite dimensional space). 
The states are functions of the controls through the state differential equations. We 
are then left with a reduced space of control parameters (finite instead of infinite 
dimensional) and states that can be found as numerical solutions of an initial value 
problem (forward integration). 
The resulting nonlinear programming problem can then be solved with a carefully 
selected nonlinear programming (NLP) code. Rader and Hull [28] demonstrate this 
technique on the famous minimum time-to-climb problem. Pouliot, Pierson, and 
Brusch [4] utilized this idea and developed a highly efficient NLP code based on 
sequential quadratic programming. Several studies have taken advantage of this 
code and have shown very impressive results [6] [29] [30]. 
Although It is natural to treat the controls as the independent variables and 
parameterize them, it is not essential to do so. In certain situations, such as those 
involving terminal state constraints or state inequality constraints, it may be more 
convenient to treat some or all of the states as independent variables to enforce satis­
faction of ODEs at discrete time points. The collocation method utilizes a conversion 
which not only parameterizes the control but also the state functions. It has gained 
some popularity [31]-[35]. However, there is more work to set it up, more design 
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variables to deal with, and the sparsity of the Jacobian matrix of the constraints 
euxd the Hessian matrix of the Lagrangian must be exploited in order to be efficient. 
Another conversion. State Parameterization, which treats only the states eis indepen­
dent variables is not so popular but has some definite advantages. We will discuss 
this in Section 3.1.2. Also, we are going to discuss the related methods, an Inverse 
Dynamics Approach and a Control-Integration Approach later in this chapter. 
3.1.1 Control Parameterization 
In this approach, the parameterization is performed on the control, u { t ) .  (Al­
though usually u{t) is a m vector, let us treat u{t) as a scalar at this moment.) That 
is, the optimal control problem is transformed into a parameter optimization prob­
lem by choosing a form for the control function which contains a finite number of 
parameters. 
u { t )  =  F { q )  (3.1) 
where F is a known function of the ^-dimensional parameter vector q , such as 
k 
f (?) = E 9i^iW- (3-2) 
i=l 
Rather than minimizing the performance index over the entire control history, we 
now minimize over this set of parameters, q. The resulting parameterized problem 
becomes simpler and easier to solve. 
Figure 3.1 shows the most direct way of parameterizing the control. The time 
interval (ig? tf) is divided equally into {k — 1) intervals. At each time point, let u^ 
approximate the control value at time i.e., 
Ui ~ «(ij) (3.3) 
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Nominal Optimal 
3 
o 
o 
Ui 
k-1 
t. 
'O 
= ^k-l 
Figure 3.1: Control Discretization 
where i = 0,1, • • •, ( k — l ) .  We will have k  control nodes, uj. These control nodes serve 
as the control parameters, (or called design parameters). The control parameters 
are corrected at each iteration until some termination criterion is satisfied which 
results in an optimal solution. As the number of time intervals increases, we will 
have more control nodes, and thus a closer approximation to the continuous control, 
u{t). However, if the history of u{t) contains some discontinuities, some additional 
parameters for the positions of these discontinuities need to be added in order to get 
a more reasonable approximation. 
There are many ways of interpolating values between the nodes other than linear 
interpolation. These will be discussed in Section 3.6. 
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3.1.2 State Parameterization 
Kelley [42] has proposed using a transformation to eliminate the control variable 
from the state equations and treating one of the state variables as the control variable 
(or the independent variable) in order to attack problems with singular subarc. Mehra 
and Davis [43], this concept is further developed. Instead of using a transformation, 
the state variables are directly used as the independent variables. Although these 
papers were dealing with singular arc problems by an indirect method (generalized 
gradient method) and they were not applying parameter optimization techniques, 
their concept was extended and developed to solve general optimal control problems 
in Sirisena and Chou [44]-[46] and called the state parameterization method. 
Given a dynamic system 
X  =  f [ x { t ) , u { t ) , t ]  (3.4) 
where x Q BP and u 6 RP^, we select a set of independent variables from the 
state variables xi,X2^:;Xn- Assuming that r < n, without loss of generality, we 
can choose the independent variables, xi,x2,'-,xr. It is assumed that the remain­
ing state variables control variables ui,u2,:.,ur can be 
uniquely determined in terms of the independent variables through the dynamics 
equation, Eq. 3.4. The next step is to adopt a specific pajameterization for the 
independent variables, such as those discussed in Section 3.1, and perform the opti­
mization task on the parameters. 
Although state parameterization has been developed independently, it is actually 
a special case of inverse dynamics (Section: 3.2) with a parameterization technique. 
See Section 3.2 for the details. 
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3.2 Inverse Dynamics Approach 
The concept of Inverse Dynamics originates from the control of robots. Re­
cently, the concept has gained considerable popularity in aerospace engineering prob­
lems [36]-[41]. The concept can be stated as follows. 
Given the dynamics (as in Eqns. 3.4), initial conditions and terminal 
x(<0) = XQ (3.5) 
S [ x { t j ) , t f ]  =  0 ,  (3.6) 
find a control u { t )  such that the solution of Eq. 3.4 with initial condition 3.5 satisfies 
Eq. 3.6 and the algebraic constraint 
g [ x { t ,  c { t ) , t ]  = 0, te [fQ,if] (3.7) 
where g  :  B P  x  x  R i s  sufficiently differentiable, c { t )  &  R ^  i o i  t Q  < t  < t  j  i s  
a given smooth function, c(t) usually represents desired output, and Eq. 3.7 specifies 
the output relationship. By repeatedly differentiating each component of Eq. 3.7 
until components of u appear explicitly, we have additionally 
G [ x { t ) , u { t ) , c { t ) , c { t ) , . . . , t ]  =  0 (3.8) 
Equations 3.7 and 3.8 constitute constraints on the state variables and controls. 
Therefore, if an optimal output c*(<) is determined, it should be possible to determine 
the corresponding control u*{t) from Eq. 3.8. For a given trajectory optimization 
problem, one needs to define the relation Eq. 3.8 to implement the idea. Although 
numerous possibilities exist in doing so, the general guidelines are that the most 
influential variable(s) should be chosen as the output(s), and the process of solving 
for the controls from Eq. 3.8 should be kept relatively simple. 
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When combining this inverse dynamics approach with parameterization tech­
nique, that is, parameterizing the new control variable c*(f), one of the main ad­
vantages is that the trajectory is under more direct control of the parameterization 
process if we choose Eq. 3.8 carefully. Consequently, the sensitivity of the optimiza­
tion problem is often greatly reduced. Moreover, another advantage is that we can 
eliminate some boundary conditions (or pairs of initial and terminal conditions) by 
choosing Eq. 3.8 as 
c{t) -r- x(f) = 0 (3.9) 
where x { t )  G is the state variable(s) with the boundary condition(s) x(io) = ®0' 
and x{t j) = Xj; which are to be eliminated. Essentially, this is the state parameteri­
zation discussed previously. 
3.3 Control-Integration Approach 
When dealing with singular arc problems (discussed in Section 3.9), we find that 
in some cases, the optimal control history is not continuous at the junction points. 
This violates an assumption of the parameter optimization approach. Though, we 
can add more parameters to deal with these discontinuities, the results seldom turn 
out to be satisfactory. 
With the idea of converting a discontinuous function into a continuous one, 
we came up the Control-Integration approach. Assuming there is no control, u, in 
performance index, let us consider a dynamics with two differential equations, one 
with control input, u, the other without: 
= /(®b®2)> xi(0)=x5 (3.10) 
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X2 = a(a:i)+ 6(a:]^)u, X2(0) = (3.11) 
Readers can easily substitute scalar variables, xj and X2, with vectors, and X2 
without change the following derivation. 
Note that the control, u, only appears linearly in the dynamic system. Other 
nonlinear dynamic systems can always be transferred into linear dynamic systems of 
this type [40]. 
Let us introduce a new state variable, v, 
V = u u(0) = v^. (3.12) 
Then, 
(3.13) 
Applying this into Eq. 3.11, we get 
=  a { x i ) d t  +  6 ( x i ) [ i ;  -  u ° ]  -  [ b \ x i ) f { x i , x 2 ) { v  -  v ^ ) ] d t  +  x ^  
= Hxi)[v-v^] +J^[a{xi)-b'{xi)f{xi,x2){v-v^)]dt + x^ (3.14) 
At this point, we need to introduce another state variable, X3, such that 
x3 = a(xi)-6'(xi)/(xi,x2)(v-u^), 23(0) = x§ (3.15) 
Therefore, Eq. 3.14 becomes 
(3.16) 
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Let's define the right hand side of Eq. 3.16 as 5i(x]^,u,a;3), i.e., 
«2 =^(^l>'''^3) = K®l)b-w^] + N-®3] + ®2 (3-17) 
From Eq. 3.10, we have 
f{xi,x2) = f{xi,g{xi,v,x2)) (3.18) 
Let the right hand side of this equation be a new function, /, then, 
f{xi,x2) = f{^l,v,x^) (3.19) 
Eq. 3.15 then becomes 
is = a(®i)-6Vl)/(®liV,X3)(u-v^^) (3.20) 
For the sake of simplicity, let the right hand side of this equation be a new function, 
k, i.e., 
i:3 = ft(xi,t;,x3). (3.21) 
With the new introduced states, the whole dynamics becomes 
®1 = /(®bU,X3), xi(0) = s} 
V = u, i;(0) = u® (3.22) 
h = M®l>w>a:3)' a;3(0) = a;§ 
Then we apply state parameterization approach (see Subsection 3.1.2) on u, i.e., use 
V as our independent variable. Therefore, 
u = jT udt + (3.23) 
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hence comes the name, Control Integration. The final form of the new dynamic 
system is 
h = /(®1)^'>®3)' a;i(0)=a;J (3.24) 
®3 = 2:3(0) = !§. (3.25) 
Note that this new independent variable, v, appears nonlinearly in the dynamics, 
Eqns. 3.24 and 3.25. Also, it is supposed to be continuous because of the nature of 
integration. 
3.4 Nonlinear Programming Methods 
As noted in the beginning of this chapter, we are going to convert the opti­
mal control problem into a nonlinear programming problem and then solve it with 
nonlinear programming methods. Before we discuss the methods of nonlinear pro­
gramming, let us take a look at the definition of nonlinear programming problem [47]. 
A nonlinear programming (NLP) problem is a problem that cam be put into the form: 
minimize F(g) 
subject to hj^{q) — 0 for i = 1, where /I > 0 (3.26) 
9 j { Q )  ^  0 for j = /I -I-1,...,/ where I  >  1 1  
Note that 11 is less than the dimension of q minus 1 (i.e., k — 1). 
That is, there is one scalar-valued function F, of several variables {q is a vector 
here), that we seek to minimize subject to one or more other such functions that serve 
to limit or define the values of these variables. F is called the objective function, while 
the various other functions are called the constraints. (If maximization is sought, it 
is trivial to do so, by multiplying F by —1.) 
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Because NLP is a difficult field, researchers have identified special cases for study. 
It is unrealistic to expect to find one general NLP code that is going to work for every 
kind of nonlinear model. Instead, one should try to find a code that fits the problem 
being solved. A particularly well studied case is the one where all the constraints 
and gj are linear. The name for such a problem, unsurprisingly, is linearly constrained 
optimization. If, as well, the objective function is quadratic at most, this problem 
is called quadratic programming (QP). A further special case of great importance 
is where the objective function is entirely linear; this is called linear programming. 
Another important special case, called unconstrained optimization., is where there are 
no constraints at all. However, our problem, as we will see, does not fall into any 
categories mentioned above. Therefore, great care should be taken in selecting the 
NLP code, especially when considering the numerical complexity of our problems. 
One of the greatest challenges in NLP is that some problems exhibit local optima; 
that is, spurious solutions that satisfy the optimality requirement on the derivatives 
of the functions. Think of a near-sighted mountain climber in a terrain with multiple 
peaks, some peaks higher than others, and you will see the difficulty posed for an 
algorithm that tries to move from point to point only by climbing uphill. Algorithms 
that propose to overcome this difficulty are termed global optimization. We will 
discuss some of the global optimization methods and and their applications to our 
particular research in Chapter 6 
In the following, two most significant nonlinear programming methods will be 
discussed. One is the sequential quadratic programming which solves general nonlin­
ear constrained problems. The other is the Nelder-Mead simplex method which is an 
unconstrained optimization method. 
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3.4.1 Sequential Quadratic Programming 
Our nonlinear programming problem as an approximation to the continuous op­
timal control problem usually has a smooth objective function and constraints which 
include simple bounds on the variables and some nonlinear constraints. The com­
putational cost associated with this type of problem can be very high because of 
the numerical integration, especially if the differential equations are complicated and 
highly nonlinear. Since we want to investigate some related models with different 
performance indices, the optimization method must be flexible so as to accommo­
date changes in the dynamic model, performance index, and constraints with rel­
atively little reprogramming. Also the method should be both relatively accurate 
and inexpensive. For these reasons, the method of sequential quadratic program­
ming (SQP) [48]-[49] is used here. It has proven to be very useful for problems with 
computationally expensive function and gradient evaluations. 
The sequential quadratic programming algorithm is a constrained quasi-Newton 
method which exhibits superlinear convergence [4] [50]. This method solves the ap­
proximate nonlinear problem by solving a sequence of related quadratic programming 
problems. Quadratic programming problems are generally well behaved, and several 
methods are available for their numerical solution. The solution of the quadratic pro­
gramming problem is equivalent to the solution of the linearized necessary condition 
for the nonlinear problem. Therefore, the approximate nonlinear programming prob­
lem is solved by solving a sequence of quadratic programming problems. Basically, 
SQP consists of four steps [29]: 
1. For an initial guess of the control parameters and an initial (positive definite) 
estimate of the Hessian matrix, compute the required first partial derivatives via 
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numerical integration and finite-diiFerence approximation and solve a quadratic 
programming problem for the corrections to the control parameter vector and 
the associated Lagrange multipliers. 
2. Perform a one-dimensional search along the direction of search vector obtained 
in step 1 by minimizing an auxiliary performance index. This step-size selection 
procedure is used to enhance convergence from poor initial control parameter 
estimates. 
3. Update the control parameter vector and test for convergence. 
4. If convergence is not achieved, update the Hessian matrix estimate by a variable-
metric formula and repeat from step 1. 
3.4.2 Nelder-Mead Simplex Method 
Sometimes, for a nonlinear programming problem, the derivatives of the cost 
function are not easy to obtain, or maybe the cost function is ill-conditioned. Also, 
the use of the "brute force," finite-difference approximations, for gradients may some­
times be inaccurate and unreliable. One has to choose an algorithm that only involves 
function evaluation. There are certainly many good alternatives, such as Hooke and 
Jeeves [51], Rosenbrock [52], etc. The one used in this research is the Nelder and 
Mead simplex method [53] [54]. 
The major steps of the Nelder and Mead method axe: 
1. Choose the vertices of the initial simplex, 9^, • • •, and evaluate the func­
tion value at each vertex. 
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2. Reflection. Reflect q^, the vertex with the highest function value, using a 
reflection factor a > 0, i.e., find such that 
= a(,<^ - (3.27) 
where 9^ is the centroid of all the vertices except q^. Then either one the 
following three steps is taken. 
3. If the function value of is less than the second highest function value and 
greater them the least, then replace by and return to step 2. 
4. Expansion. If the new function value of 5® is less than the current least value, 
expand the simplex using an expansion factor 7 > 1, i.e., find such that 
q^^-q^ = n{q^-q% (3.28) 
h Then, depending on which new function value is smaller, q^ is replaced by 
either or q^, and return to step 2. 
5. Contraction. If the function value of is greater than the second highest 
function value, contract the simplex, using a contraction factor 13 (0 < /3 < 1). 
There are two cases to consider, i.e., find either by 
-q<= = (3.29) 
or 
,00 - (3.30) 
depending on the function value of Replace q by tlie best and return 
to step 2. If neither one yields a better (smaller) value, we have a failed con­
traction. In that case, restart the method by constructing a new and smaller 
simplex about the current best point. 
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Nelder and Mead suggest values of a = 1, ^ and 7 = 2 for the reflection, 
contraction, and expansion factors, respectively, A convenient convergence criterion 
is that the calculations terminate when the standard deviation of all function values 
is less than some prescribed value, e > 0. 
Though it is somewhat straightforward in concept, this method is one of the 
most efficient pattern search methods currently available and has been found to work 
particularly well if the problem is not too large. Unfortunately, that there is no easy 
provision for handling constraints by this kind of direct search technique. Usually, 
one hcis to employ penalty functions to deal with constrained problems [26] [55]. 
3.5 Constraints 
In a nonlinear programming problem (3.26), /ij = 0 is called an equality con­
straint, and gj > 0 is an inequality constraint. All constraints are assumed to be 
of class and real-valued. Otherwise, only non-gradient search techniques are 
applicable. 
Constraints are not easy to deal with in an NLP problem, especially nonlinear 
constraints. Although, the inequality constraints can be easily placed in the form of 
equality constraints by the use of slack variables [26], this incorporation of additional 
design variables is unnecessary when a penalty-function approach is used to solve 
nonlinear programming problems. 
The concept of a penalty function is one of those which is so basic that it would 
not be possible to attribute its initial use to any single person. It is particular use­
ful when using direct search methods (such as the Nelder-Mead simplex method) 
on problems with constraints. There are many different choice of penalty func­
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tions. Interested readers are referred to references, Gill, Murray, and Wright [26] 
and Pierre [55]. 
Needless to say, most modern gradient NLP codes (such as sequential quadratic 
programming) have built-in procedures to deal with constraints. However, there are 
some particular issues that we would like to address when transferring constraints in 
optimal control problems to constraints in NLP problems. 
3.5.1 Control Constraints 
With the control parameterization approach, control constraints in an optimal 
control problem can be comfortably transferred into the design vector constraints 
in a nonlinear programming problem, if we are careful in selecting the interpolation 
scheme. Usually, control constraints are of the box-constraint type 
u i  <  u { t )  <  u u  (3.31) 
where ui and Uu are the lower bound and the upper bound of the control function, re­
spectively. With the control parameterization approach, only control node constraints 
(i.e., design vector constraints) are imposed. The interpolated values between nodes 
depends on the interpolation scheme we choose. Therefore, the choice of interpolation 
scheme is very important in this respect since only linear or monotonicity-preserving 
interpolation can result in the satisfaction of 3.31. (See Section 3.6 for further dis­
cussion.) 
When applying the state parameterization approach, the original control con­
straints in an optimal control problem then become path constraints. Various ways 
to treat path constraints are discussed in the next section. 
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3.5.2 Path Constraints 
Path constraints are notorious to deal with. The path constraints cein be trans­
ferred into inequality constraints on the nodes in the same way as transforming of 
control constraints {soft constraints, i.e., only the values at the nodes will be con­
strained). However, there is no direct ways to ensure no violation between control 
nodes. With control box-constraints, we can select a proper interpolation scheme to 
ensure no violation. With path constraints, we either increases the number of control 
nodes or considers one of the following hard constraints techniques. 
The name, hard constraints, implies that we want to ensure absolute no violation 
between nodes. There is at least one way, Violation Integration, which has been 
proposed to implement this [56] [36]. 
3.5.2.1 Violation Integration Without loss of generality, let us consider a 
path constraint of the type 
p { x , t ) < 0  (3.32) 
Other types of path constraints can be easily translated into this type of constraint. 
A new design variable {k is the original dimension of the design vector, q, 
in Eq. 3.26) is introduced such that 
%+l(0) = 0' h+1 = 
— p ( x , t ) ,  p i x , t ) > 0  
^ ^ ^ (3.33) 
0, p(a;,t) < 0 
Then, the constraint (3.32) is equivalent to the terminal constraint, (or inequality 
constraint in the view point of nonlinear programming) 
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Not only have we ensured no violation between nodes, but only one inequality 
constraint is required to enforce the original path constraint. Note for comparison 
that in the soft constraints approach, the number of inequality constraints needed is 
equal to the number of nodes. 
3.5.2.2 Extreme Bounds on Intervals With the violation integration ap­
proach, it appears that whatever NLP code is chosen, the translated inequality con­
straint should be handled without any problem. However, during the numerical 
integration of Eq. (3.33), the inequality constraint (3.34) will certainly cause a dis­
continuity in the result whenever a step-size change is made [56]. Moreover, since we 
have no idea how many violations happen inside one interval (or we simply do not 
have dense enough nodes), our "control," the nodes, may have not enough "power" 
to correct the violation. Thus, the NLP code may crash with the diagnostic, "^with-
out feasible region.^'' In addition, the nonlinearity of the interpolation scheme and 
the nonlinear dynamic systems that we have always contribute to a highly nonlinear 
behavior of this inequality constraint. This behavior always meaxis trouble for most 
NLP codes. 
Because of the reasons given above, we came up with a plain yet effective practice 
to handle it, Extreme bounds on intervals. As the name implies, we simply set up 
an inequality constraint on each of fc — 1 intervals to limit the extreme or enforce 
satisfaction of (3.32), With the path constraint, Eq. (3.32), we need {k— 1) inequality 
constraints, 
gi = - max(p(i, <)) >0, ti < t < , (i^'s fixed), 
t = l, •.•,(&-!). (3.35) 
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There is no increase in the number of design variables, but (fc — 1) inequality 
constraints are added. It may seem a lot. But actually in a gradient NLP method, 
the resulting Hessian matrix regarding these inequality constraints is sparse. This 
attribute not only makes convergence more likely but also can be taken advantage of 
by using specially arranged NLP code to speed up the calculations [57]-[60]. 
3.6 Interpolation Methods 
There are certainly many possibilities when selecting an interpolation method. 
This choice directly affects the performance of our nonlinear programming method 
via the integration scheme. The nodes of interpolation, Uj, are the same £is the 
design variables, q^, in the nonlinear programming method. A small change in 
will result in a different interpolation which, in turns, yields a change of ^{q), the 
performance index. The problem is that in some interpolation methods (especially 
high-order methods), a small change in one node will alter the whole interpolation in 
all intervals, not just the adjacent interval. Even a small change in a node can yield a 
very nonlinear behavior of the resulting performance index when using a high-order 
interpolation method. Adding this nonlinear behavior into our already nonlinear 
dynamic system creates a lot of headaches for our optimization methods. 
The one interpolation scheme which definitely has no nonlinear behavior is the 
piecewise constant interpolation scheme. The change in one node only affects the 
immediately following interval. But the shape of the interpolation is not natural. No 
physical device will follow the resulting interpolation. The linear interpolation is a 
first-order scheme. The change in one node only influence its adjacent two intervals. 
The alteration in performance index only comes from these two intervals which is 
42 
majiageable, but the shape of it is still unnatural. The popular interpolation scheme, 
cubic spline [61], is a third-order scheme. Its shape is desirably smooth. But one 
small change in one node alters the shape of interpolation in all intervals. Also, 
when apply cubic spline on the control function, there is always the concern about 
the violation of control box-constraints between nodes. Due to these reasons, it is 
unsuitable in our highly nonlinear problems. 
In searching for a smooth and well-behaved interpolation scheme, we came across 
the cubic Hermite interpolation scheme [62]. It not only possesses the desired smooth­
ness, but the change in a node solely affects its adjacent two intervals like linear 
interpolation. It is aJso quite simple to implement. Most of all, the extreme values in 
an interval will be the two end-point nodes. This monotonicity-preserving attribute 
is highly desirable in problems with box constraints on the controls. 
Another good interpolation scheme is the Ckebyshev-series representation [63]. 
It is a high-order scheme. The best advantage of it is that it not only accept the value 
of node as input, but also up to the nth derivatives of the desired interpolating curve 
on the node can be fed as inputs. When using the state parameterization technique, 
this characteristic is a big plus since it eliminates the initial state conditions and/or 
final state conditions in some cases. We will see this merit in Chapter 4. 
More comparisons and results with different combinations of interpolation, con­
straint implementations, and parameterization schemes will be discussed in Chap­
ter 4. 
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3.7 Integration Schemes 
Before discussing the choice of integration scheme, one thing should be noted. 
In many nonlinear programming problems of practical interest, the values of the 
objective and constraint functions and their gradients are known only with limited 
precision. Especially, in our problems, they are obtained from a system of differential 
equations via numerical integration.. Therefore, the precision of the computed value 
is limited by the accuracy of the integration scheme. Also, there is always the machine 
accuracy limitation. 
Not only do we have to live with this imprecision, but one also has to taJce the 
optimization scheme being used into account. The more sophisticated optimization 
algorithms will certainly not perform as well as simple optimization algorithms when 
imprecise values are used, especially the ones which need to calculate gradient val­
ues. There are sample comparisons of performance between different algorithms and 
precision which illustrate this aspect in Kupferschmid [64]. 
However, keep in mind that we are dealing with fairly complicated problems 
which demand the most powerful optimization scheme to speed up convergence. This, 
in turn, demands the most precise functions and gradients. So, the bottom line is 
that we need to get the most accuracy out the integration scheme in order to make 
the optimization scheme work. The trick is to check the achieved accuracy before 
submitting the whole process into optimization. We can see if the most precise has 
been achieved simply by increasing the order of the integration scheme one by one 
and see if the result changes. We need the most precise result with the least order 
scheme for the sake of computation effort. 
The three major integration schemes used here are Runge-Kutta-Merson method 
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(RKM), Variable-Order Variable-Step Adams method (VOVS),and 4th Order Runge-
Kutta. The RKM method has a built-in stiffness ^ check that was very helpful 
whenever we test a new scaling (Section 3.8). If the system is stiff, either we change 
the scaling, use a sufficient small integration stepsize, or turn to a stiif integration 
subroutine. VOVS methods initially were very attractive because of their accuracy 
and efficiency. However, it turns out that they are not suitable for calculating gra­
dients of functions and constraints. Because of the linear table look-up nature of 
our simulation, and, in some cases, the discontinuity of transformed path constraints 
(Section 3.5.2), VOVS methods will give inconsistent (discontinuous) results on gra­
dients due to the fact that different integration step sizes are employed to integrate 
the system. (See Gear [65] for a more detailed discussion.) Since the smoothness 
of the ODE solutions is especially critical to the behavior of gradient optimization 
methods, VOVS methods are not reliable integration schemes. 
The most used integration method is ph Order Runge-Kutta. It is very reliable 
and easy to implement. It yields consistent results on gradients as long as the stepsize 
stays the same for the whole optimization process. In those cases in which we need 
more precise results, we can further decrease the stepsize at the expense of higher 
computation effort. 
3.8 Non-dimensionalization and Scaling 
The idea of non-dimensionalizing and/or scaling the function value and design 
variables is to bring the changes in performance index due to the perturbation of 
'•Differential equations with eigenvalues negative but large in magnitude are called 
stiff differential equations. [61] 
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these design vauriables to the same level. In this way, a good non-dimensionalization 
arrangement and/or a good choice of sceile factors can reduce numerical round-off 
error. 
The importance of "reasonable" scaling on the behavior of any optimization 
algorithm cannot be overemphasized. There are a number of accepted procedures 
to attack this problem [26]. However, in a practical numerical problem, to reach a 
"reasonable" scaling, "trial and error" is the most fruitful approach [26]. 
Non-dimensionalization affords more physical sense than scaling. There are 
many ways to non-dimensionalize a problem and the effectiveness of those will 
vary [5]. However, if one only concerns about the correct convergence, scaling, if done 
right, has the same purpose. Besides, scaling can be varied fairly easily. Therefore, 
in this research, scaling mechanism is chosen rather than non-dimensionalization. 
3.9 Singular Arc Problems 
For certain optimal control problems, some of the extremal trajectories may 
include arcs of a special character, called singular arcs. A general definition may be 
stated as [23] : 
Singular arc : an extremal arc^ on which the Huu matrix is singular. 
(Here, H is the Hamiltonian function.) 
The most common and most important cases involving singular arcs arise when 
the variational Hamiltonian hais a linearly appearing control (such as the cases in 
Chou [5]). In these cases, there are finite control variations which do not affect the 
^ An extremal arc is a trajectory which satisfies the first-order necessary conditions 
(e.g., Hu = 0) [23]. 
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value of the Hamiltonian, so the PQntriagin Maximum Principle does not directly 
determine a unique optimal control as a function of the state and adjoint variables. 
Instead, the optimal control is determined indirectly by the requirement that the 
linear-appearing control variables remain zero for the duration of the singular arc. 
More discussion of the necessary and sufficient conditions for optimality of these 
singular arcs can be found in Kelley, Kopp, and Moyer [66], McDanell and Powers [67], 
and Robbins [68]. 
The computational difficulties associated with problems having singular arcs 
can be quite serious. The fact is that the solution, in general, consists of some 
combination of singular and non-singular subarcs, the number and sequence of which 
are not known in advance. If the solution is totally singular, the optimality of a 
large number of cases has been proven [69] [70]. If the solution is totally non-
singular, control history is the bang-bang type generated by a switching function with 
isolated zeros, as determined by the minimum principle. However, if the extremal 
contains both singular and non-singular subarcs, the problem is more complicated. 
Although, the necessary conditions for joining optimal singular and non-singular 
subarcs were also derived in McDanell and Powers [67], like the generalized Legendre-
Clebsch (GLC) condition [23], these conditions are not easy if not impossible to use in 
calculation of the optimal extremal when considering the complexity of the dynamics 
in practical problems like ours. Nevertheless, several papers have attempted to solve 
their singular arc problems by analytically derived Hamiltonian and applied those 
necessary conditions associated with singular arcs, and with the help of multiple 
shooting method [71] [72]. 
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However, because there usually are discontinuities at the junctions between sin­
gular subarcs and the non-singular arcs, we are going to attack the singular arc 
problem with this discontinuity property in mind. That is why we developed the 
Control-Integration (Section 3.3) and Inverse Dynamics (Section 3.2) concepts. With 
the control-integration and inverse dynamics approaches, the singulax arc problems 
are then transformed into state-constrained problems. There are some considerations 
which must be addressed before one can solve the transformed problem. These were 
discussed in Section 3.5. 
The idea of transforming between singular arc problems and state-constrained 
problems are inspired by Jacobson and Lele (1969) [73] and Bell (1978) [74]. Jacob-
son, et. al. use a slack variable to transform a state inequality constrained problem 
into an unconstrained singular arc problem of higher dimension and computed the 
optimal trajectory with a conjugate gradient method. Bell worked on the state-
costate equations of singular arc problems and derived the necessary condition at the 
junction between non-singular and singular subarcs on a partially singular trajectory. 
(However, neither used direct methods on a constrained singular arc problem.) 
3.10 Homotopy Approach 
Most minimization algorithms need a good starting solution in order to con­
verge reasonably. However, it is not always the case that one can find a good start­
ing point. Usually, one turns to the homotopy approach (also called continuation 
method). Homotopy approaches have been proposed to solve diflBcult optimization 
and control design problems and offer a way to answer some theoretical questions as 
weU [75] [76] [77]. 
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A homotopy method consists of continuously varying a parameter of the problem 
while tracking its solutions, starting with a particular value of the parameter for 
which obvious solutions exist (or are easier to compute) and changing this value to 
one corresponding to a more complex problem. Sometimes, one can use the derivative 
of a solution with respect to this particular parameter to obtain the next new value for 
the complex problem, and hence speed up the convergence. The basic idea consists in 
continuously transforming the solution by slowing varying the value of the parameter 
into the wanted solution, assuming that the solution of the more complex problem is 
a continuous function of the parameter. 
This approach is very appealing for solving singular arc problems. There are 
several papers which use this approach and develop it into £-algorithm [78] [79]. By 
the addition of a term 
singular axe problem is converted into a non-singular arc problem. Minimizing this 
non-singular performance index for a sequence of £jj.'s such that lim efc = 0 yields 
k—*oo 
the optimal value of the original singular arc problem. No assumptions as to the 
number and position of singular sub-arcs need to be made. And the convergence of 
the e-algorithm has been proven [78]. However, as approaches zero, numerical ill-
conditioning may happen and destroy the purpose of this approach. This is especially 
the case if a second-order numerical method is used since terms involving then 
appear [79]. (Similar difficulties occur when using penalty functions [81] [82].) Even 
that, "a sufficiently good approximation" to the solution can still be obtained by 
reducing ejj. to a small, but yet numerically stable value [80]. 
in the performance index (or, by adding the term -^u u to the dynamics), the 
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4. PRELIMINARY INVESTIGATION 
There are lots of preliminajy works that gave us the necessary experience to deal 
with the complicated main problem. Although these works might seem relatively 
simple compared to the main 3-D high-alpha 6-DOF aircraft maneuver problems, 
they each have their own unique challenge. In addition, in order to test out some 
of the new ideas mentioned in previous chapter, new features were added to those 
classical problems to make them more intricate to solve. 
In Section 4.1, the classical Van der Pol problem is solved not only by a tradi­
tional control parameterization approach, but also by a state parameterization (in­
verse dynamics) approach. Moreover, a path constraint is added to the original Van 
der Pol problem to test out various combinations of interpolating schemes and inverse 
dynamics approaches. Section 4.2 deals with Soliman's problem which is a singular 
arc problem. In addition, a modified Soliman's problem is created to prove the useful­
ness of the control-integration approach. In Section 4.3, optimal risk-avoidance flight 
trajectories in 2-D horizontal and vertical planes and 3-D space are investigated. 
4.1 Van der Pol Problem 
To further our study on the much more complicated 6-DOF high-alpha maneu­
vering problem, as stated in a previous chapter, we would like to explore some new 
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ideas and techniques. In this section, we test Inverse Dynamics, State parameter­
ization, and several different interpolation schemes {Cubic Spline, Cubic Hermite, 
Chebyshev representation) on the classical Van der Pol (VDP) problem. Also, be­
cause of the tricky path constraints in our 6-DOF problem, we attempt to enforce 
constraints on the VDP problem to gain some experience. 
4.1.1 Original Van der Pol Problem 
The original Van der Pol problem statement is: Find the control u(f), 0 < < < 5, 
which minimizes 
+ (4-1) 
subject to: 
XI = X2, xi(0) = 1 (4.2) 
X2 = —ajj + (1 — ^1)2^2 "l" ®2(^) ~ ® (^•^) 
and a linear terminal constraint: 
®]^(5) — X2(5) + 1 = 0 (4.4) 
To solve this problem as it is, the traditional control parameterization is actually 
effective enough, especially when we employ Sequential Quadratic Programming to 
solve the resulting nonlinear programming problem. We obtain J* = 1.68772 by 
using 5 intervals and cubic Hermite interpolation between design parameters. And, 
we get J* = 1.68692 in the case of cubic Spline interpolation with 5 intervals. For 
comparison, the optimal performance indices from other published results are J* = 
1.6911 with 5 intervals (Sirisena [83]), J* = 1.6861 with 10 intervals (Sirisena [83]), 
and J* = 1.6871 (O'Doherty and Pierson [84]) with 10 intervals and a penalty 
function approach. 
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To solve this problem with state parameterization (i.e., inverse dynamics plus 
parameterization), some arrangement has to be made on the dynamics system. 
il = X2, xi(0) = l (4.5) 
^2 = ^ = ~®1 + ~ ®l)®2 + ®2(0) = 0 (4.6) 
From Eq, 4.6, we get: 
« = ^ - (1 - ^ l)^2 (4-7) 
Because we are now applying state parameterization to X2, the derivative can 
be easily obtained by interpolation. Thus, u can be directly calculated, and the 
dynamics system consists of only one equation, Eq. 4.5. 
With state parameterization applied to a: , we can go a step further and eliminate 
the whole dynamics system. 
= ^ = =^2' xi(0) = l (4.8) 
^  =  - ® 1  +  ( 1  -  ® l ) ® 2  + ® 2 ( 0 )  =  0  ( 4 . 9 )  
With both equations (4.8) and (4.9), the control u can be calculated by: 
(fixi . 2\^^\ 
We are left with only the final state constraints which can be easily handled with 
Chebyshev series representations. 
The results from the above mentioned approaches are summarized in Table 4.1. 
These are all solved by Sequential Quadratic Programming. Performance index values 
are similar for all the approaches. However, note that with X2 state parameterization, 
we need 10 intervals to get to a similar performance index. For 5 intervals, the 
optimal index is J* = 1.74734 with the X2 state parameterization approach. (With 
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Table 4.1: Results of Van der Pol problem by different approaches 
Parameterization XI 12 u u 
Interpolation Chebyshev Spline Hermite Spline 
Performance Index 1.68595 1.69395° 1.68772 1.68692 
®10 intervals result. All other results axe obtained with 5 intervals. 
20 intervals, we get J* = 1.68667 which is much better than 5 or 10 intervals.) This 
might be due to the nature of the ®2 state parameterization approach which will be 
clear in the following discussion. 
In Figure 4.1, state space trajectories from the first three approaches are shown. 
The trajectories from the traditioneil control parameterization and state parameteri­
zation (both XI with Chebyshev representation and X2 with cubic Spline interpola­
tion) are almost the same. They almost fall on top of each other. Figure 4.2 presents 
the optimal control function, u{t), for the different approaches. They are quite the 
same except the one from the X2 state parameterization approach (especially at the 
beginning and ending) which seems to be the reason for the additional intervals (10 
vs. 5) in this case. (Note that in the cases of both state parameterization approaches, 
the u{t) are no longer control functions. Rather, they are calculated from the state 
parameters.) These results ensured us that state parameterization (Inverse dynamics) 
can give a very good approximation for the Van der Pol problem. 
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x2 para, w/Spline 
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1 —1 1 1 . . 1 1 1 . 
u para, w/ Hennite 
x2 para, w/Spline 
xl para, w/ Oiebychev 
54 
4.1.2 Constrained Van der Pol Problem 
So far, neither path constraints nor control constraints are present. In our 6-
DOF maneuvering problems, we have both. We need to modify the Van der Pol 
problem to include these constraints. To put control constraints on the original VDP 
problem, we add the constraint, |u| < a (where a is a pre-determined value). To 
simulate a path constraint, we simply add X2 ^ or Ixjl < q to the original VDP 
problem. 
Although SQP can easily handle the design parameter constraint, |u| < a, it 
is the engineer's responsibility to ensure no control constraint violations at times 
between the control node time points. As stated in the previous chapter, with the 
monotonicity-preserving attribute of cubic Hermite interpolation, the control con­
straint is secured automatically. Figure 4.3 shows the different results from the cubic 
Hermite interpolation approach and the cubic spline (soft constraints) approach with 
traditional control parameterization. 
As with the state parameterization approach, the constraint, lu| < 0.8, becomes 
a path constraint which can be dealt with by either soft or hard constraint approaches 
as discussed in the previous chapter. With a soft constraint approach, violation of 
this path constraint between nodes is inevitable. Figure 4.4 shows the calculated u{t) 
history from zj state parameterization with different numbers of intervals. 
With the X2 ^ constraint, as shown in Figure 4.5, the X2 state parameteriza­
tion approach treats this as a control constraint. And, because of the monotonicity 
of cubic Hermite interpolating scheme, there is no violation at all for the whole X2{t) 
history. However, with state parameterization, small violations (though not very 
obvious) do exist. 
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Clearly, from this experience, if we have only a path constrciint, we had better 
treat that constraint as a control constraint via state parameterization (inverse dy­
namics approach) and let SQP take Ccire of it. And this can be considered as the 
biggest advantage of state parameterization. However, if we have both control and 
path constraints, one of the path constraint dealing methods (Violation Integration 
or Extreme Bounds on Intervals) as discussed in previous chapter has to be employed 
with either state parameterization or a traditional control parameterization approach. 
As stated in the previous chapter, usually there is a discontinuity associated 
with singular axe problems. To deal with this discontinuity, we devised the Control-
Integration approach. In this section, the original Soliman's problem is presented 
and solved by traditional control parameterization and also by state parameterization 
(Sub-Section 4.2.1). And then, a modified Soliman's problem is created to illustrate 
the control-integration approach (Sub-Section 4.2.2). 
4.2.1 Original Soliman's Problem 
The problem statement of Soliman's Problem is: Find the control u(<), 0 < < < 3, 
which minimizes 
4.2 Soliman's Problem (Singular Arc Problem) 
(4.11) 
subject to: 
ij = 12. ^iC) = 1 
==2(0) =" 
(4.12) 
(4.13) 
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|ul < 1 (4.14) 
This double-integrator problem is a singular arc problem of order one [85]. The 
exact solution of it has a very unique feature. After a short interval of extreme value, 
—1, the optimal control function, u{t), follows the state function exactly to the 
end (singular arc). 
With the traditional control paxameterization and cubic Hermite, this feature is 
clearly shown in Figure 4.6. Although the obtained optimal u{t) has some overshoot 
in trying to follow xj (t) after the initial extreme interval, the traditional approach 
seems to be doing a fair job. 
The same problem was also solved by X2 state parameterization. Results are 
shown in Figure 4.7. Although the history of X2it) (the design variable) seems to be 
very accurate, the calculated u{t) has a bigger overshoot due to the nature of cubic 
Hermite interpolation of X2{t). Note that the overshoot does not exceed the path 
constraint, |tt| < 1, because that the Extreme Bounds on Intervals is employed to 
deal with this path constraint. Despite the fact that the X2 state parameterization 
combined with extreme-bounds-on-intervals approach solved this problem, it seems 
that the traditional control parameterization approach is doing better in unveiling 
the nature of the singular arc. Maybe with a different interpolation scheme, the state 
parameterization will perform better on this problem. However, with a practical 
problem, we have no idea of the true nature of solution, not to mention that it takes 
more preparation with a state parameterization approach. 
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4.2.2 Modified Soliman's Problem 
In order to illustrate the application of the control-integration approach, we 
modified the Soliman problem as follows: 
Minimize 
1 3 
= 2 ^ (4.15) 
subject to: 
XI = X2, a:i(0) = 1 (4.16) 
X2 = Sxjit, ®2(®) ~ ^ (4-17) 
|ul < 1, (4.18) 
and the terminal constraint: 
a:i(3)-0.5 = 0. (4.19) 
Compared to the original Soliman problem, Eq. 4.17 has been substituted in Eq. 4.13 
with 3x^u in place of u. Because we would like to compare the results of this modified 
problem to that of the original Soliman problem, let us define a variable, C/, as: 
U = Zx\u (4.20) 
By doing so, we know that (7(f) will follow x^(<) after a short initial interval, although 
this initial interval is no longer on the lower bound due to the different control 
constraints, (The control constraints are of the same form, |u| < 1. But because of 
the different dynamics, they are different in interpretation.) 
This problem is solved using the traditional control parameterization with linear 
interpolation between design parameters. The result is shown in Figure 4.8. In the 
same figure, the calculated variable, U, is displayed also. It obviously leaps up after 
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a brief initial stage and attempts to follow (t) just as we predicted. However, the 
overshoot is high. 
Figure 4.9 is included here because it is the result from the same traditional 
control parameterization. However, it is produced for the reason of comparison with 
the following control-integration approach. Its discussion will come next in a moment. 
Following the same derivation as in Section 3.3, we rearrange the modified Soli-
man problem as follows: 
Minimize 
1 3 
•^ = 2 ^ [^1 + - 6x3)2]di (4.21) 
subject to: 
XI = Sxjxj —6x4, X]^(0) = 1 (4.22) 
X3 = u, 3:3(0) = 0 (4.23) 
X4 = 3x^x3 — 6x1x3x4, X4(0)=0 (4.24) 
|u| < 1, (4.25) 
and 
xi(3) - 0.5 = 0 (4.26) 
where, during the derivation, X4 = 11x2x3 with 14(0) = 0 is assumed. With a 
form like this, we are ready to apply state parameterization to X3. Note that the 
control constraint, |ti| < 1, will be treated as |-^^| < 1 in the state parameterization 
at 
approach which can be easily handled by linear interpolation. 
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Figure 4.9: Modified Soliman Problem (u parameterization): xj (<), X3(i), and x^{t) 
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Figure 4.10 shows the history of xi{t) and some calculated original variables, 
X2{t), u(t), and U{t). This figure can be compared directly with Figure 4.8. Note 
that the overshoot is much less (0.993 vs. 1.720). In addition, it is much easier to 
get a working initial guess for SQP in the control-integration approach than in the 
traditional control parameterization. Shown in Figure 4.11 are the directly procured 
state variables, x^{i) and x^{t). Compared to Fig. 4.9, they have much smoother 
trajectories. 
In summary, the control-integration approach can deal with the discontinuity 
more easily than the traditional control parameterization in this modified Soliman 
problem. It produced less overshoot in following the singular arc. The initial guess 
appears to be easier to come by. However, there is more work involved to set it 
up. And, the biggest trouble is that you need an analytical form of the dynamics 
system to derive the necessary equations. This is definitely not the case for our main 
problems, the 6-DOF high-alpha maneuver problems. 
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65 
4.3 Risk-Avoidance Trajectories 
The optimal risk-avoidance trajectory problems that were investigated in Chou's 
MS thesis [5] seem to be a logical next step to approach the main 6-DOF maneu­
vering problems. In Chou's MS works, various optimal risk-avoidance trajectories in 
the horizontal plane were computed with respect to different arrangements of risks, 
different characteristics of enemy response, and different performance criteria. Al­
though, flying in either the horizontal or vertical plane is common for some mission 
requirements, in reality pilots have the whole space in which to maneuver. Therefore, 
we extend here the research to both vertical plane and 3-D flight. Moreover, we would 
like to test inverse dynamics approach along with some of the numerical techniques 
mentioned in Chapter 3 on some problems that are not so complicated but similar in 
nature as our main 6-DOF high-alpha maneuver problems. 
To illustrate the physical problem of a risk avoidance problem, Fig. 4.12 is in­
cluded. This figure shows a typical flight trajectory for risk avoidance. Initially, the 
risk (missile site or severe weather) lies directly ahead of the aircraft. The avoid­
ance maneuver begins an arbitrary distajQce from the risk. The aircraft must "avoid" 
the risk and then return to the original flight path at a specified distance behind 
the risk. An ideal flight trajectory must meet the mission requirements within the 
constraints of the aircraft limitations while minimizing exposure to this risk. The 
optimal trajectory will be a function of mission requirements (time of arrival, point 
of arrival, etc.), aircraft performance limitations (fuel quantity and thrust), and the 
risk environment. 
With those factors in mind, the performance index for a horizontal mission is 
66 
Optimal path.? 
Threat Target 
(SIDE VIEW) 
Figure 4.12: Flight Mission in a Threat-Present Environment 
chosen as: 
J X q  V  C O S  0  
where Cf is the cost of time, C r  = cost of risk factor, ( X r ,  Y r )  is the location of the 
threat, Cj is the cost of fuel, and c is the specific fuel consumption. Performance 
indices for vertical plane flight and 3-D flight are formulated in a similar way. Note 
that we axe using the downrange, X, as the independent variable. 
The aircraft model for this study is a point-mass model of an F-4 fighter. Al­
though it is not a six-degree-of-freedom model, it has been proved to be a good 
numerical model for trajectory optimization problems [6]. A flat-Eaxth assumption 
is also employed. The aircraft is flying at its maximum thrust along the whole trajec­
tory. For horizontal flight, bank angle, <f>, is the control variable. For vertical flight, 
the control vajiable is angle of attack, a. For 3-D flight, both control functions axe 
used. 
^ J 
^  { X - X r ) ^  +  { Y - Y r ) ^  -t-
CjTmax{V) 
eg 
dX (4.27) 
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A non-dimensionalization scheme which was tested against other schemes in 
Chou's work [5] is again employed in this study. However, for the reason of simplicity 
and physical meajiing, the dimensional problem statement for 2-D horizontal flight is 
included here. (Non-dimensional problem statements for 2-D horizontal and vertical 
flights and 3-D flight can be found in Appendix A.) 
Find the bank angle range history, —1.39 < <i){X) < 1.39, which will 
minimize 
= /; X f 
XQ V COS 
Cr Cj:Tmax{V) 
* {X-Xr)'^ + {Y-Yrf 
(• 
dX 
.28) 
subject to : 
dX 
= tan^ (4.29) 
_g_\^  
dX V^2cosV ^ 
^ ^ Tmax{V) _ _ 2Mg'^r,{V) 
dX MV cosrj} 2Af cos^ pSV^ cos'^<j> cos 
dM ^ (4,32) 
dX cgV cosy) 
with boundary conditions 
Y { X o )  =  0 Y { X f )  =  0 
H X q ) = 0 i ; { X f )  = O(deg) 
F(Xo) = noo (ft/sec) 
M{Xq) = 1305 (s/u^) 
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where 
XQ = 0 (/o, 
S = 530 
Xr = 1.056 xlO® {ft), 
X f  =  2.64x10^ (ft), 
g = 32.174 {ft/s\ 
Yr = 0 {ft), 
and p = 1.2208695 x 10 ^ {slug/ft^). 
In short, the aircraft stajts with an initial velocity equal to 1700 ft/sec and a 
heading equal to 0° at the origin. The flight is at a constant altitude of 20,000 feet 
and must pass the threat which is located 20 miles due east of the origin. The flight 
ends 50 miles to the east with a 0® heading again. Problem statements for 2-D vertical 
plane mission and 3-D space flight mission are similar to the one above. Incidentally, 
for the optimal 3-D risk-avoidance trajectory problem, there are six states and two 
control variables. 
Typical results in the horizontal plane for = 10, Cr = 5 x 10^, and = 0.12 
are shown in Figures 4.13 and 4.14. The optimal performance index is 1841.3440. 
This is obtained by the traditional control parameterization approach with cubic 
spline interpolation between design parameters. Note that there is a symmetric opti­
mal flight mirrored on the center line with an identical performance index. However, 
we do not bother to show it. For a detailed discussion of the effects of different Cf, 
Cr, and Cjr values on the 2-D horizontal flight solutions, readers are again referred 
to Chou's M.S. thesis [5]. 
The results in the vertical plane for the same weighting factors (C/ = 10, Cr = 
5 X 10^, and = 0.12) are shown in Figures 4.15 and 4.16. Optimal flights for 
different C^, Cr, and Cj values have also been obtained, but are not shown for 
reasons of clarity. 
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Also, to try out the state parameterization approach (inverse dynamics), a 250 
mile (instead of 50 mile) vertical flight problem with Cr set to zero has been created. 
Flight path angle, 7, is treated as the design variable. In this approach, the equation 
for — is used to calculate Oi{t) .  When cubic splines are used to interpolate among the 
dx 
7 variables, the calculated a(/) history is smooth. However, with linear interpolation, 
the resulting a{t) contains some discontinuities which are impossible to implement 
in practice. The discontinuities are due to the linear interpolation and the nature of 
state parameterization. Figures 4.17 and 4.18 show the overlapped results from both 
cases. 
For 3-D flight, the problem is somewhat like a combination of the previous 2-
D horizontal and vertical flight problems. Therefore, we expect that the optimal 
3-D trajectory will be similar to a combination of the horizontal and vertical flight 
optimal trajectories. And, in fact, the results do look like a combination except 
that the performance is much better than for either of the optimal 2-D flights due 
the additional freedom in 3-D space. The results for Q = 10, Cr = 5 x 10^, and 
Cj = 0.12 are included in Figures 4.19, 4.20, 4.21, and 4.21. 
The effects of the weighting, Cf, Cr, and Cy, on optimal risk-avoidance tra­
jectories are fairly obvious and predictable. If fuel consumption is important, the 
aircraft should fliy higher. If time is our main concern, the aircraft should fly closer 
to the risk. If risk is the major factor, the maximum height of the optimal trajectory 
will be larger and the aircraft should fly far away from the risk. 
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Figure 4.13: Optimal Risk-Avoidance Trajectory on 2-D Horizontal Plane (Q 
Cr = 5 X 10^, C f  = 0.12, J* = 1841.3440) 
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Figure 4.15: Optimal Risk-Avoidance Trajectory on 2-D Vertical Plane (Cf 
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Figure 4.19: Optimal 3-D Risk-Avoidance Trajectory [Cf = 10, Cr = 5 x 10^, 
Cy = 0.12, J* = 1748.6190) 
0.8 Bank Angle ^ hi) — 
Heading Angle (psi) --
0.6 
0.4 
0.2 
-0.2 
-0.4 
-0.6 
-0.8 
50000 100000 150000 200000 250000 300000 0 
X-Position 
Figure 4.20: Optimal Bank Angle and Heading Angle Histories for 3-D 
Risk-Avoidance Flight 
74 
0.15 
0.1 
0.05 
u 0 
"I 
-0.05 
-0.1 
-0.15 
/A 
• / \ I  
! t  1  
—1 , 1 1 
Angle of Attack (alpha) 
Flight Path Angle (gaimna) 
\ 
• f 1 
t 
\ 
\ 
\ 
-
r" 
—1— 
\ / 
_ —1 1— 1 1 
50000 100000 150000 200000 250000 300000 
X-Position 
Figure 4.21: Optimal Angle of Attack and Path Angle Histories for 3-D 
Risk-Avoidance Flight 
u 
 ^ 1800 
 ^ 1750 o
> 
Velocity 
0 50000 100000 150000 200000 250000 300000 
X-Position 
Figure 4.22: Optimal Velocity Histories for 3-D Risk-Avoidance Flight 
75 
5. MINIMUM-TIME TURNING MANEUVERS: PROBLEMS AND 
RESULTS 
5.1 Introduction 
As discussed in the first chapter, there are many different definitions of agility 
or performance indices and many different constraints that other researchers have 
worked on. In our study, the goal is to study and find the optimal trajectories 
of complex 6-DOF aircraft models. Our main concern is the numerical complexity 
and the challenge of solving such a complicated near-real-world practical problem. 
Although we examined a lot of different performance indices, we do not intend to 
exhaust every type of performance index that has been used by other authors. On the 
other hand, when solving complicated problems like these, a "continuous" approach, 
(similar to the concept of homotopy, Section 3.10) should be used whenever possible 
to ensure successful results on more complicated problems. 
In our approach, 2-D maximum flight path angle problems are studied first 
not only because of their simplicity but also because we would like to compare our 
methods and results to those obtained by other researchers. For this reason, the 
linearized 6-DOF F-18 model is employed. These results can be directly compared 
to those of Hof&nan [7] in Section 5.2. 
In Section 5.2.1, 2-D minimum-time-to-half-loop problems are studied. The F-
76 
18 model is used again for compaxison purposes. The nonlinear F-16 model is also 
used on this problem to try out its high alpha maneuvering ability. (The center of 
gravity of the F-16 model is set at 30% of mean iierodynamic chord.) 
Then, in Section 5.2.2, the same minimum-time-to-half-loop problem is tested 
with the total 3-D freedom given to the F-16 aircraft model. Several different terminal 
constraints are discussed and tested in this section too. With a terminal state con­
straint to ensure a 3-D turn, the most difl&cult 3-D minimum-time-to-turn problem 
is defined and tested with the F-16 model in Section 5.2.3. 
All problems are coded in Fortran on DECstations (3100s and 5000s, OS Version: 
ULTRIX V4.3A) on the Iowa State University campus. We utilize several integration 
and interpolation subroutines from the Mark 15 NAG Fortran Library [86] including a 
Runge-Kutta-Merson method (D02BDF) with a global error estimate and a check for 
stiffness, a variable-order variable-step Adams method (D02CAF), a monotonicity-
preserving piecewise cubic Hermite interpolant (EOIBEF) and its supporting sub­
routines (EOIBFF, EOIBGF, EOIBHF), and the Chebyshev-series representation of 
a polynomial interpolant (EOIAEF). For the Runge-Kutta method, we use our own 
subroutine because the RK method is very easy to implement and verify. For the 
sequential quadratic programming subroutine, we use the one in the NAG library, 
(E04UCF with E04UDF and E04UEF). It has been tested on several test problems 
against the other SQP subroutine [4] that we trust. The results from both SQP codes 
are very close. However, the SQP subroutine from NAG has some automatic setup 
features that can save a lot of time in initial setup and test stage. That is the reason 
we choose it as our primary SQP subroutine. 
The numerical results are included in their respective sections along with graphs 
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to highlight some important comparisons. Selected graphic outputs are also included 
in Appendix B. 
5.2 2-D Maximum-Flight-Path-Angle Problem 
The simplest problem in these 6-DOF aircraft maneuvering problems is to fly 
the model in the vertical plane with a performance index of the final flight path 
angle. The flight time is fixed in this problem. Therefore, the problem is not a 
minimum-final-time type of problem. The duration of each time interval is always 
fixed. 
The performance index for this problem is: 
J = - y { t f )  (5.1) 
where = TF is a fixed number. We need to find the time history of that 
minimizes this performance index subject to the dynamics of the aircraft. 
The aircraft models are constrained to fly in the vertical plane only. The only 
control function is the elevator deflection, 6f^. All other control functions are set to 
either their neutral positions (aileron and rudder) or maximum value (throttle). 
There is an important reason for this study that we did not mention above. By 
solving the same 2-D maximum flight path angle problem over a range of final times, 
supposing that the optimal final maximum flight path angle covers the neighborhood 
of 180 degrees, we can interpolate (or iterate on) the results and get the optimal 
minimum time for the next problem, the 2-D minimum-time-to-half-loop problem. 
This is the homotopy approach which was mentioned in Chapter 3. 
With the same aircraft model as used in Hoffman's dissertation [7], a linearized 
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6-DOF F-18 model, we first compared the results of one of these problems (TF = 
4.0 sec., number of intervals = 8) to the results in Hoffman's dissertation. The 
optimal control histories are very similar. The differences might be due to the fact 
that we use a standard atmosphere model to get air density while Hoffman used 
a constant air density and also that we use a finite number of design parameters 
with Hermite interpolation to approach the solution. In addition, in Stafford and 
Hoffman's paper [87], they solved the 2-D minimum-time-to-half-loop problem by 
their homotopy approach. The optimal final time they obtained, after solving many 
fixed final time subproblems using the maximum principle, was 13.386 sec. For 
comparison, we set TF = 13.386 sec. in the 2-D maximum-flight-path-angle problem 
with 17 design parameter in total and get a final maximum flight path angle of 
177.875® (rather than 180®). Also, in the Stafford «uid Hoffman paper, they solved the 
same 2-D minimum-time-to-half-loop problem with an additional pitching constraint 
at the final time, q{tj:) = 0. The optimal final time they obtained was 13.6564 sec. 
using the same homotopy approach. We set TF = 13.6564 in our 2-D maximum-flight-
path-angle problem and obtain a maximum final flight path angle of 172.788®. The 
optimal time histories compare fairly well to the graphs in Stafford and Hoffman's 
paper. Since all of these problems are just subproblems of the next problem, the 
2-D minimum-time-to-half-loop problem, the graphic results of these 2-D maximum-
flight-path-angle problems are not presented. 
With the nonlinear F-16 model, the optimal performance indices aie presented 
in the right half of Table 5.1 with a title of "Homotopy Approach" (simply because 
these are the intermediate results of a homotopy approach for the next problem). 
Both q{ty) = 0 and q{tj) free cases have been tried. With the q{ty) = 0 constraint, 
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we used 8 intervals auid several different fixed final times, TF, with the intent to 
'homotopy approach' the next problem. All these problems converged fairly easily. 
However, the resulting control histories are not similar to that of the F-18 model due 
to the nonlinearity of the F-16 model. With q(ty) free, we tried to find the effect 
of the number of intervals. Cases of 8, 16, and 32 intervals were tried on the same 
problem with TF=10 sec. With more time intervals, better final flight path angles 
can be achieved. 
Although we were intending to interpolate the results to get a good initial guess 
for the minimum-time-to-half-loop problem, we found that it is not necessary to do so. 
Because of its easy convergence, we jumped into the next problem without completing 
the homotopy approach. The minimum-time-to-half-loop problem is solved directly 
in the next section. 
5.2.1 2-D Minimum-Time-to-Half-Loop Problem 
Stalford and Hoffman [87] attack this 2-D minimum-time-to-half-loop problem 
via a homotopy approach. They solve a lot of 2-D maximum-flight-path-angle prob­
lems using the maximum principle, each with different fixed final time. Then they 
interpolate the time to determine the find time for a maximum 180" flight path 
angle case which is then the result of the 2-D minimum-time-to-half-loop problem. 
Because, as stated in the previous subsection, we can easily get convergence in sev­
eral of these subproblems, we decided to jump into this half-loop problem without 
completing the homotopy process. 
The performance index 
J = tf (5.2) 
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for this problem is the final time. In addition to the dynamics of the aircraft models 
and the final constraint, j) = tt, the F-16 model needs the path constraint, —10® < 
a < 45®, due to an insufficient pitching moment control ability outside this range. 
Obviously, the final time ty is a variable. In addition to the design parameters 
for the control function at each time node, we add an extra design parameter t j; 
into the nonlinear programming problem. We use cubic Hermite interpolation to get 
control values between design nodes. SQP is then used to solved the problem and 
give us the optimal final time for the half-loop problem. 
With the F-18 model, the results are close to those of Stalford and Hoffman [87]. 
Optimal final time for free final pitching rate, q{t j) free, is 13.4403 sec. (16 intervals) 
which can be compared to = 13.386 sec. in Stalford and Hoffman. With the final 
pitching rate constraint in effect, the optimal final time is 13.9845 sec. (16 intervals) 
compared to = 13.6564 sec. in Stalford and Hoifman. Again, the difference might 
be due to the fact that we use a standard atmosphere model to get air density while 
Stalford and Hoffman use constant air density and also the fact that we are using a 
finite number of design parameters to approach the solution. The graphic results of 
this problem are shown in Figures B.1-B.2 in Appendix B. 
Results for the nonlinear F-16 Model are shown in the left half of Table 5.1, 
both with and without the constraint on final pitching rate, q{t j) = 0. Incidentally, 
when the constraint is in effect, the optimal final time is higher. The aircraft needs 
to maneuver at the last moment to meet this constraint. 
As shown in this part of Table 5.1, the number of intervals is changed from 
8 to 16 and then to 32 in both cases. As expected, the results are better as we 
increase the number of intervals. However, the results of 16 and 32 intervals are 
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close. Since the 32-interval case takes a lot of CPU time to converge, we feel that 
it is not necessary to try 32 intervals on all other problems. Even the results of 8 
intervals give a very good estimation. The graphic results for the case of 16 intervals 
are shown in Figures B,3-B.4 in Appendix B. 
5.2.2 3-D Minimum-Time-to-Half-Loop Problems 
For full three-dimensional motion, the minimum-time-to-half-loop problem is 
studied with the nonhnear F-16 model. The performance index is still given by 
Eq. 5.2. However, besides the —10'' < a < 45® constraint, several different sets of 
terminal state constraints are considered. They are clearly listed in Table 5.2 along 
with the results. 
The first three constraints in the first set of constraints, 
ensure that the aircraft completes a half loop. The final equation in Eq. 5.3, q{t j;) = 0, 
further restricts the flight to stop any pitching motion at the final moment. The 
graphic results for the most complicated case, with all four control functions and all 
of the above constraints (the first column of Table 5.2), are included in Figs. B.5-B.7 
in Appendix B. 
With the same constraints, we tested the problem with two, three, and all four 
control functions (as shown in Table 5.2, columns 1-3). Supposedly, we should get 
better performance with all four control functions in use. We did get a better final 
l i t f )  =  0  
= TT 
(5.3) 
<i>{tf) = TT 
q { t f )  =  0, 
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time for the case of four control functions (the first column of Table 5.2) than the 
one from three control functions (the second column in that table). However, in 
searching for the optimal final time with only two control functions (the third column 
of Table 5.2), we got an astonishing i= 10.7096 sec. which is the best answer so far. 
The two other optimal trajectories have larger optimal final times, t'j = 11.6851 sec. 
and iy = 10.9270 sec. The top and side views of these three trajectories for the 
two-control problem are shown in Figures 5.1-5.2. 
All three trajectories are the results of successful convergence. Since the trajec­
tory with the highest final time is in between the other two, it seems unlikely that 
SQP can 'wade' through it from either one of the outside trajectory, not to mention 
that the middle one is an optimal trajectory itself. This leads us to believe that this 
problem exhibits multiple local optima which is the topic of Chapter 6. 
The rest of the Table 5.2 results are all for two control functions. The fourth 
column is a problem with five terminal constraints. All four previous constraints are 
in effect with one extra, p{t j) = 0, which forces the aircraft to stop rolling at the last 
moment. There are two different results that we found and listed in the table. Both 
are results of successful convergence. 
With a final constraint, substitute in the place of 7(iy) (the fifth column 
of Table 5.2), we lessened the final requirement of the flight. The results show a 
roughly one second gain when compared to the previous results, the third column of 
Table 5.2. If we get rid of one constraint, q{ty) = 0, as shown in the Icist column 
of Table 5.2, we gain roughly another one second. However, there are at least two 
distinguishable well-converged optimal trajectories obtained from the same program. 
Again, this demonstrates that the problem is a multiple-local-minima problem. 
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5.2.3 3-D Minimum-Time-to-Turn Problem 
For the 3-D minimum-time-to-turn problem, we have the same performance in­
dex, 
J  =  t f .  (5.4) 
We have the same path constraint on angle of attack for the F-16 model as before, 
- 10® < a < 45®, (5.5) 
and a different set of constraints that ensures a 3-D turn, 
7(</) = 0 
(5.6) 
r p { t f )  =  T T  
= 0 
h { t f )  =  h { t i ) .  
The last constraint in Eq. 5.6 forces the aircraft to return to its initial height while 
the other three constraints ensure the aircraft makes a 180® turn with wings level at 
the last moment. 
As shown in Table 5.3, we tried the same problem with two or four control 
functions. With each, we tried 8 or 16 intervals. Comparing Columns 1 and 3 in 
Table 5.3 with 16 intervals, we see that the 4-control result of = 8.3722 sec. is 
better than the two-control result of = 9.3247 sec.. Graphic results of both cases 
can be found in Figs. B.8-B.10 and B.11-B.13 in Appendix B. 
Later, we ran the 3-D minimum-time-to-turn problem with four control functions 
and 32 intervals. The result is an improved final time, fjp = 8.0471 sec., compared 
to = 8.3722 sec. in the 16-interval case. The bank angle histories for these two 
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cases are shown in Fig. 5.3. Note that the history of the 32-interval case has a more 
defined and consistent mid-range bank angle (~ 80") which seems to be the reason 
it gets a better final time. The complete graphic output of this refined solution (32 
intervals) are also included in Figs. B.14-B.16 in Appendix B. 
With four control functions and 8 intervals (see Column 2 in Table 5.3), we tried 
several different initial guesses. There are three distinguishable optimal trajectories 
that deserve mention. The optimal bank angle histories of these three trajectories are 
shown in Fig. 5.4. For the first optimal trajectory, the aircraft banks to roughly 80° 
and returns to wings level at the last moment. The other two optimal trajectories 
have a 180® roll at either the beginning or in the middle of the trajectory. Apparently, 
the SQP algorithm can not 'squeeze' out the rolling in these two trajectories. We 
tried to restart SQP with those two trajectories as initial guesses. However, these 
two are local minima. They can not converge to the first type of optimal trajectory. 
Table 5.1: 2-D High Alpha F-16 Half-Loop Maneuver Results 
Problem: Min if 
Homotopy Approach 
Max 7(</) 
tf = TF'' 
Constraints q { t j )  = 0 q { t f )  free 
Results 
^ of Intervals: tj 
8 : 11.9445 
16 : 11.8653 
32 : 11.8299 
^ of Intervals: tj 
8 : 11.8410 
16 : 11.7763 
32 : 11.7689 
q { t f )  =  0 
8 Intervals 
TF: 7(<;) 
10 : 137.55 
11 : 158.34 
q ( t f )  free 
TF= 10 sec.'' 
^ of Intervals: 7(</) 
8 : 137.85 
16 : 139.48 
32 : 139.84 
"Final time is fixed. 
'Results for other TFs have been obtained, but are not listed here due to the limited space. 
Table 5.2: 3-D High Alpha F-16 Min-Time-To-Half-Loop Maneuver Results 
Problem: 
Constraints 
Min tj 
-10° < a < 45" 
l i t f )  = 0 
H t j )  = TT 
and: = TT 
nits) = 0 
Controls; 
y* — tj -
(aec.) 
8h 
8a 
8r 
St 
11.5338 
8h 
8a 
8r 
11.6186 
8h 
8a 
11.6851 
10.9270 
10.7096 
11.4379" 
8h 
8a 
0 9 { t j )  = 0 0 { t j )  = 0 
TT = TT = TT 
TT = TT ^(</) = TT 
0 ?(</) = 0 
0 
11.5260 
11.7124 
8h 
8a 
10.1238 
10.2547 
8h 
8a 
9.2156 
9.8798 
"16-interval result, all others are 8-interval results. 
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Table 5.3: 3-D High Alpha F-16 Min-Time-To-Turn Maneuver Results 
Problem: 
Constraints 
and: 
Controls: 
# of Intervals 
Inter. Method: 
t f  =  
(sec.) 
9.9301 
10.9091 
11.7428 
Min tf 
-10" < a < 45" 
Hermite Hermite Hermite 
8.3722 
Hermite 
9.3247 10.4345 
10.5083 
12.8736 
linear 
10.3083 10.5971 
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6. GLOBAL OPTIMIZATION 
6.1 Introduction 
The problem of determining the optimum of a given function of m-variables has 
been worked on using nonlinear programming methods for many years. However, 
the assumption is often made that the cost function is unimodal in the domain of 
interest. That is, with a multi-modal cost function, many nonlinear programming 
algorithms tend to stop at the first minimum encountered and cannot be used easily 
for finding the global minimum. Since a systematic search in the function domain 
requires computational resources that were often beyond the capacity of available 
computers in the past, this field was relatively less intensive. In recent years, with 
more powerful digital computers available, global optimization has become a rapidly 
growing research field. 
An old jind widely used technique in global optimization is to generate a given 
number of different points inside the function domain, perform unimodal searches 
with a nonlinear programming method starting from each of these points, and retain 
the best result. Although this method, along with other random global optimization 
methods [88] [89] [90], has asymptotic convergence as the number of sample points 
increases, these methods are only efiicient in the case of functions with a few local 
minima. In practice, many optimization problems deal with a large number of vari­
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ables «ind/or a very large number of local minima that is often an increasing function 
of the number of variables. In this situation, these methods offer low efficiency and 
limited reliability. 
Over the past few years, some global optimization algorithms imitating certain 
principles of nature have proved their usefiilness in various domains of applications. 
Among these. Genetic Algorithms and Simulated Annealing are gaining more and 
more popularity. These methods are reported to perform well in the presence of a 
very high number of variables (even tens of thousands) [91] [92]. In the following 
sections, we are going to describe these two global optimization schemes as well as 
what problems we ran into and how we adapted them to deal with our particular 
optimal 6-DOF High Alpha Fighter Maneuver problems. 
6.2 Genetic Algorithm 
Genetic Algorithms, Evolutionary Programming, Evolution Strategies, Classifier 
Systems, and Genetic Programming all are categories of Evolutionary Algorithms. 
The following quote from "An Overview of Evolutionary Computation" [93] clarifies 
very well the concept of Evolutionary Algorithms: 
Evolutionary algorithms use computational models of evolutionary pro­
cesses as key elements in the design and implementation of computer-
based problem solving systems. A variety of evolutionary computational 
models have been proposed. They share a common conceptual base of 
simulating the EVOLUTION of INDIVIDUAL structures via processes 
of SELECTION, MUTATION, and REPRODUCTION. The processes 
depend on the perceived PERFORMANCE of the individual structures 
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as defined by an ENVIRONMENT. 
More precisely, EAs maintain a POPULATION of structures, that evolve 
according to rules of SELECTION and other operators, that are referred 
to as "sejirch operators", (or GENETIC OPERATORS), such as RECOM­
BINATION and MUTATION. Each INDIVIDUAL in the population re­
ceives a measure of it's FITNESS in the ENVIRONMENT. REPRODUC­
TION focuses attention on high fitness individuals, thus exploiting (cf. 
EXPLOITATION) the available fitness information. Recombination and 
mutation perturb those individuals, providing general heuristics for EX­
PLORATION. Although simplistic from a biologist's viewpoint, these al­
gorithms are sufficiently complex to provide robust and powerful adaptive 
search mechanisms. 
Among these Evolutionary Algorithms, Genetic Algorithms probably is the most 
favorite and examined one. The original concepts of Genetic Algorithms were devel­
oped by Holland [94] and have been shown to provide near-optimal heuristics for 
information gathering in complex search spaces. Although, gradient descent meth­
ods are more efficient for finding solutions when searching convex function spaces with 
tight constraints, e.g., continuous, low-dimensional, unimodal spaces, Genetic Algo­
rithm methods frequently outperform those direct methods on more difficult prob­
lems, i.e., those involving highly nonlinear, high dimensional, discrete, multi-modal 
or noisy functions. Many empirical simulations have demonstrated the efficiency and 
robustness of GA on different optimization tasks [95]. 
Specifically, Genetic Algorithms maintain the locations and values of a set of 
points in a function space. This set of points is called a population of individuals 
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represented by chromosomes. Chromosomes, in essence, are bit strings that are aneJ-
ogous to the biological process of evolution. The two processes that most contribute 
to evolution are recombination and reproduction (crossover and fitness based selec­
tion/reproduction). Mutation also plays a role in this process, though it is not the 
dominant role that is popularly believed to be the process of evolution. 
A top-level description of Genetic Algorithms is as follows [96]: 
1. Initialize a population of chromosomes. 
2. Evaluate the objective function for each chromosome in the population. 
3. Create new chromosomes by mating current chromosomes; apply mutation and 
recombination as the parent chromosomes mate. 
4. Delete members of the population to make room for the new chromosomes. 
5. Evaluate the new chromosomes and insert them into the population. 
6. If time is up, stop and return the best chromosome; if not, go to 3. 
If all goes well throughout this process of simulated evolution, an initial popu­
lation of unexceptional chromosomes will improve as parents are replaced by better 
and better children. The best individual in the final population produced can be a 
highly-evolved solution to the problem. 
It cannot be stressed too strongly that the Genetic Algorithm is not a purely 
random search for an optimal solution to a problem. The genetic algorithm uses 
stochastic processes (mutation), but the result is distinctly non-random (better than 
random). Further discussion on Genetic Algorithms and/or Evolutionary Algorithms 
can be found in Reference [97]. 
94 
6.3 Simulated Annealing 
Annealing is the physical process of heating up a solid until it melts, followed 
by cooling it down until it crystallizes into a state with a perfect lattice. During this 
cooling process, the free energy of the solid is minimized. The cooling process must 
be done carefully in order not to get trapped in locally optimal lattice structures with 
crystal imperfections. 
This process can be viewed as a problem of finding a solution with minimzil cost, 
an optimization problem, among a potentially very large number of solutions. By 
establishing a correspondence between the cost function and the free energy, and 
between the solutions and the physical states, a method of finding global optimum 
based on a simulation of the physical annealing process can be defined. It is called 
Simulated Annealing [91] [92] [98] [99]. Credit for the first simulated annealing 
is generally recognized as a Monte Carlo importance-sampling technique for doing 
large-dimensional path integrals in statistical physics problems [100]. 
Outstanding features of this kind of methods are its wide applicability and its 
ability to obtain solutions arbitrarily close to an optimum. Also, maybe the greatest 
attraction is that it has a statistically guarantee of finding the global optimal solu­
tion [99]. However, a major drawback is that finding good solutions may require very 
extensive computational effort. Nevertheless, this method can be eeisily parallelized. 
With computers becoming more and more powerful, the future of simulated annealing 
is very bright. 
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6.3.1 Adaptive Simulated Annealing 
Because of the extensive computational requirements associated with simulated 
annealing, a lot of effort has been put in to speeding up the annealing schedule by 
"transforming" the cooling temperature schedule. However, a lot of these modi­
fications turn simulated annealing into Simulated Quenching for which there is no 
statistical guarantee of finding an optimal solution, but which are extremely powerful 
for certain classes of problems. More references can be found in Ingber [99]. 
In order to retain the statistical guarantee and still speed up the simulated 
annealing, Ingber [101] proposed Very Fast Simulated Re-Annealing. Later, many 
adaptive features were developed, leading to the Adaptive Simulated Annealing [102]. 
Adaptive Simulated Annealing has been examined and compared to other methods 
in many papers [99] [103]. Moreover, Adaptive Simulated Annealing is demonstrated 
to be more efficient than Genetic Algorithms and other standard Boltzmann-type 
simulated annealing techniques in several standard test functions. 
Basically, there aie three parts in the adaptive simulated annealing algorithm [102]. 
1. Generating Probability Density Function; In a D-dimensionaJ parameter space 
with parameters having ranges [A^, Bj], about the fc'th last saved point (e.g, 
a local optima), p^, a new point is generated using a distribution defined by 
the product of distributions for each parameter, g^{y^,Tj) in terms of random 
variables € [—1,1], where ~ ~ ^i)i temperatures 
2. Acceptance Probability Density Function: The cost functions, C'(Pjt+l) ~ 
C{pk), are compared using a uniform random generator, U 6 [—1,1], in a 
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Boltzmann test: If 
(6.2) 
where r^ost is the temperature used for this test, then the new point is accepted 
as the new saved point for the next iteration. Otherwise, the last saved point 
is retained. 
3. Reannealing Temperature Schedule: The annealing schedule for each parameter 
temperature, from a starting temperature Tj-q, is 
The annealing schedule for the cost temperature is developed similarly to the 
parameter temperatures. However, the index for reannealing the cost function, 
^cost' determined by the number of accepted points, instead of the number 
of generated points as used for the parameters. This choice was made because 
the Boltzmann acceptance criteria uses an exponential distribution which is not 
as "fat-tailed" as the Adaptive Simulated Annealing distribution used for the 
parameters. 
Although ASA is believed to be faster and more robust than other simulated 
annealing techniques for most complex problems with multiple local optima, some­
times, some problems are best treated by other algorithms. For example, if one 
has the knowledge (very unlikely) that the cost function to be optimized is close to a 
parabola in a large region near the optimum, and/or is unimodal entirely, then a sim­
ple gradient Newton seaxch method will be faster than ASA. However,in our case, we 
have already found several local minima while verifying the minimum by trying many 
(6.3) 
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different initial guesses with sequential quadratic programming methods. Especially, 
considering the complex problem that we have, ASA is worth a try. 
Before submitting our problem to ASA, we have to consider one more thing, the 
equeility constraints. The problem of ours has several equality terminal constraints 
that essentially narrow the feasible search space of the independent variables. Though 
ASA has a built-in rejection scheme to throw out those unqualified sets of indepen­
dent variables, experience shows that it is very inefficient to let ASA deal directly 
with those equality constraints. In fact, our equality constraints simply rule out 
most of the search space except for some tiny regions near local minima. ASA has 
to spend almost all of its time to inspect whether the generated points satisfy those 
constraints. One way to get around this is by transforming these equality constraints 
into inequality constraints by penalty function methods as discussed in Chapter 3 
(Section: 3.5). However, it is still not a very efficient way. Nevertheless, both ways 
have been tried. 
6.4 Hybrid Optimization 
As it turns out (see below, Section 6.5), the performaace of both genetic algo­
rithms and adaptive simulated annealing are not up to our expectation. Although, 
the adaptive simulated annealing guarantees the global minimum, it seems to take 
forever to get one because of the equality constraints of our problem. The equality 
constraints essentially rule out the entire search space except for tiny regions near the 
many local minima. Before it can jump out of one local minimum, the temperature 
may have been too low. Or, if we slow down the temperature schedule, it may never 
settle down on any local minimum. All in all, there are too many "buttons" to push 
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to get it right. And it seems that we can never get them to perform well with our 
problems. 
The same thing happens to genetic algorithms. It may take a very long time 
for the genetic algorithm to converge to some good-grade local minimum. Not to 
mention that it may still be a local minimum. And, it takes a bit of twisting on the 
rates of "cross-over" and "mutation" for the genetic algorithm to perform "better." 
The bottom line is, again, there are too many "buttons" to push to get it right. 
The improvement is made by "mixing" the operations of genetic algorithm with 
sequential quadratic programming. Although SQP takes a lot of time setting up, 
calculating derivatives, and iterating, it is good at handling constraints and it con­
verges fast within a "valley." Therefore, we let the GA take the initial stage, run it 
for several generations to converge to some local "valleys," and then let SQP take 
over to converge. Finally, the local minima have to be compared to get a, hopefully, 
global minimum. The same kind of operations were tried with a combination of ASA 
and SQP. 
6.5 Results and Discussion 
The test problem for this comparison is the 3-D minimum-time-to-half-loop prob­
lem discussed in Chapter 5. We use two control functions, elevator and aileron de­
flections, and an 8-intervals setup (that is, 2 x (8-1-1) -1-1 = 19 design peirameters) to 
keep the problem simple enough for global optimization methods. As pointed out at 
the end of Chapter 5 (Fig. 5.1), we have found many local minima using sequential 
quadratic programming. Recall that we found that this local search method is not 
capable of "wading" through all those minima to consistently converge to the global 
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minimum. 
As discussed above, although GA and ASA are capable of finding the global 
minimum, they are not good at handling constraints, especially, equality constraints. 
For GA and ASA to work properly with our problem, we incorporate the constraints 
in a performance index via penalty functions (Section 3.5). 
kl k 
i=l  i=(H+l) 
(6.4) 
h: = 
h i > 0  
hi = 0 
3j 
(6.5) 
(6.6) 
0, 
-hi, hi<0 
- 9 j ,  g j < 0  
0, gj > 0 
Here, J  is the original performance index, and and gj  are the equality and in­
equality constraints, respectively. We use = lOO.DO in our implementation. 
Other types of penalty functions have also been tried on a test problem. It turns 
out that, because GA and ASA are stochastic search methods, it does not matter 
which type of penalty function is used as long as all other parameters of GA and ASA 
stay the same. Also, because of this penalty function implementation and the fact 
that GA is partly a stochastic process, we use rank selection instead of performance-
index-a3-fi.tness selection. 
At first, genetic algorithms and adaptive simulated annealing all performed 
poorly on our 3-D minimum-time-to-half-loop problem due to bad settings for sev­
eral parameters. Almost all default settings need to be adjusted. Although, after 
some twisting on these "buttons," both GA and ASA converged to some reasonable 
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local "minimum," the performance index values are no where near what we got from 
SQP (Chapter 5) due to the use of penalty functions. Table 6.1 shows these results. 
Because both algorithms are stochastic processes, the results reported here are the 
average of five runs. 
Also, in Table 6.1, we see the Hybrid method outperformed both GA and ASA 
not only in performance but also in number of function evaluations. More impor­
tantly, we got a better performance, = 10.5999 sec., than the one we got in 
Chapter 5, = 10.7096 sec. Though the performance indices axe close, the maneu­
ver is not the same type as those previously obtained. This optimal trajectory is 
nearly a horizontal turn with a final quarter inward roll to meet the requirement of 
a half loop. The optimal flight path angle, 7, stays within a -25 to 10 degree range. 
The detailed graphic outputs of this optimal majieuver are included in Appendix C 
(Figs. C.1-C.3). 
We suspect that if the initial guesses were set up right, a local search method 
such as SQP could have converged directly to this solution. However, many attempts 
have been tried, and none have succeeded. 
Later, we set up the same problem with 16 time-intervals. The best result we 
got from the GA, SQP hybrid method is an astonishing = 9.6880 sec. Compare 
this to the result we got by SQP local search, = 11.4379 sec. (Table 5.2); this is 
a very good improvement. The optimal maneuver is again very nearly a horizontal 
turn. The detailed graphic outputs of this optimal maneuver are also included in 
Appendix C (Figs. C.4-C.6). 
Though we have only tried "mixing" SQP with GA, other non-gradient local 
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Table 6.1: Results of 3-D High Alpha F-16 Minimura-Time-to-HaJf-Loop Maneuver 
by GA, ASA, and Hybrid Methods 
Methods # of Function EvaJ.® Avg. Results (J) Best Result (J) 
Hybrid (GA+SQP) 200017+547 12.0031 sec. 10.5999 sec.^ 
GA 3000010 53.9029 11.8994^ 
ASA 445160 164.2334 109.2565<^ 
^at the run of best result. 
^This is the final performance 
^Parameters for GA are set to be: Population Size = 30, Structure Length = 589, 
Crossover Rate = 0.8, Mutation Rate = 0.01, Generation Gap = 0.8, Scaling Win­
dow = 1, Rank Min = 0.75. 
'^Parameters for ASA are set to be: TEMPERATURE_RATIO-SCALE= l.OE-4, 
COST_PARAMETER.SCALE= 0.8, TEMPERATUREJ\NNEAL^CALE= 1000.0, 
INITIAL-PARAMETER_TEMPERATURE= 1.0. 
search methods, such as the Nelder-Mead simplex method (Chapter 3), can be com­
bined with GA. Non-gradient local search methods have lower setting up times. Not 
only can we increase the total number of GA generations to begin with, we can pos­
sibly iterate stages, i.e., several runs on GA, several runs on the local search method, 
and back on GA again, eind so on. Or, we can use the local search method as an­
other process of evolution, parallel to the process of cross-over and mutation. The 
possibilities seem endless. 
Although, it is obvious from the above results that time could be saved by "mix­
ing" the operations of genetic algorithms with sequential quadratic programming, it 
is still laborious to set up the right method parameters for GA and the right logic 
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to switch to SQP. Maybe aji automatic mechanism is needed to determine the time 
for switching. But, then again, determining an automatic switching mechanism is 
another optimal problem and one which is likely to depend heavily on the particular 
application. 
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7. CONCLUSION 
7.1 Work Performed 
The primary goal of this research is to study optimal aircraft turning maneuvers 
for two six-degree-of-freedom fighter aircraft models. With all the results found, this 
primary goal has been achieved. 
Not only that, there are a number of preliminary tasks that are of importance. 
Different parameterization techniques were tried and scrutinized. Control parame­
terization, state parameterization, and an inverse dynamics approach were all tested 
and discussed. Also, a novel Control-Integration Method was proposed to find the 
discontinuous control history for singular arc problems. The result of this method 
approaches the discontinuous singular arcs much better in the sense of less over­
shoot and better performance with a price of some analytical derivations. Besides 
that, different ways to deal with different kinds of constraints were discussed. In 
particular, an Extreme-Bounds-on-IntervaJs method was created to deal with path 
constraints. The resulting sparse Hessian matrix can speed up the calculations if a 
specially arranged nonlinear programming code is used. In addition, various interpo­
lation methods and their impact on the parameterization process have been visual­
ized. The monotonicity-preserving cubic Hermite interpolation scheme was found to 
be very helpful in dealing with control box constraints while utilizing control param­
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eterization. A homotopy approach was discussed and tried on the preliminary 2-D 
half-loop problem. However, it was found to be unnecessary if we carefully formulate 
our problem. 
To successfully carry out our main task, 3-D turning maneuver problems, there 
were several small 'tricks' that we performed. The six-degree-of-freedom equations of 
motion were written using a quaternions attitude representation system to avoid the 
singularity of Euler angles. The linear 6-DOF F-18 model and the nonlinear 6-DOF 
F-16 model were tested and simulated to verify their usefulness. Then, a number of 
performance indices were formed. We started with 2-D minimum-time-to-half-loop 
problems, followed by 3-D minimum-time-to-half-loop problems, and finally the 3-D 
minimum-time-to-turn problem. 
These primary 3-D turning problems are very complicated due to the aircraft 
models. The nonlinearity and the table look-up nature of all aerodynamic coefficients 
and their interference with the numerical interpolation and integration schemes cre­
ated problems for the sequential quadratic programming method. The SQP method 
needs to calculate derivatives numerically. All those nonlinearities and table interpo­
lations cause the precision of the derivatives to deteriorate. Although variable-order, 
variable-step integration schemes were tried, this kind of integration scheme is not 
suitable because they give out inconsistent derivatives with small perturbations in 
the design variables. We ended up choosing a Runge-Kutta 4th-order scheme for 
which we carefully selected the step size to satisfy the necessary precision. 
All optimal trajectories have fairly reasonable final times. All are in the range 
of eight to eleven seconds. For example, the optimal trajectory for the primary 
problem, a 3-D minimum-time-to-turn, was a smooth, almost flat, horizontal turn 
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with a final time equal to 8.0471 seconds. However, we found out that there are 
many local minima for the same problem. Global optimization methods, genetic al­
gorithms, and adaptive simulated annealing were also investigated. A hybrid method 
was created to handle our constrained nonlinear programming problems since all the 
above-mentioned methods can only handle unconstrained optimization problems. 
7.2 Main Contributions 
There are several contributions that this research makes to the general trajectory 
optimization community. The most important one is that we gain more knowledge 
about the optimal trajectories for certain types of maneuvers for nonlinear six-degree-
of-freedom aircraft models. The behavior of these models are considerably closer to 
the real aircraft than that of popular point-mass aircraft models. Although it is 
much more difficult to compute the equations of motions in terms of degrees of order, 
stiffness, and the noniineaxity, the results are more likely to be trustworthy. 
The results from this research are not the same as the results from point-mass 
models used by other researchers. Unlike the results with point-mass assumptions as 
in Ong [104] which indicates the optimal maneuver for minimum-time-to-turn is a 
dive-first-climb-later type of maneuver, the results from this research show that the 
optimal maneuver for 3-D minimum-time-to-turn is an almost horizontal, constant-
turning-rate type of maneuver. Also in this research, the optimal maneuver for 
the 3-D minimum-time-to-half-loop problem is found to be almost the same as the 
maneuver for the 3-D minimum-time-to-turn problem except for the last one or two 
seconds where the aircraft is required to meet different terminal constraints. This is 
also different from the results obtained by Stalford and Hoffman [87]. The reason for 
106 
this might be in the model. Though they use a six-degree-of-freedom aircraft model, 
that model is linearized around some nominal condition. However, during a 3-D 
maneuver, the aircraft goes through a wide range of flight conditions. For example, 
the velocity drops from neau: 650 (ft/sec) to around 150 (ftlsec) in the optimal 
3-D minimum-time-to-half-loop maneuver. This is the reason why a fully nonlinear 
model is desirable in this study. 
In addition to the contributions mentioned above, this reseaxch makes some 
valuable comprehensive comparisons on some common practices in parameter opti­
mization. These include parameterization schemes and implementations for equality 
constraints, inequality constraints, and penalty functions. This research scrutinizes 
control parameterization, state parameterization, and inverse dynamics approaches 
and discusses the merits and pitfalls of each method. This research also investigates 
several ways of enforcing constraints and lists the drawbacks and benefits of them. 
Also, several numerical methods are surveyed. The impacts of interpolation and in­
tegration schemes are visualized. As a result of this, this study adopts the cubic 
Hermite interpolation method as opposed to the popular cubic spline method on all 
problems. This enables the parameterization scheme to comply with all control box 
constraints without increasing the number of design variables. Without this survey, 
the success of this research would not have been achieved. 
All of these discussions are valuable to researchers in the parameter optimization 
conmiunity. Besides, in the six-degree-of-freedom minimum-time-turning maneuver 
problems that this research focuses on, the most suitable strategy in each aspect has 
to be employed in order to get the results. Nevertheless, these kinds of comparisons 
are not emphasized in the literature, at least not to the author's knowledge. 
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In the area of global optimization, this study shows a possibility of combining 
genetic algorithms with sequential quadratic programming to deal with complicated 
global optimization problem with constraints like those in this reseairch. There are few 
studies in the global optimization area that deal with constraints. Genetic algorithms 
are very popular global optimization methods due to their ease of implementation 
and success in searching through a wide range of design variables. However, a genetic 
algorithm is quite slow compared to nonlinear programming schemes when a convex 
region is found. Also, there is no direct way for genetic algorithms to enforce con­
straints. The sequential quadratic programming method has gained its trust among 
nonlinear programming researchers for its superlinear convergence and the ability to 
deal with constraints. By combining these methods, this study shows a promising 
way to find the global optimum of a problem with constraints. 
7.3 Future Research 
The work presented here has generated quite a few ideas regarding further re­
search. The first thing that comes to mind is thrust vectoring. Although some recent 
research claims that thrust vectoring has only a slight effect on turning maneuvers [7], 
we really would like to try it for ourself. The biggest problem is the lack of numerical 
models for thrust vectoring. 
Also, some of the preliminary investigations can be further studied. Inverse dy­
namics could be applied on a more suitable problem instead of our turning maneuver 
problems. We expect inverse dynamics to be valuable in a problem of less complexity. 
Sparse Hessian matrix techniques for our Extreme-Bounds-on-Intervals method have 
not been explored yet. With all our CPU-intensive problems, all possible speed up 
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features should be explored. 
There is another topic which is under intensive research recently. The self-
repairing flight control system (SRFCS) (also called reconfigurable flight control sys­
tem) is of particular interest. Many researchers are working on this topic [105]-[108]. 
With the nonlinear F-16 model that was used in this research, some of the pub­
lished schemes which have been tested only with lineaxized dynamic models can be 
verified [105]. 
Global optimization is another arena that can be further explored. The biggest 
problem with the current global optimization techniques is that they all only deal 
with unconstrained problems. Some of them claim to have the ability to 'reject' a 
constraint-violated solution. However, in a normal nonlinear programming problem, 
finding a non-violated solution with randomly generated variables can require a pro­
hibitively long time. To construct a way for those global optimization methods to 
deal with constraints, or, simply create a new global optimization scheme would be 
very valuable to the optimization community. 
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APPENDIX A. RISK-AVOIDANCE PROBLEM STATEMENTS 
A.l 2-Dimensional Horizontal Flight 
Find —1.39 < ( f > { x )  <  1.39 to minimize 
J  =  
\ g Jo V cos^ 
subject to : 
where 
CfTmaxiv) 
+ Cf H dx 
X ^ [ { x  - x r ) ^  +  { y -  y r ) 2 ]  ^ 9  
dx 
dtj) tan (j) 
dx COS ij) 
^ = Tmaxiv) PSXfvCf)^{v) 
dx g rriQ m v cos ij} 2m^m cos rj) 
2mQm'q{v) 
p S X j V ^  c o s ^ < f > cosV* 
dm _ \P^ Tmaxiv) 
mog^ c na^l'^ ucosi/' 
xr = 0.4 , 2/r = 0 
(A.l) 
= tan0 (•A-.2) 
(A.3) 
(A.4) 
(A.5) 
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with boundary conditions 
yiO) = 0 y{l) = 0 
^(0) = 0 ^(1) = 0 
m(0) = 1 
v(0) = 0.5833033 (i.e., V(0) = 1700 f t / s e c )  
X j  = 2.64 X 10^ { f t )  ,  
mg = 1305 [ s l u g s )  ,  p  = 1.2208695 x 10~^ ( s l u g l f t ^ )  
S = 530 (/f2) , g = 32.174 (/i/52) 
and 
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A.2 2-Dimensional Vertical Flight 
J = 
Find —0.1745 < a(x) < 0.1745 to minimize 
Cr 
g Jo V cos 7 X^^[{x - xr)^ + (« - 2r)^] 
+ Q + 
C^Tmax{v) 
eg 
subject to : 
dz 
dx 
d'y 
dx 
dv 
dx 
dm 
dx 
= tan 7 
T77iax(w) sina + X 1 
mmQV^gcos^ 
_ Tmaxiv)cosa — D tan7 
g rriQ m v cos 7 v 
_ Tmaxiv) 
cmQgV^ ''COS7 
where 
L = ^pv^gX^SCi^(v)a 
and £> = ^pv'^gXjS^C£f^{v)+ T){v){Ci^af^ 
with boundary conditions 
z(0) = 0.0757576 , z{l) 
7(0) = 0 , 7(1) 
u(0) = 0.5833033 , (i.e., ^(0) 
m(0) = 1 
dx 
(A.6) 
(A.7) 
(A.8) 
(A.9) 
(A.10) 
(A.ll) 
0.0757576 
0 
1700 ft/sec) , 
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A.3 3-Dimensional Flight 
Find —0.1745 < q:(x) < 0.1745 and —1.39 < (f>{x) < 1.39 to minimize 
J = if I 
g Jo V cos 7 cos V* Ct + 
CjrTmaxiv) 
eg 
subject to : 
where 
+ 
Cf 
X^[{x - xr)^ + iy- yr)^ + {z- «r)^] 
dx 
dz 
dx 
drj; 
dx 
dy 
dx 
dv 
dx 
dm 
dx 
tan^ 
tan 7 
cosV" 
£sin <j> 
m niQV^g cos^ 7 cos tf) 
Tmax{v) sina-j- L cos <!> 1 
m m^v^g cos 7 cos ib cos 0 
Tmax{v) cos a — D tan 7 
gmQmv cosy cos ^ u cos ^ 
rmaz(^) 
"^0^^ cos7 cos 
i = jpt,2,AySC£^(t,)a 
da: 
and D = [C£,Q(i;) + 7/(u)(C£^a)^ 
(A.12) 
(A.13) 
(A.14) 
(A.15) 
(A.16) 
(A.17) 
(A.18) 
(A.19) 
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with boundary conditions 
x(0) = 0 
y(0) = 0 
2(0) = 0.0757576 , 
^(0) = 0 
7(0) = 0 
7(1) = 0 
t;(0) = 0.5833033 , 
m(0) = 1 , 
x(l) = 1 
y(i) = 0 
z{l) = 0.0757576 
V'(l) = 0 
7(1) = 0 > 
(i.e., y(0) = 1700 ft/sec) ' , 
(i.e., M(0) = 1305 slug) 
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APPENDIX B. OPTIMAL TRAJECTORIES 
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Figure B.l: F-18: 2-D Minimum-Time-to-Half-Loop w/ qitj) = 0 (32 Intervals): 
= 13.9845 sec. 
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Figure B.2: F-18: 2-D Minimum-Time-to-Half-Loop w/ q{tj) = 0 (32 Intervals): 
fj; = 13.9845 sec. 
128 
17500 
17000 
15500 f-10 
S-15 OQ 
-20 
-25 
15000 
14500 
8 10 12 0 2 4 6 0 500 1000 1500 2000 2500 
Time (sec.) X range (ft) (X,Y not on the same scale) 
4 6 8 
Time (sec.) 
4 6 8 10 12 
Time (sec.) 
Time (sec.) Time (sec.) 
Figure B.3: F-16: 2-D Minimum-Time-to-Half-Loop w/ q{t^) = 0 (16 IntervaJs): 
= 11.8653 sec. 
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Figure B.4: F-16: 2-D Minimum-Time-to-Half-Loop w/ qitf) = 0 (16 Intervals): 
t*j = 11.8653 sec. 
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Figure B.5: F-16 3-D Minimum-Time-to-Half-Loop (Four Controls, 8 Intervals): 
t*^ = 11.5338 sec. 
131 
4 6 8 
Time (sec.) 
4 6 8 
Time (sec.) 
10 12 
4 6 8 
Time (sec.) 
•3 120 
Si 100 
OS 
4 6 8 
Time (sec.) 
4 6 8 
Time (sec.) 
tlOO 
4 6 8 
Time (sec.) 
Figure B.6: F-16 3-D Minimum-Time-to-Half-Loop (Four Controls, 8 Intervals): 
= 11.5338 sec. 
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Figure B.7: F-16 3-D Minimum-Time-to-HaJf-Loop (Four Controls, 8 
= 11.5338 sec. 
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Figure B.8: F-16 3-D Minimum-Time-To-Turn (Four Controls, 16 Intervals): 
= 8.3722 sec. 
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Figure B.IO: F-16 3-D Minimum-Time-To-Turn (Four Controls, 16 Intervals): 
= 8.3722 5ec. 
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Figure B.ll: F-16 3-D Minimum-Time-To-Turn (Two Controls, 16 Intervals): 
fjF = 9.3247 sec. 
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Figure B.13: F-16 3-D Minimum-Time-To-Turn (Two Controls, 16 Interv<ils): 
= 9.3247 sec. 
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Figure B.14: F-16 3-D Minimum-Time-To-Turn (Four Controls, 32 Intervals): 
= 8.0471 sec. 
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Figure B.16: F-16 3-D Minimum-Time-To-Turn (Four Controls, 32 Intervals): 
= 8.0471 sec. 
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APPENDIX C. GLOBAL OPTIMAL 
MINIMUM-TIME-TO-HALF-LOOP TRAJECTORIES 
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Figure C.l: F-16 3-D Half-Loop (Hybrid, Two Controls, 8 Intervals): 
t'j; = 10.5999 sec. 
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Figure C.3: F-16 3-D Half-Loop (Hybrid, Two Controls, 8 Intervals): 
= 10.5999 sec. 
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Figure C.4: F-16 3-D Half-Loop (Hybrid, Two Controls, 16 Intervals): 
tj — 9.6880 sec. 
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Figure C.6: F-16 3-D Half-Loop (Hybrid, Two Controls, 16 
fj; = 9.6880 sec. 
