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a b s t r a c t
Threshold group testing first proposed by Damaschke is a generalization of classic group
testing. Specifically, a group test is positive (negative) if it contains at least u (at most l)
positives, and if the number of positives is between l and u, the test outcome is arbitrary.
Although sequential group testing algorithms have been proposed, it is unknown whether
an efficient nonadaptive algorithm exists. In this paper, we give an affirmative answer to
this problem by providing efficient nonadaptive algorithms for the threshold model. The
key observation is that disjunct matrices, a standard tool for group testing designs, also
work in this threshold model. This paper improves and extends previous results in three
ways:
1. The algorithms we propose work in one stage, which saves time for testing.
2. The test complexity is lower than previous results, at least for the number of elements
which need to be tested is sufficiently large.
3. A limited number of erroneous test outcomes are allowed.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In the classic group testing problem, we consider a set N of n items consisting of at most d positive items with the other
being negative items. Typically d is much smaller than n. A group test is an arbitrary subset of items, called a pool. A test
yields a positive outcome if and only if the tested subset of items contains at least one positive item. The task is to identify
all positive items with group tests as few as possible.
Group testing is a basic tool which can be applied to a variety of problems such as blood testing, multiple access
communication, coding theory, and others. Recently group testing procedures have proved to be useful in the area of
Computational Molecular Biology, for example, in screening clone libraries [6] and sequencing by hybridization [15]. Here
we refer to the book by Du and Hwang [10] for an overview.
Biological applications not only call for more complex models but also require search strategies to fulfill different
criterions of performance. Typically, themain concern of group testing is tominimize the number of tests required. However,
things become more complicated when it comes to molecular biology applications. While minimizing the number of tests
is still important in the applications to molecular biology, two other goals emerge. There are many biological experiments
which can be time-consuming during the testing procedure. Screening the pools one by one is far more expensive than
screening many pools in parallel. For this reason, it is impractical to screen the pools sequentially, and thus nonadaptive
algorithms for testing are desirable, i.e., all tests are specified in advance without knowing the outcomes of other tests.
Besides, there is another feature that differentiate biology-motivated group testing problems from traditional ones. In the
classical scenario it is supposed that test outcomes are quite reliable. In biological applications, however, experimental
errors may be made and cannot be ignored. With experimental errors, test outcomes are unreliable and may consist of
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false negative outcomes and false positive outcomes. In practice, the decoding issue becomes even more difficult; hence
algorithms with ability of error tolerance are much preferable.
In this paper we discuss a generalization of group testing which is a novel model first proposed by Damaschke [9]. The
problem is described as follows. Consider a set N of n items consisting of at most d positive items with the other being
negative items. Let l and u be nonnegative integers with l < u, called the lower and upper threshold, respectively. A group
test for a subset S of items is positive if S contains at least u positives, and negative if at most l positives are present. If the
number of positives in S is between l and u, the test outcome is arbitrary. Clearly, the classic group testing problem is a
special case with l = 0 and u = 1. Denote by P the set of positive items. In the threshold model, some lower bound on |P|
is necessary as a prior assumption. For example, if |P| < u − 1 and every test yields a negative outcome, we can conclude
nothing but |P| < u− 1, even if we test all possible 2n subsets. Thus, throughout this paper, we assume that u ≤ |P| ≤ d.
As in the classic group testing problem, it is desirable that there is a way to identify the set P exactly. Unfortunately,
this goal cannot always be achieved in the threshold model. Let g ≡ u − l − 1 denote the gap between the lower and
upper thresholds. For the general case, it has been shown [9] that the |P| positives can be determined with up to a constant
number of misclassifications, bounded by the gap g . Indeed, Damaschke [9] proved that some set P ′ with |P ′\P| ≤ g and
|P\P ′| ≤ g can be identified by simply testing all u-subsets, i.e., in ( nu ) tests. In addition, Damaschke also studied the special
case without gap, g = 0. For this case he proved that there is an algorithm with test complexity O(d log n) for any fixed u.
Nevertheless, he only considered sequential algorithms; specifically, tests cannot be performed in parallel (because some
tests depend on the outcomes of other tests). It remains an open question whether there exists an efficient nonadaptive
algorithm for the threshold model.
In this paper, we extend threshold group testing to the error-tolerant version where at most e erroneous outcomes are
allowed. To understand and construct an efficient nonadaptive algorithm for the threshold model, we start with the special
case that g = 0.Unexpectedly,we find a relation between the special case of the thresholdmodel and graph searchproblems.
Establishing such a connection leads to the consequence that disjunct matrices, a standard tool for graph search, can also be
useful in the special case of threshold group testing. Furthermore, this idea can also be extended to the general threshold
model with a slight modification. Consequently, we answer Damaschke’s question by providing an efficient nonadaptive
algorithm for the general threshold model.
The remainder of this paper is organized as follows. Section 2 introduces the main structure, disjunct matrices, on which
our results depend. Section 3 focuses on the special case, the threshold model without gap, and establishes a connection to
graph search problems. In Section 4, we provide an efficient nonadaptive algorithm for the general error-tolerant threshold
model. Mainly, we prove that there exists a nonadaptive algorithm for the general error-tolerant threshold model in
(2e+1) ( d+u−lu )u ( d+u−ld−l )d−l [1+ (d+ u− l) (1+ ln( nd+u−l + 1))] tests such that some set P ′with |P ′\P| ≤ g and |P\P ′| ≤ g
can be identified. Note that for the case e = 0, our result requires much fewer tests than that of Damaschke [9] when n is
sufficiently large.
2. Preliminaries
First, we adopt some notations and definitions discussed in the rest of this paper. A nonadaptive group testing algorithm
can be represented by a 0–1 matrix where the columns are the set of items, the rows are the set of tests, and cell (i, j) = 1
signifies that item j is in test i and (i, j) = 0 for otherwise. For convenience, a column can be treated as the set of row indices
where the column has a 1. Then we can talk about the union and the intersection of columns. We say that a set X of columns
appears (or is contained) in a row if all columns in X have a 1 in the row. A pool with a negative (positive) outcome is called
a negative (positive) pool, respectively. For a subset X of columns, define t0(X) to be the number of negative pools in which
all columns in X appear.
A 0–1 matrix is said to be (d, r; z]-disjunct if for any d+ r columns C1, C2, . . . , Cd+r ,∣∣∣∣∣ r⋂
i=1
Ci \
d+r⋃
i=r+1
Ci
∣∣∣∣∣ ≥ z,
i.e., for any d+ r columns there exist at least z rowswhere the r designated columns have 1-entries and the other d columns
have 0-entries.
For the particular case r = z = 1, the (d, r; z]-disjunct matrices were first introduced by Kautz and Singleton [13] in
the context of superimposed binary codes. On the other hand, this structure has also been studied elsewhere under other
name such as cover-free families. Stinson and Wei [16] first studied the generalized cover-free families ((d, r; z]-disjunct
matrices), and provided some bounds and constructions. Further studies on this structure can be found in [7,8,11,14,16,17].
Let t(n, d, r; z] denote the minimum number of rows among all (d, r; z]-disjunct matrices with n columns. A recent upper
bound by Chen, Fu and Hwang [8] is that
t(n, d, r; z] < z(k/r)r(k/d)d[1+ k(1+ ln(n/k+ 1))], (1)
where k = d+ r .
The (d, r; z]-disjunct matrices have been applied to a variety of problems such as graph search problems, DNA complex
screening, superimposed codes and secure key distribution [7]. In recent group testing literature, this structure has become
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a major tool in understanding and constructing nonadaptive algorithms. In the rest of this paper, we will first establish a
connection between threshold group testing and graph search problems, and then exploit the (d, r; z]-disjunct matrices to
construct efficient nonadaptive algorithms for the threshold group testing problems.
3. The case without gap
In this section we deal with the case when the gap between the upper and lower thresholds is zero, that is, a pool
is positive if and only if it contains at least u positives. For the particular case, we establish a connection to a seemingly
unrelated problem: graph search. As a consequence, we propose a nonadaptive algorithm for the threshold group testing
without gap by using disjunct matrices, a standard tool for graph search.
To present our results, we now introduce the graph search problem we consider here. For a given vertex set V =
{1, 2, . . . , n}, the goal is to reconstruct a hidden graph H defined on V by asking queries of the following form: for F ⊆ V ,
the query QF is that ‘‘Does F contain at least one edge of H?’’. Precisely, a pool is positive if and only if F contains at least one
edge of H . The task here is to find out all edges of the hidden graph in an efficient fashion by using the above query model.
There are different graph search problems according to prior knowledge of the hidden graph H . The usual assumption is
that the number of edges in H , denoted by ‖H‖, is upper bounded by a constant d; but it can also be H is a matching [2,4],
a Hamiltonian circuit [12] or some others [1,3,5]. Our interest here will be the assumption that |H| is upper bounded by a
constant d, where |H| denote the number of vertices induced by the edges of H .
Of particular note is that graphs we discuss here are hypergraphs. Given a finite set V , a hypergraph H = (V ,F ) is a
family F = {E1, E2, . . . , Em} of subsets of V . The elements of V are called vertices, and the subsets Ei’s are the edges of the
hypergraphH . A hypergraph is called a u-hypergraph if each edge consists of exactly u vertices. Let M be a subset of V . A
hypergraph is u-complete with respect toM if and only if every u-subset ofM is an edge of the hypergraph.
In [7], Chen and Hwang proved that a (d, u; 2e+ 1]-disjunct matrix can be used to reconstruct any hidden u-hypergraph
H with at most e erroneous tests under the assumption that ‖H‖ ≤ d. Using a similar argument to that of Chen and Hwang,
we obtain that a (d− u+ 1, u; 2e+ 1]-disjunct matrix can be used to reconstruct any hidden u-hypergraphH with at most
e erroneous tests under the assumption that |H | ≤ d.
Theorem 3.1. Assume that erroneous outcomes are upper bounded by a constant e. Then, any hidden u-hypergraphH = (V ,F )
with |H | ≤ d can be reconstructed by using a (d− u+ 1, u; 2e+ 1]-disjunct matrix.
Proof. Obviously, every pool containing any edge inH should be positive except erroneous pools. Even for the worst case
that e pools are erroneous, we have t0(X+) ≤ e for every u-subset X+ ∈ F .
On the other hand, it suffices to show that t0(X) ≥ e+ 1 for every u-subset X 6∈ F . LetM be the set of vertices induced
by the edges in F . For each u-subset X 6∈ F , we have that either |X ∩ M| ≤ u − 1 or |X ∩ M| = u. If |X ∩ M| ≤ u − 1,
then we can choose a (d − u + 1)-subset Y disjoint from X such that the number of vertices in M but not in Y is at most
u− 1. If |X ∩M| = u, then let Y be any (d− u+ 1)-subset, disjoint from X , containing all vertices inM\X . In any case, there
is no edge induced by the vertices outside Y . By the (d − u + 1, u; 2e + 1]-disjunctness property, there are at least 2e + 1
rows each containing X but none of Y . The pools corresponding to these rows should be negative since these pools contain
no edge of F . Therefore, even for the worst case that e pools are erroneous, X still appears in at least e + 1 negative pools.
Hence, t0(X) ≥ e+ 1 for every u-subset X 6∈ F .
From the above discussion, we can determine whether an edge X belongs to F or not. 
We now turn our attention back to the threshold model without gap. Recall that our goal is to identify all positives in
P from a given set N by testing whether a pool contains at least u positives or not. By treating N as a vertex set V and the
set of all u-subsets of P as an edge set F , the threshold model without gap easily fits into the framework of reconstructing
a hidden hypergraphH = (V ,F ) which is u-complete with respect to P . It is easy to see that a hypergraphH = (V ,F )
which is u-complete with respect to P is also a u-hypergraph with |H | ≤ d. By Theorem 3.1, we then have the following
result.
Theorem 3.2. For the error-tolerant threshold model without gap, a (d−u+1, u; 2e+1]-disjunct matrix can be used to identify
the positive set P.
For u = 1 and e = 0, our result agreeswith thewell-known result that a d-disjunctmatrix can be used to identify up-to-d
positives on the classic group testing problem.
The decoding algorithm for computing the set P is described in the following.
Algorithm 1 (For the Error-tolerant Threshold Model Without Gap).
Tool: Use a (d− u+ 1, u; 2e+ 1]-disjunct matrix.
Decoding: Let X be a variable for sets of u elements. Output the set S, which is the union of elements in X with t0(X) ≤ e,
i.e., S = {x : x ∈ X and t0(X) ≤ e}.
To compute the set S, it suffices to verify the condition t0(X) ≤ e for each u-subset X separately. Clearly, the decoding
complexity is t0u
( n
u
)
, where t0 is the number of negative pools. Remark that we cannot decode faster than by testing the
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condition t0(X) ≤ e for each X separately as seen by the following example. In the case when d = u, we cannot avoid
verifying the above condition separately to find the unique u-subset P .
Theorem 3.3. For the error-tolerant thresholdmodelwithout gap, there exists a nonadaptive algorithm that successfully identifies
up-to-d positives, using a number of tests no more than (2e + 1) ( d+1u )u ( d+1d−u+1 )d−u+1 [1+ (d+ 1) (1+ ln( nd+1 + 1))].
Moreover, the decoding complexity is O(nu log n) for fixed parameters (d, e).
Proof. The theorem is obtained by applying the upper bound of inequality (1) to t(n, d− u+ 1, u; 2e+ 1] and by the above
discussion. 
4. The general case
In this section, we consider the general case for the threshold model. Things become more complicated if there is a gap
between the upper and lower thresholds. This is much different fromwhat happens in the threshold model without gap for
which the positive set P can be identified exactly. In [9], Damaschke showed that to find some set P ′ with |P ′\P| ≤ g and
|P\P ′| ≤ g is the best possible result. In view of this, for the general case of the threshold model, we attempt to find some
set P ′ with the properties mentioned above, instead of identifying the set P exactly. Fortunately, the idea of using disjunct
matrices as a tool also works in the general threshold model. We first state our algorithm, and then prove its correctness in
the following.
Algorithm 2 (For the General Error-tolerant Threshold Model).
Tool: Use a (d− l, u; 2e+ 1]-disjunct matrix.
Decoding:
Step 1: Construct a hypergraphHu = (V ,F ) where V = N is the vertex set and a u-subset X ⊆ N is an edge in F if and
only if t0(X) ≤ e.
Step 2: We want to establish increasing vertex-sets Pi’s, |P1| < |P2| < · · · < |Pm|, such that the hypergraphHu = (V ,F ) is
u-complete with respect to each Pi. As an initial P1, we may choose all u vertices of an arbitrary edge. To find P2, we check
all possible cases to obtain some (g + 1)-set A in V (Hu) \ P1 and a g-set B in P1 such that Hu is u-complete with respect
to (P1 ∪ A) \ B. If such a pair A, B exists, then set P2 = (P1 ∪ A) \ B. Continue this process till either Pm is not extendible or
|Pm| ≥ d. Output the set P ′ = Pm.
Lemma 4.1. After Step 1, for every u-subset X ∈ F , X contains no more than g items not in P. Moreover, every u-subset X+ ⊆ P
must be in F .
Proof. It is easy to see that every u-subset X+ ⊆ P should appear in positive pools except erroneous pools. Even for the
worst case that e pools are erroneous, we have t0(X+) ≤ e. Hence, every u-subset X+ ⊆ P is in F after Step 1.
We nowwant to show that t0(X) > e for every u-subset X containingmore than g items not in P . A u-subset X containing
more than g items not in P implies that at most l positives are in X . Thus, we can choose a (d − l)-subset Y disjoint from
X such that the number of positives not in Y is at most l. Such Y can always be chosen by putting as many positives as
possible in Y . By the (d− l, u; 2e+ 1]-disjunctness property, there exist at least 2e+ 1 rows each containing X but none of
Y . Without erroneous outcomes, the pools corresponding to these rows should be negative because each of them contains
at most l positives. Thus, even for the worst case that e pools are erroneous, X still appears in at least e+ 1 negative pools.
Therefore, t0(X) > e for every u-subset X containing more than g items not in P . 
Theorem 4.2. Algorithm 2 outputs some set P ′ satisfying both |P ′\P| ≤ g and |P\P ′| ≤ g.
Proof. By Lemma 4.1, every Pi during Step 2 contains no more than g vertices not in P since any u-subset containing any
g + 1 of those vertices cannot be an edge in F . Therefore, we obtain |P ′\P| ≤ g .
On the other hand, observe that Algorithm 2 terminates when P ′ is not extendible or |P ′| ≥ d. If |P ′| ≥ d, then we have
|P\P ′| ≤ g since |P| ≤ d and |P ′\P| ≤ g . Now, it suffices to show that if P ′ is not extendible, then |P\P ′| ≤ g . Assume that
|P\P ′| > g . Set A ⊆ P\P ′ with |A| = g + 1, and let B be any subset with P ′\P ⊆ B ⊆ P ′ and |B| = g . The existence of
B follows by the fact that |P ′\P| ≤ g and the initial P ′ has u > g elements. It is easy to see that (P ′ ∪ A) \ B is contained
in P . Consequently, Hu is u-complete with respect to (P ′ ∪ A)\B, which is larger than P ′, a contradiction to that P ′ is not
extendible. 
The following result is an immediate consequence of Theorem 4.2.
Corollary 4.3. For the general error-tolerant threshold model, a (d − l, u; 2e + 1]-disjunct matrix can be used to identify some
set P ′ with |P ′\P| ≤ g and |P\P ′| ≤ g.
Our next concern is to compute some set P ′with |P ′\P| ≤ g and |P\P ′| ≤ g from the test outcomes efficiently. In Step 1, it
suffices to simply count t0(X) for each u-subset X . This can be done in time t0u
( n
u
) = O(nu log n) for fixed parameters (d, e),
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where t0 is the number of negative pools. Next, to find a pair A, Bwith the desired property in Step 2, wemay verify all
(
n−u
g+1
)
candidates for A. For any fixed A, to find a suitable B, we need to verify at most
(
d
g
)
candidates in Pi since |Pi| ≤ d for each
Pi’s. Therefore, a pair A, Bwith the desired property can be found, if it exists, in
(
n−u
g+1
) (
d
g
) (
d
u
)
time in the worst case. This
process has to be executed at most d−u times since Step 2 starts with |P1| = u and terminates with |Pm| ≤ d. Consequently,
in Step 2, some set P ′ with both |P ′\P| ≤ g and |P\P ′| ≤ g can be computed in (d − u)
(
n−u
g+1
) (
d
g
) (
d
u
)
= O(ng+1) time
for fixed d. Hence, the decoding complexity is dominated by Step 1, O(nu log n) for fixed parameters (d, e). Remark that the
idea of Step 2, using such a pair A, B for exchanging, is similar to that of Damaschke [9]. We now formulate the final result
of this section in the following.
Theorem 4.4. For the general error-tolerant threshold model, there exists a nonadaptive algorithm that successfully
identifies some set P ′ with |P ′\P| ≤ g and |P\P ′| ≤ g, using no more than (2e + 1) ( d+u−lu )u ( d+u−ld−l )d−l[
1+ (d+ u− l) (1+ ln ( nd+u−l + 1))] tests. Moreover, the decoding complexity is O(nu log n) for fixed parameters (d, e).
Proof. The theorem is obtained by applying the upper bound of inequality (1) to t(n, d − l, u; 2e + 1] and by the above
discussion. 
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