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Let G be a simple connected graph with adjacency matrix A. The
communicability Gpq between two nodes p and q of the graph is
defined as the pq-entry of G = exp(A). We prove here that ξp,q =
(Gpp + Gqq − 2Gpq)1/2 is a Euclidean distance and give expressions
for it in paths, cycles, stars and complete graphs with n nodes. The
sum of all communicability distances in a graph is introduced as a
new graph invariantϒ(G). We compare this index with the Wiener
andKirchhoff indicesof graphs andconjecture about thegraphswith
maximum and minimum values of this index.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Through this paper we only consider simple connected graphs, i.e., finite, undirected connected
graphswithout loopsandmultipleedges. LetGbeoneof suchgraphswithnodesetV (G)={v1, v2, . . . ,
vn}. The communicability between the nodes p and q in G has been defined as a weighted sum of all
walks starting at node p and ending at node q, in which the weighting scheme gives more weight to
the shortest walks than to the longer ones [1]. A walk of length k is a sequence of (not necessarily
distinct) nodes v0, v1, . . . , vk−1, vk such that for each i = 1, 2, . . . , k there is an edge from vi−1 to vi.
Let A be the adjacency matrix of a simple graph on n nodes. Then, the communicability is defined as
follow. Let
G
def=
∞∑
k=0
(
Ak
)
k! = e
A. (1)
E-mail address: ernesto.estrada@strath.ac.uk
0024-3795/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2012.01.017
4318 E. Estrada / Linear Algebra and its Applications 436 (2012) 4317–4328
Then, the communicability between the nodes p and q is defined as [1] the corresponding nondiagonal
entry of G, Gpq. If λ1  λ2  · · ·  λn are the eigenvalues of A we have
Gpq =
n∑
j=1
ϕj(p)ϕj(q)e
λj , (2)
where ϕj(p) and ϕj(q) are the pth and qth entries of the jth orthonormal eigenvector of A associated
with the eigenvalueλj . The diagonal entries ofG are the so-called self-communicability or the ‘subgraph
centrality’of the correspondingnode [2]. The term ‘subgraphcentrality’ refers to the fact thatGpp counts
the weighted participation of the node p in all subgraphs of a graph [2]. The self-communicability was
first proposed in 2000 for the study of the degree of folding of proteins [3]. Since then, the expression
(1) has been reinterpreted as follows [1,4,5]. Let us consider a network as a balls-and-springs system
in which every node is represented by a ball of mass m and every edge is a spring with the spring
constant mω2, where ω is the angular frequency, connecting two balls. The network is considered to
be submerged into a thermal bath at the temperature T . Then the balls in the graph oscillate under
thermal disturbances. The Hamiltonian of the oscillator network has the form
H = ∑
i
[
p2i
2m
+ (K − ki) mω
2x2i
2
]
+ mω
2
2
∑
i,j
(i<j)
Aij
(
xi − xj)2, (3)
where ki is the degree of the node i, K is a constant satisfying K  maxi ki, xi is the coordinate of
the ball i, which indicates the fluctuation of the ball i from its equilibrium point xi = 0. The second
term of the right-hand side is the potential energy of the springs connecting the balls, because xi − xj
is the extension or the contraction of the spring connecting the nodes i and j. The first term in the
first square parentheses is the kinetic energy of the ball i, whereas the second term in the first square
parentheses is a counter term that offsets the movement of the network as a whole by tying the net-
work to the ground. We add this term because we are only interested in small oscillations around
the equilibrium [5]. We consider that the network obeys the laws of quantum mechanics, basically
that the momenta pj and the coordinates xi are not independent variables but they are operators
that satisfy the commutation relation,
[
xi, pj
] = iδij , where δij is the Dirac function, i = √−1 and
 is the Dirac constant. In this case, it is proved analytically that Gpq is the thermal Green’s func-
tion of the network of quantum harmonic oscillators when the inverse temperature of the system
is equal to one. Consequently, Gpp indicates how much of an excitation at the node p propagates
through the network before coming back to the same node and being annhilated. Gpq measures how
much of such excitation is transmitted from p to q. Both measures have found many applications
in the study of complex systems and the reader is referred to the recent review [5] for details and
references.
In this paper we are going to define a Euclidean distance between the nodes of a graph based on
the concept of communicability. The best known distance in graphs is the shortest path or geodesic
distance [6]. The shortest path distance dpq between the nodes p and q is defined as the number of
edges in the shortest path connecting both nodes. A path connecting node p to node q is a pq-walk in
which all nodes and edges are different. Another graph distance is the so-called resistance or commute
distance [7–9]. If L+ is the generalized Moore–Penrose inverse of the Laplacian matrix L = K − A,
where K is the diagonal matrix of node degrees, the resistance distance between nodes p and q is
given by pq = (L+)pp + (L+)qq − 2 (L+)pq. More recently, Chebotarev has defined distances that
generalize the shortest path and resistance distances in graphs [10–12]. The reader is referred to the
original literature for details about these graph distances.
2. Communicability distance
We start by considering that there is a simultaneous excitation at two nodes p and q of a graph. We
know that Gpp and Gqq measure the amount of excitation which returns to the respective nodes and
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Gpq quantifies the amount of such excitation transmitted from one node to another. Then,
ξ 2pq
def= Gpp + Gqq − 2Gpq (4)
accounts for thedifferenceson theamountof excitation that returns to thenodes to theone transmitted
between them. The reason for the use of the squarewill be clear immediatelywhenwe prove themain
result of this paper.
Theorem 1. ξpq is a Euclidean distance between the nodes p and q of the graph.
Proof. Westart by recalling that a EuclideanmetricdE is themetric onR
n definedbydE = ‖x − y‖2 =√
(x1 − y1)2 + · · · + (xn − yn)2 (see [13, p. 94]). Now, let  be a diagonal matrix of the eigenvalues
of the adjacency matrix and let
ϕp =
[
ϕ1 (p) ϕ2 (p) · · · ϕn (p)
]T
, (5)
which can be obtained by transposing the pth row of the matrix U of eigenvectors of the adjacency
matrix. Then, we can write (4) as
ξ 2pq =
(
ϕp − ϕq)T e (ϕp − ϕq) , (6)
which can be regrouped as
ξ 2pq =
[
e/2
(
ϕp − ϕq)]T e/2 (ϕp − ϕq)
=
(
e/2ϕp − e/2ϕq
)T (
e/2ϕp − e/2ϕq
)
. (7)
Now, we can define the vector xp = e/2ϕp and show that ξ 2pq is a square norm
ξ 2pq =
(
xp − xq)T (xp − xq)
= ∥∥xp − xq∥∥2 , (8)
which obviously means that
ξpq =
√∥∥xp − xq∥∥2 =
√∥∥xp∥∥2 + ∥∥xq∥∥2 − 2xp · xq (9)
is a Euclidean distance between the nodes p and q of the graph. 
We will call ξpq the communicability distance between the nodes p and q of a graph. We should
notice here that similar graph distances can be obtained from any positive definite matrix related to
the graph. However, the communicability distance has a clear ‘physical’ or ‘structural’ interpretation,
which makes it very suitable for the analysis of large complex networks as well as small graphs.
Then, it is known from the theory of Euclidean distances [14–17] that ξpq has the following proper-
ties:
(1) ξpq  0 (non-negativity);
(2) ξpq = 0 ⇔ p = q (self-distance);
(3) ξpq = ξqp (symmetry);
(4) ξpq  ξpr + ξrq (triangle inequality);
(5) cos
(
θpqr + θrqs)  cos θpqs  cos (θpqr − θrqs) , 0  θpqr, θrqs, θpqs  π, where θpqr = θrqp is
the angle formed by the nodes pqr, centered at node q, which is defined as
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cos θpqr = ξpq + ξqr − ξpr
2
√
ξpqξqr
. (10)
Nowwe show some results about the communicability distance of some elementary graphs, which
will help us to interpret thismeasurewhen applied tomore complex structures. In particularwe study
the n-nodes path Pn, the n-nodes cycle Cn, the star graph S1,n−1, and the complete graph Kn of n nodes.
Pn is a connected graph in which n − 2 nodes are connected to other two nodes and two nodes are
connected to only one node; Cn is the connected graph of n nodes in which every node is connected to
two others; S1,n−1 is the connected graph in which there is one node connected to n − 1 nodes, here
labeled as 1 and named the central node, and n − 1 nodes are connected to the central one only; and
Kn is the graph in which every pair of nodes is connected by an edge. Let Iγ (z) be the Bessel function
of the first order defined by the following integral [18]:
Iγ (z) = 1
π
∫ π
0
exp (z cosφ) cos (γ φ) dφ − sin (γ π)
π
∫ ∞
0
exp (−z cosh t − γ t) dt. (11)
Lemma 2. Let Pn be a path of n nodes labeled as 1, 2, . . . , n staring from any of the two endpoints, and
let p  q. Let,
ξ ′pq =
√
2I0 (2) − I2r(p) (2) − I2r(q) (2) + 2Ip+q (2) − 2Ip−q (2), (12)
where
r (i) =
⎧⎪⎨
⎪⎩
i
n − i + 1
if i  n/2(n even) or i  (n + 1)/2(n odd)
if i > n/2(n even) or i > (n + 1)/2 (n odd)
.
Then, the communicability distance between two nodes of Pn tends to ξ
′
pq as the size of the path
increases, i.e., ξpq/ξ
′
pq → 1 as n → ∞.
Proof. The pth entry of the jth eigenvector of the adjacencymatrix of Pn is given byϕj (p) =
√
2
n+1 sin
jpπ
n+1 (j = 1, . . . , n) and the corresponding eigenvalue by λj = 2 cos jπn+1 [19]. Then, the communica-
bility between any two nodes in Pn is given by
Gpq = 2
n + 1
n∑
j=1
sin
(
jpπ
n + 1
)
sin
(
jqπ
n + 1
)
e
2 cos
(
jπ
n+1
)
= 1
n + 1
n∑
j=1
[
cos
(
jπ (p − q)
n + 1
)
− cos
(
jπ (p + q)
n + 1
)]
e
2 cos
(
jπ
n+1
)
. (13)
Let,
G′pq =
1
π
∫ π
0
cos [θ (p − q)]e2 cos θdθ − 1
π
∫ π
0
cos [θ (p + q)]e2 cos θdθ
= Ip−q (2) − Ip+q (2) , (14)
whereθ = π j/ (n + 1) and Iγ (z) is theBessel functionof thefirst order (11). The relationshipbetween
G′pq and Gpq can be seen as the one existing in numerical methods like the trapezium or Simpson’s
rules inwhich an integral is approximated by a summation. Here the analogous of the number of strips
used in those numerical methods of integration is the number of nodes in the path. Then, it is easy to
realize that Gpq/G
′
pq → 1 as n → ∞.
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The expression for the self-communicability of a given node is
Gpp = 2
n + 1
n∑
j=1
sin2
(
jπp
n + 1
)
e
2 cos
(
jπ
n+1
)
= 1
n + 1
n∑
j=1
[
1 − cos
(
2jπp
n + 1
)]
e
2 cos
(
jπ
n+1
)
. (15)
Let,
G′pp =
1
π
∫ π
0
e2 cos θdθ − 1
π
∫ π
0
cos (2pθ) e2 cos θdθ
= I0 (2) − I2r(p) (2) , (16)
where θ and Iγ (z) are as before, and
r (p) =
⎧⎪⎨
⎪⎩
p
n − p + 1
if p  n/2(n even) or p  (n + 1)/2(n odd),
if p > n/2(n even) or p > (n + 1)/2 (n odd).
The use of the term r (p) is needed here because of the equivalence of the nodes vi and vn−i+1 in a
path. Here again Gpp/G
′
pp → 1 as n → ∞ and by substitution we finally obtain the result. 
Theprevious resulthas some interesting implications. For instance, ifweconsider the twoendpoints
of a path we can see that Gn1 → 0 as n → ∞, which implies that for very large paths the distance
between the two endpoints is constant,
ξn1 →
√
2 [I0 (2) − I2 (2)] as n → ∞. (17)
The result can be extended to other pairs of nodes in the path by using results on banded Toeplitz
matrices and on decay. However, we only want to give here the flavor that if a path Pn (n → ∞) is
embedded into a Euclidean space using the communicability distance, the linear chainwill fold in such
a way that the two endpoints will remain at approximately the same distance.
Now,we continuewith the analysis of the communicability distance in other simple graphs, starting
by the cycle.
Lemma 3. Let Cn be a cycle of n nodes labeled in clockwise order as 1, 2, . . . , n, and let p  q. Let,
ξ ′pq =
√
2
[
I0 (2) − Idpq (2)
]
, (18)
where dpq is the shortest path distance between the two nodes. Then, the communicability distance
between the nodes p and q in Cn tends to ξ
′
pq as the size of the cycle increases, i.e., ξpq/ξ
′
pq → 1 as
n → ∞.
Proof. Using a geometric argument Spielman [20] has shown that the eigenvectors of the cycle graph
are (notice that the eigenvectors of the adjacency and those of the Laplacianmatrix found by Spielman
are the same for the cycle): ϕj (p) = sin (2π jp/n) and ϕ′j (p) = cos (2π jp/n), for 1  j  r/2 (r = n
if n is even and r = n−1 if n is odd).When n is even,ϕn/2 = 0 andwe only haveϕ′n/2. The eigenvalues
of the cycle graph are λj = cos
(
2π j
n
)
. The reader surely noticed already that the adjacency matrix of
a cycle is a circulant one and so any function of it. Then, every diagonal entry of exp (A) is equal to
[tr exp (A)] /n. Consequently, we set p = 1 and obtain
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Gpp = G11 = 1
n
n/2∑
k=0
cos2
(
2π j
n
)
e
2 cos
(
2π j
n
)
+ 1
n
n/2∑
k=0
sin2
(
2π j
n
)
e
2 cos
(
2π j
n
)
= 1
n
n/2∑
k=0
e
2 cos
(
2π j
n
) {
cos2
(
2π j
n
)
+ sin2
(
2π j
n
)}
= 1
n
n/2∑
k=0
e
2 cos
(
2π j
n
)
. (19)
Let,
G′pp = G′11 =
2
n
∫ π
0
e
2 cos
(
2π j
n
)
dj = 1
π
∫ π
0
e2 cos θdθ
= I0 (2) , (20)
where θ = 2π j/n. As in the case of Lemma 2 we can easily see that Gpp/G′pp → 1 as n → ∞.
Similarly, we can write the communicability function for any pair of nodes as
Gpq = 1
n
n/2∑
k=0
cos
(
2π jp
n
)
cos
(
2π jq
n
)
e
2 cos
(
2π j
n
)
+ 1
n
n/2∑
k=0
sin
(
2π jp
n
)
sin
(
2π jq
n
)
e
2 cos
(
2π j
n
)
= 1
n
n/2∑
k=0
e
2 cos
(
2π j
n
)
cos
(
2π j (p − q)
n
)
. (21)
Let,
G′pq =
1
π
∫ π
0
cos [θ (p − q)]e2 cos θdθ
= Idpq (2) , (22)
where θ = 2π j/n, Iγ (z) is the Bessel function of the first order [18] and dp,q is the shortest path
distance between the two nodes. By similar arguments as before we have Gpq/G
′
pq → 1 as n → ∞.
Then, by substitution we obtain the final result. 
It can be seen that Idpq (2) → 0 as dpq → ∞, which implies that the communicability distance
tends to a constant for pairs of nodes separated at very large shortest path distance, ξpq → √2I0 (2) =
2.1352 . . . as dpq → ∞.
Lemma 4. Let S1,n−1 be the star graph of n nodes. The communicability distances between pairs of nodes
in S1,n−1 are given by
ξp1 =
√
n
n − 1 cosh
(√
n − 1
)
− 2√
n − 1 sinh
(√
n − 1
)
+ n − 2
n − 1 , p = 1, (23)
ξpq =
√
2, p = q = 1. (24)
Proof. Theeigenvalues of the star graphare
√
n − 1, 0, . . . , 0,−√n − 1. The eigenvectors associated
with the largest and smallest eigenvalues are, respectively [21]:
ϕ1 =
(
1/
√
2 1/
√
2 (n − 1) · · · 1/√2 (n − 1)
)
, (25)
ϕn =
(
−1/√2 1/√2 (n − 1) · · · 1/√2 (n − 1)
)
. (26)
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The other expressions that we need to know in order to find the formulae for the communicability
among nodes in a star are:
∑
1<j<n
[
ϕj (p)
]2 = 0, p = 1, (27)
∑
1<j<n
ϕj (p) ϕj (q) = − 1
n − 1 , p = q = 1, (28)
which are derived from the orthonormality of the eigenvectors of the adjacency matrix. Then, the
self-communicability of the nodes in S1,n−1 are given by
G11 = cosh
(√
n − 1
)
, (29)
Gpp = 1
n − 1
[
cosh
(√
n − 1
)
+ n − 2
]
, p = 1, (30)
and the communicability between pairs of nodes in a star are
Gp1 = 1√
n − 1 sinh
(√
n − 1
)
, p = 1, (31)
Gpq = 1
n − 1
[
cosh
(√
n − 1
)
− 1
]
, p = q = 1. (32)
Thus, by substitution in (4)we obtain the expressions for the communicability distances between pairs
of nodes in the star graph. 
Finally, we obtain the value for the communicability distance between a pair of nodes in a complete
graph.
Lemma 5. Let Kn be the complete graph of n nodes. The communicability distance between any pair of
nodes is given by
ξpq =
√
2e−1/2 = 0.85776 . . . . (33)
Proof. The communicability between any pair of nodes in Kn is given by
Gpq = e
n−1
n
+ e−1
n∑
j=2
ϕj (p)ϕj (q) = e
n−1
n
− 1
ne
= e
n − 1
ne
. (34)
Similarly,
Gpp = e
n−1
n
+ n − 1
ne
, (35)
which by substitution in (3) gives the final result. 
This result indicates that independently of the size of the complete graph the communicability
distance between its nodes is always a constant. The value of the communicability distance between
two nodes of a complete graph is relatively small, which indicates thatwhen a simultaneous excitation
arises in these nodes, the amount of excitation absorbed and transmitted is practically the same.
3. Communicability distance sum in graphs
We start by defining a graph invariant in a similar way as the Wiener [22] and Kirchhoff indices
of graphs [7] are defined. We recall that the Wiener index is defined as W (G) = ∑p<q dpq and the
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Kirchhoff index as Kf (G) = ∑p<q pq. First, we construct the communicability distance matrix of a
graph as follows. Let s =
[
G11 G22 · · · Gnn
]T
be a column vector of the self-communicabilities of
every node in the graph. LetM be the matrix defined as:
M = s1T + 1sT − 2eA, (36)
where 1 is a column vector of ones. Then, the communicability distance matrix of a graph, which is a
Euclidean distance matrix, is given by
X (G) = ◦√M, (37)
where
◦√
is the entrywise square root.
Definition 1. The communicability distance index of a simple connected graph ϒ (G) is defined as:
ϒ (G) = 1
2
1TX (G) 1 = 1
2
∑
p,q
ξpq. (38)
A small value of ϒ (G) indicates that the nodes of the graph are close to each other in the sense of
mutually ‘feeling’ their excitations. In such a way the index ϒ (G) accounts for the global communi-
cability ‘packing’ of the graph.
We have found the expressions for ϒ (G) for the different types of graphs studied in the previous
section.Westart by studying thepath, forwhichweplot the relationshipbetween the communicability
distance index and the number of nodes (see Fig. 1). As can be seen from the Fig. 1 there is a quadratic
dependence between ϒ (G) and n obeying the following equation:
ϒ (Pn) = 1.0676n2 − 2.8725n + 2.4823, (39)
with Pearson correlation coefficient r > 0.9999 and norm of residuals equal to 0.0008.
Fig. 1. Quadratic fit of the communicability distance index of paths with the number of nodes.
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A different approach was followed for the cycle graphs. In this case we have that Idpq (2) → 0 as
dpq → ∞. In practice Idpq (2) is almost zero for shortest-path distances larger than 6. Then, we can
approximate the expression forϒ (G) by calculating the contributions of the terms I0 (2)− Idpq (2) up
to dpq = 6, and for dpq > 6 we can consider that ξpq 
 √2I0 (2). Let,
ϒ ′ (Cn) = n
[
(n − 1)
√
2I0 (2)
2
− 1.4443
]
= n [1.0676 (n − 1) − 1.4443] . (40)
Then, ϒ (G) /ϒ ′ (G) → 1 as n → ∞. In fact, ϒ (G) /ϒ ′ (G) = 1.0000 for n  9, which indicates
that (40) is an excellent approximation.
The expressions for ϒ of the star and complete graphs are given below:
ϒ (Sn) = (n − 1)
[√
ξ1,p +
√
2
2
(n − 2)
]
, (41)
ϒ (Kn) = n (n − 1)
√
2e−1/5
2
. (42)
4. Computational studies
We have calculated theϒ (G) index for all the 12,111 connected graphs with n = 3 to 8 nodes. We
have found that among the graphs with n nodes the complete graph Kn always has the smallest value
of ϒ (G). Then, we have the following:
Conjecture 1. Let Gn = Kn be a simple connected graph with n nodes. Then,
ϒ (Gn) > ϒ (Kn) . (43)
Among the trees of n nodes the star always has the smallest and the path has the largest value of
ϒ (G). Thus, we have the following:
Conjecture 2. Let Tn be a tree with n nodes. Then,
ϒ (Sn)  ϒ (Tn)  ϒ (Pn) . (44)
Let Gn be a simple connected graph with n  5 nodes. Thenϒ (Gn)  ϒ (Pn). If Gn is a graph with
n > 5 nodes we have observed that the lollipop graph Ln−2,2 has the maximum value of ϒ (G). The
lollipop graph Lr,s is formed by joining a complete graph Kr and the path Ps by a bridge (see Fig. 2).
Thus we have the following:
Conjecture 3. Let Gn be a simple connected graph with n > 5 nodes. Then,
ϒ (Kn)  ϒ (Gn)  ϒ
(
Ln−2,2
)
. (45)
Fig. 2. The lollipop graphs that maximize ϒ (G) for graphs with 6, 7 and 8 nodes, respectively.
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In a lollipop graph Ln−2,2 the communicability distance between a pair of nodes in the Kn−2 sub-
graph or between the two nodes in the P2 subgraph is very small. However, the communicability
distance between a node vp ∈ Kn−2 and a node vq ∈ P2 is very large, indicating that when there is a
simultaneous excitation at these two nodes most of the excitation is dissipated among the rest of the
nodes of the graph.
In order to gain insights about the nature of the communicability distance index we have explored
the empirical relationships between this index and the Wiener and Kirchhoff indices for all 11,117
connected graphs with 8 nodes. We start by illustrating the scatterplot of these indices for trees.
Notice that for trees the Wiener and the Kirchhoff indices coincide. As can be seen in Fig. 3a the
Wiener index and the communicability distance index display some kind of nonlinear relationship.
Despite of this empirical relationship both indices are not trivially related to each other. For instance,
there are three pairs of trees with 8 nodes that have the same value of theWiener/Kirchhoff index, but
which are differentiated by the communicability distance index (see Fig. 4). In general, ϒ (G) is not
related neither to the Wiener nor to the Kirchhoff indices as can be seen in Fig. 3b and c, where the
lack of any empirical relationship between these indices is very clear.
a b
c d
Fig. 3. Illustration of the empirical relationships between Wiener, Kirchhoff and the communicability distance indices for all trees
with 8 nodes (a) and all connected graphs with 8 nodes (b and c). (d) Plot of normalized average values of the Kirchhoff index
(triangles), the Wiener index (squares) and the communicability distance index (circles) versus the number of edges of connected
graphs with 8 nodes.
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Fig. 4. Illustration of the three pairs of trees having the same value of the Wiener/Kirchhoff indices but different values of the
communicability distance index. The pair at the top has W (G) = Kf (G) = 62, the pair in the middle has W (G) = Kf (G) = 67,
and the pair at the bottom hasW (G) = Kf (G) = 71.
Finally, we have studied how the three indices are affected by the density of edges in the graphs.We
have calculated the average of the three indices for graphs having 8 nodes andm edges. For instance,
we consider the averageWiener, Kirchhoff and communicability distance indices for all trees (m = 7),
then for all monocycles, bicycles, etc. The results are illustrated in Fig. 3d. As can be seen both the
Wiener and the Kirchhoff indices decrease monotonically as the number of edges increases. It means
that for these two indices the trees display the largest average value and it decreases as the number of
cycles in the graph increases. Interestingly, the communicability distance index displays a completely
different behavior. Trees does not display the largest average value of this index but as the number of
cycles increases the index starts to growth up to a maximum reached when m = 15. After this point
the index decreases up to its minimal value obtained for the complete graph. This trend indicates a
rather unique characteristic of the communicability distance. It depends on both the shortest path
separation between the nodes and the ‘cyclicity’ around them. A qualitative analysis of this effect is as
follows. Trees have the largest average path length but haveno cyclicity. As soon as the number of edges
increases the number of cycles also increases, which means that the cyclicity of the graph increases.
However, the effect of increasing the number of edges also decreases the average path length of the
graph. At certain point, here m = 15, the graphs have the largest possible cyclicity without reducing
toomuch the average path length. This is the point where the average communicability distance index
ismaximum. This reasoning also explainswhy the lollipop graphs display themaximumvalue ofϒ (G)
among the graphs with n > 5 nodes. A quantitative analysis of these effects is out of the scope of this
work and will be treated in details in a forthcoming paper dealing with more computational aspects
of these indices. We finally recall that the average path length and the cyclicity of a graph are the
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two ingredients of the celebrated ‘small-world’ effect [23], which indicates that the communicability
distance has an important role in explaining this effect observed in most of the real-world networks.
In summary, we have defined a Euclidean distance based on the communicability between a pair
of nodes in a graph. Because the communicability between a pair of nodes has a clear physical inter-
pretation [1–5] we foresee an important place for the new distance in the study of real-world systems.
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