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Resumen Abstract
En este trabajo se presenta el desarrollo de un pro-
totipo de sistema de acceso a un centro de datos
usando como identificación una tarjeta de radio fre-
cuencia o RFiD y verificación del rostro del usuario.
El sistema se compone de tres módulos de entrada y
un módulo central. El objetivo fue diseñar un sistema
para transmitir, desde cada módulo de entrada al
módulo central, el identificador único universal de
la tarjeta RFiD o UUID y la imagen del rostro del
usuario para consultar en una base de datos MySQL
y en un directorio de fotografías si el usuario puede
acceder al área correspondiente del módulo de en-
trada. Cada módulo de entrada consta de una tarjeta
Raspberry Pi 3 B+, un lector de tarjetas RFiD, una
cámara de video y una pantalla de cristal líquido o
LCD. El módulo central se compone de los mismos
elementos que los módulos de entrada y cuenta con
una pantalla táctil usada en la interfaz de usuario en
lugar de una pantalla LCD. La comunicación entre
los nodos es wifi, logrando una precisión del 99,2 %
en la verificación del rostro y un tiempo de respuesta
de 180 ms usando 310 fotografías entrenadas.
This paper presents the development of an access
system to a data center using a RFID card and verifi-
cation of the user’s face. The system consists of three
input modules and a central module. The objective
was to design a system to transmit, from each input
module to the central module, the universal unique
identifier of the RFID card or UUID for its acronym
in English and the user’s face image to consult in a
MySQL database and in a directory of photographs
if the user can access the corresponding area of the
input module. Each input module consists of a Rasp-
berry Pi 3 B+ card, an RFID card reader, a video
camera and a liquid crystal display or LCD for its
acronym in English. The central module is composed
of the same elements as the input modules and has a
touch screen used in the user interface instead of an
LCD screen. The communication between the nodes
is WiFi, achieving a precision of 99.2% in the verifica-
tion of the face and a response time of 180 ms using
310 trained photographs.
Palabras clave: cámara de video, MySQL, pantalla
táctil, Raspberry Pi 3 B+, verificación de rostro,
RFiD.
Keywords: Face verification, MySQL, Raspberry Pi
3 B+, RFiD, touchscreen, video camera.
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1. Introducción
Los centros de procesamiento de datos (CPD), tam-
bién llamados centros de datos, son instalaciones que
concentran recursos y equipos necesarios para el proce-
samiento y almacenamiento de información, así como
equipos de telecomunicaciones de empresas y organi-
zaciones. En los centros de datos se usan distintos
dispositivos para acceder a las instalaciones que in-
cluyen cerraduras electromagnéticas, torniquetes, cá-
maras de video, detectores de movimiento, tarjetas
de identificación, sistemas biométricos y teclados para
introducir una clave de acceso, entre otros. Común-
mente, los centros de datos se dividen en secciones
llamadas búnkeres y periódicamente son sometidos
a auditorías para poder estar certificados. Un punto
importante que consideran las auditorías son los pro-
cedimientos y técnicas usados en la seguridad y acceso
a las instalaciones [1]. En la actualidad existen dife-
rentes soluciones para la identificación de personas
para controlar el acceso a los búnkeres de un centro
de datos. Algunas soluciones biométricas se basan en
el reconocimiento de huella digital, de rostro, de geo-
metría de la mano, de iris, de patrón de retina, de voz
y firma de la persona [2].
El presente trabajo considera el requerimiento de
una empresa operadora de centro de datos. El objetivo
formulado fue contar con un sistema de acceso que
use como medio de identificación una tarjeta RFiD
y verificación del rostro del usuario para activar el
actuador de la puerta de acceso del búnker donde el
usuario está intentado acceder. El acceso debe contar
con dos niveles de seguridad. Los requerimientos es-
tablecidos fueron un sistema confiable, fácil de ubicar
y usar. Se requirió el empleo de tarjetas RFiD por ser
económicas y fáciles de utilizar. La distancia máxima
del búnker más lejano a la oficina de monitoreo son 65
metros y al punto de acceso wifi 35 metros con línea
de vista. La solución propuesta consistió de sistema
integrado por tres módulos de entrada y un módulo
central. El centro de datos cuenta con tres búnkeres en
cuya puerta de acceso se instaló un módulo de entrada.
El módulo central se instaló en la oficina de monitoreo
del centro de datos. Los módulos de entrada se encar-
gan de leer la información almacenada en la tarjeta
RFiD, capturar la fotografía del rostro del usuario y
transmitir la información de la tarjeta y archivo de la
fotografía JPEG al módulo central para su validación,
usando tecnología wifi.
No se utilizó un segmento Ethernet para transmitir
la información de identificación del usuario a la oficina
de monitoreo para no instalar cableado adicional o
modificar el existente. Una vez recibida la informa-
ción, el módulo central consulta en la base de datos de
usuarios si el UUID de la tarjeta RFiD está autorizado
a entrar al búnker asociado al módulo de entrada, ve-
rifica que el rostro del usuario sea el que se encuentra
registrado en el directorio de fotografías y registra en
la base de datos la fecha y hora de solicitud de entrada.
Si se cumplen las dos condiciones anteriores, el módulo
central transmite la orden al módulo de entrada para
activar el actuador de la puerta correspondiente. Los
módulos de entrada y el módulo central se implantaron
usando como base una tarjeta Raspberry Pi 3 B+ con
sistema operativo Raspbian. La razón principal de usar
la tarjeta Raspberry Pi fue porque existe una gran can-
tidad de aplicaciones y bibliotecas desarrolladas por
la comunidad de código abierto de fácil instalación,
configuración y uso en Raspbian [3]. En el sistema
aquí presentado se implantó como primer mecanismo
de seguridad el uso de una tarjeta RFiD y se utilizó
el dispositivo NFC/RFiD 532 para la lectura de tarje-
tas. La tecnología de comunicación de campo cercano,
NFC, surgió por la combinación de la tecnología RFiD
y las tarjetas inteligentes. Permite la identificación
y caracterización de personas u objetos sin contacto
físico usando las ondas de radio transmitidas por una
etiqueta. La tecnología RFiD permite el intercambio
de información entre objetos ubicados cerca uno del
otro. La comunicación con NFC es más segura que
otras tecnologías ya que el transmisor y receptor están
estrechamente acoplados y próximos, con una cercanía
máxima de 10 centímetros, sin necesidad de ejecutar
una aplicación. Los últimos años han aparecido varios
usos de la tecnología NFC con teléfonos móviles, en In-
ternet de las cosas o IoT y en el campo de sensores [4].
Aunque inicialmente se estableció usar tarjetas
RFiD, se exploraron tecnologías alternas para la iden-
tificación de usuarios. Tecnologías como los códigos
de respuesta rápida o QR y el sistema iBeacon. Los
códigos QR son una mejora a los códigos de barras, al-
macenan información en matrices de puntos o códigos
de barras de forma bidimensional [5]. Cuando un dis-
positivo móvil lee un código QR ejecuta una aplicación
para realizar una acción específica. En el desarrollo de
este trabajo pudo usarse una combinación de tecnología
RFiD y códigos QR, pero resultaría un sistema un poco
más costoso y lento, ya que además de usar un método
de impresión del código QR en las tarjetas RFiD, es-
tas no podrían reutilizarse. Por otra parte, iBeacon
es un protocolo usado en sistemas de posicionamiento
en interiores, o IPS, patentado por Apple Inc. Está
basado en transmisores de bajo costo y bajo consumo
de energía que indican su presencia a un dispositivo
con sistema operativo iOS y a algunos dispositivos con
sistema operativo Android [6]. Existen proveedores
de transmisores, llamados beacons, compatibles con
iBeacon. Los beacons usan transmisores de tecnología
Bluetooth de bajo consumo de energía o BLE por sus
siglas, o Bluetooth 4.0, los cuales transmiten su UUID
a dispositivos electrónicos móviles, permitiendo que
un teléfono móvil o tableta ejecute una acción o apli-
cación basada en la ubicación del beacon al recibir la
identificación, o dar seguimiento a clientes o usuarios
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de beacons. El sistema iBeacon se utiliza en comer-
cio móvil, donde una aplicación, ejecutándose en un
teléfono móvil, puede encontrar la ubicación de un pro-
ducto asociado a un beacon dentro de una tienda o un
beacon puede enviar ofertas o promociones al teléfono
móvil. En otras aplicaciones los beacons transmiten al
teléfono móvil información de tiendas y restaurantes
cercanos, así como tiempos de espera o distribución
de mensajes de puntos de interés de acuerdo con el
lugar donde se encuentre el teléfono. La tecnología
iBeacon difiere de otras, como NFC/RFiD, en que la
transmisión realizada por el beacon es en un solo sen-
tido y necesita que se ejecute una aplicación en iOS o
Android. Pudo haber sido una opción usar iBeacon en
el desarrollo de este trabajo, lo cual implicaría usar un
beacon como identificador del usuario y un dispositivo
con iOS en cada punto de acceso al centro de datos, lo
que aumentaría la complejidad en el uso, instalación y
costo del sistema [7].
Con la explosión de servicios basados en la Internet,
o Internet de las cosas, la tecnología RFiD continúa
usándose en distintos desarrollos y aplicaciones de
identificación, incluyendo cadena de suministros [8],
cuidado de la salud, localización de objetos, automati-
zación de hogares, sistemas de seguridad y entrega de
productos en restaurantes [9]. Se han realizado traba-
jos de sistemas de acceso a instalaciones basados en
Arduino, tarjetas RFiD y bases de datos MySQL. La
diferencia con respecto al aquí presentado es que se
usa una tarjeta Raspberry de tecnología más reciente
y menor costo que Arduino [10]. Adicionalmente, los
trabajos que se han desarrollado usan comunicación
Ethernet a la base de datos y en este trabajo se usó
tecnología inalámbrica wifi cuya implantación es no
intrusiva a las instalaciones del centro de datos [11]. De
manera similar, se han realizado trabajos de sistemas
de acceso a hogares, oficinas, e incluso a vehículos, que
usan teléfonos inteligentes para emular tarjetas NFC
y lectores NFC PN532 [12] como el utilizado en este
trabajo. En estos sistemas el usuario debe portar un
teléfono inteligente para identificarse, lo cual no es
factible ni es una opción en los centros de datos debido
al costo y que en ocasiones los usuarios son visitantes.
Se han llevado a cabo también diversos trabajos que
utilizan códigos QR o una combinación de estos con
tarjetas RFiD para controlar el acceso a instalaciones,
para sistemas de localización y navegación [13] y para
identificación de productos [14] e imágenes médicas.
Inclusive, se han realizado sistemas de acceso a cen-
tros de datos combinando códigos QR y marcas de
agua [15]. El uso de códigos QR proporciona un nivel
de seguridad más alto que las tarjetas RFiD, pero el
costo de implantación y operación de estos sistemas
es elevado, ya que una vez usada una tarjeta con un
código QR no puede utilizarse para otro usuario y el
hardware de impresión y lectura de códigos QR es de
más alto precio que un lector NFC. Otros trabajos rea-
lizados recientemente para identificación, localización
y control de acceso integran tecnologías iBeacon y
wifi [16] o Bluetooth LE. Estos sistemas tienen la limi-
tante de usar dispositivos con sistema operativo iOS o
Android, lo cual hace que sean de mayor costo que al
desarrollado en este trabajo.
Como segundo mecanismo de seguridad se utiliza la
verificación del rostro de la persona. El reconocimiento
facial empezó a usarse en los años 60. Era un proceso
semiautomático en el que un operador identificaba
los rasgos de la persona en dos o más fotografías y
calculaba las distancias a puntos de referencia para
compararlas entre sí. Los avances tecnológicos de la
computación en los últimos años han creado una ex-
plosión de algoritmos, técnicas y aplicaciones no in-
trusivas de reconocimiento facial automatizado que se
ejecutan en una computadora para identificar una per-
sona en una imagen digital. Tomando la imagen de una
persona no conocida debe encontrarse un perfil con el
mismo rostro en un conjunto de imágenes conocidas,
también llamadas imágenes de entrenamiento. Esto se
realiza con uno de dos propósitos: 1) Verificación o
autenticación de rostros, comparando una imagen del
rostro de una persona con otra imagen. La aplicación
confirma o niega la identidad del rostro, el objetivo es
asegurar que la persona es quien dice ser y 2) Identi-
ficación o reconocimiento de rostros, comparando la
imagen de un rostro no conocido con las imágenes de
rostros conocidos almacenados en una base de datos
para determinar su identidad. El reconocimiento fa-
cial es un área que integra las siguientes tecnologías:
procesamiento de imágenes, visión por computadora,
reconocimiento de patrones, redes neuronales y apren-
dizaje de máquinas [17]. El procedimiento usado por los
sistemas de reconocimiento facial consiste de manera
general de cinco fases:
• Fase de registro, se captura la imagen del rostro
de la persona a identificar usando una cámara
fotográfica o una cámara de video.
• Fase de procesamiento de la imagen, se lleva a
cabo la alineación del rostro basándose en algu-
nas propiedades geométricas y se obtiene una
imagen independiente de la iluminación y gama
de colores de la imagen original.
• Fase de extracción de información biométrica,
se obtienen las características faciales como un
patrón biométrico.
• Fase de comparación, el patrón biométrico se
compara el patrón de rostros almacenados en la
base de datos. Es una comparación 1:N donde
se determina el porcentaje de similitud de la
persona a identificar respecto a las fotografías
almacenadas en la base de datos.
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• Fase de toma de decisiones, utilizando una ma-
triz de similitudes, se identifica a la persona que
resultó con mayor porcentaje de similitud de la
base de datos usando un rango establecido.
Recientemente el uso de sistemas de reconocimiento
facial ha experimentado un auge en diferentes tipos de
aplicaciones, utilizándose para autenticar a los propie-
tarios de dispositivos móviles, en la detección de con-
ductores con sueño o cansados, en la trata de personas,
en el análisis de riesgos y en situaciones en lugares de
alta concentración de personas [18]. Microsoft aplica
reconocimiento facial para acceder a una computadora
con Windows [19], mientras que Apple está intentando
contar con un mecanismo en el que los usuarios de iOS
puedan compartir automáticamente fotos con amigos
etiquetados. Facebook y Google se han enfrascado en
una guerra en el diseño y uso de algoritmos de re-
conocimiento facial para etiquetar amigos y encontrar
fotos de una persona. Pretenden lograr el algoritmo
perfecto, reconociendo rostros mucho mejor que el ser
humano. Google presentó en 2015 el sistema de re-
conocimiento facial denominado FaceNet, con una pre-
cisión del 99,63 %, reconociendo fotos en Google+ [20].
Este sistema usa aprendizaje de máquina generando
un mapa en un espacio euclidiano compacto a partir de
la imagen de un rostro humano, donde las distancias
corresponden directamente a la medida de similitud
del rostro. Con este espacio, las tareas de verificación
y reconocimiento de una imagen, se pueden realizar
fácilmente usando técnicas estándares como la de vec-
tores de FaceNet embeddings. El sistema FaceNet usa
una red neuronal convolucional profunda entrenada
con más de 260 millones de imágenes de rostros. Los
autores de FaceNet indican que han desarrollado el
estado del arte de los métodos de reconocimiento fa-
cial usando solo 128 bytes para cada rostro y más de
13 000 imágenes de rostros de la Internet para verificar
si dos imágenes son la misma persona, mientras que
el sistema de reconocimiento YouTube Faces logra el
95,12 %. La tecnología usada por Facebook para re-
conocimiento facial se llama DeepFace, fue desarrollada
por la compañía israelí face.com y liberada en 2013 [21].
Los creadores de DeepFace indican que pueden lograr
una precisión del 97,25 % al comparar dos rostros.
En años recientes el reconocimiento facial se ha
estado utilizando en sistemas de acceso en centros
de datos. Se pueden lograr sistemas confiables y con
porcentaje de precisión aceptable sin usar algoritmos
tan sofisticados como los desarrollados por compañías
como Google y Facebook que, además, son algoritmos
patentados y propietarios. Existen bastantes algorit-
mos de código abierto que pueden utilizarse en el
sistema operativo de una computadora pequeña, de
bajo costo y poderosa como la tarjeta Raspberry Pi 3
B+. Uno de estos algoritmos es el de histograma de
gradientes orientados o HOG, denominado algoritmo
HOG [22]. Este algoritmo se desarrolló en 2005, es de
los más avanzados y continuamente se mejora para
optimizarlo y lograr mayor precisión. Un HOG es un de-
scriptor de características usado en visión por computa-
dora y procesamiento de imágenes para la detección
de objetos. Este cuenta las ocurrencias de orientación
de gradientes en partes definidas de una imagen. Los
descriptores pueden utilizarse como datos de entrada
o características para un algoritmo de aprendizaje de
máquina. Existen bibliotecas de código abierto que
implantan las fases de un sistema de reconocimiento
facial con el algoritmo HOG y aprendizaje profundo de
máquina, las cuales son fáciles de instalar y utilizar re-
duciendo significativamente el código del programa [23].
Una de estas bibliotecas es Face_Recognition y es la
que se utilizó en este trabajo para verificar el rostro de
usuarios. Esta biblioteca usa una red neuronal entre-
nada y está basada en dlib, la herramienta estado de
arte en reconocimiento de rostros construida con apren-
dizaje profundo. Los autores de Face_Recognition in-
dican que su precisión es del 99,38 % y proporciona
varias funciones con las cuales se pueden realizar algu-
nas acciones como encontrar rostros en una fotografía,
determinar la ubicación de los puntos de referencia
de un rostro, manipular las características faciales de
un rostro, codificar biométricamente un rostro, com-
parar dos rostros codificados, reconocer rostros en
video de tiempo real y reconocer rostros localizados
en una fotografía usando un directorio de fotografías
de personas obteniendo el nombre de cada persona.
Para poder usar la biblioteca Face_Recognition deben
instalarse las siguientes herramientas en Raspian: bib-
lioteca de Python para picamera (python3-picamera),
dlib v19.6 y OpenCV.
Por otro lado, se ha realizado una gran variedad
de sistemas de acceso a centros de datos a través de
dispositivos biométricos. Algunos de estos sistemas
llevan a cabo reconocimiento facial usando una com-
putadora de escritorio para implantar el proceso de
reconocimiento [24] y comunicación alámbrica entre
la computadora y la cámara de video [25] o cámara
web son eficientes, pero su costo y tamaño es mayor
al aquí desarrollado. Otros sistemas de este tipo se
basan en la lectura del iris del ojo [26] usando un lector
instalado en la puerta de acceso o por medio del telé-
fono inteligente del usuario. Estos sistemas son más
seguros que los de tarjetas RFiD, códigos QR, lectura
de huellas digitales o reconocimiento facial 2D, pero el
costo del lector es mucho más alto.
2. Materiales y métodos
La metodología utilizada en el diseño de este sistema
consistió dividirlo en dos componentes: los módulos
de entrada y el módulo central. Posteriormente, se
implantó el sistema eligiendo los elementos adecuados
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y de menor costo de acuerdo con los requerimientos
establecidos. El diagrama de bloques funcional del
sistema se muestra en la Figura 1.
Figura 1. Diagrama de bloques funcional del sistema de
acceso.
2.1. Los módulos de entrada
Se construyeron tres módulos de entrada, todos con
la misma arquitectura como la mostrada en la Figura
2. Las funciones principales de estos módulos son las
siguientes: explorar continuamente si se encuentra una
tarjeta bajo el alcance del lector RFiD y leer el UUID,
capturar la imagen del rostro de la persona que intenta
acceder, transmitir al módulo central la información
leída de la tarjeta y la fotografía de la persona en un
archivo JPEG y esperar del módulo central la respuesta
para permitir o negar el acceso al usuario. Cada módulo
de entrada está compuesto por una tarjeta Raspberry
Pi 3 B+, un lector de tarjetas RFiD, una cámara de
video, una pantalla LCD 2x16 y una interfaz de salida.
Figura 2. Diagrama de bloques de los módulos de entrada.
La tarjeta Raspberry Pi 3 B+ usada en este mó-
dulo cuenta con los siguientes recursos hardware: 1 GB
de memoria RAM, 40 terminales GPIO, interfaz serie
para cámara, o CSI, puerto DSI para pantalla táctil,
puerto Ethernet Gigabit, ranura para memoria SD y
una interfaz wifi. El lector de tarjetas RFiD usado es
el dispositivo NFC/RFiD PN532. Este lector es de los
más usados en aplicaciones que usan tecnología NFC,
tarjetas y etiquetas RFiD de 13.56 MHz, ya que su
principal circuito integrado está embebido en muchos
teléfonos inteligentes. Puede escribir tarjetas y etique-
tas RFiD tipo 1 a 4 e integra una antena cuyo alcance
son 10 centímetros.
Existe una gran cantidad de herramientas de código
abierto para realizar aplicaciones con el NFC/RFiD
PN532. Una de estas herramientas es la biblioteca
libnfc. Tanto en los módulos de entrada como en el
módulo central, el lector RFiD se conectó al puerto
UART de la Raspberry Pi y se descargó en ella la
versión 1.7.0 de la biblioteca libnfc. Antes de instalar y
configurar libnfc se deshabilitó, en el núcleo del sistema
operativo de la Raspberry Pi, el UART como puerto de
consola usando la herramienta paspi-config y editando
el archivo /boot/config.txt. A continuación, se instaló
y construyó la biblioteca libnfc usando los siguientes
comandos: sudo make clean y sudo make install all, los
cuales crearon los drivers, archivos de documentación,
binarios y ejecutables correspondientes. Los módulos
de entrada contienen también un módulo de cámara
para Raspberry V2 conectado a la interfaz CSI de la
Raspberry Pi 3 B+. Este módulo de cámara, cuenta
con un sensor de alta resolución Sony IMX219 de
8 megapixeles. Permite capturar fotografías con una
resolución máxima de 3238 x 2464 y video de alta
definición.
Existen bibliotecas de código abierto para usar la
cámara y manipular fotos y video que pueden invocarse
desde Raspbian o desde un programa en Python. La cá-
mara puede controlarse usando el comando raspinstall,
sin embargo, en este trabajo se utilizó la biblioteca
python-picamera de Python en caso de que posterior-
mente, en el sistema, sea necesario modificar las carac-
terísticas de captura de fotografías o video. La cámara
de los módulos de entrada se habilitó a través de la
herramienta raspi-config de Raspbian y posteriormente
se instaló la biblioteca python-picamera utilizando el
comando: sudo apt-get install python3-picamera. Una
vez realizado lo anterior, se pudo usar la función cam-
era.capture(‘archivo.jpg’) para capturar una imagen
en un archivo JPEG. El programa que se ejecuta en
los nodos de captura se realizó en Phyton 3.6 y realiza
las siguientes acciones: configura temporizadores, el
puerto UART, la interfaz wifi, terminales GPIO y dis-
positivos periféricos, lector RFiD, cámara de video y
pantalla LCD, muestra en la pantalla LCD el mensaje
que indica al usuario colocar la tarjeta RFiD en el lec-
tor y a continuación entra en un ciclo continuo donde
explora cada 0.5 segundos el lector RFiD ejecutando
la función nfc-pool_8c.
La comunicación entre los módulos de entrada y
el de control se llevó a cabo usando intercambio de
mensajes con sockets bajo el esquema cliente-servidor,
los módulos de entrada son los clientes y el de control
es el servidor. Cuando el lector detecta una tarjeta,
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muestra un mensaje en la pantalla LCD solicitando al
usuario se coloque al frente de la cámara de video y
captura en un archivo JPEG la imagen del rostro de
la persona. Posteriormente, el programa transmite al
módulo central, a través de un socket, el UUID de la
tarjeta RFiD y el archivo JPEG. Una vez realizado lo
anterior, el programa espera en el socket la respuesta
del módulo central. Si la respuesta indica que el usuario
está autorizado a entrar, el módulo de entrada activa
el actuador de la puerta de acceso, a través de la in-
terfaz conectada a una terminal GPIO de la tarjeta
Raspberry y enciende un led verde (D1), conectado a
otra terminal GPIO, durante 3 segundos. Si el usuario
no está autorizado, enciende un led rojo (D2) inter-
mitentemente durante 5 segundos. En la Figura 3 se
indica el diagrama de flujo del programa.
Figura 3. Diagrama de flujo del programa de los módulos
de entrada.
Para poder usar sockets desde Python debe insta-
larse la biblioteca correspondiente ejecutando el co-
mando siguiente: sudo apt-get install socket. La inter-
faz de salida que controla el actuador de la puerta de
entrada se conectó a una terminal GPIO de la tarjeta
Raspberry como se muestra en la Figura 4.
Figura 4. Interfaz de salida del actuador de la puerta de
entrada.
2.2. El módulo central
El módulo central está constituido por los siguientes
componentes: una tarjeta Raspberry Pi 3 B+, un lector
de tarjetas RFiD, una cámara de video y una pantalla
táctil Pi+TFT de 3,5”. En la Figura 5 se indica el
diagrama de bloques de la arquitectura del módulo
central.
Figura 5. Diagrama de bloques del módulo central.
La programación del módulo central se realizó en
Phyton 3.6 y se divide en tres partes: el programa
principal, la rutina de comunicación con los módulos
de entrada y la rutina de la interfaz de usuario. El pro-
grama principal configura temporizadores, el puerto
UART, la interfaz wifi y dispositivos periféricos, lector
RFiD, cámara de video y pantalla táctil e invoca las
dos rutinas del sistema, como se indica en el diagrama
de flujo de la Figura 6.
En este módulo se creó una base de datos, mane-
jada con MySQL, que almacena la información de
usuarios autorizados a acceder a los búnkeres y un
directorio con las fotografías del rostro de los usuarios
anteriores.
La rutina de comunicación con los módulos de
entrada ejecuta un programa en segundo plano que
realiza las siguientes funciones: 1) Crea un socket a
través del cual recibe desde los módulos de entrada el
UUID y el archivo JPEG. 2) Accede la base de datos
MySQL para determinar si el usuario está autorizado
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a entrar al área correspondiente. 3) Invoca la rutina
que verifica que el rostro del usuario se encuentre en
el directorio de fotografías. 4) Actualiza el registro
del usuario en la base de datos MySQL con fecha y
hora de entrada. 5) Transmite el mensaje al módulo
de entrada para activar el actuador de la puerta o
negar la entrada. 6) Actualiza la bitácora de registro
de intentos de acceso almacenando en ella el archivo
JPEG.
Figura 6. Diagrama de flujo del programa principal del
módulo central.
En la Figura 7 se indica en el diagrama de flujo de
esta rutina. Tanto la base de datos como el directorio
de fotografías codificadas y entrenadas residen en la
tarjeta SD de 16 GB de la Raspberry Pi. En la base
de datos se creó una tabla que contiene los registros
de usuarios. Cada registro almacena el UUID de la
tarjeta RFiD asignada, número de puertas a las que
tiene acceso, nombre, compañía y correo electrónico
del usuario. Para crear la base de datos y tabla de
usuarios se llevaron a cabo las siguientes tareas:
1. Instalación del servidor y cliente de MySQL, así
como el API de Python para acceder MySQL.
2. Creación de la base de datos ejecutando
los siguientes comandos: mysql -u root -p,
mysql> CREATE DATABASE RFID_DB;
CREATE TABLE users_tbl (id INT NOT
NULL PRIMARY KEY AUTO_INCREMENT,
UUID VARCHAR(20), puertas VARCHAR(20),
nombre VARCHAR(20), apellidos VAR-
CHAR(30), company VARCHAR(20), email
VARCHAR(30)).
Una vez creada la base de datos, se realizó el pro-
grama en Python para acceder la misma. Python usa
un objeto o estructura de datos, llamada cursor, para
acceder los datos de la tabla. Este objeto permite rea-
lizar operaciones de creación, lectura, actualización y
remoción de registros en la base de datos. El programa
ejecuta de manera general las siguientes acciones:
Figura 7. Diagrama de flujo de la comunicación con los
módulos de entrada.
1. Importa el API de Python para MySQL: import
MySQLdb.
2. Realiza la conexión a la base de datos:
db=MySQLdb.connect(“localhost”, “root”,
“password”, “RFID_DB”).
3. Define el objeto cursor: cursor=db.cursor().
4. Espera la opción seleccionada por el usuario en
la interfaz gráfica.
5. Dependiendo de la opción, define uno de los
siguientes query’s de SQL: cursor.execute (“IN-
SERT INTO users-tbl”), cursor.execute (“SE-
LECT * FROM users_tbl”), cursor.execute
(“UPDATE users_tbl SET”) o cursor.execute
(“DELETE FROM users_tbl WHERE”)
6. Ejecuta el query: db.commit().
En el directorio de fotografías, el nombre de
cada archivo corresponde al nombre del usuario re-
gistrado en la base de datos MySQL. La rutina
que verifica si el rostro del usuario se encuentra
en el directorio de fotografías realiza las siguientes
acciones: carga en un buffer la imagen del rostro
recibida de un módulo de entrada utilizando la función
face_recognition.load_image_file, codifica y aprende
a reconocer la imagen almacenada en el buffer usando
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la función face_recognition.face_encodings y entra
a un ciclo donde compara la imagen codificada del
buffer con cada imagen del directorio de fotografías
codificadas, el ciclo termina cuando encuentra igual-
dad entre las dos imágenes analizadas o cuando ex-
ploró el directorio completo sin encontrar igualdad.
La comparación se realiza a través de la función
face_recognition.compare_faces, la cual obtiene, en
caso de ser exitosa, el nombre del usuario de la fo-
tografía. Si el nombre obtenido es igual al nombre leído
del registro del usuario en la base de datos, retorna a
la rutina que la invocó autorizando el acceso al usuario,
como se muestra en el diagrama de flujo de la Figura
8. Se consideró que la imagen recibida del módulo de
entrada solo contiene un rostro, de lo contrario tendría
que usarse la función face_recognition.face_locations
para encontrar los rostros en la imagen y codificarlos
individualmente.
Figura 8. Diagrama de flujo de la rutina de verificación
de rostro.
La rutina que implanta la interfaz gráfica de
usuario, permite acceder y administrar la base de datos
usando la pantalla táctil. La pantalla utilizada en el
módulo central es el dispositivo Pi+TFT de 3,5” el
cual tiene una resolución de 480 x 320 y se conectó al
puerto SPI de la tarjeta Raspberry Pi. En la interfaz
de usuario, el administrador puede realizar las siguien-
tes operaciones: altas, bajas y cambios de usuarios, así
como mostrar los usuarios registrados y la bitácora
de registro de intentos de acceso. El lector de tarje-
tas RFiD y la cámara del módulo de validación se
usan al dar de alta o realizar cambios en el registro de
un usuario. La interfaz de usuario se realizó usando
pygame. La herramienta pygame es un conjunto de bib-
liotecas que pueden usarse en un programa de Python
para la implantación de videojuegos, programas multi-
media e interfaces gráficas de usuario, ya que permite
mostrar texto, imágenes y sonidos en una pantalla tác-
til y controlar la posición del cursor. Esta herramienta
se instala por defecto con la versión de Raspbian para
Raspberry Pi. La dirección IP de la interfaz wifi de
cada módulo de entrada es fija y es usada por el mó-
dulo central para determinar el número de puerta en
la que está intentando el usuario acceder.
3. Resultados y discusión
Se realizaron cuatro grupos de pruebas. El primer
grupo tuvo como objetivo medir el alcance del lector
RFiD de los módulos de entrada. Colocando 50 tarjetas
en el lector de los módulos se determinó que el alcance
son 14 centímetros, un poco más de lo indicado en las
especificaciones del fabricante. El segundo grupo de
pruebas tuvo como objetivo almacenar las fotografías
de 50 usuarios en el directorio del módulo de central
y entrenar la red neuronal. El tamaño promedio de
cada fotografía fue 110 KB. El tercer grupo de pruebas
tuvo como objetivo determinar la precisión del sistema
de verificación del rostro de usuarios registrados en la
base de datos. Este grupo de pruebas se llevó a cabo en
varias fases. En la primera, el directorio de fotografías
entrenadas almacenó 50 rostros y en cada una de las
siguientes se adicionaron 20 fotografías hasta tener 310.
En cada fase se realizó la verificación de 40 rostros di-
ferentes. Con algunos rostros el reconocimiento no fue
exitoso a pesar de estar registrados en el módulo cen-
tral. La cantidad de reconocimientos no exitosos trajo
como consecuencia que en la primera fase la precisión
fuera del 96,3 %, la cual fue aumentando conforme
creció el número de fotografías entrenadas hasta llegar
al 99,2 % como se muestra en la gráfica de la Figura 9.
El cuarto grupo de pruebas tuvo como objetivo
medir el tiempo de respuesta del sistema. Para reali-
zar estas pruebas en cada una de las fases del grupo
de pruebas anterior, se registró en un archivo en el
módulo de entrada la hora de captura del rostro de
una persona registrada en la base de datos y la hora
al recibir respuesta del módulo central una vez veri-
ficada la persona autorizada. El tiempo de respuesta
en la primera fase fue 132 ms en promedio y aumentó
hasta 180 ms en la última fase, casi imperceptible para
el usuario como se indica en la gráfica de la Figura
10. Las fotografías del directorio del módulo central
fueron tomadas con suficiente iluminación ambiental,
de frente, sin anteojos, poses u objeto que impidan ver
116 INGENIUS N.◦ 20, julio-diciembre de 2018
claramente el rostro. Es recomendable que al dar de
alta nuevos usuarios se capturasen varias fotografías
del rostro usando diferentes poses con lo cual el sis-
tema podría ser más tolerante y mejorar tanto la pre-
cisión como el tiempo de respuesta. La implantación
de este trabajo no requirió instalar cableado adicional
para transmisión de datos ni modificar el existente,
el módulo central se instala en una oficina de control
del centro de datos, esto lo hace más práctico a los
comercialmente disponibles que usan comunicación
alambrada. El costo del sistema es $350,00 USD, más
bajo que los comercialmente existentes cuyo costo es
$1700,00 USD en promedio.
Figura 9. Precisión del sistema con diferentes cantidades
de rostros entrenados.
Figura 10. Tiempo de respuesta del sistema
4. Conclusiones
El resultado de este trabajo fue un sistema de acceso
con doble mecanismo de seguridad más robusto que los
disponibles comercialmente que usan solo un mecan-
ismo, fue construido usando componentes de reciente
tecnología y bajo costo y software de código abierto y
la comunicación es a través de wifi, la cual no impacta
en las instalaciones del centro de datos, llevando a cabo
una aplicación práctica que cumple con los requisitos
establecidos. El alcance de lectura de tarjetas RFiD
logrado fue 14 centímetros. En la verificación del ros-
tro se logró una precisión del 99,2 % y un tiempo de
respuesta de 180 ms usando 310 fotografías entrenadas.
Trabajos futuros
Con el porcentaje de precisión y tiempo de respuesta lo-
grados, el centro de datos solicitó realizar una segunda
versión que incorpore las siguientes funcionalidades: 1)
Incorporar un servidor web al módulo central y una
pantalla táctil en los módulos de entrada de forma tal
que el administrador pueda acceder la base de datos
de usuarios y directorio de fotografías desde cualquier
módulo de entrada y 2) Incorporar un lector de hue-
llas digitales en todos los módulos para contar con un
nivel adicional de seguridad. Estas funcionalidades son
factibles de realizar con la arquitectura actual de los
módulos del sistema.
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