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Περίληψη
Η ακουστική piαρακολούθηση των piουλιών είναι ένα εξαιρετικά σημαντικό κομμάτι για
piολλά piεριβαλλοντολογικά piρογράμματα. Το έργο piου καθορίζει την piαρουσία ή αpiουσία
ενός piουλιού σε ένα αρχείο ήχου ονομάζεται Ανίχνευση ΄Ηχων Πουλιών (Bird Audio De-
tection - BAD). Η δυσκολία του BAD έγκειται στην αυξημένη piαρουσία θορύβου λόγω
piεριβαλλοντολογικών συνθηκών (αέρας, βροχή, ήχοι ζώων) και στη γενίκευση των μο-
ντέλων σε piολλαpiλές συνθήκες ηχογράφησης. Στην piαρούσα διpiλωματική piροτείνουμε
την εξερεύνηση διαφόρων τύpiων ακουστικών χαρακτηριστικών στοχεύοντας στην αpiο-
δοτικότερη αναpiαράσταση μελωδικών ήχων όpiως αυτούς των piουλιών. Ως αpiοτέλεσμα,
εpiιλέγουμε να εργαστούμε με χαρακτηριστικά της κατηγορίας Chroma τα οpiοία piαρου-
σιάζουν ανθεκτικότητα στις αλλαγές του ρυθμού και συνδέονται άμεσα με τη μουσική
piτυχή της αρμονίας. Πιο συγκεκριμένα, τα τρία είδη χαρακτηριστικών piου δοκιμάστηκαν
βασίζονται στο μετασχηματισμό Fourier, το μετασχηματισμό Constant-Q και τη στατιστι-
κή ανάλυση της κατανομής ενέργειας στις ζώνες χρώματος. Για την αντιμετώpiιση του
θορύβου εφαρμόστηκε ένα υψιpiερατό φίλτρο στο αρχικό σήμα όpiως εpiίσης και κανονικο-
piοίηση και αντιστοίχιση στην κανονική κατανομή στα διανύσματα χαρακτηριστικών. Οι
ταξινομητές piου χρησιμοpiοιήθηκαν είναι τα Τυχαία Δέντρα Αpiοφάσεων (Random forests)
και οι Μηχανές Διανυσματικής Στήριξης (Support Vector Machines - SVMs). Η ευρωστία
των χαρακτηριστικών Chroma CENS και Chroma CQT αναδείχθηκε μετά την εφαρμογή
του φίλτρου. Συγκεκριμένα, για τον ταξινομητή SVM λάβαμε 98.56% στη μετρική Area
Under Curve (AUC) για τα χαρακτηριστικά Chroma CENS και 96.99% για τα Chroma
CQT.
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Bird Audio Detection
by
Papagatsia Maria
Abstract
Acoustic monitoring of birds is a very important part of many environmental
projects. The task that determines the presence or absence of a bird in an audio file
is referred to as Bird Audio Detection (BAD). The difficulty of BAD lies in the in-
creased presence of noise due to environmental conditions (wind, rain, animal sounds)
and the generalization of the models to multiple recording conditions. In this thesis
we explore various types of features aiming at the most efficient representation of the
melodic sounds of birds. As a result of this, we choose to work with features of the
Chroma class that are resistant to timbre changes and are directly linked to the musical
aspect of harmony. Especially, the three types of Chroma features that were tested
are Chroma features based on Fourier transform, Chroma features generated by the
Constant-Q transform, and statistical analysis of energy distribution in Chroma bands.
Concerning noise reduction, a high-pass filter was applied to the original signal as well as
normalization and mapping to the normal distribution in the feature vectors. Random
forests and Support Vector Machines (SVMs) classifiers were used in this study. The
robustness of the Chroma CENS and Chroma CQT features was demonstrated after the
application of the filter. Specifically, for the SVM classifier we obtained 98.56% Area
Under Curve (AUC) for the Chroma CENS features and 96.99% for Chroma CQT.
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Κεφάλαιο 1
Εισαγωγή
1.1 Αναγνώριση ΄Ηχων Πουλιών
Η ανίχνευση ήχων piουλιών είναι ένα έργο μεγάλης σημασίας για την piαρακολούθηση
του piεριβάλλοντος και της βιοpiοικιλότητας. Οι κλιματικές αλλαγές και οι αλλαγές στη
διαχείριση της γης οδήγησαν σε αpiότομη piτώση των piληθυσμών των piτηνών, και τα ε-
piόμενα χρόνια η κατανομή και ο αριθμός τους θα συνεχίσει να υpiοφέρει. Η piαραδοσιακή
piαρακολούθηση των piτηνών αφορά χειρωνακτικές μεθόδους, συνήθως με συμμετοχή εθε-
λοντών, και γίνεται piρακτικά αδύνατη αν λάβουμε υpiόψιν μας τις μορφολογικά δύσκολες
piεριοχές. Εpiιpiλέον, θεωρείται ότι piολλά είδη piτηνών εντοpiίζονται ευκολότερα αpiό τον
ήχο piαρά αpiό την εικόνα τους ενισχύοντας έτσι τη συμβολή των σύγχρονων συσκευών
ηχογράφησης στη διαδικασία της piαρακολούθησης [1],[5]. Προκειμένου να ενθαρρυνθεί η
αυτοματοpiοίηση όχι μόνο της εγγραφής αλλά και της φάσης ανίχνευσης, δημιουργήθηκε
το έργο της Ανίχνευσης ΄Ηχων Πουλιών (Bird Audio Detection - BAD) [6]. Σχεδιάστη-
κε για να εμpiνεύσει τους συμμετέχοντες να χρησιμοpiοιήσουν τις τελευταίες τεχνολογικές
μεθόδους για να εpiιλύσουν το piρόβλημα με κύριο στόχο τη γενίκευση σε νέες συνθήκες.
Το αντικείμενο του έργου είναι να piροσδιοριστεί η αρχή και το τέλος της κλήσης
piουλιών καθώς και τα είδη τους. Αρχικά, είναι αpiαραίτητο να δημιουργηθεί ένα piροκαταρ-
κτικό σύστημα piου να μpiορεί να διακρίνει αpiλώς την piαρουσία και την αpiουσία κλήσεων
piουλιών σε ένα αρχείο ήχου. Εpiιpiρόσθετα, το μοντέλο θα piρέpiει να είναι σε θέση να χει-
ρίζεται το θόρυβο piου μpiορεί να piροκύψει αpiό ομιλία, μηχανήματα και φυσικά φαινόμενα
(όpiως ο άνεμος και η βροχή) καθώς και να εντοpiίζει διαφορετικών ειδών κλήσεις piουλιών.
Αυτός ο piαρασκηνιακός θόρυβος είναι piολύ συνηθισμένος στις ηχογραφήσεις εξωτερικών
χώρων και piολύ εύκολα μpiορεί να συγχέεται με κλήσεις piτηνών χαμηλής έντασης [7],[8].
Οι piροαναφερθείσες piροκλήσεις piαρεμβαίνουν στην ισχυρή αpiόδοση των piροσεγγίσεων
της Μηχανικής και Βαθιάς Μάθησης, στις οpiοίες τα δεδομένα δοκιμών (test set) και αξιο-
λόγησης (evaluation set) αντλούνται αpiό την ίδια κατανομή με τα δεδομένα εκpiαίδευσης
(train set) [1]. Για το λόγο αυτό, piραγματοpiοιήθηκαν αρκετοί διαγωνισμοί ανίχνευσης
ήχου, όpiως το LifeCLEF Bird Identification Task [9] και ο διαγωνισμός Bird Audio
Detection του DCASE [5], με έμφαση στην εpiίτευξη υψηλών εpiιδόσεων σε συνθήκες με
άγνωστα είδη piτηνών και ακουστικά piεριβάλλοντα. Το DCASE piαρέχει ένα ειδικό θέμα
για την Ανίχνευση ΄Ηχων Πουλιών, το οpiοίο διεξήχθη δύο χρόνια, και είναι το θέμα piου
piαρουσιάζεται σε αυτή τη διpiλωματική.
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1.2 Περιεχόμενο Διpiλωματικής
Στη βιβλιογραφία μpiορεί κανείς να βρει αρκετές τεχνικές και μεθόδους για την α-
κουστική μοντελοpiοίηση και ανίχνευση. Ιδιαίτερα, η βαθιά εκμάθηση είναι ένα εξελισ-
σόμενο και piολλά υpiοσχόμενο piεδίο για τις εργασίες ανίχνευσης και ταξινόμησης, όpiως
η αναγνώριση ομιλίας [10] και η ταξινόμηση εικόνας [11], και piροσφέρει ελκυστικά αpiοτε-
λέσματα καθώς το piοσό των δεδομένων αυξάνεται [12]. Εpiιpiλέον, piολλές piαραδοσιακές
τεχνικές όpiως τα Γκαουσιανά Μοντέλα Μίξης (Gaussian Mixture Models - GMM) και
τα Κρυφά Μαρκοβιανά Μοντέλα (Hidden Markov Models - HMM) εφαρμόζονται ακόμη
και piροσφέρουν ικανοpiοιητικά αpiοτελέσματα. Η ακουστική μοντελοpiοίηση αpiαιτεί εpiίσης
κατάλληλα χαρακτηριστικά και κάθε τεχνική συνδέεται συνήθως με ένα συγκεκριμένο τύpiο
χαρακτηριστικών. Για piαράδειγμα, τα Βαθιά Νευρωνικά Δίκτυα (DNNs) χρησιμοpiοιούν
Mel-Spectrograms ή filterbank energies [13], [6] και τα GMMs έχουν καλή αpiόδοση με τα
Mel-Frequency Cepstral Coefficients (MFCC) [14].
Σε αυτή τη διpiλωματική, εpiιχειρούμε να διερευνήσουμε διαφορετικά χαρακτηριστικά
γνωρίσματα, όpiως τα Chroma χαρακτηριστικά, με στόχο να εξετάσουμε την καλύτερη
αναpiαράσταση των ακουστικών σημάτων στο piεδίο των συχνοτήτων. Για την ταξινόμηση
υιοθετήσαμε piαραδοσιακούς ταξινομητές όpiως οι Μηχανές Διανυσματικής Υpiοστήριξης
(SVM) και τον ταξινομητή Τυχαίων Δέντρων Αpiοφάσεων (Random Forest).
1.3 Σχεδιάγραμμα Διpiλωματικής
Η υpiόλοιpiη διpiλωματική οργανώνεται ως εξής:
• Στο Κεφάλαιο 2 piαρουσιάζουμε τα σχετικά ευρήματα piου σχετίζονται με το θέμα
μας καθώς και λεpiτομέρειες για τον διαγωνισμό DCASE.
• Στο Κεφάλαιο 3 piεριγράφουμε τις ιδιότητες των διάφορων τύpiων χαρακτηριστικών
piου δοκιμάσαμε καθώς και piρόσθετες μεθόδους εpiεξεργασίας σήματος και χαρακτη-
ριστικών.
• Στο Κεφάλαιο 4 αναφέρουμε συνοpiτικά τη θεωρία των ταξινομητών piου χρησιμοpiοι-
ήσαμε στην εργασία μας.
• Στο Κεφάλαιο 5 αναλύουμε την εpiίδραση των τεχνικών piου εφαρμόσαμε και συ-
γκρίνουμε τα αpiοτελέσματα piου λάβαμε για κάθε τύpiο χαρακτηριστικών και ταξινο-
μητών.
• Τέλος, στο Κεφάλαιο 6 piαρέχουμε ένα συμpiέρασμα και κάpiοιες σκέψεις για μελλο-
ντικό έργο.
Κεφάλαιο 2
Σχετική Βιβλιογραφία
2.1 Οι διαγωνισμοί του DCASE
Το DCASE (Detection and Classification of Acoustic Sound Events) [15] είναι μια
κοινότητα piου υpiοστηρίζει ερευνητές με ακαδημαϊκό και βιομηχανικό υpiόβαθρο για να διε-
ρευνήσουν και να μοιραστούν τις ιδέες και τις αpiόψεις τους σχετικά με την ταξινόμηση και
ανίχνευση piεριβαλλοντικών ήχων. Είναι μια δραστήρια και ταχέως αναpiτυσσόμενη ερευ-
νητική κοινότητα piου κέρδισε ένα ειδικό τμήμα σε διεθνή συνέδρια εpiεξεργασίας σήματος
όpiως το EUSIPCO.
Ο ετήσιος διαγωνισμός του DCASE αpiοτελείται αpiό piολλαpiλές θεματικές ενότητες.
Οι ενότητες του 2018 ήταν οι εξής:
• Ενότητα 1: Ταξινόμηση Ακουστικών Σκηνών (Acoustic scene classification).
• Ενότητα 2: Γενικού σκοpiού σήμανση ήχου του piεριεχομένου του Freesound με
ετικέτες του AudioSet (General-purpose audio tagging of Freesound content with
AudioSet labels).
• Ενότητα 3: Ανίχνευση ΄Ηχων Πουλιών (Bird Audio Detection).
• Ενότητα 4: Μεγάλης κλίμακας ημι-εpiιβλεpiόμενη ανίχνευση ηχητικών συμβάντων
σε οικιακά piεριβάλλοντα (Large-scale weakly labeled semi-supervised sound event
detection in domestic environments)
• Ενότητα 5: Παρακολούθηση εγχώριων δραστηριοτήτων με ακουστική piολλαpiλών
καναλιών (Monitoring of domestic activities based on multi-channel acoustics).
Το έργο piου piαρουσιάζεται σε αυτή τη διατριβή αpiοτελεί μέρος της ενότητας 3. Η
κοινότητα αpiοφάσισε να εpiεκτείνει την αρχική έκδοση του διαγωνισμού Ανίχνευσης ΄Ηχων
Πουλιών του 2016-2017 με σκοpiό την piεραιτέρω διερεύνηση σχετικών μεθόδων.
2.2 Ο piρώτος διαγωνισμός Ανίχνευσης ΄Ηχων Που-
λιών
Ο piρώτος διαγωνισμός BAD piραγματοpiοιήθηκε το 2016-2017 και ο στόχος ήταν
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να αναpiτυχθεί ένα σύστημα piου να μpiορεί να εντοpiίσει την piαρουσία ή αpiουσία ήχων
piουλιών σε αρχεία ήχου. Τα σύνολα δεδομένων piου δόθηκαν αpiοτελούνται αpiό αρχεία
ήχου διάρκειας 10 δευτερολέpiτων και η έξοδος του ταξινομητή piροτάθηκε να βρίσκεται
στο διάστημα [0,1] αντί του δυαδικού «0» ή «1». Η μετρική piου χρησιμοpiοιήθηκε για την
αpiόδοση ταξινόμησης ήταν η Area Under the ROC Curve (AUC) [5].
Για την ανάpiτυξη των μεθόδων δόθηκαν δύο σύνολα δεδομένων και οι ετικέτες τους.
΄Ενα τρίτο dataset κρατήθηκε κρυφό μέχρι και την τελευταία μέρα του διαγωνισμού έτσι
ώστε να αξιολογηθούν τα συστήματα σε άγνωστες συνθήκες. Η piαρακάτω εικόνα συνοψίζει
τα αpiοτελέσματα και της τεχνικές piου χρησιμοpiοιήθηκαν αpiό κάθε ομάδα στον διαγωνισμό
καθώς και τα αpiοτελέσματα τους.
Σχήμα 2.1: Σύνοψη των μεθόδων και των αpiοτελεσμάτων του DCASE BAD 2017 για
κάθε ομάδα. Λήφθηκε αpiό [1].
΄Οpiως δείχνουν τα αpiοτελέσματα, οι piερισσότεροι αpiό τους συμμετέχοντες υιοθέτη-
σαν μεθόδους βασισμένες σε Συνελικτικά Νευρωνικά Δίκτυα (CNN) σε συνδυασμό με
Mel-Spectograms [6],[12],[16] ή F-BANKs [17],[13]. Εpiιpiροσθέτως, ένας μικρός αριθ-
μός ομάδων εργάστηκε με συμβατικά MFCC χαρακτηριστικά χρησιμοpiοιώντας Archetypal
Analysis και SVMs [18],[8] , όpiως εpiίσης και άλλου είδους χαρακτηριστικά και ταξινομητές
[19],[20],[21] ακόμη και τεχνικές Matrix Factorization [7].
΄Ολες οι piαραpiάνω ομάδες εξέτασαν αρκετές τεχνικές αύξησης δεδομένων (Data Aug-
mentation) [6], μείωσης θορύβου [18] και piροσαρμογής τομέα (Domain Adaptation) [13]
με στόχο την εpiιpiλέον γενίκευση των μοντέλων.
Το Ευρωpiαϊκό Συνέδριο Εpiεξεργασίας Σήματος (EUSIPCO) 2017 piαρείχε ένα ειδικό
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τμήμα στο οpiοίο οι συμμετέχοντες υpiέβαλαν το έργο τους. Οκτώ δημοσιεύσεις του δια-
γωνισμού έγιναν αpiοδεκτές και piαρουσιάστηκαν μαζί με εpiιpiλέον δημοσιεύσεις, η δουλειά
των οpiοίων αναφέρθηκε piαραpiάνω [1].
2.3 DCASE 2018: Ενότητα 3
Μετά το piέρας του διαγωνισμού του 2017, η κοινότητα του DCASE θέλησε να εpiε-
κτείνει το έργο με σκοpiό τη γενίκευση σε νέες συνθήκες. Προσpiάθησαν να ενθαρρύνουν
τις ομάδες να αναpiτύξουν συστήματα piου μpiορούν εκ φύσεως να γενικεύουν σε όλες τις
συνθήκες (συμpiεριλαμβανομένων των συνθηκών piου δεν εμφανίζονται στα δεδομένα εκpiα-
ίδευσης) ή piου μpiορούν να piροσαρμοστούν σε νέα σύνολα δεδομένων (Domain Adapta-
tion). Το ισχυρότερο σύστημα του 2017 [6] εpiιλέχθηκε ως το βασικό (baseline) σύστημα
και η piλειοψηφία των ομάδων εξέτασε τεχνικές piάνω σε αυτό.
Στο σύνολο δεδομένων piου χρησιμοpiοιήθηκαν για ανάpiτυξη piροστέθηκε ένα ακόμη
σύνολο δεδομένων, δηλαδή συνολικά piροσφέρθηκαν 3. Με αυτό τον τρόpiο, οι διαγω-
νιζόμενοι είχαν την ευκαιρία να εξερευνήσουν τη συμpiεριφορά του συστήματος τους σε
διαφορετικές συνθήκες. Εpiιpiλέον, δόθηκε η δυνατότητα χρήσης εξωτερικών συνόλων δε-
δομένων για τη διαδικασία της ανάpiτυξης, τα οpiοία όμως έpiρεpiε να εpiισημανθούν δημόσια,
έτσι ώστε όλοι να έχουν την ίδια ευκαιρία να τα χρησιμοpiοιήσουν. Τρία υpiοσύνολα δε-
δομένων κρατήθηκαν κρυφά για τη διαδικασία της αξιολόγησης των συστημάτων. Το ένα
αpiό αυτά ήταν κομμάτι του συνόλου ανάpiτυξης και τα υpiόλοιpiα αγνώστων συνθηκών.
Η piροτεινόμενη διαδικασία αξιολόγησης διέφερε αpiό την κλασσική. Στις piαραδο-
σιακές εργασίες Μηχανικής Μάθησης η διαδικασία αξιολόγησης (cross-validation) διαιρεί
το σύνολο δεδομένων σε κομμάτια (folds) τα οpiοία χρησιμοpiοιούνται τόσο για ανάpiτυξη
όσο και για αξιολόγηση. Συνεpiώς, τα δεδομένα αξιολόγησης του συστήματος (evaluation
data) διατηρούν τις ίδιες συνθήκες με αυτά piου χρησιμοpiοιήθηκαν για ανάpiτυξη. Η piα-
ραpiάνω κλασσική διαδικασία δεν εξυpiηρετεί τις ανάγκες του piροβλήματος της γενίκευσης,
όpiοτε και piροτάθηκε μια piαραλλαγή αυτής. Συγκεκριμένα, piρόκειται για μία stratified
3-way cross-validation διαδικασία αξιολόγησης όpiου σε κάθε εpiανάληψη δύο σύνολα δε-
δομένων χρησιμοpiοιούνται για ανάpiτυξη και ένα για αξιολόγηση. Ως μετρική αξιολόγησης
της αpiόδοσης ορίζεται ξανά η AUC η οpiοία θα υpiολογίζεται ξεχωριστά για κάθε σύνολο
δεδομένων piου αξιολογεί το σύστημα. Το συνολικό αpiοτέλεσμα του συστήματος λαμβάνε-
ται υpiολογίζοντας την αρμονική μέση τιμή (harmonic mean) των AUC του κάθε συνόλου
δεδομένων. Η piαραpiάνω εναλλακτική διαδικασία δεν εpiηρεάζεται αpiό τον αριθμό των δε-
δομένων του κάθε συνόλου αφού υpiολογίζει τη συνολική αpiόδοση με ένα σταθμισμένο
τρόpiο. Εpiιpiλέον, εpiιτρέpiει τη διερεύνηση του ορίου ανίχνευσης για κάθε σύνολο δεδο-
μένων ξεχωριστά. ΄Ολα τα piαραpiάνω κάνουν την piροτεινόμενη διαδικασία να piλεονεκτεί σε
σχέση με την «αpiλή».
Τα αpiοτελέσματα του διαγωνισμού δεν piαρουσίασαν σημαντική βελτίωση piαρόλο piου
εξετάστηκαν αρκετές μέθοδοι. Συγκεκριμένα, η ομάδα με τις υψηλότερες βαθμολογίες
χρησιμοpiοίησε το ισχυρότερο σύστημα του piερασμένου έτους, συμpiεριλαμβανομένων piολ-
λών μεθόδων όpiως η ενίσχυση σήματος και μια τεχνική piροσαρμογής τομέα. Η βελτίωση
στο αpiοτέλεσμα piροήλθε αpiό τον συνδυασμό μεμονωμένων μεθόδων piου διερευνήθηκαν
[22]. Παράλληλα, μία ενδιαφέρουσα piροσέγγιση με Capsule Networks [23] διακρίθηκε και
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βραβεύτηκε αpiό τους κριτές και μια διαφορετική τεχνική piροσαρμογής τομέα [24] έλαβε
ειδική μνεία.
΄Οpiως piαρατηρήθηκε αpiό τους διοργανωτές, piαρά τη διετή έρευνα piάνω σε μεθόδους
γενίκευσης κυρίως σε νευρωνικά δίκτυα, υpiάρχει ακόμη αρκετή διαφορά στην ακρίβεια
των μοντέλων σε δεδομένα ίδιων συνθηκών και σε εκείνα piου διαφέρουν. Για αυτό τον
λόγο αναφέρθηκε η εκδοχή εξερεύνησης υψηλότερης ανάλυσης χαρακτηριστικών, όpiως
για piαράδειγμα δεδομένα κυματομορφών και άλλα [1]. Με αυτή την piαρατήρηση, στην
piαρούσα διpiλωματική εpiιχειρούμε να ερευνήσουμε χαρακτηριστικά piου κανένα σύστημα
του διαγωνισμού δεν έχει συμpiεριλάβει έως τώρα.
Κεφάλαιο 3
Μέθοδοι
Σε αυτή την ενότητα εξηγούμε εν συντομία το θεωρητικό μέρος των χαρακτηριστι-
κών piου χρησιμοpiοιήσαμε και piώς τα piροσαρμόσαμε στο piρόβλημά μας. Υpiάρχουν piολλά
εργαλεία για την piαραγωγή χαρακτηριστικών, είτε βιβλιοθήκες γλωσσών piρογραμματι-
σμού είτε άλλα λογισμικά ανοιχτού κώδικα. Δεδομένου ότι η Python είναι η γλώσσα
piρογραμματισμού piου εpiιλέξαμε για την ανάpiτυξη του κώδικα μας, χρησιμοpiοιήσαμε αpiό
τα piροτεινόμενα piακέτα τη βιβλιοθήκη Librosa [25] η οpiοία είναι μία ευρέως χρησιμο-
piοιούμενη βιβλιοθήκη για την εξαγωγή χαρακτηριστικών ήχου. Εpiιpiλέον, εργαστήκαμε
και με το OpenSmile Toolkit [26] αφού είναι ένα αρκετά γνωστό εργαλείο εpiεξεργασίας
ήχου. Εφόσον λοιpiόν το Opensmile έχει αναpiτυχθεί αpiό ειδικούς στον χώρο ερευνητές,
μελετήσαμε τη συμpiεριφορά των χαρακτηριστικών με τις ρυθμίσεις piου εκείνοι piροτείνουν.
3.1 Χαρακτηριστικά
3.1.1 Mel-Frequency Cepstral Coefficients
Τα MFCC εpiιλέγονται συχνά για εργασίες ταξινόμησης ήχου [27]. Η διαδικασία
piαραγωγής τους ξεκινά δημιουργώντας n piλαίσια (frames) αpiό το αρχικό σήμα στα οpiοία εν
συνεχεία εφαρμόζεται ένα piαράθυρο για να εξομαλύνει τις ασυνέχειες μεταξύ τους. ΄Εpiειτα
λαμβάνεται ο μετασχηματισμός Fourier του σήματος και το piροκύpiτον φάσμα μετατρέpiεται
στην κλίμακα Mel με τη βοήθεια ενός Mel φίλτρου. Κατόpiιν, υpiολογίζεται ο λογάριθμος
κάθε Mel φάσματος και εφαρμόζεται ο διακριτός μετασχηματισμός συνημιτόνου (DCT) στο
piροηγούμενο αpiοτέλεσμα. Η κλίμακα Mel υpiολογίζεται αpiό
Mel(f) = 2595log10(1 +
f
700
) (3.1)
και θεωρείται ότι piροσεγγίζει το ανθρώpiινο ακουστικό σύστημα καλύτερα αpiό τις γραμμικά
διαχωρισμένες ζώνες συχνοτήτων του κανονικού cepstrum [28]. Ως cepstrum ορίζουμε το
φάσμα piου piροκύpiτει αpiό την εφαρμογή του διακριτού μετασχηματισμού συνημιτόνου στο
λογαριθμικό φάσμα του αρχικού σήματος. Εpiιpiλέον, είναι ευρέως γνωστό ότι η εφαρμογή
του DCT piαράγει ασυσχέτιστα δεδομένα, piράγμα piου κάνει piιο εύκολη τη μοντελοpiοίηση
τους αpiό αλγορίθμους Μηχανικής Μάθησης.
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Στα piαραpiάνω χαρακτηριστικά συνήθως piροστίθενται οι συντελεστές delta, delta-
delta οι οpiοίοι piροσpiαθούν να αναpiαραστήσουν τις χρονικές αλλαγές στο σήμα.
3.1.1.1 OpenSmile MFCC
Το εργαλείο Opensmile piροσφέρει διάφορα αρχεία ρυθμίσεων για την piαραγωγή χαρα-
κτηριστικών. Ιδιαίτερα, εpiιλέγουμε να εργαστούμε με το αρχείο ”MFCC12 E D A Z.conf”
στο οpiοίο υpiολογίζονται 13 MFCC αpiό 26 Mel-frequency Bands. Το μέγεθος των frames
είναι 25ms και δειγματοληpiτούνται με ρυθμό 10ms χρησιμοpiοιώντας ένα Hamming win-
dow. Ο συντελεστής μηδενικής τάξης αντικαθίσταται αpiό τη λογαριθμική ενέργεια του
σήματος και εpiιpiλέον piροστίθενται 13 delta και 13 delta-delta συντελεστές στα piροϋpiο-
λογισμένα MFCC. Στη συνέχεια, τα piροκύpiτοντα χαρακτηριστικά κανονικοpiοιούνται [26].
3.1.1.2 Librosa MFCC
Η βιβλιοθήκη Librosa διαθέτει μία piροκαθορισμένη συνάρτηση για τον υpiολογισμό
των MFCC χαρακτηριστικών. Με βάση αυτή, λάβαμε 13 χαρακτηριστικά MFCC τροφοδο-
τώντας το ακουστικό σήμα στην αντίστοιχη συνάρτηση. Το αpiοτέλεσμα υpiολογίζεται με
FFT σε Hanning Window μήκους 2048 και hop length ίσο με 512, έτσι ώστε να έχουμε
75% εpiικάλυψη. Ο ρυθμός δειγματοληψίας ορίστηκε σε 22.05 kHz με στόχο τη μείω-
ση της piοσότητας των δεδομένων χωρίς όμως να χάνουμε piολύ piληροφορία. Εpiιpiλέον,
piροστέθηκαν οι συντελεστές delta και delta-delta δίνοντας ως αpiοτέλεσμα ένα διάνυσμα
χαρακτηριστικών διάστασης 39.
3.1.2 Chroma Features
Στη θεωρία της μουσικής, μια οκτάβα είναι το διάστημα μεταξύ δύο μουσικών φθόγ-
γων με ένα αpiό αυτά να έχει τη διpiλάσια συχνότητα αpiό το άλλο. Η αντίληψη του αν-
θρώpiου για τους φθόγγους ή διαφορετικά «εντάσεις ήχων» (pitches) είναι piεριοδική. Ως
αpiοτέλεσμα, οι «εντάσεις» (pitces) piου χωρίζονται αpiό μια οκτάβα ανήκουν στην ίδια κα-
τηγορία (pitch class) και αντιpiροσωpiεύονται αpiό το ίδιο χρώμα. Με αυτή τη συμβολική
αναpiαράσταση, χαρακτηρίζουμε ένα pitch αpiό το χρώμα του και το ύψος του. Αναφε-
ρόμενοι στη Δυτική Μουσική Σημειογραφία και την ισοσταθμισμένη κλίμακα, κάθε χρώμα
αντιστοιχεί σε μία αpiό τις δώδεκα κλάσεις {C,C],D,D],E, F, F ],G,G],A,A],B}. Το
διάνυσμα χαρακτηριστικών Chroma piου piροκύpiτει αpiοτελείται αpiό διανύσματα piου αντι-
piροσωpiεύουν τον τρόpiο με τον οpiοίο κατανέμεται η ενέργεια σε αυτές τις δώδεκα κλάσεις
χρωμάτων [29].
Τα χαρακτηριστικά Chroma είναι ευρέως γνωστό ότι αναγνωρίζουν τα pitces piου
διαφέρουν κατά μια οκτάβα. Ως pitch ορίζεται η δυνατότητα του ανθρώpiου να αντιλαμ-
βάνεται έναν ήχο ως υψηλό ή χαμηλό. Συνεpiώς, χρησιμοpiοιούνται για την ανάλυση και την
εpiεξεργασία μουσικών δεδομένων, λόγω του ότι είναι ανθεκτικά στις αλλαγές του τέμpiο
και συνδέονται άμεσα με τη μουσική piτυχή της αρμονίας. Αυτή η piροοpiτική μας ώθησε
να διερευνήσουμε τις εpiιδόσεις τους στους ήχους των piουλιών, το οpiοία είναι μελωδικά
δεδομένα και piιθανότατα θα αναpiαρίστανται ιδανικά αpiό τα χαρακτηριστικά χρώματος.
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Υpiάρχουν αρκετές εφαρμογές για την εξαγωγή τω Chroma χαρακτηριστικών. Η
βιβλιοθήκη Librosa piαρέχει τρεις διαφορετικές υλοpiοιήσεις, η μια εκ των οpiοίων βασίζε-
ται στον Σύντομο Μετασχηματισμό Fourier (STFT), μια άλλη στον Μετασχηματισμό
Constant-Q (CQT) και η τελευταία στον CQT με ένα εpiιpiλέον βήμα κανονικοpiοίησης
(CENS). Εpiιλέξαμε να χρησιμοpiοιήσουμε τους τελευταίους δύο και την υλοpiοίηση piου
piαρέχει το εργαλείο OpenSmile.
3.1.2.1 OpenSmile Chromagram
Το αρχείο ρυθμίσεων piου piαρέχει το OpenSmile εξάγει 12 χαρακτηριστικά Chroma
αpiό ένα short-time FFT spectrogram με ένα piαράθυρο Gauss μήκους 50ms και ρυθμό
δειγματοληψίας 10 ms. Εφαρμόζοντας τριγωνικά φίλτρα, το φασματογράφημα κλιμακώνεται
σε ημιτονική κλίμακα piαράγοντας το τελικό αpiοτέλεσμα [26]. Παρακάτω φαίνονται τα
χαρακτηριστικά Chroma του OpenSmile Toolkit.
(αʹ) warblrb10k : 0d30dbf2-dfdc-4e46-bce3.wav
(βʹ) ff1010bird : 182740.wav
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(γʹ) BirdVox-DCASE-20k : c1dc30de-1cbd-454e-a565-b1d929fecf73.wav
Σχήμα 3.1: Χαρακτηριστικά Chroma του Opensmile Toolkit
3.1.2.2 Librosa Constant-Q Chromagram
Βασισμένη στο [30] η βιβλιοθήκη Librosa υλοpiοιεί την εξαγωγή Chroma χαρακτη-
ριστικών με χρήση του Constant-Q μετασχηματισμού. Ο μετασχηματισμός Constant-Q
μετατρέpiει ένα σήμα αpiό το piεδίο του χρόνου στο piεδίο της συχνότητας διαχωρίζοντας
γεωμετρικά τις συχνότητες και διατηρώντας τους συντελεστές Q ίσους. Δηλαδή για τις
συχνότητες ισχύει [30]:
fk = f12
k−1
B (3.2)
όpiου το k = 1, 2, ...K αναpiαριστά τα διαστήματα συχνοτήτων του CQT, f1 είναι η κεντρική
συχνότητα του χαμηλότερου διαστήματος συχνότητας (frequency bin) και το B καθορίζει
τον αριθμό των «κάδων» ανά οκτάβα. Εpiιpiλέον, οι συντελεστές Q δίνονται αpiό:
Q =
fk
∆fk
(3.3)
και εξ΄ ορισμού διατηρούνται σταθεροί για τον CQT.
Ο piαραpiάνω μετασχηματισμός έχει ως αpiοτέλεσμα την καλύτερη ανάλυση συχνότη-
τας των χαμηλών συχνοτήτων και την αpiοδοτικότερη ανάλυση χρόνου των υψηλών συχνο-
τήτων. Η piρώτη αpiόpiειρα χρήσης του CQT [31] για μουσικά δεδομένα δεν κέντρισε το
ενδιαφέρον της ερευνητικής κοινότητας αφού υpiέφερε αpiό βασικά piροβλήματα όpiως η piολυ-
piλοκότητα και η έλλειψη αντίστροφου μετασχηματισμού. Παρ΄ όλα αυτά, τα εpiόμενα χρόνια
piροτάθηκαν λύσεις στα piαραpiάνω εμpiόδια και δημιουργήθηκε μια βιβλιοθήκη σε Matlab
η οpiοία υpiολόγιζε αpiοδοτικότερα τον συγκεκριμένο μετασχηματισμό και υpiοστήριζε τον
αντίστροφο του με αρκετή ακρίβεια [30].
Για την εξαγωγή χαρακτηριστικών με χρήση της Python χρησιμοpiοιήσαμε τις piρο-
εpiιλεγμένες piαραμέτρους και στην εpiόμενη εικόνα piαρουσιάζουμε τη μορφή αυτών των
χαρακτηριστικών. Η εν λόγω υλοpiοίηση εφαρμόζει κανονικοpiοίηση των δεδομένων ανά
στήλη διαιρώντας κάθε στοιχείο της στήλης με τη μέγιστη τιμή της.
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(αʹ) warblrb10k : 0d30dbf2-dfdc-4e46-bce3.wav
(βʹ) ff1010bird : 182740.wav
(γʹ) BirdVox-DCASE-20k : c1dc30de-1cbd-454e-a565-b1d929fecf73.wav
Σχήμα 3.2: Χαρακτηριστικά CQT της βιβλιοθήκης Librosa
3.1.2.3 Librosa Chroma Energy Normalized (CENS)
Τα CENS χαρακτηριστικά piαράγονται αpiό τη στατιστική ανάλυση της κατανομής της
ενέργειας στις ζώνες χρώματος. Αpiοτελούν ισχυρά ηχητικά χαρακτηριστικά μιας και είναι
σταθερά σε δυναμικές αλλαγές, σε αλλαγές στο τέμpiο (trimbe) και στην piροφορά, δηλαδή
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στον τρόpiο με τον οpiοίο ακούγεται μία νότα.
Σύμφωνα με το [29] το piρώτο βήμα για την piαραγωγή των χαρακτηριστικών CENS
αφορά την αναpiαράσταση κατανομής της ενέργειας η οpiοία λαμβάνεται αpiό την κανονικο-
piοίηση του κάθε Chroma διανύσματος με τη χρήση της `1 νόρμας . Εpiιpiλέον, διαλέγοντας
κατάλληλα λογαριθμικά όρια piοσοτικοpiοιούνται τα διανύσματα χαρακτηριστικών και ει-
σάγεται κάpiοια λογαριθμική συμpiίεση. Στη συνέχεια, εφαρμόζοντας ένα piαράθυρο μήκους
w τα διανύσματα εξομαλύνονται εpiιpiλέον και μειώνονται με δειγματοληψία (downsampling)
κατά ένα piαράγοντα d. Το τελικό αpiοτέλεσμα διαμορφώνεται με εpiιpiλέον κανονικοpiοίηση
χρησιμοpiοιώντας την `2 νόρμα. Η βιβλιοθήκη Librosa υλοpiοιεί με την ίδια σειρά τα βήματα
για την piαραγωγή των χαρακτηριστικών CENS με εξαίρεση του βήματος της υpiοδειγμα-
τολειψίας (downsampling).
Η φύση των CENS και η σταθερότητα τους στις δυναμικές αλλαγές τα καθιστά κα-
τάλληλα για εφαρμογές όpiως η αντιστοίχιση (audio matching) [32] και η ανάκτηση ήχου
(audio retrieval). Εpiιpiλέον, τα εν λόγω χαρακτηριστικά διανύσματα αναpiαριστούν εpiαρκώς
μελωδικά σήματα αφού συνδέονται στενά με την αρμονική εξέλιξη τέτοιου είδους σημάτων.
Το γεγονός ότι το υpiόβαθρό τους είναι τα χαρακτηριστικά Chroma τα κάνει ανθεκτικά
στις αλλαγές στο τέμpiο και η κανονικοpiοίηση piου εφαρμόζεται τα σταθεροpiοιεί ως piρος
τις δυναμικές αλλαγές. Τέλος, η χρήση λογαριθμικών ορίων ενέργειας καθιστά τα CENS
ανθεκτικά στο θόρυβο piου μpiορεί να piροκύψει αpiό λάθος νότες και η χρήση piαραθύρων
αντισταθμίζει τις διαφορές piου μpiορεί να piροκύψουν αpiό όμοιες ομάδες νοτών [32].
΄Οpiως στην piροηγούμενη υλοpiοίηση έτσι και εδώ χρησιμοpiοιήσαμε τις piροεpiιλεγμένες
piαραμέτρους της συνάρτησης τις βιβλιοθήκης Librosa και η μορφή των χαρακτηριστικών
φαίνεται στο σχήμα 3.3.
(αʹ) warblrb10k : 0d30dbf2-dfdc-4e46-bce3.wav
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(βʹ) ff1010bird : 182740.wav
(γʹ) BirdVox-DCASE-20k : c1dc30de-1cbd-454e-a565-b1d929fecf73.wav
Σχήμα 3.3: Χαρακτηριστικά CENS της βιβλιοθήκης Librosa
3.2 Εpiιpiλέον Μέθοδοι
3.2.1 Μείωση Θορύβου
Η μείωση του θορύβου είναι μια ενδιαφέρουσα και συνηθισμένη τεχνική για τα αρχεία
ήχου και συνήθως εφαρμόζεται χρησιμοpiοιώντας ένα σταθερό όριο θορύβου. ΄Οσον αφορά
ηχογραφήσεις piου αντλούνται αpiό φυσικά piεριβάλλοντα όpiως μία piόλη ή ένα δάσος, η
έννοια του θορύβου piεριλαμβάνει και ήχους piου piροέρχονται αpiό διάφορα ζώα, τη βροχή
και τον αέρα. Συγκεκριμένα, τέτοιου είδους θόρυβος συναντάται συχνά στα δεδομένα
του διαγωνισμού και αξίζει να εξερευνηθούν τεχνικές οι οpiοίες τον αναγνωρίζουν και τον
αpiομακρύνουν.
Μια τεχνική αντιμετώpiισης του θορύβου είναι η εφαρμογή ενός φίλτρου. Αpiό τη θε-
ωρία Εpiεξεργασίας Ψηφιακών Σημάτων γνωρίζουμε ότι υpiάρχουν διαφόρων ειδών φίλτρα,
όpiως τα Chebyshev, τα Butterworth, τα Elliptic filters και άλλα. Εpiιpiρόσθετα, τα φίλτρα
διαχωρίζονται σε Low-pass , High-pass, Band-pass filters και άλλα ανάλογα με τις ζώνες
συχνοτήτων piου εpiιτρέpiουν. Θα εστιάσουμε στα υψιpiερατά φίλτρα και ιδιαίτερα σε ένα
Butterworth High Pass φίλτρο δεύτερης τάξης.
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Συγκεκριμένα, στο [33] υpiοστηρίζεται ότι εφαρμόζοντας ένα υψιpiερατό φίλτρο βελτι-
ώνουμε το σήμα ενισχύοντας τις συχνότητες piου σχετίζονται με ήχους piουλιών. Ιδιαίτερα
εφαρμόσαμε σε κάθε σήμα εισόδου ένα Butterworth High Pass φίλτρο δεύτερης τάξης με
συχνότητα αpiοκοpiής ίση με 2kHz. Παρακάτω (σχήματα 3.4,3.5,3.6) φαίνονται, μετά αpiό
τυχαία εpiιλογή, αρχεία ήχου piου piεριέχουν ήχους piουλιών piριν και μετά το φίλτρο. ΄Οpiως
είναι φανερό, ξαφνικές αλλαγές και αιχμές (peaks) του αρχικού σήματος διατηρούνται και
ενισχύονται μετά την εφαρμογή του φίλτρου.
(αʹ) Αρχικό σήμα
(βʹ) Μετά το φίλτρο
Σχήμα 3.4: Εpiίδραση υψιpiερατού φίλτρου στο αρχείο ήχου 0d30dbf2-dfdc-4e46-bce3.wav
το οpiοίο ανήκει στο warblrb10k dataset.
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(αʹ) Αρχικό σήμα
(βʹ) Μετά το φίλτρο
Σχήμα 3.5: Εpiίδραση υψιpiερατού φίλτρου στο αρχείο ήχου: 182740.wav το οpiοίο ανήκει
στο ff1010bird dataset.
(αʹ) Αρχικό σήμα
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(βʹ) Μετά το φίλτρο
Σχήμα 3.6: Εpiίδραση υψιpiερατού φίλτρου στο αρχείο ήχου: c1dc30de-1cbd-454e-a565-
b1d929fecf73.wav το οpiοίο ανήκει στο BirdVox-DCASE-20k dataset.
3.2.2 Κανονικοpiοίηση Χαρακτηριστικών
Η κανονικοpiοίηση (normalization) είναι μια διαδικασία piου εφαρμόζεται συχνά ως
piρωταρχικό βήμα στην εpiεξεργασία δεδομένων για τους αλγορίθμους Μηχανικής Μάθησης.
Η συμβολή της είναι ιδιαίτερα σημαντική ειδικά για δεδομένα των οpiοίων οι τιμές διαφέρουν
αρκετά. Συνήθως τα δεδομένα piου υφίστανται κανονικοpiοίηση κλιμακώνονται στο διάστημα
[0,1] ή [-1,1] ανάλογα με το είδος και τις ανάγκες του piροβλήματος.
΄Οσον αφορά το piρόβλημα μας, οι διαφορετικές συσκευές piου χρησιμοpiοιήθηκαν για
την εγγραφή των αρχείων ήχου εpiηρεάζουν τις τιμές των δεδομένων μιας και κάθε σύνο-
λο δεδομένων θα piαρουσιάζει διαφορές στη μέση τιμή και την τυpiική αpiόκλιση. ΄Ετσι
σύμφωνα με το [18], αν αφαιρέσουμε αpiό το διάνυσμα των χαρακτηριστικών τη μέση τι-
μή και διαιρέσουμε με την τυpiική αpiόκλιση τότε θα μετριάσουμε την εpiιρροή piου έχουν
οι διαφορετικές συσκευές στα διανύσματα χαρακτηριστικών. Συνεpiώς, για ένα διάνυσμα
χαρακτηριστικών X = {x1, x2, .., xn} με i διανύσματα χαρακτηριστικών και n frames το
καθένα, υpiολογίζουμε για κάθε αρχείο ξεχωριστά τη μέση τιμή (µ) και τη διασpiορά (σ2)
και το κανονικοpiοιημένο διάνυσμα χαρακτηριστικών piροκύpiτει αpiό:
Yn(i) =
xn(i)− µ(i)
σ(i)
(3.4)
Ως εpiιpiρόσθετο βήμα για να αντιμετωpiιστούν τα piροβλήματα piου piροκαλούν οι δια-
φορετικές συσκευές στα δεδομένα εφαρμόζουμε την αντιστοίχιση τους σε μία κανονική
μορφή. Στην piροσέγγισή μας, μετασχηματίσαμε τα δεδομένα έτσι ώστε να ακολουθούν
την κανονική κατανομή στοχεύοντας στην εξάλειψη εpiιpiλέον θορύβου στα αρχεία. Για τον
εν λόγω μετασχηματισμό χρησιμοpiοιήσαμε τη συνάρτηση QuantileTransformer του piα-
κέτου signal.preprocessing της Python. Η ζητούμενη κανονικοpiοιημένη μορφή piαράγεται
αpiό τη συνάρτηση:
G−1(F (X)) (3.5)
όpiου F είναι η Αθροιστική Συνάρτηση Κατανομής (Cumulative Distribution Function)
των χαρακτηριστικών και G−1 η piοσοτική συνάρτηση της εpiιθυμητής κατανομής εξόδου
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G, όpiου στη συγκεκριμένη piερίpiτωση είναι η κανονική κατανομή. Στο σχήμα 3.7 φαίνεται
συντελεστής piρώτης τάξης στην αρχική του μορφή (3.7α), μετά την κανονικοpiοίηση (3.7β)
και μετά την αντιστοίχιση του στην κανονική κατανομή (3.7γ).
(αʹ) Αρχική μορφή
(βʹ) Κανονικοpiοιημένη μορφή
3.3. ΔΕΔΟΜΕΝΑ 18
(γʹ) Μορφή μετασχηματισμένη στην κανονική κατανομή
Σχήμα 3.7: Πρώτης τάξης συντελεστής των MFCC χαρακτηριστικών κατά τα στάδια της
κανονικοpiοίησης. Αρχείο ήχου warblrb10k : 0d30dbf2-dfdc-4e46-bce3.wav
3.3 Δεδομένα
Τα δεδομένα piου piαρείχε ο διαγωνισμός piροερχόταν αpiό piολλαpiλές piηγές όpiως
συσκευές αpiομακρυσμένης piαρακολούθησης οι οpiοίες piαθητικά συλλέγουν δεδομένα και
κινητές συσκευές όpiως για piαράδειγμα smartphones τα οpiοία συμβάλουν στην ενεργή
συλλογή. ΄Οpiως είναι λογικό, οι διαφορές στα ακουστικά δεδομένα αφορούν τόσο την ανα-
λογία υpiάρχει piουλί ή όχι στην ηχογράφηση, όσο και στο μέσο piου χρησιμοpiοιήθηκε για
αυτή. Αυτή η εpiιλογή piολλαpiλών piηγών, στοχεύει στην καλύτερη γενίκευση σε νέες συν-
θήκες piαρέχοντας στον υpiοψήφιους διαγωνιζόμενους αρκετά δεδομένα τόσο για ανάpiτυξη
όσο και για τον έλεγχο των αλγορίθμων [1]. Τα δεδομένα piου χρησιμοpiοιήθηκαν στην
ανάpiτυξη της δικής μας piροσέγγισης είναι τα εξής:
• Warblr dataset : Αpiοτελεί ένα εκ των δύο συνόλων δεδομένων piου αντλήθηκαν
αpiό piολλαpiλές piηγές. Ανήκει στο Warblr project του Ηνωμένου Βασιλείου το
οpiοίο piαρέχει μια εφαρμογή για smartphones η οpiοία αpiό 10 δευτερολέpiτων αρχείων
ήχου ταξινομεί τα είδη των piουλιών. Το σύνολο αpiαρτίζεται αpiό 8,000 αρχεία τα
οpiοία συλλέχθηκαν ενεργά αpiό συσκευές κινητής τηλεφωνίας και piολύ piιθανόν να
piεριέχουν ομιλία, θόρυβο piροερχόμενο αpiό καιρικές συνθήκες όpiως βροχή και αέρας
αλλά και μιμήσεις ήχων piουλιών αpiό ανθρώpiους. Οι συνθήκες των ηχογραφήσεων
αφορούν κυρίως piρωϊνά και σαββατοκύριακα σε όλες τις piεριοχές του Ηνωμένου
Βασιλείου και όλες τις εpiοχές του χρόνου [1].
• Freefield1010 dataset [34] : Είναι το δεύτερο σύνολο δεδομένων piου piεριέχει
ηχογραφήσεις αpiό piολλαpiλές piηγές. Είναι μέρος του piρογράμματος FreeSound και
συνίσταται αpiό 7,690 αρχεία ήχου. Οι συνθήκες των ηχογραφήσεων είναι piολύ
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διαφορετικές αpiό αυτές του Warblr dataset αφού είναι αpiό piαγκόσμια εμβέλεια και
οι συσκευές piαρακολούθησης είναι συνήθως μη καταγεγραμμένες, είτε μέσης είτε
υψηλής piοιότητας.
• BirdVox-DCASE-20k dataset [35] : Το συγκεκριμένο σύνολο δεδομένων α-
νήκει στην κατηγορία δεδομένων piου αντλήθηκαν αpiό ελεγχόμενες συσκευές. ΄Εξι
αισθητήρες τοpiοθετημένοι στο ΄Ιθακα της Νέας Υόρκης τον μήνα Σεpiτέμβριο έλαβαν
τα δεδομένα εκ των οpiοίων το 50,09% piεριέχει τουλάχιστον ένα piουλί. Το σύνολο
αpiοτελείται αpiό 20,000 αρχεία ήχου των 10 δευτερολέpiτων και ανήκει στον BirdVox
project.
Για κάθε ένα αpiό τα piαραpiάνω σύνολα δεδομένων δόθηκε ένα αρχείο .csv με τις ετι-
κέτες των ηχογραφήσεων. Το εν λόγω αρχείο piεριείχε το id, την ετικέτα («0», δεν piεριέχει
piουλί και «1», piεριέχει piουλί) και την piηγή (dataset) στο οpiοίο ανήκει η ηχογράφηση. Οι
ετικέτες για το κάθε αρχείο ήχου δόθηκαν χειροκίνητα οpiότε και είναι λογικό να υpiάρχει
κάpiοιο μικρό piοσοστό λάθους. Το BirdVox-DCASE-20k dataset λέγεται ότι έχει 99.5%
ακρίβεια στις ετικέτες και τα υpiόλοιpiα δύο 96.7% [1].
Για τους σκοpiούς τις εργασίας μας αντλήσαμε το 15% του κάθε συνόλου με τυχαία
εpiιλογή. Αpiό αυτό, piερίpiου το 20% των αρχείων χρησιμοpiοιήθηκε για την αξιολόγηση
του συστήματος. Στον piίνακα 3.1 φαίνεται ο αριθμός των δεδομένων piου αντλήσαμε αpiό
κάθε σύνολο δεδομένων για εκpiαίδευση και αξιολόγηση.
Freefield1010 Warblrb10k BirdVox-
DCASE-20k
Εκpiαίδευση 807 840 2100
Δοκιμή 346 360 900
Σύνολο 1054 1200 3000
Πίνακας 3.1: Ποσό δεδομένων piου αντλήθηκε αpiό κάθε dataset.
3.4 Μετρική Αξιολόγησης
Στόχος του διαγωνισμού είναι η σχεδίαση ενός γενικού συστήματος όpiου θα διακρίνει
με ακρίβεια την piαρουσία ή αpiουσία piουλιών σε ένα αρχείο ήχου. Εpiιpiλέον, εφόσον το
θέμα του διαγωνισμού δεν αφορούσε συγκεκριμένη εφαρμογή, οι δημιουργοί θέλησαν να
εστιάσουν στο κόστος piου δημιουργείται αpiό τις ψευδώς θετικές piρος τις ψευδώς αρνητικές
piροβλέψεις (false positive/ false negative). Για τον λόγο αυτό, η έξοδος/piρόβλεψη του
συστήματος piροτάθηκε να είναι piραγματική τιμή στο διάστημα [0,1] και η μετρική αpiόδοσης
να είναι η Area Under the ROC Curve (AUC).
Η AUC μετράει το κατά piόσο ένας ταξινομητής διαχωρίζει εpiαρκώς δύο κλάσεις. Ε-
ίναι βασισμένη στη ROC Curve η οpiοία σχεδιάζεται σύμφωνα με το piοσοστό των σωστά
θετικών piροβλέψεων TPR ως piρος το piοσοστό των λανθασμένα θετικών FPR όpiου [36]:
TPR =
TruePositive
TruePositive+ FalseNegative
(3.6)
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FPR =
FalsePositive
TrueNegative+ FalsePositive
(3.7)
Είναι γνωστό ότι η AUC εφαρμόζει piολλαpiλά όρια (thresholds) σε ταξινομητές των
οpiοίων η έξοδος είναι piραγματικός αριθμός. Εpiιpiλέον, κρίνεται κατάλληλη για μη ισορρο-
piημένα σύνολα δεδομένων εφόσον η ανομοιομορφία στα στοιχεία των κλάσεων δεν εpiιδρά
αρνητικά στο αpiοτέλεσμα. ΄Ολα τα piαραpiάνω χαρακτηριστικά διακρίνουν την AUC αpiό
άλλα μέτρα αξιολόγησης της αpiόδοσης του ταξινομητή με αpiοτέλεσμα να εpiιλέγεται συχνά
σε τέτοιου είδους piροβλήματα.
Μια τυpiική αναpiαράσταση της AUC φαίνεται piαρακάτω όpiου το υpiοκείμενο piοσοστό
λαμβάνεται υpiολογίζοντας την piεριοχή κάτω αpiό τη ROC καμpiύλη (διακεκομμένη μpiλε
γραμμή).
Σχήμα 3.8: Τυpiική αναpiαράσταση της AUC. Λήφθηκε αpiό [2].
Κεφάλαιο 4
Ταξινομητές
Στο piαρόν κεφάλαιο piαραθέτουμε εν συντομία το θεωρητικό υpiόβαθρο των ταξινο-
μητών piου εpiιλέξαμε για την εργασία μας. Για την υλοpiοίηση των μοντέλων εpiιλέξαμε
τη γλώσσα piρογραμματισμού Python μιας και χρησιμοpiοιείται ευρέως για ανάpiτυξη αλγο-
ρίθμων Μηχανικής Μάθησης. Εpiιpiλέον, piαρέχει ένα ευρύ φάσμα piακέτων εpiεξεργασίας
δεδομένων και υλοpiοιημένων αλγορίθμων Μηχανικής Μάθησης.
4.1 Μηχανές Διανυσματικής Υpiοστήριξης
Οι Μηχανές Διανυσματικής Υpiοστήριξης (SVM) αpiοτελούν κομμάτι των μεθόδων
μάθησης υpiό εpiίβλεψη. Χρησιμοpiοιούνται σε piροβλήματα ταξινόμησης, piαλινδρόμησης
και ανίχνευσης ακραίων τιμών και η κύρια ιδέα τους είναι ο γραμμικός διαχωρισμός ενός
συνόλου δεδομένων τα οpiοία αρχικά έχουν χαρτογραφηθεί σε έναν piροεpiιλεγμένο χώρο Z.
Τα δεδομένα χαρτογραφούνται συνήθως με κάpiοια μη γραμμική συνάρτηση και η εpiιφάνεια
piου τα διαχωρίζει στον χώρο Z στοχεύει στην υψηλή ικανότητα γενίκευσης του δικτύου
[3]. Η συνάρτηση piου piαράγει το μέγιστο piεριθώριο μεταξύ δύο κλάσεων ορίζεται ως το
βέλτιστο υpiερεpiίpiεδο piου διαχωρίζει τις δύο κλάσεις όpiως φαίνεται και στο σχήμα 4.1.
΄Ενας μικρός αριθμός δεδομένων εpiιλέγεται ως διανύσματα υpiοστήριξης, και αυτά είναι
αρκετά για να ορίζουν το piαραpiάνω υpiερεpiίpiεδο.
΄Εστω ότι xi για i = 1, ..., N είναι τα διανύσματα εκpiαίδευσης του συνόλου X και
g(x) = wTx+ w0 το υpiερεpiίpiεδο διαχωρισμού. Για δύο κλάσεις ω1, ω2 όpiου
g(x) = +1 για ω1
και
g(x) = −1 για ω2
η αpiόσταση ενός σημείου xi αpiό το υpiερεpiίpiεδο διαχωρισμού ορίζεται ως
zx =
|g(x)|
‖w‖
και το μέγιστο piεριθώριο piου ορίζει το βέλτιστο υpiερεpiίpiεδο υpiολογίζεται ως
2
‖w‖
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Σχήμα 4.1: Διαχωρίσιμο piρόβλημα στον δισδιάστατο χώρο. Τα γκρι διανύσματα υpiοστήρι-
ξης δημιουργούν το μέγιστο δυνατό piεριθώριο μεταξύ των δύο κλάσεων [3].
Εpiιθυμούμε να ελαχιστοpiοιήσουμε τη συνάρτηση
J(w) =
1
2
‖w‖2 (4.1)
υpiό τους ακόλουθους piεριορισμούς
yi(w
Txi + w0) ≥ 1, i = 1, ..., N (4.2)
yi = 1, xi ∈ ω1 (4.3)
yi = −1, xi ∈ ω2 (4.4)
Το piαραpiάνω piρόβλημα ελαχιστοpiοιεί τη νόρμα ‖w‖ και μεγιστοpiοιεί το piεριθώριο
2
‖w‖ συνεpiώς είναι ένα τετραγωνικό piρόβλημα βελτιστοpiοίησης με γραμμικούς piεριορισμούς
ανισοτήτων. Με χρήση της Lagrange συνάρτησης με συντελεστές λi και της θεωρίας
βελτιστοpiοίησης κυρτών piροβλημάτων έχουμε:
Lagrangian: L(w,w0, λ) = 1
2
wTw −
N∑
i=1
λi[yi(w
Txi + w0)− 1] (4.5)
N∑
i=i
λiyixi = w (4.6)
N∑
i=i
λiyi = 0 (4.7)
όpiου λύνοντας την εξίσωση 4.5 λαμβάνουμε το υpiερεpiίpiεδο w (εξίσωση 4.6) το οpiοίο είναι
γραμμικός συνδυασμός αpiό N1 < N διανύσματα υpiοστήριξης για τα οpiοία ισχύει λi 6= 0.
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Με βάση το piαραpiάνω piρόβλημα το αντίστοιχο δυϊκό του είναι:
maximize
λ
( N∑
i=i
λi − 1
2
∑
i,j
λiλjyiyjx
T
i xj
)
subject to
N∑
i=i
λiyi = 0
λ ≥ 0
(4.8)
αpiό το οpiοίο υpiολογίζονται οι βέλτιστοι piολλαpiλασιαστές Lagrange έτσι ώστε να ληφθεί
το βέλτιστο υpiερεpiίpiεδο αpiό την εξίσωση 4.6. Για piερισσότερες λεpiτομέρειες σχετικά με
την εpiίλυση του piαραpiάνω piροβλήματος αναφερόμαστε στο [3].
Αν και οι Μηχανές Διανυσματικής Υpiοστήριξης αρχικά piροτάθηκαν για γραμμική
ταξινόμηση με κάpiοιες διαφοροpiοιήσεις μpiορούν να εκτελέσουν και μη γραμμική ταξινόμη-
ση. Εpiιλέγοντας κατάλληλες συναρτήσεις piυρήνα αντιστοιχίζουν τα χαρακτηριστικά αpiό
τον χώρο εισόδου σε υψηλών διαστάσεων χώρους στους οpiοίους είναι δυνατή η γραμμική
ταξινόμηση. Συνηθισμένες συναρτήσεις piυρήνα είναι οι:
• Γκαουσιανή Ακτινική Συνάρτηση Βάσης (Gaussian radial basis function)
• Πολυωνυμική Συνάρτηση (Polynomial)
• Υpiερβολική Εφαpiτομένη (Hyperbolic tangent)
Με την εφαρμογή των piαραpiάνω συναρτήσεων piυρήνα τις οpiοίες συμβολίζουμε ως
K(x, x
′
), το piρόβλημα βελτιστοpiοίησης της εξίσωσης (4.8) γίνεται [37]:
maximize
λ
( N∑
i=i
λi − 1
2
∑
i,j
λiλjyiyjK(x, x
′
)
)
subject to
N∑
i=i
λiyi = 0
λ ≥ 0
(4.9)
και η λύση του με βάση την εξίσωση (4.6) είναι [37]:
w =
N∑
i=i
λiyiK(x, x
′
) (4.10)
4.1.1 Λεpiτομέρειες Υλοpiοίησης SVM
Για την ανάpiτυξη του SVM μοντέλου εpiιλέξαμε την υλοpiοίηση της βιβλιοθήκης
Sklearn [38] η οpiοία βασίζεται στη βιβλιοθήκη Libsvm. Συγκεκριμένα χρησιμοpiοιήσα-
με την κλάση SVC σε συνδυασμό με τον RBF kernel και τις piροκαθορισμένες ρυθμίσεις
της βιβλιοθήκης.
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4.2 Τυχαία Δέντρα Αpiοφάσεων
Τα Τυχαία Δέντρα αpiοφάσεων (Random Forests) είναι μία τεχνική μάθησης όpiου
αpiοτελείται αpiό έναν αριθμό δέντρων αpiοφάσεων (Decision Trees) τα οpiοία λειτουργούν
σαν σύνολο. Χρησιμοpiοιείται τόσο σε piροβλήματα ταξινόμησης όσο και σε piαλινδρόμη-
σης. Στα piροβλήματα ταξινόμησης κάθε ένα αpiό τα δέντρα αpiόφασης piου αpiοτελούν το
Random Forest κάνει μία piρόβλεψη και η τελική αpiόφαση piροέρχεται αpiό τον μέσο όρο
των μοναδικών μοντέλων-δέντρων. Τα Random Forests είναι μια piαραλλαγή της μεθόδου
bagging η οpiοία είναι μια τεχνική piου piροσpiαθεί να ελαχιστοpiοιήσει την αpiόκλιση μιας
συνάρτησης piρόβλεψης με το να υpiολογίζει κατά μέσο όρο τα μοναδικά μοντέλα-δέντρα
[37].
΄Οpiως αναφέρθηκε, τα Τυχαία Δέντρα αpiοφάσεων αpiοτελούνται αpiό piολλά Δέντρα
Αpiοφάσεων, γι αυτό θα αναφέρουμε piεριληpiτικά τη βασική ιδέα των τελευταίων. Συγκεκρι-
μένα, ένα Δέντρο Αpiόφασης είναι ένα μοντέλο όpiου κάθε κόμβος κατευθύνει τα δεδομένα
εισόδου piρος έναν κόμβο-φύλλο το οpiοίο αντιστοιχεί σε μία ετικέτα. Η κατεύθυνση του
κάθε κόμβου ορίζεται αpiό τον διαχωρισμό του χώρου εισόδου είτε αpiό ένα piροκαθορισμένο
σύνολο ερωτήσεων είτε με βάση τα χαρακτηριστικά των δεδομένων εισόδου [39]. Ας υ-
piοθέσουμε το piαράδειγμα τις εικόνας 4.2 όpiου τα δεδομένα εισόδου αpiοτελούνται αpiό μία
αλληλουχία κόκκινων και μpiλε αριθμών 0 ή 1. Η piρώτη ερώτηση αφορά το χρώμα το οpiοίο
είναι ένα χαρακτηριστικό piου εκτελεί τον piρώτο διαχωρισμό με σαφήνεια. Στη συνέχεια,
εφόσον αpiαντηθεί «Ναι» στην ερώτηση «Είναι κόκκινο;», ορίζεται η δεύτερη piου αφορά
την υpiογράμμιση των στοιχείων. Αυτή είναι και η τελευταία ερώτηση αφού τα δεδομένα
εισόδου έχουν διαχωριστεί σε κάθε φύλλο με εpiιτυχία.
Σχήμα 4.2: Παράδειγμα Δέντρου Αpiόφασης. Λήφθηκε αpiό [4].
Είναι γνωστό ότι τα Δέντρα Αpiοφάσεων υpiοφέρουν αpiό το piρόβλημα της υpiερμοντε-
λοpiοίησης (overfitting) και για να αντιμετωpiιστεί αυτό εφαρμόστηκαν μέθοδοι συνόλων.
Τέτοιου είδους τεχνικές δημιουργούν μοντέλα τα οpiοία αpiοτελούνται αpiό ένα σύνολο αpiό
Δέντρα Αpiοφάσεων piου λειτουργούν συλλογικά. Μια συνηθισμένη τεχνική piου ανήκει σε
αυτή την κατηγορία είναι η Boosted Trees με την οpiοία σταδιακά χτίζεται το συνολικό
μοντέλο αpiό ασθενείς ταξινομητές και εκμεταλλευόμενοι τα λανθασμένα ταξινομημένα δε-
δομένα. Εpiιpiλέον, ειδική piερίpiτωση μεθόδων συνόλων αpiοτελούν τα Τυχαία Δέντρα Αpiο-
φάσεων τα οpiοία ανήκουν στην κατηγορία μεθόδων Bagging ή Bootstrap aggregated. Οι
συγκεκριμένες τεχνικές λαμβάνουν ένα piοσοστό των δεδομένων σε κάθε βήμα και χτίζουν
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ένα Δέντρο Αpiοφάσεων. Η εpiιλογή των δεδομένων γίνεται με αντικατάσταση, δηλαδή ένα
στοιχείο μpiορεί να εpiιλεχθεί piερισσότερες αpiό μια φορές στα μεμονωμένα υpiοσύνολα [37].
Σύμφωνα με την piαραpiάνω θεωρία, στα Τυχαία Δέντρα Αpiοφάσεων το κάθε Δέντρο
Αpiοφάσεων κάνει μια piρόβλεψη καταγράφοντας piολύpiλοκες δομές των δεδομένων εισόδου.
Για τα piροβλήματα ταξινόμησης, η τελική αpiόφαση του Τυχαίου Δέντρου Αpiοφάσεων υpiο-
λογίζεται αpiό την piλειοψηφία των μεμονωμένων piροβλέψεων. Η piαρακάτω εικόνα piαρου-
σιάζει ένα Τυχαίο Δέντρο Αpiοφάσεων όpiου κάθε Δέντρο Αpiόφασης έχει piροβλέψει είτε
την κλάση «1» είτε την κλάση «0». Συγκεκριμένα υpiάρχουν 6 piροβλέψεις για την κλάση
«1» και 3 για την κλάση «0», οpiότε και η piρόβλεψη του Τυχαίου Δέντρου Αpiοφάσεων με
βάση την piλειοψηφία είναι η κλάση «1».
Σχήμα 4.3: Παράδειγμα Τυχαίου Δέντρου Αpiοφάσεων. Λήφθηκε αpiό [4].
4.2.1 Υλοpiοίηση Τυχαίου Δέντρου Αpiοφάσεων
Η βιβλιοθήκη Sklearn piαρέχει ένα σύνολο υλοpiοιημένων μεθόδων συνόλου. Σε αυ-
τή την κατηγορία υλοpiοιείται και ο ταξινομητής Τυχαίων Δέντρων Αpiοφάσεων αpiό την
κλάση RandomForestClassifier. Με βάση αυτή και τις piροτεινόμενες ρυθμίσεις, χτίσα-
με ένα Τυχαίο Δέντρο Αpiοφάσεων με 300 εκτιμητές - Δέντρα Αpiοφάσεων. Εpiιpiλέον,
θέσαμε την piαράμετρο bootstrap=True έτσι ώστε η εpiιλογή των δειγμάτων να γίνεται με
αντικατάσταση.
Κεφάλαιο 5
Συγκρίσεις και Αpiοτελέσματα
Σε αυτό το κεφάλαιο θα piαρουσιάσουμε τα αpiοτελέσματα της Ανίχνευσης Πουλιών
στα αρχεία ήχου. ΄Οpiως αναφέραμε, εξερευνήσαμε διαφορετικών ειδών χαρακτηριστικά
χρησιμοpiοιώντας δύο piολύ γνωστούς ταξινομητές. Παρακάτω θα αναλυθούν αpiοτελέσματα
και θα εpiισημανθεί το piοσοστό κατά το οpiοίο κάθε τεχνική βελτιώνει ή όχι το μοντέλο.
Τα υpiοκεφάλαια αφορούν τους ταξινομητές και σε κάθε ένα αpiό αυτά θα piαρουσιαστούν
τα αpiοτελέσματα των τεχνικών και των χαρακτηριστικών piου δοκιμάστηκαν.
5.1 Ταξινομητής SVM
Ως baseline σύστημα θα θεωρήσουμε τον ταξινομητή και τα χαρακτηριστικά με μόνη
piροεpiεξεργασία την κανονικοpiοίηση των δεδομένων όpiως αναφέρθηκε στην ενότητα 3.2.2.
Με βάση αυτό θα αναλύσουμε την συμpiεριφορά των εpiιλεγμένων μεθόδων piαρουσιάζο-
ντας τα αpiοτελέσματα σε κάθε piερίpiτωση. Υpiενθυμίζουμε ότι τα χαρακτηριστικά CENS,
Chroma CQT και OpenSmile MFCC εφαρμόζουν διαφορετική κανονικοpiοίηση όpiως αυτή
κρίθηκε αpiό τους κατασκευαστές των αντίστοιχων μεθόδων. Συγκεκριμένα για τα χα-
ρακτηριστικά CQT δοκιμάστηκαν και άλλες μορφές κανονικοpiοίησης όpiως `2, `1 νόρμες
χωρίς βέβαια να υpiάρχει βελτίωση στο αpiοτέλεσμα.
Εξετάζοντας όλα τα χαρακτηριστικά όpiως αυτά ορίστηκαν στην ενότητα 3.4, η AUC
όpiως και το Harmonic Mean κυμαίνονται μεταξύ των τιμών 47-60%. Ο piίνακας 5.1 piαρου-
σιάζει τα αpiοτελέσματα για κάθε τύpiο χαρακτηριστικών. Παρά τις ιδιότητες των χαρακτη-
ριστικών piου piεριγράψαμε στην ενότητα 3.1, κανένα αpiό αυτά δεν εpiιφέρει ικανοpiοιητικά
αpiοτελέσματα χωρίς piεραιτέρω piροεpiεξεργασία. Συγκεκριμένα για τα χαρακτηριστικά piου
ανήκουν στην κατηγορία Chroma τα piοσοστά τις AUC είναι ιδιαίτερα χαμηλά. Θα χρειαστεί
λοιpiόν εpiιpiλέον εξερεύνηση για να διαpiιστωθεί εάν αpiοτελούν κατάλληλα χαρακτηριστικά
για την αναpiαράσταση ήχων piουλιών.
΄Οσον αφορά την αpiόδοση των χαρακτηριστικών του OpenSmile Toolkit piαρατηρούμε
ότι αυτά δεν ανταpiοκρίνονται καλά με τον εpiιλεγμένο ταξινομητή. Για αυτό τον λόγο θα
piροσpiαθήσουμε να εφαρμόσουμε κάpiοιες αpiό τις μεθόδους piροεpiεξεργασίας piου εpiιλέξαμε
όpiου αυτό είναι δυνατό. Εpiιpiλέον, piαρόλο piου τα MFCC χαρακτηριστικά είναι ειδικά
σχεδιασμένα και εpiεξεργασμένα, δεν piαρουσίασαν κάpiοιο ενδιαφέρον στα αpiοτελέσματα
τις piαρούσας διpiλωματικής για αυτό τον λόγο δε θα αναλυθούν piεραιτέρω.
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CQT
Train Train Test 52.1
Train Test Train 49.66 50.04
Test Train Train 51.42
CHROMA
CENS
Train Train Test 54.19
Train Test Train 48.23 50.03
Test Train Train 48,13
MFCC
Train Train Test 48.84
Train Test Train 49.07 52.06
Test Train Train 59.63
OPENSMILE
CHROMA
Train Train Test 56.88
Train Test Train 46.42 49.74
Test Train Train 47.18
OPENSMILE
MFCC
Train Train Test 54.29
Train Test Train 53.61 55.86
Test Train Train 60.13
Πίνακας 5.1: Αpiοτελέσματα των SVM ταξινομητών piου ορίστηκαν ως baseline συστήματα
σε συνδυασμό με τα υpiό εξερεύνηση χαρακτηριστικά.
5.1.1 Εφαρμογή φίλτρου
Η χρήση του φίλτρου εφαρμόστηκε με σκοpiό να ενισχύσει τις συχνότητες piου α-
φορούν ήχους piουλιών και να αpiοκόψει χαμηλές συχνότητες οι οpiοίες εισήγαγαν κάpiοια
μετατόpiιση και συνεpiώς θόρυβο στο σήμα. Αξιοσημείωτη είναι η βελτίωση piου εpiιφέρει
το εν λόγω φίλτρο τόσο στα Chroma όσο και στα MFCC χαρακτηριστικά. Συγκεκριμένα
στα piρώτα piαρατηρείται 45% βελτίωση στην AUC και piερίpiου 38% στα MFCC. Συνε-
piώς, το φίλτρο είναι μια αρκετά καλή τεχνική piροεpiεξεργασίας των δεδομένων αφού αpiό
τα ευρήματα δείχνει να βελτιώνει την ταξινόμηση ακόμη και σε συνθήκες άγνωστες των
συνθηκών εκpiαίδευσης.
Στο σημείο αυτό είναι φανερή η βελτίωση της αpiόδοσης των χαρακτηριστικών της
κατηγορίας Chroma. Ιδιαίτερα μόλις αφαιρέθηκαν στοιχεία θορύβου αpiό τα σήματα piου
piεριέχουν ήχους piουλιών, το piοσοστό της AUC αυξήθηκε κατακόρυφα piροσεγγίζοντας
την ιδανική ταξινόμηση.
Freefield1010 Warblrb10k BirdVox-
DCASE-20k
AUC
(%)
Harmonic
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CHROMA
CQT
Train Train Test 92.94
Train Test Train 98.64 96.99
Test Train Train 99.66
Πίνακας 5.2: Αpiοτελέσματα της εφαρμογής φίλτρου στα Chroma CQT χαρακτηριστικά.
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Train Train Test 97.28
Train Test Train 99.49 98.56
Test Train Train 98.93
Πίνακας 5.3: Αpiοτελέσματα της εφαρμογής φίλτρου στα CENS χαρακτηριστικά.
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Train Train Test 99.75
Train Test Train 77.74 90.3
Test Train Train 96.76
Πίνακας 5.4: Αpiοτελέσματα της εφαρμογής φίλτρου στα MFCC χαρακτηριστικά.
5.1.2 Αντιστοίχιση σε Κανονική Μορφή
Η αντιστοίχιση των δεδομένων στην κανονική μορφή είναι μία τεχνική piου εμpiνευ-
στήκαμε αpiό τη δημοσίευση [18]. Σύμφωνα με αυτή, η εν λόγω piροεpiεξεργασία βοηθά
στη μείωση του θορύβου και της εpiίδρασης του καναλιού στο σήμα. Παρακάτω φαίνονται
τα αpiοτελέσματα της αντιστοίχισης στην κανονική μορφή. Η εpiίδραση της τεχνικής είναι
θετική τόσο στα MFCC (Librosa) όσο και στα Chroma (OpenSmile) χαρακτηριστικά.
Ωστόσο, στα Chroma CQT δε φέρει βελτίωση αντιθέτως μειώνει το piοσοστό της AUC.
Συγκεκριμένα για τα δύο piρώτα έχουμε piερίpiου 0.3% και 1.2% βελτίωση αντίστοιχα και
στα Chroma CQT piερίpiου 0.5% μείωση.
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MFCC
Train Train Test 49.35
Train Test Train 49.07 52.27
Test Train Train 59.65
Πίνακας 5.5: Αpiοτελέσματα της αντιστοίχισης στην Κανονική Κατανομή στα MFCC χα-
ρακτηριστικά.
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Train Train Test 52.99
Train Test Train 46.61 49.46
Test Train Train 49.19
Πίνακας 5.6: Αpiοτελέσματα της αντιστοίχισης στην Κανονική Κατανομή στα Chroma
CQT χαρακτηριστικά.
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OPENSMILE
CHROMA
Train Train Test 52.03
Train Test Train 50.48 50.97
Test Train Train 50.42
Πίνακας 5.7: Αpiοτελέσματα της αντιστοίχισης στην Κανονική Κατανομή στα Chroma
χαρακτηριστικά του OpenSmile Toolkit.
5.1.3 Συνδυαστική Υλοpiοίηση
Σε αυτή την υpiοενότητα θα piαρουσιάσουμε τα αpiοτελέσματα του SVM ταξινομητή
και των χαρακτηριστικών όpiου έχουν υpiοστεί με την σειρά την piαρακάτω εpiεξεργασία:
• Εφαρμογή υψιpiερατού φίλτρου στο σήμα χρόνου.
• Εξαγωγή χαρακτηριστικών.
• Κανονικοpiοίηση (Zero Mean, Unit Variance)
• Μετατροpiή τιμών ώστε να ακολουθούν την κανονική κατανομή.
Τα αpiοτελέσματα Chroma του Opensmile Toolkit piαραλείpiονται αφού η μόνη εpiεξεργασία
piου εφαρμόσαμε αναφέρεται στην ενότητα 5.2.1. Παρόμοια, για τα CENS χαρακτηριστικά
η τελική εpiίδραση της piροεpiεξεργασίας τους piαρατίθεται στον piίνακα 5.3.
΄Οpiως piεριγράψαμε και στις piροηγούμενες υpiοενότητες η κάθε μία τεχνική piροε-
piεξεργασίας εpiιφέρει κυρίως βελτίωση στο αpiοτέλεσμα του μοντέλου. Παρόλα αυτά, η
συνδυαστική εφαρμογή τους εpiιφέρει μείωση τόσο στα Chroma CQT όσο και στα MFCC
στα οpiοία η AUC βελτιωνόταν σε κάθε piερίpiτωση. Συγκεκριμένα piαρατηρούμε piερίpiου
20% μείωση στα αpiοτελέσματα των χαρακτηριστικών Chroma CQT και piερίpiου 1% στα
MFCC σε σύγκριση με τη μέχρι τώρα καλύτερη εpiίδοση piου λάβαμε αpiό την εφαρμογή
του φίλτρου.
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Train Train Test 46.04
Train Test Train 94.52 70.08
Test Train Train 95.12
MFCC
Train Train Test 99.25
Train Test Train 75.28 89.20
Test Train Train 97.35
Πίνακας 5.8: Αpiοτελέσματα των SVM ταξινομητών μετά αpiό συνδυασμό των μεθόδων
piροεpiεξεργασίας.
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5.2 Ταξινομητής Random Forest
΄Οpiως και με τον SVM έτσι και με τον Random Forest ταξινομητή piαρουσιάζουμε τα
αpiοτελέσματα του baseline συστήματος. Φανερά η αpiόδοση του Random Forest υστερεί
αυτής του SVM ταξινομητή.
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(%)
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Mean (%)
CHROMA
CQT
Train Train Test 50.67
Train Test Train 42.24 47.02
Test Train Train 49.05
CHROMA
CENS
Train Train Test 49.54
Train Test Train 45.62 47.53
Test Train Train 47.60
MFCC
Train Train Test 48.78
Train Test Train 53.11 50.45
Test Train Train 49.67
OPENSMILE
CHROMA
Train Train Test 52.27
Train Test Train 42.63 47.32
Test Train Train 48.08
OPENSMILE
MFCC
Train Train Test 56.7
Train Test Train 45.18 49.92
Test Train Train 49.21
Πίνακας 5.9: Harmonic Mean των ορισμένων ως baseline Random Forest ταξινομητών.
5.2.1 Εφαρμογή φίλτρου
Η εφαρμογή του φίλτρου στα δεδομένα ήχου για τον Random Forest ταξινομητή έχει
piαρόμοια εpiίδραση με αυτή του SVM. Συγκεκριμένα piαρατηρείται 41% αύξηση της AUC
για τα χαρακτηριστικά MFCC και piερίpiου 43% για τα χαρακτηριστικά Chroma CQT και
CENS. Και σε αυτή την piερίpiτωση ταξινομητή διαpiιστώνεται η δραματική αύξηση της AUC
σε συνθήκες άγνωστες των συνθηκών εκpiαίδευσης.
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CHROMA
CQT
Train Train Test 77.6
Train Test Train 97.75 90.25
Test Train Train 98.77
Πίνακας 5.10: Αpiοτελέσματα αpiό την εφαρμογή φίλτρου στα Chroma CQT χαρακτηριστι-
κά.
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Train Train Test 99.66
Train Test Train 82.38 91.73
Test Train Train 94.95
Πίνακας 5.11: Αpiοτελέσματα αpiό την εφαρμογή φίλτρου στα MFCC χαρακτηριστικά.
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Train Train Test 82.58
Train Test Train 98.47 92.43
Test Train Train 98.12
Πίνακας 5.12: Αpiοτελέσματα αpiό την εφαρμογή φίλτρου στα CENS χαρακτηριστικά.
5.2.2 Αντιστοίχιση σε Κανονική Μορφή
Η αντιστοίχηση των χαρακτηριστικών στην κανονική μορφή έφερε θετικά αpiοτελέσμα-
τα σε συνδυασμό με τον ταξινομητή Random Forest. Συγκεκριμένα, βελτίωσε κατά 1-3%
το Harmonic Mean του μοντέλου για τα Chroma CQT και MFCC χαρακτηριστικά α-
ντίστοιχα και 4% στα χαρακτηριστικά OpenSmile Chroma. Συνολικά, η τεχνική αpiοδίδει
καλύτερα σε συνδυασμό με τον ταξινομητή Random Forest αφού μεμονωμένα αυξάνει το
piοσοστό της AUC του κάθε σεναρίου εκpiαίδευσης (2 datasets για εκpiαίδευση και 1 για
αξιολόγηση) κατά 1-7 %.
Freefield1010 Warblrb10k BirdVox-
DCASE-20k
AUC
(%)
Harmonic
Mean (%)
MFCC
Train Train Test 49.74
Train Test Train 48.9 51.7
Test Train Train 57.24
Πίνακας 5.13: Αpiοτελέσματα αντιστοίχισης στην Κανονική Κατανομή στα MFCC χαρα-
κτηριστικά.
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Πίνακας 5.14: Αpiοτελέσματα αντιστοίχισης στην Κανονική Κατανομή στα Chroma CQT
χαρακτηριστικά.
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Train Train Test 52.42
Train Test Train 51.48 51.02
Test Train Train 49.25
Πίνακας 5.15: Αpiοτελέσματα αντιστοίχισης στην Κανονική Κατανομή στα Chroma χαρα-
κτηριστικά του OpenSmile Toolkit.
5.2.3 Συνδυασμός μεθόδων
Ο συνδυασμός των μεθόδων piροεpiεξεργασίας piου εpiιλέξαμε να ερευνήσουμε δεν
έφερε θετικά αpiοτελέσματα στα μοντέλα ταξινομητών. Βασισμένοι στην καλύτερη εpiίδοση
piου piαρουσιάζεται έως τώρα στην ενότητα 5.2.1 (εφαρμογή φίλτρου) η μείωση είναι φανερή.
Συγκεκριμένα, όpiως στον ταξινομητή SVM έτσι και στον Random Forest τα piοσοστά της
AUC μειώθηκαν κατά 1-20% για τα Chroma CQT, ενώ για τα MFCC piαρατηρούμε αύξηση
κατά 1% στη μετρική AUC. Η piαραpiάνω μείωση φαίνεται και στο piοσοστό του Harmonic
Mean του μοντέλου για κάθε τύpiο χαρακτηριστικών όpiου η μείωση αντιστοιχίζεται piερίpiου
στο 13%.
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Train Test Train 94.9 74.19
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Train Train Test 99.52
Train Test Train 83.78 92.27
Test Train Train 94.99
Πίνακας 5.16: Αpiοτελέσματα των Random Forest ταξινομητών μετά αpiό συνδυασμό των
μεθόδων piροεpiεξεργασίας.
5.3 Συμpiεράσματα
Λαμβάνοντας υpiόψιν την piαραpiάνω ανάλυση και εστιάζοντας στην αpiόδοση piου εpiι-
φέρουν τα χαρακτηριστικά Chroma στα μοντέλα των ταξινομητών, στις piαρακάτω εικόνες
συνοψίζουμε τα αpiοτελέσματα για την ευκολότερη σύγκρισή τους.
Αναλύοντας το σχήμα 5.1, δεν υpiάρχει ξεκάθαρος διαχωρισμός για το piοιος ταξινομη-
τής συμpiεριφέρεται καλύτερα με τα χαρακτηριστικά Chroma CQT. Σίγουρα οpiοιαδήpiοτε
τεχνική βελτιώνει το piοσοστό του Harmonic Mean καθώς και της AUC του κάθε σεναρίου
εκpiαίδευσης- αξιολόγησης. Παρ΄ όλα αυτά, λαμβάνοντας υpiόψιν την καλύτερη αpiόδοση η
οpiοία είναι αpiοτέλεσμα της εφαρμογής του φίλτρου και συγκρίνοντας τη με το Baseline
σύστημα, ο ταξινομητής piου υpiερτερεί είναι ο SVM.
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Σχήμα 5.1: Σύνοψη piοσοστών Harmonic Mean για τα χαρακτηριστικά Chroma CQT.
Σε αντίθεση με τα χαρακτηριστικά CQT, στα CENS εφαρμόστηκε μόνο το φίλτρο
σαν στάδιο piροεpiεξεργασίας. Η εpiιλογή αυτή έγινε συνειδητά αφού τα συγκεκριμένα
χαρακτηριστικά υφίστανται αpiό τη φύση τους 2 στάδια κανονικοpiοίησης. Και σε αυτή την
piερίpiτωση, ο ταξινομητής Random Forest υστερεί σε σχέση με τον SVM.
Σχήμα 5.2: Σύνοψη piοσοστών Harmonic Mean για τα χαρακτηριστικά CENS
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Με βάση την piαραpiάνω έρευνα βλέpiουμε το piοσοστό εpiιτυχίας των Chroma χαρα-
κτηριστικών. Συγκεκριμένα, οι κατηγορίες Chroma CENS και Chroma CQT οι οpiοίες δεν
έχουν χρησιμοpiοιηθεί ιδιαίτερα μέχρι τώρα σε piροβλήματα ταξινόμησης, ανταpiοκρίνονται σε
ικανοpiοιητικό βαθμό στο piρόβλημα της εργασίας μας. Η αρχική μας εκτίμηση για καλύτερη
αναpiαράσταση των ήχων των piουλιών μέσω των χαρακτηριστικών Chroma εpiιβεβαιώθηκε
και έφερε piοσοστό εpiιτυχίας 96.99 - 98.56%. Ο ταξινομητής SVM ανταpiοκρίθηκε καλύτε-
ρα στην piαρούσα εργασία χωρίς όμως να διαφέρει αρκετά αpiό τα piοσοστά του Random
Forest. Τα δύο αυτά είδη χαρακτηριστικών αντιμετώpiισαν το piρόβλημα της γενίκευσης
χωρίς την εφαρμογή ιδιαίτερα piολύpiλοκων μεθόδων, piαρά μόνο με την εφαρμογή φίλτρου
για αpiομάκρυνση θορύβου.
Κεφάλαιο 6
Εpiίλογος και Μελλοντική Δουλειά
Η κοινότητα του DCASE δημιούργησε δύο διαγωνισμούς με κύριο θέμα την ανίχνευση
piουλιών σε αρχεία ήχου. Και στις δύο εκδοχές του διαγωνισμού στόχος ήταν η γενίκευση
των μοντέλων σε άγνωστες συνθήκες γι αυτό και δόθηκαν διαφορετικά σύνολα δεδομένων
με διαφορετικές συνθήκες ηχογράφησης το κάθε ένα. Η piροσpiάθεια να βρεθεί το κατάλ-
ληλο σύστημα με τις κατάλληλες τεχνικές piου θα γενίκευε εpiαρκώς, ανεξαρτήτων των
συνθηκών της ηχογράφησης, ήταν αξιοσημείωτη αλλά δεν είχε τα ιδανικά αpiοτελέσματα.
Το piοσοστό εpiιτυχίας των μοντέλων piου piροσpiαθούν να γενικεύσουν σε άγνωστες συν-
θήκες είχε σημαντική αpiόκλιση αpiό αυτών των οpiοίων οι συνθήκες ήταν ταιριαστές. Γι
αυτό τον λόγο, piροτάθηκε η εξερεύνηση διαφορετικών ειδών χαρακτηριστικών piράγμα piου
αpiοτέλεσε την ιδέα της piαρούσας διpiλωματικής.
Στην εργασία μας δοκιμάστηκαν διαφόρων ειδών χαρακτηριστικά ήχου σε συνδυασμό
με δύο ευρέως γνωστούς ταξινομητές, τον SVM και τον Random Forest. Οι συγκρίσεις α-
φορούσαν τόσο τη συμpiεριφορά των χαρακτηριστικών όσο και των δύο ταξινομητών μεταξύ
τους. Εpiιpiλέον, εφαρμόστηκαν μέθοδοι για την αpiομάκρυνση του θορύβου αpiό τα αρχεία
ήχου μέσω φίλτρου και μέσω αντιστοίχισης των τιμών στην ιδανικές κατανομές. Κύρια
αpiαίτηση ήταν η εξερεύνηση νέων χαρακτηριστικών, ικανών να αναpiαριστούν καλύτερα
μελωδικούς ήχους. Σε αυτή την κατηγορία, ανήκουν τα χαρακτηριστικά Chroma τα οpiοία
είναι στενά συνδεδεμένα με τις 12 κλάσεις {C,C],D,D],E, F, F ],G,G],A,A],B} και
αναpiαριστούν καλά μελωδικούς και αρμονικούς ήχους. Αpiό τις τεχνικές μείωσης θορύβου
μόνο η εφαρμογή του φίλτρου piου εpiιλέχθηκε έφερε θετικά αpiοτελέσματα, και συγκεκρι-
μένα έφερε 45-50% αύξηση στην μετρική AUC.
Η εξερεύνηση χαρακτηριστικών και μεθόδων αpiομάκρυνσης θορύβου μας οδήγησαν
στην εpiιλογή των CENS χαρακτηριστικών και του SVM ταξινομητή. Η piροεpiεξεργασία
των εν λόγω χαρακτηριστικών αφορά την εφαρμογή ενός υψιpiερατού φίλτρου το οpiοίο
piαίζει καθοριστικό ρόλο στην αpiόδοση του μοντέλου. Συγκεκριμένα, λάβαμε Harmonic
Mean ίσο με 98.56% το οpiοίο piεριγράφει τον σταθμισμένο μέσο όρο των τριών διαφορετι-
κών datasets τα οpiοία χρησιμοpiοιήθηκαν για αξιολόγηση όταν τα υpiόλοιpiα δύο χρησιμο-
piοιούνταν για εκpiαίδευση.
Σύμφωνα με τα piαραpiάνω αpiοτελέσματα, η καλή εpiίδοση των CENS και Chroma
CQT χαρακτηριστικών piαρουσιάζει αρκετό ενδιαφέρον για τους σκοpiούς του piροβλήματος
μας. Μόνο η εφαρμογή του φίλτρου η οpiοία αpiομακρύνει στοιχεία θορύβου δίνει στα
CENS χαρακτηριστικά τη δυνατότητα να εpiιτυγχάνουν υψηλά piοσοστά ακρίβειας ακόμη
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και σε συνθήκες άγνωστες αpiό αυτών της εκpiαίδευσης. Για τους piαραpiάνω λόγους αρκετό
ενδιαφέρον θα piαρουσίαζε η εξερεύνηση των χαρακτηριστικών CENS και CQT με state of
the art μεθόδους όpiως τα Νευρωνικά Δίκτυα.
Παράρτημα Α
Λεpiτομέρειες Υλοpiοίησης
Σε αυτό το piαράρτημα αναφέρονται λεpiτομέρειες piου αφορούν την υλοpiοίηση της
εργασίας μας.
Α.1 Βιβλιοθήκες
Η γλώσσα piρογραμματισμού piου χρησιμοpiοιήθηκε είναι η Python 3.6.8 και οι κύριες βι-
βλιοθήκες είναι οι librosa sklearn scipy numpy και pandas. Στον piίνακα Α.1 φαίνονται οι
κύριες βιβλιοθήκες piου χρησιμοpiοιήθηκαν σε αυτή τη διpiλωματική καθώς και οι μέθοδοι
piου φάνηκαν χρήσιμες.
Βιβλιοθήκη Μέθοδοι
librosa feature.{mfcc,chroma cens,chroma cqt}
scipy signal.butter
sklearn preprocessing.{StandardScaler, QuantileTransformer}
numpy
pandas
Πίνακας Α.1: Οι βασικές βιβλιοθήκες piου χρησιμοpiοιήθηκαν για την ανάpiτυξη των μο-
ντέλων και την εpiεξεργασία των δεδομένων.
Εpiιpiλέον, άλλα εργαλεία piου φάνηκαν χρήσιμα είναι το OpenSmile Toolkit έκδοση
2.3.0 αpiό το οpiοίο εργαστήκαμε με τα εξής αρχεία ρυθμίσεων:
• MFCC: MFCC12 E D A Z.conf
• Chroma STFT: chroma fft.conf
Η μετατροpiή των αρχείων .htk piου piαράγει το αρχείο ρυθμίσεων για τα MFCC χαρακτη-
ριστικά έγινε με τη βοήθεια της μεθόδου HTKFile του αρχείου HTK.py [40].
Α.2 Δεδομένα
Τα δεδομένα piου χρησιμοpiοιήθηκαν είναι διαθέσιμα δημόσια στη σελίδα [41] του
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διαγωνισμού. Συγκεκριμένα για τα τρία σύνολα δεδομένων ανάpiτυξης piαρέχεται και το
αντίστοιχο αρχείο .csv το οpiοίο piεριέχει τις ετικέτες των αρχείων ήχου.
Α.3 Δομή Κώδικα
Ο κώδικας αpiοτελείται αpiό τρία βασικά αρχεία για τα οpiοία:
• feature extraction.py: Περιέχει τις μεθόδους εξαγωγής των χαρακτηριστικών καθώς
και τη μέθοδο dataset split() η οpiοία piραγματοpiοιεί το subsampling των datasets.
• train svm.py: Εκpiαίδευση του SVM ταξινομητή εκτελώντας τη 3-way cross valida-
tion διαδικασία όpiως αυτή ορίζεται στη συγκεκριμένη διpiλωματική εργασία.
• train rforest.py: Εκpiαίδευση του Random Forest ταξινομητή εκτελώντας τη 3-way
cross validation διαδικασία όpiως αυτή ορίζεται στη συγκεκριμένη διpiλωματική εργα-
σία.
Εpiιpiλέον, το αρχείο run.py εκτελεί μια ολοκληρωμένη διαδικασία για την εργασία μας.
Η συγκεκριμένη διαδικασία piεριλαμβάνει τη μορφοpiοίηση των datasets, την piαραγωγή των
χαρακτηριστικών και την εκpiαίδευση των μοντέλων. Τα ορίσματα του αρχείου είναι τα
εξής:
• -h : βοήθεια σχετικά με τα ορίσματα του αρχείου.
• -p : βασικό μονοpiάτι στο οpiοίο θα αpiοθηκευτούν τα αρχεία εισόδου (datasets).
• -f : Εpiιθυμητά χαρακτηριστικά piρος εξαγωγή.
• -c : Εpiιθυμητός ταξινομητής piρος εκpiαίδευση.
Για τη σωστή εκτέλεση του piαραpiάνω αρχείου θα piρέpiει:
• Το μονοpiάτι path piου θα δοθεί σαν είσοδος να piεριέχει τους φακέλους
– audio/
– labels/
όpiου ο piρώτος φάκελος θα piεριέχει τα datasets με τα αρχεία ήχου και στον δεύτερο
θα είναι αpiοθηκευμένα τα αρχεία csv με τις ετικέτες.
• Τα ονόματα των datasets θα piρέpiει να είναι της μορφής :
– /BirdVox-DCASE-20k
– /warblrb10k
– /ff1010bird
και αντίστοιχα των αρχείων ετικετών με την κατάληξη .csv.
• διαθέσιμες εpiιλογές του -c:
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– opensmile mfcc
– opensmile chroma
– mfcc
– cqt
– cens
• διαθέσιμες εpiιλογές του -f:
– svm
– forest
Α.4 Hardware
Η ανάpiτυξη και η αξιολόγηση του συστήματος έγιναν σε εpiεξεργαστή Intel(R) Core(TM)
i7-4510U CPU 2.00GHz και μνήμη RAM 8 GB.
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