The problem of interpolation of scattered data on the unit sphere has many applications in geodesy and earth science in which the sphere is taken as a model for the earth. Spherical radial basis functions provide a convenient tool to construct the interpolant. However, the underlying linear systems tend to be ill-conditioned. In this paper, we present an additive Schwarz preconditioner to accelerate the solution process. An estimate for the condition number of the preconditioned system will be discussed. Numerical experiments using MAGSAT satellite data will be presented.
Introduction
Let S n be the unit sphere in R n+1 , n = 1, 2, . . ., and suppose that X = {x 1 , . . . , x N } is a set of scattered points lying on S n . Given real numbers f i , i = 1, . . . , N , we want to find a smooth function u defined on S n which interpolates the data, namely, u(x i ) = f i , i = 1, . . . , N.
(1.1)
This problem arises in many areas including, e.g., geodesy and earth science in which the sphere is taken as a model for the earth. Even though in practice measured data usually contain noise which means that approximation of data is necessary, for simplicity, in this paper we consider only the interpolation problem at points determined by scattered data collected from satellites. A review paper by Fasshauer and Schumaker [5] discusses available methods for interpolation of scattered data on the sphere. Two main methods are the one that uses spherical splines [1] , and another that uses spherical radial basis functions [15, 16] . We follow the second approach in this paper.
It is known [9, 14] that the matrix arising from this interpolation problem becomes ill-conditioned when the number of points, N , grows and the minimum geodesic distance of the data points, q X , decreases. We show in Section 3 that for a given kernel the maximum eigenvalue of the matrix grows as O(N ) and the minimum eigenvalue decreases as q X decreases, at a rate depending on the smoothness of the kernel (see Theorem 3.2) . In particular, in the case of the sphere S 2 , if the Fourier-Legendre coefficients φ(ℓ) (of the function φ defining the kernel) behaves like O(ℓ −s ) then the minimum eigenvalue behaves like O(q s−2 X ) is s is even, and O(q s−1 X ) if s is odd. We shall present an additive Schwarz preconditioner to accelerate the solution process and give an estimate for the condition number of the preconditioned system.
Even though domain decomposition methods have been extensively studied for finite-element and boundary-element methods, not much has been done for meshless methods using radial basis functions. Attempts to use Schwarz methods to solve interpolation problems or partial differential equations on bounded domains in R n have been carried out in [2, 10, 11, 26] . These papers do not show a bound for the condition numbers of the preconditioned systems. The work [6] solves a Neumann problem by additive Schwarz methods with scaled radial basis functions and proves a bound for the condition number. However, the algorithm in [6] does not apply to the sphere where one needs to describe carefully overlapping subdomains. Moreover, the analysis in that paper cannot be carried over to the case studied in the present paper where different Sobolev spaces are used.
In [7] we study the use of additive Schwarz preconditioners for elliptic partial differential equations on the sphere, and prove a bound for the condition number. A similar approach will be used in the present paper for the interpolation problem. However, a more complicated analysis for the present case has to be carried out since the setting of the interpolation problem is in Sobolev spaces of any real order, instead of the simple space H 1 (S n ) studied in [7] .
Preliminaries
In this section, we will briefly review spherical harmonics and function spaces on the Euclidean unit sphere S n ⊂ R n+1 .
Spherical harmonics
Spherical harmonics are the restriction of homogeneous harmonic polynomials in R n+1 to the unit sphere S n . We denote an orthonormal (with respect to the L 2 (S n ) inner product) basis for the spherical harmonics of degree ℓ by
where N (n, ℓ) is the dimension of the space of all spherical harmonics of degree ℓ; the values of N (n, ℓ) are (see [13] ):
The asymptotic behaviour of N (n, ℓ) for fixed n and increasing ℓ is O(ℓ n−1 ). In the case n = 2, we have N (2, ℓ) = 2ℓ+1. The spherical harmonics {Y ℓ,k : ℓ = 0, 1, . . . ; k = 1, . . . , N (n, ℓ)} form a complete orthonormal basis for L 2 (S n ). Correspondingly, for a given function f ∈ L 2 (S n ), we define its Fourier coefficients by
where dS is the surface measure of the sphere S n , and represent f as a Fourier series,
in which the equal sign is understood in the L 2 (S n ) sense. The addition formula for spherical harmonics of the same degree ℓ (see [13] ) is
where P ℓ (n + 1; t) is the normalized Legendre polynomial of degree ℓ in R n+1 and ω n is the surface area of the unit sphere S n . Recall from [13] that P ℓ (n + 1; 1) = 1 and
where ω m is the surface area of the sphere S m , and δ ℓ,k is the Kronecker delta.
Sobolev spaces on S
n For a given s ≥ 0, the Sobolev space H s (S n ) on the unit sphere is defined by (see [12] )
We note that H s (S n ) is a Hilbert space equipped with inner product
and the corresponding norm is
Sobolev spaces on S n can also be defined using local charts (see [12] ). Here we use a specific atlas of charts, as in [7] .
Let a spherical cap of radius α centered at p ∈ S n be defined as
where θ(p, x) = cos −1 (p · x) is the geodesic distance between two points x, p ∈ S n . Letn andŝ denote the north and south poles of S n , respectively. Then a simple cover for the sphere is provided by
The stereographic projection σn of the punctured sphere S n \{n} onto R n is defined as a mapping that maps x ∈ S n \ {n} to the intersection of the equatorial hyperplane {z = 0} and the extended line that passes through x andn. The stereographic projection σŝ based onŝ can be defined analogously. An explicit formula for the stereographic projection can be found in [17, page 112] . We set 6) so that ψ k , k = 1, 2, maps U k onto B(0, 1), the unit ball in R n . We conclude that
is a C ∞ atlas of covering coordinate charts for the sphere. It is known (see [17, page 132] ) that the stereographic coordinate charts {ψ k } 2 k=1 as defined in (2.6) map spherical caps to Euclidean balls, but in general concentric spherical caps are not mapped to concentric Euclidean balls. With the atlas so defined, we define the map π k which maps a real-valued function g with compact support in U k to a real-valued function on R n by
k=1 be a partition of unity subordinated to the atlas, i.e., a pair of non-negative infinitely differentiable functions χ k on S n with compact support in U k , such that k χ k = 1. For any function f : S n → R, we can use the partition of unity to write
With the help of the charts, the Sobolev space H s (S n ) can also be defined by
which is equipped with the norm
Here, as usual, the · H s (R n ) norm is defined for any function ϕ :
The · H s (S n ) norm is equivalent to the · s norm given in Section 2.1 (see [12] ).
3 Interpolation using positive definite kernels
Positive definite kernels
In this section, we will review necessary background on positive definite kernels on the unit sphere and spherical basis functions. A real-valued kernel Φ in C(S n × S n ) is termed positive definite on S n if Φ(x, y) = Φ(y, x) and if for every finite set of distinct points X = {x 1 , . . . , x N } on S n , the symmetric N × N matrix A with entries A i,j = Φ(x i , x j ) is positive semi-definite. If the matrix A is positive definite then Φ is called a strictly positive definite kernel (see [19, 25] ).
Let φ be a univariate function defined on [−1, 1] which can be expanded in terms of Legendre polynomials as
where
Due to the addition formula (2.1), a kernel Φ defined by
can be represented as
In [4] , a complete characterization of strictly positive definite kernels is established: the kernel Φ is strictly positive definite if and only if φ(ℓ) ≥ 0 for all ℓ ≥ 0 and φ(ℓ) > 0 for infinitely many even values of ℓ and infinitely many odd values of ℓ; see also [19] and [25] . In this paper we assume that φ(ℓ) > 0 for all ℓ ≥ 0. The native space N Φ associated with the kernel Φ is defined by
where D ′ (S n ) is the space of distributions on S n . This is a Hilbert space with respect to the inner product
More background on native spaces can be found in [16, 24] . If
for some τ > n/2 and c 1 , c 2 > 0, then the native space N Φ can be identified with the Sobolev space H τ (S n ) defined in (2.3), which in turn can be imbedded into the space of continuous functions C(S n ). Henceforth, the condition (3.6) is shortened to φ(ℓ) ≃ (1 + ℓ) −2τ . In the sequel, c denotes a generic constant which may take different values at different occurrences.
Interpolation problem as a variational problem
With the kernel Φ given by (3.4), we can now establish a set of spherical radial basis functions {Φ 1 , . . . , Φ N } associated with a set X = {x 1 , . . . , x N } of scattered points on S n , where
We assume the points x i are spread over the whole sphere so that
The finite dimensional space spanned by these spherical radial basis functions is denoted by V X :
We note that the value of the function Φ i at x depends only on the geodesic distance θ(x, x i ) between the points x and x i . The set X is characterized by its mesh norm h X and separation radius q X defined as
Suppose f is a function in the native space. We seek an interpolant
By writing I X f as
where A is the matrix with entries
T . Since the kernel Φ is strictly positive definite, the matrix A is positive definite, and therefore the interpolation problem in V X of scattered data using spherical radial basis functions is always solvable.
In the following, we show how the interpolation problem can be written as a variational problem in terms of the native space inner product ·, · Φ .
Lemma 3.1 Suppose that the kernel Φ is defined by (3.3) with φ satisfying (3.6). Then N Φ is a reproducing kernel Hilbert space, that is (i) Φ(x, ·) ∈ N Φ for all x ∈ S n , and
Proof. To prove property (i), we note from (3.4) that
and hence
by the addition theorem for spherical harmonics, see (2.1). The convergence of the series on the right hand side follows from (3.6), noting that N (n, ℓ) = O(ℓ n−1 ). Therefore Φ(x, ·) ∈ N Φ for all x ∈ S n . By using (3.10) again we have
and thus (ii) is proved. It follows from Lemma 3.1 that the interpolation problem (3.8) is equivalent to
or equivalently,
We note that the entries of the matrix A and right-hand side f in (3.9) can now be written as
Estimates of the extremal eigenvalues of A
It is observed in [9, 14] that the matrix A becomes ill-conditioned when q X tends to zero and N goes to infinity. Indeed, noting that the diagonal entries in A are φ(1) so that the trace of A is N φ(1), the maximum eigenvalue of A can be roughly estimated as
On the other hand, the minimum eigenvalue of A decreases as q X goes to 0, as described in the remainder of this section.
To state the results more precisely, we first define the spherical convolution operator as follows. Given two functions g, h ∈ L 2 (−1, 1), their spherical convolution is defined by
We note that by using the addition formula (2.1) one can prove that the integral on the right hand side depends only on x · y. Therefore g * h is well-defined as a function on [−1, 1]. We also note that, see [ 
With the help of this convolution, we follow [9] to define the functions B (j) ν ∈ L 2 (−1, 1) for some ν ∈ (0, 1) and j = 1, 2, 3, . . . in the following way:
for t ∈ [−1, 1], where χ I is the characteristic function of the interval I.
Theorem 3.2 Assume that
for some positive integer s and some positive constant c. Then the least eigenvalue λ min (A) satisfies
Proof. This is a direct consequence of [9, Theorem 3.2] , noting that the Fourier coefficient defined in (3.2) differs from that defined in [9] by the constant ω n−1 . 2 By adapting a technique developed in [14] (for the Euclidean space R n ) to the sphere S n , we give a further bound for the term B Lemma 3.3 Suppose that g and h are two univariate functions in
for some positive constants g 0 , h 0 , r, s. Then the spherical convolution g * h is nonnegative and satisfies
where α = min(cos −1 r, cos −1 s)/2. Here |C(n, α)| denotes the area of the spherical cap centered at n with radius α.
Proof. The required inequality is trivial when θ(x, n) > α because then χ (cos α,1] (x · n) = 0. Consider the case θ(x, n) ≤ α. Let x 1 be a midpoint on the geodesic between x and n so that θ(x,
Similarly, the spherical cap C(x 1 , α) is also contained in C(x, cos −1 r). Hence
2 Recalling the definition (3.14) of B (s) ν and applying the result of Lemma 3.3 repeatedly we obtain
where µ := cos −1 ν.
Since |C(n, α)| ≃ α n , we conclude that
for some constant c depending on n, s but independent of µ = cos −1 ν. By using Theorem 3.2 and inequality (3.16) we obtain the following estimate for the minimum eigenvalue of the interpolation matrix A.
where c is a positive constant depending only on n, s. The implication of (3.17) is that the derived lower bound for the least eigenvalue of the matrix A depends on the separation radius q X of the set X, which can be very small for a large set of scattered data, and also on the smoothness of the kernel Φ, which is determined by s. The smoother the kernel the smaller the lower bound for the least eigenvalue of A. We state the result for the special case when n = 2:
for some positive integer s. Then in the case n = 2 we have
where c is a constant depending only on s.
The above result can be improved by using a different approach to the one used in [9] to obtain Theorem 3.2. This new approach, partially described in [14] , applies only to the case n = 2. First we note that the power of q X /s in (3.19) is determined by the number of convolutions that define B (s) ν . Therefore, these results can be improved if we replace B 
, where c is independent of ν.
Proof. 
If θ(x, y) ≥ j cos −1 ν then by using the triangle inequality one can prove that either
−2 , see [14, page 12] , by using (3.13) repeatedly we
2 We are now able to prove a result which improves the bound in (3.19) . where c is a positive constant depending on s but not on the data set X.
Proof. For an arbitrary vector of coefficients
T , we have by using (3.18)
where c does not depend on the data set X.
If s = 2p for some positive integer p then we perform p convolutions to define D 22) where in the last step we used Lemma 3.5 (iii). It follows from (3.21) and (3.22) that
If we choose ν = cos(2q X /p) then for i = j, there holds θ(
It follows from Lemma 3.
,1] , by applying Lemma 3.3 repeatedly we obtain
where µ := cos
Since on the sphere S 2 the surface area of a spherical cap
for some constant c independent of µ. Noting that ν = cos(2q X /p) we obtain
where the last inequality follows from elementary trigonometry. Hence
where c is a constant independent of the q X but depends on p. Combining inequalities (3.23) and (3.26) we obtain the result for s = 2p. If s = 2p + 1, then again we perform p convolutions to define D ν and the addition formula we have
where in the last line we used Lemma 3.5 (iii) and the fact that B
(1)
(see [9, Lemma 2.4]). Combining (3.21) and (3.27) we obtain
Reasoning in the same manner as in the case s = 2p with ν = cos(2q X /(p + 1)) we obtain λ min (A) ≥ cq 2p X , where c depends only on p.
2 To corroborate the results in this subsection we computed the extremal eigenvalues of a matrix A with entries
and the set X = {x 1 , . . . , x N } is generated using Saff's algorithm [18] . The FourierLegendre coefficients of the function φ(t) are given by, see [8] ,
Thus the value of p in Theorem 3.6 is 1. Table 1 reports on the maximum and minimum of the eigenvalues of the matrix A. We also computed the orders e 1 and e 2 such that λ max (A) = O(N e 1 ) and λ min (A) = O(q e 2 X ). The values of e 1 suggest that λ max (A) = O(N ) which agrees with theoretical result (3.12). However, the values of e 2 suggest that λ min (A) = O(q X ) which shows that the theoretical result given by Theorem 3.6 (namely O(q 2 X )) is not optimal. Nevertheless, it is still better than O(q 
Abstract framework of additive Schwarz methods
From the previous section, it can be seen the condition number of the interpolation matrix A can be very large when q X is very small. When an iterative method such as the conjugate gradient method is applied to solve equation (3.9) a good preconditioner is needed. In the following, we shall introduce an effective preconditioner based on the additive Schwarz method in the context of the unit sphere.
Additive Schwarz operator
Additive Schwarz methods provide fast solutions to equation (3.11) by solving, at the same time, problems of smaller size. Let the space V X be decomposed as
where V j , j = 0, . . . , J, are subspaces of V X . The sum on the right hand side of (4.1) does not need to be a direct sum, namely V i ∩ V j (for i = j) may be different from {0}. Let P j : V X → V j , j = 0, . . . , J, be projections defined by
If we define
then the additive Schwarz method for equation (3.11) consists in solving, by an iterative method, the equation
where the right-hand side is given by g = J j=0 g j , with g j ∈ V j being solutions of
The well-known equivalence of (3.11) and (4.4) was discussed explicitly in [21] . In fact, if u X is a solution of (3.11) then from the definition of P j and g j we deduce
i.e. P j u X = g j . Hence P u X = g. On the other hand, if P : V X → V X is invertible and u X is the solution of (4.4), then by using successively the symmetry of P and (4.2) and (4.5), we obtain
A practical method to solve (4.4) is the conjugate gradient method; the additive Schwarz method (see Section 6) can be viewed as a preconditioned conjugate gradient method.
Bound on the condition number
Bounds for λ min (P ) and λ max (P ), the minimum and maximum eigenvalues of the additive Schwarz operator P , can be obtained by using the following lemma; see [20] . (ii) there exists a constant c 2 > 0 such that any u ∈ V X has a decomposition u = J j=0 u j with u j ∈ V j for j = 0, . . . , J satisfying
and λ max (P ) ≤ c 1 ,
Proof. The abstract theory on bounds of extremal eigenvalues of P is standard. For example the proof for the lower bound of λ min (P ) can be found in [20, Lemma 2.5] . However, we cannot find a reference for a proof of the upper bound for λ max (P ). We include the proof here for completeness. For u = J j=0 u j with u j ∈ V j , noting that P is symmetric positive definite, using (4.2) and the Cauchy-Schwarz inequality, we have
Thus,
and equality occurs when u j = P j P −1 u. Therefore
Additive Schwarz methods on the sphere
A subspace decomposition
In this section, we present a decomposition of V X into a sum of subspaces as in (4.1), and prove the main theoretical result of the paper, namely an estimate for the condition number of the additive Schwarz operator P . Let α be a fixed number satisfying 0 < α < π/3 and let X 0 := {p j : j = 1, . . . , J} be a subset of X such that
(5.1)
For j = 1, . . . , J, the subset X j is defined as
The sets X j may have different numbers of elements and may overlap each other. Because of (5.1) it is clear that X is decomposed into J overlapping subsets {X j : j = 1, . . . , J} of discrete points such that
The Schwarz operator P is then defined by (4.2) and (4.3).
Assume that the support of Φ(p, ·) is contained in a spherical cap centered at p and having radius γ. Then functions in V j have supports in Γ j , where
We assume that:
The partitioning problem mentioned in Assumption 5.1 is related to the graph colouring problem [3] . We can define an undirected graph G = (V, E) in which the set of vertices V = {ν 1 , . . . , ν J } is identified with the set of caps Γ j , and E is the set of edges, where if Γ i ∩ Γ j = ∅ then there is an edge between ν i and ν j . A partition satisfying Assumption 5.1 is equivalent to a colouring of the vertices of G so that adjacent vertices have different colours. The minimal number of colours needed is called the chromatic number of G, and is denoted by δ(G). In general, it is difficult to determine the chromatic number of a graph. However, it is easy to see that
where ω(G) is the maximal order of a complete subgraph of G, that is, it is the maximal number of vertices all of which are mutually connected. In terms of the caps, every point on the sphere S n lies in at most M 1 = ω(G) spherical caps Γ j . An upper bound of δ(G) is given in [3, Theorem 3, Chapter 5]: when G is neither a complete graph nor an odd cycle, then δ(G) ≤ ∆(G), with ∆(G) being the maximal degree of G. In terms of our spherical caps, each cap Γ j intersects at most M 2 = ∆(G) other caps.
Therefore, for a given set X 0 and parameters α, γ, we can compute the lower bound M 1 and the upper bound M 2 so that
Bounds on the extremal eigenvalues of P
First two lemmas are presented below that establish the assumptions in Lemma 4.1. Then these lemmas and Lemma 4.1 are used to find an upper bound for the condition number of P .
Lemma 5.2 There exists a positive constant c independent of the set X such that for any u ∈ V X satisfying u = J j=0 u j with u j ∈ V j for j = 0, . . . , J,
Proof. Using the fact that N Φ is isomorphic to H τ (S n ) under assumption (3.6) it suffices to prove
Using the inequality |a + b| 2 ≤ 2(|a| 2 + |b| 2 ), we have
Let k = ⌊τ ⌋. Then it follows from the definition of the Sobolev norm (2.7) that
Now, from the fact that u j ∈ V j together with Assumption 5.1 we can partition the index set {1, . . . , J} into M sets of indices J m so that if i, j ∈ J m then supp u i ∩ supp u j = ∅. Then, in this proof only, let g j = π 1 (χ 1 u j ) with Ω j being the interior of supp g j . By using the Cauchy-Schwarz inequality, we have
Since the supports of g i and g j are disjoint for i, j ∈ J m , i = j,
Thus, Therefore,
2 The following lemma is proved in [7, Lemma 5.3] .
Lemma 5.3 For any u ∈ V X there exist u j ∈ V j , j = 0, . . . , J, satisfying u = J j=0 u j and
where Q = Q J · · · Q 1 , in which Q j is the orthogonal projection from V X to V ⊥ j with respect to ·, · Φ , and
Theorem 5.4 The condition number κ(P ) :=
of the additive Schwarz operator P is bounded by
where c is a constant independent of M ,J and the set X. The operator Q is defined in Lemma 5.3.
Proof. From Lemmas 5.2 and 4.1, we obtain the following estimate for the maximum eigenvalue of P :
where c is a constant independent of the set X. Lemmas 5.3 and 4.1 yield the following estimate for the minimum eigenvalue of P :
Therefore the bound for κ(P ) is derived. 2 Comparing this upper bound for the condition numbers with bounds proved in Subsection 3.3 shows the advantage of our preconditioners, which is illustrated in Section 7 on numerical experiments. While we are unable to relate the parameters J and Q Φ (in the lower bound for λ min (P )) to the separation radius q X , we show numerically that the lower bound given in (5.9) is better than the lower bound for λ min (A) given in Theorem 3.6 (see Table 7 in Section 7).
An algorithm to decompose the data set
Since the Earth is rotating around its own axis, and the satellite traverses from near the North pole to near the South pole and back in an elliptical path, data along the track of the satellite form a sequence of discrete points; see Figure 1 . Suppose we number the scattered data following the satellite track as x 1 , x 2 , . . . , x N . These points define the data set X introduced in Section 3.2. The algorithm to decompose X in the form X = X 0 ∪ X 1 ∪ · · · ∪ X J can be described as follows.
(1) Select α ∈ (q X , π/3) and β ∈ [α, π).
(2) The first center is p 1 = x 1 ∈ X.
(3) Define
(4) Suppose X j−1 , for j > 1, has been selected around center p j−1 . The next center p j is chosen from X \ {p 1 , . . . ,
(5) The subset X j is defined as
(6) Repeat (4) and (5) until every point in X is in at least one X k or no new center can be found.
(7) If X = j k=1 X k then go to step (8) . If not, there exists a point x * ∈ X \ j k=1 X k so that θ(x * , p j−1 ) =: θ * < β. Redefine β = θ * and go back to step (4).
If we set β = α the algorithm will always terminate since the set X is finite. The initial value β is chosen close to π in order to reduce the number of subproblems J.
In the following, we describe the preconditioned conjugate gradient method based on the decomposition of the scattered data X = X 0 ∪ · · · ∪ X J . For k = 0, . . . , J, let A k be the restriction of the matrix A onto each subspace
For k = 0, . . . , J, let I k be an ordered subset of {1, . . . , N } such that x m ∈ X k if and only if m ∈ I k . The cardinality of the set I k is denoted by s k and the rth-element of the set I k is denoted by I k (r). For a given vector v = [v 1 , . . . , v N ] T , the restriction map R k : R N → R s k is defined as follows: 
, where
A pseudocode
INPUT
Input the scattered set X on the sphere, the right-hand side f , and the desired accuracy ǫ. SETUP for j=1 to J
end for
If iter > 0 then set ζ 0 = ζ 1 .
Update the residual vector
Update the solution vector
(12) end while
Numerical results
In this section, we present numerical experiments on S 2 based on globally scattered data extracted from a very large data set collected by the NASA satellite MAGSAT. Given a positive real number q, different sets of scattered points X are extracted from the original data set so that the separation radius q X is not less than q. These sets X are constructed by using a two-stage thinning process:
(1) Points are taken along the satellite track so that the geodesic distance between two successive points is not less than q.
(2) Points from stage (1) are re-selected so that the separation radius q X is not less than q.
The number of points and the separation radius q X of each data set are listed in Tables 3 and 4 . The locally supported spherical basis functions induced by compactly supported radial basis functions introduced by Wendland [23] for R 3 are used. The kernel Φ, see (3.3) , is defined by Φ(x, y) = φ(x · y), We solved the linear system (3.9) by the conjugate gradient method with stopping criteria
The right hand side f is defined, respectively, from the values at x j of the functions
and
+ , in which (y) + = y for y ≥ 0 and equals 0 otherwise. Table 3 (with m = 1) and Table 4 , when N increases and q X decreases, the minimal eigenvalues of the interpolation matrices A decrease, which is consistent with the estimates presented in Section 3.3. (The numbers when m = 2 and m = 3 in Table 3 do not reflect this behaviour. We believe that this is a defect in the Lanczos algorithm, used to compute the extreme eigenvalues, when f 1 is excessively smooth). As a consequence, the cpu times (in seconds) spent to solve the linear systems increase significantly. This motivates the use of the additive Schwarz preconditioner introduced in Sections 4 and 5. The results are reported in Tables 5  and 6 . The condition numbers of the preconditioned systems κ(P ) are much smaller than the condition numbers of the original interpolation matrix κ(A). As a consequence, the number of iterations and cpu times in solving the linear systems are reduced. The numbers in both tables suggest that when cos α decreases both κ(P ) and the cpu time decrease then increase. With the current theory, we cannot explain this behaviour. We note that a larger value of α results in a larger size of the overlap and a smaller value of J (the number of subproblems to be solved), which in turn implies larger sizes of the subproblems. This results in a smaller condition number κ(P ) because the preconditioner is closer to the inverse of the interpolation matrix. However, for an optimal value of α in terms of cpu time, one has to balance between the number of subproblems and their sizes.
As shown in
As commented at the end of Subsection 5.2, we also computed the lower bounds of λ min (P ) and λ min (A) given in (5.9) and Theorem 3.6, respectively. The numbers, reported in Table 7 , clearly show that the bound for λ min (P ) is better than that of λ min (A). Details of this calculation have been reported in [7] . Table 7 : Lower bounds for λ min (A) and λ min (P ) with Φ defined from ρ 3 (r) having φ(ℓ) ≃ (1 + ℓ) −s with s = 9
