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Abstract
In this thesis, material interfaces, structures and properties are studied at the
atomic scale, with an emphasis on their use in clean energy applications. Inter-
faces can exhibit intriguing and unique physical phenomena not seen in periodic
crystals. Oxide interfaces are the main focus due to the wealth of phenomena
they can exhibit, in addition to the composite materials’ abundance, stability and
relative ease of fabrication. CaCu3Ti4O12 samples have previously been shown to
exhibit colossal permittivity, which has been attributed to their grain boundaries.
The high permittivity of the samples is attributed to the formation of a thin dilute
metal at the interface between the grain and inter-grain materials. This under-
standing should allow for one to artificially engineer systems that exhibit colos-
sal permittivity, which would have uses in areas such as gas sensing and elec-
tric capacitors. The need to properly characterise interfaces is then discussed.
The BaTiO3/SiO2 system is used as an example to highlight the need to prop-
erly measure and characterise interface regions, as a new material, Ba2TiSi2O8,
can form across the junction. The work then shifts to the use of interfaces di-
rectly in device designs. All-oxide solar cells have great potential to be cheaper
and easier to manufacture than current silicon-based solar cells. A set of ma-
terials are explored to identify a potential all-oxide solar cell design. The setup
of CaO/(Sn:Ca)7:1O/TiO2 is put forward as a potentially viable design for a p–i–n
solar cell device. Next, oxide perovskites are investigated to identify their capa-
bilities as photocatalytic materials for the purposes of water-splitting. SrSnO3 is
identified as a potential candidate for water-splitting. By introducing a thin ZrO2
overlayer to the surface of SrSnO3, the photocatalytic properties of the slab can
be improved. This allows allows for bifunctional water-splitting on the surface of
the SrSnO3|ZrO2 overlay system. Finally, ARTEMIS, a tool to aid in interface stud-
ies is discussed. This tool is designed to generate potentially viable interfaces,
with a rudimentary function for predicting interface separation through bonding
analysis. The results presented here should be of great use to anyone exploring
energy technologies, as well as those studying the fundamentals of interfaces.
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Chapter 1
Introduction
“Later there will be, I hope, some people who will find it to their advantage to decipher all
this mess."
— Évariste Galois
1.1 A short story on interfaces in devices
Since the dawn of mankind, humans have had a fascination with materials. From
understanding how the work to how they can be used, materials have been a
prevalent part of human history. The focus of such interest is strongly tied to
the properties they may exhibit; in tools, this has been their strength, sharpness,
and durability, with clothing, the flexibility and thermal conductivity are of use, for
jewellery, it tends to be their optical properties, and in devices, the main focus is
on electronic properties.
The use of materials has allowed humans to overcome their natural limitations
and provide themselves with characteristics displayed by the materials around
them. In the Roman era, asbestos was often woven into cloth to prevent them
from being flammable [1]. In the modern era, materials are being woven into
clothes to harness energy from the sun [2]. The efficiency and capability of tech-
nology is often limited only by the properties of the materials used.
The study of fundamental material properties dates back thousands of years to
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Democritus and Leucippus in the 5th century BCE, who are recorded as first
presenting the concept of atomos – the indivisible building-block of matter. This is
even more prevalent in Natural History, the works by Pliny the Elder summarising
the Roman empire at the time of the 1st century CE [1]. Two of the 37 books
that comprise this magnum opus are devoted solely to mineralogy (with a third on
metallurgy). In the aforementioned work, the properties and understandings of
various minerals, metals and crystals are detailed, including asbestos (book 19),
diamond (book 20), haematite (book 36) and amber (book 37).
The study of material sciences was expanded upon in the 1600s by Galileo and
Newton, who set out to investigate the interactions of matter. At this time, Boyle
focused strongly on the composition of individual elements and made consider-
able progress in techniques to allow their detection and analysis. In the 1700s,
Lavoisier recognised and predicted the existence of many elements, including
hydrogen, oxygen, silicon and sulphur. In the 1800s and early 1900s, various
theories were developed in an attempt to fully describe the compositional make-
up of matter; these were called atomic theories.
Solid sphere model: John Dalton is credited with the first modern atomic the-
ory based on experiments with atmospheric gases in 1803. He built an atomic
theory to describe these particles called atoms (based on the aforementioned
Greek concept of atomos). These were indivisible, with each atom being of a
particular type or element. Atoms of the same element were identical, and com-
pounds are combinations of different types of atoms.
The understanding was further refined in the 1900s when use of electron mi-
croscopes enabled scanning and visualisation of the atomic structure of mate-
rials by those such as J. J. Thomson, Ernest Rutherford, Niels Bohr and Erwin
Schrödinger.
Plum pudding model: With his discovery of electrons – subatomic, negatively
charged particles – in 1897, J. J. Thomson determined that atoms were, in fact,
divisible, and he went on to describe atoms as electrons scattered throughout a
spherical cloud of positive charge in 1904.
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Nuclear model: The next major advancement came from Ernest Rutherford in
1911, who determined that atoms were, in fact, mostly empty space, with a small
positive charge located at the centre of the atom – the nucleus. This was deter-
mined by firing positively-charged alpha-particles at a thin sheet of gold foil. Inter-
estingly, most of the alpha particles passed through with little deflection (passing
through the empty space of the atoms); however, some were deflected at large
angles (associated with being incident on the nucleus). This model stated that
the nucleus was composed of integer multiples of protons (positively charged
subatomic particles). Whilst a better model, it did not describe how electrons
remain in orbit around the nucleus.
Planetary model: In 1913, Niels Bohr put forward a theory as to how electrons
remain in orbit around the nucleus. Electrons were said to orbit the nucleus at
fixed distances and energies. This gave the idea of quantised energy levels of
electrons in an atom, where electrons could not take energy levels outside of this
set.
Quantum model: In 1926, Erwin Schrödinger expanded upon the description
of electrons, stating that they do not, in fact, move around the nucleus in orbital
paths. Instead, they have a wave-like property to them, resulting in them being
more like clouds surrounding the nucleus. The density of the electron-cloud de-
fines the probability of an electron existing there. The higher density regions of
the electron cloud were defined as orbitals, which are associated with the afore-
mentioned quantised electron energy levels.
Discovery of the neutron: Up until this point, the nucleus was simply con-
sidered as being composed of integer multiples of protons. However, in 1932,
James Chadwick discovered that there exists a neutral-charge subatomic particle
that can reside in the atomic nucleus – the neutron.
At this time, we now have a picture of the atom as follows. An atom, composed
mostly of empty space. At the centre of this atom is the nucleus, a positively
charged particle composed of integer multiples of protons and neutrons. Sur-
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rounding this nucleus is a negatively-charged electron cloud, where regions of
higher density are associated with orbitals exhibiting quantised energy levels.
Alongside the understanding of atomic structure, methods for measuring the crys-
tal structure (the arrangement of the individual atoms), such as X-ray diffrac-
tion [3], were being developed. Both of these areas allowed for a much greater un-
derstanding of materials such as silicon, which paved the way for devices based
on semiconducting materials; with these new devices came the challenge inter-
faces.
Interfaces
One of the key fascinations that humans have shown with materials is the concept
of combining them (which, inevitably, results in interfaces). Few places is this
interest more apparent/prevalent than with LEGO building bricks – this is a toy
designed specifically around the concept of a system of interlocking blocks. The
success of LEGO – and the general shortcomings of their competitors – is due to
the company’s strong focus on fine-tuning the frictional properties of each brick in
order to achieve tight-fitting connections, whilst still maintaining a relative ease of
separability. Whilst the appeal of the product to the user is to join blocks, it is clear
that the crucial aspect for the company is in the connection itself. By connecting
multiple items together, one can combine the properties of two objects to return
one with both. In the case of LEGO, these properties are typically height, strength
and function – whilst an individual piece is relatively weak, when put together,
they can be used to support the weight of a human, break steel, or even work as
a fully-functioning car. The worldwide phenomenon that is the LEGO company is
essentially predicated on the interface between two plastic toy bricks. However,
where the join between blocks of LEGO is smooth and clear-cut, the interface
between materials is generally not so well-defined.
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1.2 Outline
In this thesis, an in-depth study of interfaces and their potential for device appli-
cations is presented, with a focus on oxide interfaces. Particular emphasis is also
placed on identifying the most energetically favourable interface to form between
any two crystals. Interfaces are explored for their affect on the properties of a
material (i.e. permittivity, phase and composition) and their affect on photovoltaic
and photocatalyst capabilities. The remainder of this chapter will detail the uses
and key features of interfaces presented in literature thus far.
The second chapter outlines the necessary background methods and theory upon
which this work is built. It explores the precursor assumptions, as well as the
derivation of the theories behind density functional theory, which is used to de-
termine the electronic and structural properties of materials in this body of work.
The third chapter details an investigation into a prevalent oxide interface in litera-
ture, namely CaCu3Ti4O12 grain boundaries, to explore properties that can arise
due to the presence of an interface – with this example being colossal permittivity.
In the fourth chapter, a study focusing on the material fresnoite (Ba2TiSi2O8) that
can form at the interface between two other materials, BaTiO3 and Si (or SiO2),
is presented. The chapter aims at characterising an interface material in order to
highlight the structural changes that an interface can give rise to. In Chapter 5,
the potential of an all-oxide solar cell is explored. The p–i–n interface architec-
ture of solar cells is considered and, as such, the band alignment between the
active layer and numerous candidate transport layer materials are investigated.
A potential setup for an all-oxide photovoltaic cell is presented. In Chapter 6, a
detailed study of the potential of oxide perovskite surfaces as photocatalysts is
presented, with one candidate in particular exhibiting promising capabilities. The
inclusion of a thin overlayer on this material is studied, showing how it can further
enhance its photocatalytic properties. In Chapter 7, we discuss the fundamental
theory underlying interfaces and how this can be used to determine and predict
new interfaces between materials. In the final chapter, a summary of this work is
presented along with aims of where this work can be taken next.
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1.3 Interfaces
An interface is defined as a point/area where two materials make physical con-
tact. Such contact can arise either through material growth (through natural or
artificial processes) or by moving materials into contact (when multiple materials
are grown or cleaved and then placed in contact with each other). The properties
at this point of contact tend to differ from either of the two individual materials,
with new properties emerging that are dependent on the interface instead. These
properties are often novel and unique [4–6], which often arise due to the breaking
of periodicity of the two parent materials
In this thesis, A|B will be used to refer to any interface between materials A and
B; A(hkl)/B(h′k′l′) will denote a specific interface between materials A and B, with
their orientations (planes of termination) given by (hkl) and (h′k′l′), respectively.
1.3.1 Types of interfaces
There exist many types of interfaces, appearing both in natural structures and
man-made devices. These can include (but are not limited to) those between two
solids (either 2D|2D, 2D|3D or 3D|3D interfaces), between a solid and a liquid,
and interfaces between a solid or liquid and vacuum or gas. Surfaces can be
considered merely as the interface between a solid and a vacuum/gas – in this
body of work, it is defined as the interface between a solid and vacuum.
During natural growth of crystals (along with lab growth of a crystal from con-
stituent melts), multiple crystal grains tend to form, with their size depending on
the duration and temperature of the growth process [7]. When these form, inter-
faces are present at the points of contact between multiple grains. Such interfaces
are generally termed as grain boundaries; however, depending on the grain sizes
and the growth conditions, new inter-grain materials can form in this region. In-
terfaces formed via these means tend to be rather rough, with it being difficult
to define a clear location to define them; instead, they can often cover a larger
region, with the parent grains diffusing through each other [8].
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Interfaces will arise in a device during its construction, both those that are un-
avoidable and intended; these include component|substrate, component|contact
and component|component interfaces. Such interfaces persist after manufactur-
ing of the device and can strongly affect the component properties, leading to
changes in the efficiency of the device. Consideration of these must be taken
into account when designing a device as they can, sometimes, even prevent the
functioning of a device, e.g. via formation of Schottky barriers [9,10].
Finally, some interfaces are desired parts of devices, with their properties being
those intended for use by the device. Such interfaces tend to be difficult and
demanding to manufacture, as their properties are often present only when the
interface is smooth. With recent advancements, atomically smooth interfaces can
be constructed between oxides, even within nanometre-scale devices [11].
A common term used to define an interface between conductors (or semiconduc-
tors) is an electrical junction. Junctions exhibit two possible forms – rectifying
and non-rectifying [3]. Non-rectifying junctions are often termed ohmic contacts.
There are various types of rectifying junctions, including metal-semiconductor
junctions and p–n junctions. Devices based around interfaces can take various
forms: heterostructures, heterojunctions, p–n junctions, metal–semiconductor in-
terfaces and metal–metal interfaces.
1.3.2 Band alignment
When two materials are in contact, a major contributor to the resulting electronic
properties of the overall system is the relative alignment of the two materials’ en-
ergy levels. Consider, first, the case of a surface. Here, the electronic energy
levels of the material can be given with respect to the the electrostatic potential of
the vacuum (i.e. the vacuum level/energy), which should be a global constant for
any real system, allowing this to be used as a reference energy level for all sys-
tems. In such a system, the energy required to free an electron from the material
(i.e. photoemission) is dependent on the difference in energy between the ma-
terial’s Fermi energy (chemical potential) and the vacuum energy (i.e. the work
function/hole affinity of the material). If we now consider interfaces between two
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Figure 1.1: The three types of band alignment between two semiconduct-
ing/insulating materials.
materials, the difference between the two sets of energy levels can be determined
by giving both sets with respect to the vacuum level. In this system, the natural
direction of current flow across such an interface is dependent on this alignment.
Surface band alignment
The work function of a metal is defined as the difference in energy between the
electrostatic potential of the vacuum Evacuum and the Fermi energy EF of the metal
(i.e. the energy required to excite/liberate an electron from the metal to the vac-
uum) [3]. The work function W can be written as W = Evacuum − EF.
For semiconductors, there exist quantities similar to the work function: hole and
electron affinities [12]. The hole affinity χh is the energy required to excite a va-
lence electron from the valence band maximum (VBM) to the vacuum and can be
written as χh = Evacuum−EVBM. This can also be seen as exciting a hole from the
vacuum level into the valence band. The electron affinity χe is the energy required
to excite an electron at the conduction band minimum (CBM) to the vacuum (i.e.
liberate a conducting electron), χe = Evacuum − ECBM. The difference between
these two affinities is the band gap Eg of the semiconductor, Eg = χh − χe.
Interface band alignment
We now consider an interface formed between two materials – Material 1 and Ma-
terial 2. Depending on the relative energy of occupied and unoccupied states for
these two materials, there are three main types of band alignment [3] (displayed
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in Figure 1.1): 1) Type I band alignment – Straddling Gap – occurs when the high-
est occupied and lowest unoccupied states of Material 2 lie within the band gap
of Material 1 (i.e. the band gap of Material 1 straddles that of Material 2). 2) Type
II band alignment – Staggered Gap – forms when the highest occupied state of
Material 1 lies within the band gap of Material 2 and the lowest unoccupied state
of Material 1 lies above the lowest unoccupied state of Material 2. 3) Type III band
alignment – Broken Gap – forms when both the highest occupied and lowest un-
occupied states of Material 1 lie above the lowest unoccupied state of Material
2. Here, Materials 1 and 2 are simply placeholder names and, as such, can be
swapped with each other and the definitions still hold.
At the interface between two materials, it is common for atomic reconstruction
to occur in order to compensate for missing bonds of the surface atoms and to
relieve strain built up by joining two materials. Sometimes, this reconstruction can
be significant enough to form new phases and new materials from the constituent
elements of the two individual materials [13]. Depending on the band alignment,
as well as the interaction of the two materials, the specific alignment of bands
can sometimes lead to the formation of barriers or wells that alter the electronic
conduction characteristics across this region.
1.3.3 Non-rectifying junctions – Ohmic contacts
In a non-rectifying junction, a voltage applied across the interface causes current
to flow in one direction; if the voltage direction is reversed, then so is the current
flow, with the same magnitude. This occurs when forming an interface between
two metals, or between a metal and a semiconductor, where the Fermi level of
the metal lies outside of the band gap of the semiconductor. Such an interface is
called an ohmic contact.
1.3.4 Rectifying junctions
Rectification is the process of producing a large current flow when a voltage is ap-
plied across a junction in one direction (forward bias), but producing only a small












Figure 1.2: Band diagram depicting a Schottky barrier ΦB at a metal-
semiconductor junction.
current flow (or none at all) when applying a voltage in the opposite direction (re-
verse bias) [3]. If an alternating voltage is applied across the junction, then the
current will flow mainly in one direction (i.e. the current has been rectified). When
forward bias is applied, many electrons are thermally excited in the semiconduc-
tor, which allows them to pass over the barrier. Under a reverse bias, there is a
much reduced current, which is due to a small leakage of thermally excited elec-
trons in the metal being able to overcome the barrier. Rectifying junctions can
form in metal-semiconductor and semiconductor-semiconductor junctions.
A charge depletion region forms within the semiconductor near the interface in
which free charge combines with opposite charge from the other side of the inter-
face. At high biases, the depletion layer will break down.
Schottky barriers
At a metal-semiconductor junction, a potential energy barrier tends to form – a
Schottky barrier – affecting the electron band edges near the interface. In its
vicinity, bending of the band edges are exhibited in the semiconductor, leading
to the formation of a potential energy barrier at the interface, which is felt by
the carriers. The presence of such barriers is predicted by the Schottky-Mott
rule [9,10,14,15].
A Schottky barrier arises due to charge depletion within the region of the semi-
conductor near the interface, which leads to bending of the band edges within
CHAPTER 1. INTRODUCTION 11
this semiconductor. The specific direction of the bending (i.e. towards or away
from the vacuum level Evacuum) is dependent on whether the semiconductor loses
(towards Evacuum) or gains (away from Evacuum) electrons, and the size of the de-
pletion region is dependent on the specific metal-semiconductor pair. The height
of this Schottky barrier should be calculable from the work function of the metal
and the electron and hole affinities of the semiconductor; however, this is rarely
true due to the presence of interface defect states. A similar rule exists for
semiconductor-semiconductor interfaces, called Anderson’s rule; however, this
has also been shown to rarely work for real systems [16–18].
The Schottky-Mott rule states that the height of the Schottky barrier in a metal-
semiconductor junction is proportional to the work function of the metal and the
electron/hole affinity of the semiconductor. However, this is rarely the case as
defect states localised to the interface tend to form within the band gap of the
semiconductor. The Fermi level of the metal tends to become pinned by the
interface defect states to the centre of the semiconductor band gap (Fermi level
pinning), thus, leading the Schottky barrier height to more often be dependent on
the height of the semiconductor band gap.
In a rectifying Schottky barrier under a small applied voltage, there forms an as-
sociated high resistance. When a large voltage bias is applied, the current flow is
governed by thermionic emission.
p–n junctions
Another form of rectifying junction is the p-n junction that forms between p-type
and n-type doped semiconductors [3]. This is similar to the Schottky barrier in
some senses. In the vicinity of the interface, the available charges in the p-type
and n-type semiconductors combine and deplete the available charge. Far from
the interface, the available carriers remain. In doing so, the Fermi level is pinned
to the middle of the acceptor and donor levels of the two materials.
The following energy levels are given with respect to the vacuum energy and
any movement of dopant levels are accompanied by an equivalent movement of
the band gap in which it resides (see Figure 1.3 for a graphical depiction of the







































Figure 1.3: Diagram depicting a p–n junction between two semiconductors under
(a) no bias, (b) a positive bias and (c) a negative bias . The semiconducting
material on the left is p-type doped, whilst the semiconductor on the right is n-
type doped. EF denotes the Fermi energy. The shaded blue region denotes the
depletion region.
effects of biases on a p–n junction). When a forward (positive) bias is applied
across this junction, the acceptor level decreases in energy, whilst the donor level
increases in energy. In doing so, current is allowed to flow as the donor level is
raised above the acceptor level, meaning that the donor charges can freely fall
into the acceptor level. This decreases the width of the depletion region. When
a reverse (negative) bias is applied, the width of the depletion region increases,
the acceptor level increases in energy and the donor level decreases in energy,
thus increasing the barrier height of the junction. This further prevents current
flow from being established across the junction.
CHAPTER 1. INTRODUCTION 13
1.3.5 The role of interfaces in devices
For many years, interfaces have shown great use in a range of devices, includ-
ing resistive random-access memory (RRAM) [19], metal-oxide-semiconductor
field-effect transistors (MOSFETs) [20] and p–n junctions [12]. Various reviews
over the past decade have highlighted the new and fascinating properties that
interfaces can exhibit [5, 6, 21], with there being a particular focus towards those
formed from oxides in part due to their relative stability in air, and relative ease of
growth and control.
In this work, we shall pay particular attention to the uses of oxide interfaces for
energy-focused applications. Such interface structures have shown great poten-
tial in the areas of energy generation, storage and transport. Many studies have
looked into their potential for use in photovoltaics [19], photocatalysis [22], elec-
tron transport [23] and short-term storage via capacitors [6].
Colossal permittivity
Over the past couple of decades, colossal permittivity (typically defined as a rela-
tive permittivity of > 103) has seen great attention due to its promise of improving
the capabilities of capacitors [24–26]. This unusually high permittivity tends to
link to grain boundaries that form within materials, a naturally occurring interface
that forms during grain growth [27–29]. Other systems designed to exhibit colos-
sal permittivity involve growing pure crystals [30] of a single or solid-solutions of
multiple [31] ferroelectric materials on substrates. These artificial systems have
shown vastly increased permittivity values and, in both cases, the question has
been raised whether the interface between the material and its substrate aids in
this [32–34].
Solar cells
In photovoltaics, sunlight is absorbed by a material (the active layer ) and con-
verted into an electron and a hole. This material is attached to a circuit with the
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intent being to drive a current around the circuit by separating the electron–hole
pair. Whilst this description does not highlight any important interfaces (as the
absorption of light by the material can occur far from the surface), the need for
interfaces arises when attempting to separate the electron–hole pair. In order to
separate these pairs, an electric field needs to be applied across the active layer;
a similar result can be achieved by placing a p- and n-type material either side
of the active layer to form a p–i–n junction. Interfaces clearly exist between each
of these components, which all affect the efficiency of the device. Finally, one
method for improving the efficiency of a solar cell is to introduce multiple active
layers within the device, a multi-junction solar cell. By specifically tailoring the
interfaces present in solar cells, one can drastically improve the efficiency of the
device [35,36].
Water-splitting
The process of splitting water into hydrogen and oxygen gas through use of sun-
light it called photocatalysis. In this process, all chemical reactions occur at the
interface between the catalyst and the water. Many of the properties that de-
fine whether a material is a good photocatalyst are linked to its surface [37]: the
binding energy of the individual reactants to the surface, the surface band gap,
and the hole and electron affinities of the material. In order to improve the ca-
pabilities of a photocatalyst, particular interest is paid to modifying its surface
properties [38–40].
1.4 Summary
In this chapter, an introduction to the properties of interfaces has been presented.
The various types of interfaces, along with their presence in both naturally grown
and artificially constructed systems, have been discussed, with the main types be-
ing surfaces, metal-semiconductor interfaces and semiconductor-semiconductor
interfaces. It has been shown how interfaces can both plague the efficiency of a
device, as well as be the central desired property of a device. Interfaces are com-
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posed of two parent materials, but tend to display properties unique to the point
of contact of the two materials. The presence of interfaces in devices intended for
capacitor, photovoltaic and photocatalytic use has been outlined. In the follow-
ing chapter, the theoretical methods and general solid-state background physics
used throughout this body of work are detailed.
Chapter 2
Crystals and ab initio methods
“It’s very hard to talk quantum using a language originally designed to tell other monkeys
where the ripe fruit is"
— Terry Pratchett
2.1 Introduction
The previous chapter introduced interfaces, along with properties unique to them.
In order to study an interface, one must first understand the underlying crystals
and the consequences of forming an interface. After understanding the crystal
form, focus shifts to the structural form of the interface; where this requires in-
vestigation of a multitude of structures in order to determine the true interface
formed during experiment. After defining the structural form of the interface, an
exploration of the properties, namely electronic, associated with the parent crys-
tals and their mutual interface must be undertaken. To do so, a theory to tackle
the many-body interacting system of electrons is preferred.
In this chapter, an outline the background concepts and theory behind condensed
matter physics and structural prediction is given. The fundamentals of this field,
from crystal structure to ab initio methods for calculating electronic properties are
detailed and discussed. Information with regards to structural prediction, with
a focus on those methods pertaining to interface structural prediction, is also
discussed.
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2.2 Crystal structure
Lattice Basis Crystal
Figure 2.1: Image depicting a basis mapping onto a set of lattice points to form
a crystal structure.
The crystal form is a state of matter that displays an ordered periodic structure.
Here, the structure of the material is described solely by the type and location
of the nuclei within a single repeat unit – the primitive cell – and the symmetries
that define the repetition – the translations. The properties of a crystal are also
defined uniquely within the primitive cell, with properties outside of this cell being
symmetrically equivalent.
The type and position of the atoms within the primitive cell is defined as the basis.
The set of translation vectors that move the primitive cell to all other cells in the
crystal is called the lattice. The combination of the basis with each individual
translation vector within the set generates the crystal structure, and, as such, the
crystal is defined as
crystal = lattice + basis.
2.2.1 Lattice and crystal symmetries
The infinite set of translation vectors that move one unit cell to all others forms a
lattice of points in real space, which is often termed as the Bravais lattice. The
translation vectors plus the addition operators form a group, as the sum of any
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two translations returns a third that is already within the set. This group is called
the translation group, which is a purely crystalline property. For d-dimensions,
the entire translation group can be reduced down to just d primitive translation
vectors – the lattice vectors ai, where i = 1, d – that, through linear combinations
of integer multiples of each, can reproduce the entire translation group. Together,
these lattice vectors define a parallelepiped with volume Ωcell – the primitive cell.
A general translation vector for a d-dimensional lattice can be written as




where ai is the ith lattice vector and ni is any integer value. For the case of three
dimensions, the form of a translation vector would be
T(n) ≡ T(n1, n2, n3) = n1a1 + n2a2 + n3a3. (2.2)







where the the rows of the matrix are the individual lattice vectors a1, a2 and a3 (the
first index of the elements defines the associative lattice vector and the second
index defines the dimension of the element). The lattice matrix offers more simple
methods for determining the lattice features over that of the lattice vectors, whilst
also being general for any d-dimensional lattice. For example, the volume Ωcell of
the primitive cell is simply the determinant of the lattice matrix.
The lattice can be separated further into its geometry and symmetry. The lat-
tice geometry describes the repetition of a unit cell according to axial lengths,
often termed lattice constants, and the interaxial angles. In three dimensions,
these lengths and angles can have the form of 1 of 7 lattice systems – triclinic,
monoclinic, orthorhombic, tetragonal, cubic, hexagonal and trigonal. Within these
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systems, there also exist lattice types – primitive, body centred, face centred and
base centred. Combining these results in 14 unique detailed descriptors for gen-
eral lattices; the 14 Bravais lattices. Each of these Bravais lattices has a different
relation between the three lattice lengths and angles that are general descriptors
of the periodicity of the lattice.
The symmetry of a lattice can be described by considering symmetry operations
that, when applied to the crystal, leave a particular point in space fixed, (i.e. rota-
tions). The group formed of these symmetry operations is called the point group.
By considering both the point group and the 7 lattice systems, 32 unique crystal-
lographic point groups are identified, which are independent of the lattice type. It
should be noted that these point groups are apart from the translation group of the
lattice and can be used to describe the symmetries of a non-periodic structure,
such as a molecule.
The combination of the lattice types and the point groups leads to the full 230
unique space groups, with each being a full descriptor of the symmetries of the
lattice and, when combined with the lattice lengths and angles can fully recreate
the lattice structure.
2.2.2 Reciprocal lattice and Brillouin zone
As seen in the previous section, the lattice in real (direct) space is very useful for
describing and understanding the crystal structure. However, in order to study the
properties of a crystal, such as their diffraction properties, it is extremely helpful to
define the reciprocal lattice. The space generated by the reciprocal lattice points
is called the reciprocal space (also termed as inverse space, momentum space,
Fourier space, and k-space). Just as real space has translation vectors T(n),
there are equivalent translation vectors G(m) between any two reciprocal lattice
points
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where, again, d defines the number of dimensions. In three dimensions, the form
is
G(m) ≡ G(m1,m2,m3) = m1b1 +m2b2 +m3b3. (2.5)
bi are primitive translation vectors of the reciprocal space, the reciprocal lat-
tice vectors, with the general definition
B = 2π(AT)−1. (2.6)
From this, it can be shown that G · T = 2πN , where N is an integer. Hence, the
following mapping exists between direct lattice and reciprocal lattice:
exp(iG ·T) = 1. (2.7)
The Wigner-Seitz cell, the primitive cell of the reciprocal lattice, can be con-
structed by using the vectors b1, b2 and b3. This cell is also called the central
Brillouin zone, with volume ΩBZ equal to




As the Brillouin zone is constrained by the point group symmetry of the recipro-
cal lattice and, hence of the corresponding direct lattice, there exists a reduced
Brillouin zone that uniquely describes the full central Brillouin zone (which itself
describes the entire reciprocal space). Take, for example, a crystal with M point
operations: for any function f(k) of a vector k inside the Brillouin zone, there ex-
ists unique values only for k-vectors lying in the (1/M)th part of the Brillouin zone.
This reduced segment is called the irreducible Brillouin zone.
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2.2.3 Basis
As mentioned previously, the basis is a descriptor of the type and position of
atoms in the primitive cell, relative to a chosen origin; as such, the basis can be
defined as a set of position vectors for each atomic species present in the crystal.
Whilst the basis vectors τ can be represented in either Cartesian or lattice (direct)
coordinates, we will mainly use three-dimensional direct coordinates throughout
the body of this work:
τsj(usj) = u1,sja1 + u2,sja2 + u3,sja3 ≡ {u1,sj, u2,sj, u3,sj}, (2.9)
where s is the species index, j is the atomic index unique for each species, and
0 ≤ ui < 1. Here, ui,sj denotes the distance along the ith lattice vector that the jth
atom of the sth species is located (i.e. direct coordinates).
The full position vector R of any atom within the crystal is given by the linear
combination of a lattice translation vector and the basis vector,
R = T + τ . (2.10)
It is worth noting that the set of basis atoms, too, can be reduced using the point
group. As the point group defines unique points within the primitive cell, the prim-
itive cell can be reduced down to just these points – where the entire cell can
be reconstructed by applying the point group operations to the reduced cell. If
we reduce the basis in the same manner, we find an irreducible subbasis, where
atoms within this set are unique. The positions of this reduced set of atoms can
now be defined using Wyckoff positions, which are the particular points that are
left invariant after applying the point group operations. The full crystal can be
reconstructed by applying all possible permutations of the space group symmetry
operators to the irreducible atomic basis.
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2.2.4 Miller planes
An interface between two parent crystals is the contact of the surfaces of each
crystal; to form an interface one must first form surfaces for the two parent crys-
tals. When cleaving a crystal, it tends to split along definite crystallographic
planes with high concentrations of lattice points [41, 42]; other methods of form-
ing crystal surfaces, such as growth, also tend towards these planes. As such, it
is important for surface and interface physics to understand the crystallographic
planes of a material. Such crystallographic planes are termed the Miller planes,
which correspond to planes of atoms present within the crystal [43].
The orientation of a crystal plane can either be described by non-collinear three
points in the plane, or by the vector normal to this plane. Both methods are valid
ways of defining Miller planes. Here, we outline the latter method.
We first define a reciprocal vector g, described by three integer values, h, k and
l, the Miller indices;
ghkl = hb1 + kb2 + lb3. (2.11)
We then define the real-space planes perpendicular to this reciprocal vector as
being the Miller planes, denoted as (hkl). It is clear that this vector is, itself, one
of the reciprocal lattice vectors, as h, k and l are always integers.
(hkl) is commonly written with integers that have the smallest possible greatest
common divisor, as their ratios are the defining feature of the plane. As men-
tioned previously, materials tend to cleave along planes with high concentrations
of lattice points; such planes tend to be related to sets of small Miller indices [41].
Miller indices can also be used to denote the Miller direction [hkl] that define a
direction in the direct lattice – this vector is not generally normal to the Miller
plane.
See Appendix A for an alternative description of Miller planes.
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2.3 Periodic boundary conditions
For any function defined within a d-dimensional crystal with translation vectors T
(2.1), the function must satisfy the condition
f(r + T(n1, n2, · · · )) = f(r), (2.12)
where r is the variable position vector for the function. This condition is the Born-
von Karman boundary condition, which states that any function that describes
a crystal is also subject to the same periodicity of the crystal (i.e. the function
and the crystal both have the same boundary conditions) [3]. This can, instead,
be represented in Fourier space by Fourier transforming the function at wave
vector q. When considering a a large volume of crystal Ωcrystal composed of
Ncell = N1×N2×· · · , we can restrict the Fourier components simply to those that
are periodic within this crystal. Each of these Fourier components must, then,
satisfy the Born-von Karman periodic boundary condition in each dimension,
exp(iq ·N1a1) = exp(iq ·N2a2) = · · · = 1. (2.13)
In doing so, wave vector q is restricted to the discrete values that satisfy q ·Niai =






f(r) exp(iq · r)dr. (2.14)














exp(iq ·T(n1, n2, · · · ))×
∫
Ωcell
f(r) exp(iq · r)dr, (2.15)
where Ωcrystal = NcellΩcell. In order for Equation (2.14) and Equation (2.15) to
be the same, the exponent containing the translation vector must be unity; this
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occurs when q ·T(n1, n2, · · · ) = 2π × integer, with all other values of q leading to
the Fourier transform equalling zero. One can extend this further to show that,
as T(n1, n2, · · · ) is a sum over integer multiples of the primitive lattice vectors aj,
then q · a = 2π × integer.
The restriction of the Fourier components q leaves us with the reciprocal lattice.
By defining the reciprocal lattice vectors bj, where j = 1, d, as
bj · ai = 2πδij for j = 1, · · · , d, (2.16)
the only non-zero Fourier components are found to be q = G, where the G
vectors are a sum of integer multiples of the reciprocal lattice vectors (2.4) (i.e.






f(r) exp(iG · r)dr. (2.17)
Here, we have seen that a function f(r) defined within a crystal can be trans-
formed into reciprocal space, where the Fourier components G of this reciprocal
form f(G) are restricted to a set of values that are defined by the periodicity of
the cell.
Bloch’s theorem
Previously, we mentioned that any function of a crystal must be constrained to the
same periodicity as the crystal. This can be re-postulated in terms of operators:
for a periodic crystal, any operator must be invariant to any lattice translation







∇2 + V (r)
]
ψi(r) = εiψi(r), (2.18)
where r is a position vector,∇ is the derivative operator, V (r) is an external poten-
tial, and εi and ψi are eigenvalues and eigenfunctions of the system, respectively.
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The operator Ĥ is invariant to all lattice translations since V (r) has periodicity of
the crystal and the derivative operator is invariant to any translation. As such,
we can define a translation operator, T̂n, that, when acting on the wave function,
displaces the arguments of said wave function by vector n,
T̂nψ(r) = ψ [r + T(n)] = ψ(r + n1a1 + n2a2 + · · · ). (2.19)
Here, n = (n1, n2, · · · ) is the argument of the lattice translation vector T (Equa-
tion (2.1)). As the Hamiltonian operator is invariant to any lattice translations
T(n), then it must be commutative with the translation operator,
ĤT̂n = T̂nĤ. (2.20)
A key feature of the translation operator is that the product of any two translation
operators (which each represents a translation vector) results in a third translation
operator; the translation vector represented by this resultant operator is merely
the summation of the two initial translation vectors. This can be written as the
relation
T̂n1 T̂n2 = T̂n1+n2 . (2.21)
The eigenvalues tn associated with the translation operator T̂n when acting on the
wave function ψ(r),
T̂nψ(r) = tnψ(r), (2.22)
must obey the relations
T̂n1 T̂n2ψ(r) = t(n1+n2)ψ(r) = tn1tn2ψ(r). (2.23)
Using the relations between translation eigenvalues (2.23), we rewrite the general
translation eigenvalue tn as a product of a primitive set t(ai)






It is clear that the modulus of each t(aj) must be unity, otherwise, any function
that obeys Equation (2.24) would not be bounded and, hence, be either zero or
infinite. From this, along with the requirement that the eigenfunctions satisfy the
periodic boundary conditions of Equation (2.13), we can deduce the form of each
t(ai) to be
t(ai) = exp(i2π/Ni). (2.25)
where Ni is the number of cells along the ith dimension. This normalisation arises
as the product of all possible translations along the ith dimension must be unity,
(t(ai))
Ni = 1. Using the definition of primitive reciprocal lattice vectors from Equa-
tion (2.16), we can define tn as








is a reciprocal space vector. Here, k has been restricted to values within one
primitive cell of the reciprocal lattice, with k having the same number of values as
the number of cells, Ncell.
By substituting Equation (2.26) into Equation (2.22), we get the desired result of
T̂nψ(r) = ψ(r + Tn) = exp(ik ·Tn)ψ(r) (2.28)
which is the Bloch theorem. This theorem states that eigenstates of the transla-
tion operators vary from one cell to another with a phase factor of exp(ik ·Tn). It
follows on that we can rewrite the wave function in the form
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ψk(r) = exp(ik · r)uk(r) (2.29)
where uk(r) is called the cell-periodic part and has the periodicity of the underly-
ing crystal (uk(r + Tn) = uk(r)).
Here, it has been shown that, whilst eigenstates of the independent-particle Hamil-
tonian do not generally have the periodicity of the corresponding crystal, these
eigenstates can still be represented as a plane-wave times by a function with the
periodicity of said crystal. This plane-wave has only k-vectors within the primitive
cell, with its number of possible values equal to the number of cells within the
crystal. This theorem is very general as this derivation has made no assumption
as to the particle being considered nor the strength of the potential. As such,
the Bloch theorem is a widely applicable theory throughout condensed matter
physics.
2.4 Mathematics of ab initio electronic structure cal-
culations
In the previous section, we have introduced the concept of the Schrödinger equa-
tion for a system of independent particles. Whilst this case has its uses, most
properties of a crystal are related to more complex systems, namely those involv-
ing interacting particles. Through analytical means, the full Schrödinger equation
can be solved exactly only for a few cases (such as the system of independent
particle), even using numerical solution by integration is not feasible for most other
cases. To circumvent this, approximations are introduced and used in order to re-
duce the problem to a much simpler one. In this section, we shall outline various
methods employed in condensed matter physics to simplify the problem. For sim-
plicity and brevity of equations, Hartree atomic units (~ = me = e2 = 1) will be
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used throughout the remainder of this chapter, unless specified otherwise.
2.4.1 Variational principle
Here, we outline the variational method, which is the most commonly used ap-
proach to solve the Schrödinger equation in condensed matter physics [44]. We
start with a Hamiltonian H and a function ψ – where ψ can be varied as long
as it remains normalised. Whilst ψ is not, in general, an eigenfunction of Ĥ, the







where v represents all integration coordinates.




being stationary are eigenfunctions of the energy
(i.e. the Schrödinger equation is equivalent to a stationary condition) – this is
the variational principle. Here, stationary refers to expectation values that do
not vary to the first order under small variations of function. To prove this, we
will introduce a small variation δψ into the wave function. As, in general, such a
variation removes normalisation, we shall use the general form of the expectation




















(ψ∗ + δψ∗) Ĥ (ψ + δψ) dv∫














We now employ the following approximations, which are valid here as the consid-
ered perturbation δψ of the wave function is defined as being small. We first omit
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second-order terms in δψ, then use the approximation 1/(1 + x) ' 1 − x (where






























By applying the multiplication, we define the change in the expectation value due
























As one of the terms in the parentheses is the complex conjugate of the other,
and the remaining terms outside are also complex conjugates of each other –
























is stationary with respect to any












ψdv + c.c. = 0, (2.35)






ψ = 0, (2.36)
which shows that ψ is a solution of the Schrödinger equation:
Ĥψ = Eψ. (2.37)
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Here, we see that, within a small perturbation from the minima, the wave function
ψ is an eigenfunction of the energy, which relates to the Schödinger equation
being equivalent to the stationary condition. This is the variational principle.
Ground state energy
Let us now investigate how the variational principle allows us to determine the
ground state energy. We start by considering the eigenfunctions ψn of the Hamil-
tonian H which has associated eigenvalues En;
Ĥψn = Enψn. (2.38)
The ground state is labelled as n = 0, so the ground state energy is E0. We
can expand the complete wave function ψ into a summation of the the energy























2 (En − E0)∑
n |cn|
2 . (2.40)
All energy eigenvalues En must have greater than or equal energy to the ground
state energy; En ≥ E0, as is the definition of the ground state energy. Hence, the
second term in Equation (2.40) must be positive or zero. This tells us that any
function ψ results in an expectation energy that is an upper limit for the energy
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of the ground state. By varying ψ over a set of functions, one can identify the





The variational method can be reapplied for the first, and higher-order, excited





It should be noted, however, that the errors are cumulative in this method. There-
fore, any approximations of highly excited states are unlikely to be very accurate.
As such, only the ground state and first few excited states of a complicated quan-
tum system should be truly meaningful.
2.4.2 Orthonormal basis sets
Here, we reduce the variational method down to an algebraic problem. In order
to do so, we expand the total wave function ψ into a finite set of basis functions
and apply the variational method to this new basis set in order to determine the
optimal coefficients of expansion. From Equation (2.37), we define a functional,
G[ψ],
G[ψ] = 〈ψ|Ĥ|ψ〉 − E 〈ψ|ψ〉 (2.43)
and impose the stationary condition on it.
It should be noted that, in general, it is not possible to write the function ψ as a
linear combination of a finite number of basis functions. However, as it is impracti-
cal to work with an infinite basis set, we limit ψ to being a linear combination of N
functions and find the ψ function fitting this form that best approximates the true
ground state. This expansion of the total wave function, ψ, is written as





where bi are an orthnormal basis set. Due to the definition of the basis set, the
following orthonormality relations hold:
〈bi|bj〉 ≡
∫
b∗i bjdv ≡ δij. (2.45)
By substituting Equation (2.44) into Equation (2.43), we obtain
G(c1, · · · , cN) =
∑
i,j







c∗i cj (Hij − Eδij) ,
(2.46)
where Hij are the matrix elements of the square matrix Hamiltonian:
Hij = 〈bi|Ĥ|bj〉 . (2.47)
By means of the variational method, we can minimise Equation (2.46) with respect
to its coefficients, ∂G
∂ci
= 0, which gives us
∑
i,j
(Hij − Eδij)cj = 0. (2.48)
In general, this system has only the trivial solution of cj = 0. For systems where
non-trivial solutions exist, the following condition must be met:
det |Hij − Eδij| = 0 (2.49)
This is known as the secular equation and can be written in matrix form as
Hc = Ec. (2.50)
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H is the N×N Hamiltonian square matrix, whose elements are Hij. The solution,
c, is the vector composed of coefficients ci and is also defined as the eigenvectors.





Cikbi, k = 1, · · · , N, (2.51)
where Cik is a fundamental matrix composed of cj (as cj can be described as
linearly independent solutions of the system). As such, each independent eigen-





HijCjk = EkCik. (2.52)
Equation (2.52) can be solved using the process of diagonalisation. This can be
performed due to the form of C, in which it can be viewed as a transformation
matrix between the starting set of N basis functions bi to the final N set ψk.
Because of this property, one can show that, if the basis set bi are orthonormal,


























where it is clear that C is a unitary matrix. We shall now consider the effect of the
transformation matrix C on the Hamiltonian:






























Here, we find that the transformation matrix, C, reduces H to a diagonal matrix,
with the non-zero N diagonal elements are the eigenvalues. We can now recon-
sider the eigenvalue problem as a search for a transformation matrix that moves
us from the original basis to a new basis set in which H has the form of a diagonal
matrix.
Plane-wave basis sets
Previously, we have shown that a finite orthogonal basis set can be used to ap-
proximate the total wave function of a system; we shall now consider the form of
the individual basis functions. Plane-waves are particularly useful in describing a
set of individual basis functions that represent electronic states due to the follow-
ing features they exhibit: 1) their non-localised form makes them good descriptors
for the states of loosely-bound (valence) electrons, 2) their form allows a set of
them to easily represent an orthogonal basis, and 3) their amplitude is periodic,
allowing them to work well within periodic boundary conditions.
We start by defining the independent particle Schrödinger-like equation for a set







ψj(r) = εjψj(r). (2.56)
We then define our total wave-function as a linear combination of the set of plane-
wave basis functions,







exp(iq · r) =
∑
q
ci,q |q〉 , (2.57)
where Ω is the periodic volume over which the plane-waves are being considered,
ci,q are the expansion coefficients of the wave function and i denotes the band





exp(−iq′ · r) exp(iq · r)dr = δqq′ . (2.58)
By inserting Equation (2.57) into Equation (2.56) and solve for the expectation




〈q′|Ĥeff|q〉 ci,q = εici,q. (2.59)
When expanding out the left-hand side, we must handle both the kinetic energy
operator and the effective potential. The matrix elements of the kinetic energy





|q|2 δqq′ . (2.60)
The effective non-local potential term is more demanding and, first, requires us to














exp(−iG′ · r′)Veff(r, r′) exp(iG · r)drdr′,
(2.61)
where Gm are the reciprocal lattice vectors and Ωcell is the volume of the primitive
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Here, the components due to the effective potential are only non-zero when q′
and q differ by some reciprocal lattice vector Gm. As such, we define q = k+Gm




Hmm′(k)ci,m′(k) = εi(k)ci,m(k), (2.63)
where the Hamiltonian matrix elements are defined as
Hmm′(k) = 〈k + Gm|Ĥeff|k + Gm′〉
= 〈k + Gm|−
1
2




|k + Gm|2 δmm′ + Veff(k + Gm,k + Gm′). (2.64)
The individual eigenvalues and eigenfunctions for this problem are labelled using
the index i. Equation (2.63) presents the basic Schrödinger equation in a periodic
crystal, which can be used to derive the electronic properties of said crystal.
Bloch theorem revisited: electron bands
Whilst a method for deriving the Bloch theorem using translation symmetry has
been provided in Section 2.3, we shall present a simpler derivation by applying
Fourier analysis.
Each eigenfunction of the Schrödinger equation (2.63) for a given k is given by












where Ω = NcellΩcell and






ci,m(k) exp(iGm · r), (2.66)
which has the periodicity of the crystal. This, again, is the Bloch theorem, but with
a form now given for the cell-periodic part.
As each possible wave vector k defines a unique Schrödinger equation (2.63), k
can be used as the state index, with the associated eigenvalues and eigenvectors
for k being independent – except when values of k differ by integer multiples of
the primitive reciprocal lattice vectors. In the limit of large volume Ω, we retrieve
continuous ’bands’ of eigenvalues εi(k) as the associated k points form a dense
continuum – this limit corresponds to an infinitely periodic crystal. For each wave
vector k, there exists a discrete set of eigenstates (with index i) that can be found
by diagonalising the Hamiltonian (2.64) using the basis set of discrete Fourier
components k + Gm, where m = 1, 2, · · · .
2.4.3 Born-Oppenheimer approximation
In this section, we shall derive the adiabatic approximation for electrons and ions,
and then reduce this down to the 0th-order Born-Oppenheimer correction (often
termed the Born-Oppenheimer correction) [44,45].
Until now, we have considered only independent electrons within an effective ex-
ternal potential. We now describe the many-body system of interacting electrons
within a periodic crystal of nuclei (ions). Here, the kinetic energy operator is
split into the electronic, T̂el, and ionic, T̂ion, kinetic energy operators. The effec-
tive potential now becomes a linear combination of the electron–electron, Vel–el,
electron–ion, Vel–ion, and ion–ion, Vion–ion, interaction potentials. For such a sys-
tem, the Hamiltonian operator is
Ĥ = T̂el + T̂ion + V̂el–el + V̂el–ion + V̂ion–ion. (2.67)
Due to the electron–ion term, it appears that the electrons and ions are coupled
and depend on one another. However, we want to determine whether the two
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particle types (electrons and ions) can be decoupled and solved for separately.
We shall now investigate what happens when this is considered the case.
In the first step of the Born-Oppenheimer approximation, the ionic kinetic energy
operator T̂ion and the ion–ion interaction potential operator V̂ion–ion are ignored.
As the nuclei are much more massive than the electrons, the nuclei can be ap-
proximated as being fixed at some equilibrium position due to their almost static
response to fields on the electronic timescale – the clamped-nuclei approxima-
tion. In this regime, we can consider the ions as classical objects that have a
fixed coordinate system.
The second step of the Born-Oppenheimer approximation involves reintroducing
the ionic kinetic energy operator back into the Schrödinger equation and solving
for the nuclear motion. Note that the ion–ion interaction potential is reintroduced
as a constant classical potential Vion–ion that merely applies a static shift to the
eigenvalues. The reason for the different approaches towards these two opera-
tors is as follows: The ionic kinetic energy operator acts on both the electronic and
ionic wave functions by performing a derivative, which will affect the states. The
ion–ion interaction potential merely looks at the overlap between the electronic
and ionic states, which offers little or no additional information. Here, we provide
a proof for how the ionic and electronic parts can be separated and solved for
separately.
We first separate the Hamiltonian into the electron Hamiltonian Ĥel and the ion
kinetic energy T̂ion operators (with the classical ion–ion interaction energy Vion–ion
being included in the electron Hamiltonian):
ĤΨs = ĤelΨs + T̂ionΨs = EsΨs (2.68)
where s is the state index of the coupled system and Ψs is the wave function
relating to that state. We shall let the wave functions have separable coupled,
χsi(R), and electronic, φi(r;R), contributions:








|φi〉 |χsi〉 . (2.69)
Here, the wave function has been presented in both traditional function and bra-
ket notation. If the states are always coupled, then φi will be unity. The electron
wave function is determined by r, which is itself has a parametric dependence on
R. Hence, φi has a functional dependence on R. Substituting Equation (2.69)









We shall now derive the ionic Schrödinger equation to prove that it has no con-
tributions due to electrons, which will prove that they can be decoupled. First we















We re-postulate this in bra-ket notation, where the electronic wave functions are







|i〉 |χsi〉 = Es
∑
i′
〈j|i′〉 |χsi′〉 . (2.72)
Evaluation of this expression follows:





















〈j|T̂ion|i〉 |χsi〉 = Es |χsj〉

































































+ T̂ion |χsj〉 .
(2.73)
We introduce two additional terms, A and B, to account for the ij-matrix elements














Substituting Equations (2.74) and (2.75) into Equation (2.73) results in
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Ej |χsj〉 − Es |χsj〉 = −T̂ion |χsj〉 −
∑
i
(Bji + Aji) |χsi〉 , (2.76)
which is referred to as the diagonal Born-Oppenheimer correction, or the adia-
batic correction. This correction accounts for the interaction between phonons
and electrons. If we now separate the terms where i = j and i 6= j, we get the
following equation
Ej |χsj〉+ T̂ion |χsj〉 − Es |χsj〉+ (Bjj + Ajj) |χsi〉 = −
∑
i 6=j
(Bji + Aji) |χsj〉 . (2.77)
In the adiabatic approximation, we can neglect all terms where electrons are ex-
cited by the ionic kinetic energy (meaning that we can ignore all terms where
i 6= j, off-diagonal terms in A and B). The justification for this follows: whilst
electronic eigenvalues and eigenfunctions might change due to ionic motion, the
electrons remain in their same state. We now have
(
T̂ion + Ej +Bjj + Ajj
)
|χsj〉 = Es |χsj〉 . (2.78)
which is an ionic Schrödinger equation that is determined only by the coupled
electronic–ionic wave functions. As the state |j〉 is normalised (∇〈j|j〉 = ∇ [1] =
0), 〈j|∇|j〉 and Ajj both equal zero, which reduces the previous equation down to
(
T̂ion + Ej +Bjj
)
|χsj〉 = Es |χsj〉 . (2.79)
We can then group the eigenvalues of the electrons, Ej, with theBjj term together
as a modified potential for the nuclei Uj(R) = Ej(R) + Bjj(R). This allows us to,
for the adiabatic approximation, describe the ionic motion purely in terms of the





∇2α + Uj(R)− Enj
]
|χnj〉 = 0, (2.80)
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where n labels the ionic states. The full set of states s is described, in the adi-
abatic approximation, as the product of the ionic and electronic states. As the
coupled wave function is determined only by the electronic wave functions, it is
valid – or, at least, consistent with what has been done up until this point – to
neglect the coupling. In doing so, we interpret the coupled wave functions, χsi(R)








|φi〉 |χni〉 . (2.81)
In the Born-Oppenheimer approximation, we take one further step by ignoring the
Bjj terms. This can often be done as the term is typically very small due to the
large masses of the ions causing them to respond much more slowly than the
electrons, such that they appear to the electrons as a static background potential.
The neglecting of the Bjj term is also the basis of the frozen phonon method.




|χnj〉 = Es |χnj〉 . (2.82)
All of this allows us to separate the electronic Schrödinger equation
Ĥel |φi〉 =
(
T̂el(r) + V̂el–el(r) + V̂el–ion(r,R)
)
|φi〉 , (2.83)
which is an eigenvalue equation that describes the electrons only.
2.5 The many-body problem
Here, we consider a many-body system of interacting particles, with the parti-
cles being electrons and atomic nuclei (ions). If we take this system in the time-
independent, non-relativistic regime, then the energy and dynamics of the system
are described by the Schrödinger equation
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ĤΨi = EiΨi, (2.84)
where i is the index denoting the state of the system, Ei is the energy eigenvalue
of the ith state, Ψi is the coupled electron–ion wave function describing the ith
state, and Ĥ is the Hamiltonian operator. We can define Ĥ in terms of the kinetic
energy T̂ and Coulomb interaction (potential) operators V̂ as
Ĥ = T̂ion + T̂el + V̂el–el + V̂el–ion + V̂ion–ion. (2.85)
Here, subscripts ion and el label the ionic and electronic terms, respectively, with
el–el, el–ion, and ion–ion being the electron–electron, electron–ion and ion–ion
interaction terms, respectively. We can expand each of these terms as follows






























|rµ − rν |
,
(2.86)
where Mα, Zα and Rα are the mass, atomic number and position vector of the αth
ion, and rµ is the position vector of the µth electron.
The wave function describing the ith state is a function of the electronic and ionic
positions, as well as the electron spin σ – where the electronic arguments are
functionally dependent on the ionic positions. This can be written as
Ψi ≡ Ψi(r1, σ1, . . . , rNe , σNe ;R1, . . . ,RNion). (2.87)
Whilst this Schrödinger equation is exact for the non-relativistic region, there is
no analytical solution for it, except for trivially simple problems. By applying the
Born-Oppenheimer approximation outlined in Section 2.4.3, we are able to reduce
the wave function in Equation (2.87) to the decoupled electronic and ionic wave
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functions. In doing so, the kinetic energy of the ions can be considered separately
and, as their masses are more than 103 times greater than that of an electron, they
can be taken as being stationary on the electronic timescale.
2.5.1 Solving the many-body Schrödinger equation
For a system of N particles, the density n(r) is given by the expectation value of









|Ψ(r, r2, · · · , rN)|2 dr2 · · · drN∫
|Ψ(r1, r2, · · · , rN)|2 dr1dr2 · · · drN
. (2.88)



















Vext(r)n(r) + E+, (2.89)
where T̂ is the kinetic energy operator of each particle, V̂int is the potential op-
erator relating to the particles interacting with each other, Vext defines external
potentials exerted on the particles and E+ are any extra classical energies that
raise the energy of the ground state (ion–ion interaction in the case of electrons).
The eigenstates of the many-body Hamiltonian are stationary points of Equa-
tion (2.89), which may be found by varying the numerator whilst maintaining the




〈Ψ|Ĥ|Ψ〉 − E 〈Ψ|Ψ〉
]
= 0. (2.90)
This is equivalent to the Rayleigh-Ritz principle [46], which states that the func-
tional
ΩRR = 〈Ψ|Ĥ − E|Ψ〉 (2.91)
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is stationary at any eigensolution |Ψm〉. By varying the state 〈Ψ|, one gets
〈δΨ|Ĥ − E|Ψ〉 = 0. (2.92)
Due to the requirement that this must hold for all possible |δΨ〉, the only ket |Ψ〉
that can satisfy this is one that satisfies the time-independent Schrödinger equa-
tion
Ĥ |Ψ〉 = E |Ψ〉 . (2.93)
2.6 Hartree-Fock method
Here, we outline the Hartree and Fock approximations introduced to reduce the
complexity of the many-body problem. The first approximation of these was de-
veloped by Hartree in 1928 [47], which considers the many-body interacting elec-
tron system as, instead, a system of Ne non-interacting electrons. In doing so,
the electronic wave function can be rewritten as the product of Ne single-electron
wave functions ψi (i.e. Ne decoupled wave functions). In doing so, the wave
function can be written as




where xi includes both the spatial (ri) and spin (σi) coordinates of the ith electron;
this wave function ΦHP is called the Hartree Product. Due to the decoupling of
these single-electron wave functions, it should be noted that they are, hence,
orthogonal.
If we exchange the coordinates of any two fermions within a system, then the
resulting wave function should result in a sign change to that of the original, due
to the antisymmetric property of fermions. If we perform this action with electrons
within the Hartree Product, we do not see this behaviour. This is a strong flaw in
the Hartree method that was resolved in 1930 independently by both Slater [48]
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and Fock [49,50], with Slater representing the form of this improved wave function
using single determinant function [51]:




ψ1(x1) · · · ψ1(xNe)
... . . .
...
ψNe(x1) · · · ψNe(xNe)
∣∣∣∣∣∣∣∣∣ . (2.95)
Not only does this Slater determinant satisfy the antisymmetric nature of elec-
trons, it also satisfies the Pauli exclusion principle as, if we set ψ1 = ψ2, then the
determinant will be zero. This would represent the chance of finding two elec-
trons in the same state, which is forbidden. Another interesting property of the
Slater determinant is that all electrons are found to be indistinguishable, with each
electron being associated with every orbital.
By using the Slater determinant for the form of the many-body electron wave
function, we can employ variational method, outlined in Section 2.4.1, to obtain
an upper bound to the true energy of the system. This approximation of the
energy can be written as
EHF = 〈Φ|ĤHF|Φ〉 =
Ne∑
i=1





〈i| V̂ij |j〉 − 〈i| V̂jj |i〉
)
, (2.96)
where the the first term on the right-hand side contains the single-electron kinetic














The remaining terms on the right-hand side relate to electron exchange term (ac-
counts for spin-correlation effects) and the electron–electron repulsion (Coulomb
term):






Here, r denotes the spatial coordinate associated with the combined spatial-spin
CHAPTER 2. CRYSTALS AND AB INITIO METHODS 47
coordinate x.
In Equation (2.96), we have included the fictitious i = j self-interaction term. How-
ever, as the Coulomb and exchange terms are equal for i = j, the two terms in
the summation cancel, causing this self-interaction to be omitted. Hence, a min-





where F̂ is the Fock operator, defined as
F̂ = ĥ+ VH + V̂ex. (2.100)


















As with Equation (2.96), the energy associated with the Hartree-Fock approxima-
tion can be written as follows:
F̂ψi(x) = εiψi(x). (2.103)
where only the diagonal terms remain due to the orthogonality condition displayed
by the single-electron wave functions.
One of the major limitations of using the Hartree-Fock approximation for describ-
ing systems of electrons is its only partial description of the electron correlation;
it only accounts for the electron exchange part, often termed Fermi correlation.
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Whilst the Hartree-Fock method perfectly captures the electron exchange inter-
action – Fermi correlation – the method’s major limitation lies in its inability to ac-
count for the rest of electron correlation – Coulomb correlation – which severely
limits its ability to correctly describe electronic properties of materials. Electron
exchange is defined as the correlation effect of exchanging the positions of two
parallel-spin electrons. Coulomb correlation captures the effects of interactions
between electrons of different spins. Electron exchange is often simply called as
exchange and Coulomb correlation is generally abbreviated to correlation.
The following section (2.7) outlines the density functional theory method that,
whilst accounting for the electron correlation term (which it tends to overestimate),
also underestimates the exchange term. It should be clear now that the balance of
describing both exchange and correlation is one of the main issues and difficulties
between (and within) the various ab initio methods available for describing the
electronic structure of a material.
2.7 Density Functional Theory
In 1964, Hohenberg and Kohn published an article that defines the energy of a
system of interacting particles as a functional of the density of those particles, and
that the charge density is described uniquely by external potentials present in the
system [52]. These theorems presented density as a fundamental descriptor for
many of the properties of a system, which paved the way for a new ab initio tool for
solving the many-body problem, density functional theory. Whilst these theorems
are extremely interesting, they alone cannot be used to make the many-body
problem numerically solvable.
A year later, this was expanded upon by Kohn and Sham, who repostulated the
many-body system of interacting particles, instead, as a system of non-interacting
Kohn-Sham particles that has the same ground state as the interacting sys-
tem [53]. This allowed for the many-body problem to be reduced drastically down
solving for a self-interacting density, which can be solved for numerically.
Together, these three theorems allowed for the difficulty of the many-body prob-
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lem to be drastically reduced down to solving for an auxiliary system with a single
particle interacting with the background charge (mean-field), which can be solved
for numerically. The validity and limitations of these three theorems are discussed
in the following sections.
2.7.1 Hohenberg-Kohn theorem
Theorem I:
For any system of interacting particles, in an external potential Vext(r), the po-
tential Vext(r) is determined uniquely, except for a constant, by the ground state
particle density, n0(r).
The first theorem of Hohenberg-Kohn states that the external potential in which
interacting particles reside can be perfectly described by the ground state density
of those interacting particles. Hence, the ground state particle density can also
be derived from the external potential.
In order to prove this, one can use proof by contradiction. First, let us consider two
external potentials V (1)ext (r) and V
(2)
ext (r) that lead to the same ground state particle
density n0(r). These two external potentials will lead to two different Hamiltonians,
Ĥ(1) and Ĥ(2), that each have their own unique ground state wave functions, Ψ(1)
and Ψ(2), which both have the same ground state density n0(r). As Ψ(2) is not the




∣∣Ĥ(1)∣∣Ψ(1)〉 ≤ 〈Ψ(2)∣∣Ĥ(1)∣∣Ψ(2)〉 . (2.104)
By assuming that the ground state is non-degenerate, we can now rewrite the last
part of the equation as
〈
Ψ(2)
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The same hypothesis can be posed for E(2) in order to get







The two equations Equation (2.106) and Equation (2.107) can be summed to-
gether to get the contradictory inequality of E(1) +E(2) < E(2) +E(1). This gives us
the desired result that no two different external potentials (different by something
other than just a constant shift) can give rise to the same ground state charge
density.
Theorem II:
A universal function for the energy E[n] in terms of the density n(r) can be de-
fined, valid for any external potential Vext(r). For any particular Vext(r), the exact
ground state energy of the system is the global minimum value of this functional,
and the density n(r) that minimises the functional is the exact ground state density
n0(r).
For the second theorem, Hohenberg and Kohn state that the energy relating to
the kinetic T and interaction Eel–el energies of a system of interacting particles
can be expressed simply as a functional of the density n. This is expressed as





d3rVext(r)n(r) + Eion–ion, (2.108)
where Eion–ion is the interaction energy of the nuclei. FHK is the internal energies
relating to the interacting electron system (kinetic and interaction energies),
FHK = T [n] + Eel–el[n]. (2.109)
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As such, even the total energy of the system is a functional of just the density;
which must be the case for all electron systems as the two energy terms in Equa-
tion (2.109) are functionals of only the density.
If we now use both theorems together, we can show how the Hohenberg-Kohn
functional is equal to the expectation value of the Hamiltonian in the unique
ground state. We first consider a system that experiences an external poten-
tial V (1)ext (r) with a corresponding ground state density n(1)(r). The ground state






If we now try to describe this system using a different density, n(2)(r), which, as
we now know, must corresponds to a different wave function Ψ(2). It follows that
the energy E(2) of this state must be greater than the energy E(1) relating to the









From this, we have shown that the energy in terms of the Hohenberg-Kohn func-
tional evaluated at the ground state density n0(r) is indeed lower than the energies
obtained by evaluating this at any other density n(r).
These theorems were extended further by Levy [54, 55] and Lieb [56] to be valid
for degenerate ground states, as well as offering a method for determining the
form of the energy functional.
2.7.2 Kohn-Sham theorem
The Kohn-Sham theorem analogises the system of interacting electrons to that
of a set of independent, non-interacting electron-like particles; these two systems
are then said to have the same energy. This is done using two assumptions:
1. The exact ground state density can be represented by the ground state
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density of an auxiliary system of non-interacting particles. This is called the
"non-interacting-V representability" although there are no rigorous proofs
for real systems of interest, we assume its validity.
2. The auxiliary Hamiltonian is chosen to have the usual kinetic operator and
an effective local potential Veff(r) acting on an electron at point r.
Here, we intend to perform calculations on the auxiliary system of independent-




∇2 + V σeff(r), (2.112)
with a spin of σ. As we do not currently define the form of the potential V σ(r)
acting on the system, this method can apply for all V σ(r). By applying this method
for a range of V σ(r), we are able to define functionals for a range of densities. We
start by stating that this auxiliary system of non-interacting Kohn-Sham particles











where i is the orbital index, Nσ is the total number of orbitals for spin σ, and ψσi
are single-electron wave functions, termed as Kohn-Sham orbitals. This density
has been given as the sum of squares of the orbitals for each spin.


















The Hartree term for the energy relating to Coulomb interaction, EH, is introduced
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We now rewrite the Hohenberg-Kohn energy from Equation (2.108) with the form
EKS = Ts[n] +
∫
Vext(r)n(r)dr + EH[n] + Eion–ion + Exc[n]. (2.116)
with Vext(r) being the external potential due to the ions (in addition to any other
external fields, assumed to be independent of spin), Eion–ion is the energy due to
ion–ion interaction, and Exc is the energy due to exchange-correlation effects.
In Equation (2.116), we have grouped all of the many-body effects into the Exc[n];
these being exchange and correlation. If we compare the form of the Kohn-
Sham energy functional to that of the Hohenberg-Kohn energy functional in Equa-
tion (2.108), we find that we can write this exchange-correlation term as











where V̂el–el is the electron–electron interaction term. From this form, we see that
the exchange-correlation energy is the difference between the kinetic and inter-
nal interaction energies of the true system to that of the fictitious independent-
particle system (where the electron–electron interaction has been replaced with
the Hartree energy).
Here, to solve for the ground state of the Kohn-Sham auxiliary system, we need
to minimise with respect to the density. Whilst the kinetic energy of the auxiliary
system Ts is a functional of the orbitals ψσi , all other terms in Equation (2.116)
are functionals of the density. With this being the case, one can vary the wave
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where the wave functions are orthonormalised (
〈
ψσi
∣∣ψσ′j 〉 = δi,jδσ,σ′). By using the









= ψσi (r). (2.120)
We now use these equations with the the Lagrange multiplier method to obtain
the Kohn-Sham Schrödinger-like equations
(HσKS − εσi )ψσi (r) = 0, (2.121)
where εσi are the eigenvalues and HσKS is the effective Hamiltonian for Kohn-Sham




∇2 + V σKS(r), (2.122)
and the effective Kohn-Sham potential V σKS is






= Vext(r) + VH(r) + V
σ
xc(r). (2.123)
Here, the system of interacting electrons has been replaced with an auxiliary
system of Kohn-Sham particles that has the same ground state density. In doing
so, the problem has simplified drastically down to solving Equation (2.121), where
all the complicated terms have been collected into the V σxc term in the potential.
Exchange-correlation hole
We have seen that the Kohn-sham approach explicitly separates out the indepen-
dent particle kinetic energy and long-range Hartree terms, leaving the exchange-
correlation functional Exc[n]. This functional can be approximated as semi-local
functional of the density, allowing it to be expressed in the form




with εxc([n], r) being an energy per electron at point r that depends only on the
density nσ(r) within a neighbourhood of point r. As the Coulomb interaction is
independent of spin, only the total density n(r) is present in Equation (2.124),
with the spin information being contained into εxc([n], r). It must be noted that this
energy density is not uniquely defined by the integral in Equation (2.124).
Even though we have not uniquely defined the energy density εxc([n], r), a relation
between it and the exchange-correlation hole defined in Appendix B can be found
by varying the electronic charge from zero to its actual value e – these two cases
represent the non-interacting case and the actual case, respectively. To do this,
the density must be kept constant during the variation. With these constraints, the
only terms that will be affected are the Hartree and exchange-correlation terms,
as these are the only terms defining the internal interactions of the system. The























Here, we have obtained nxc(r, r′) by taking the hole described in Appendix B and
summing over parallel and anti-parallel spins.
Using Equations (2.125) and (2.126), we can show that the exchange-correlation









Hence, we have shown that the exact exchange-correlation energy can be under-
stood in terms of the potential energy due to the exchange-correlation hole aver-
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aged over the interaction from e2 = 0 to e2 = 1. For the case of e2 = 0, the wave
function is simply the independent-particle Kohn-Sham wave function, meaning
that correlation is fully suppressed, nσ,σ′xc (r, r′) = nσ,σ
′
x (r, r
′) (where the exchange
hole is given in Appendix B). As the density is kept constant whilst varying the
electronic charge, the exchange-correlation density is implicitly a functional of the
density. Finally, the exchange-correlation energy Exc[n] can be considered as an
interpolation between the exchange-only and full correlated energies for a given
density nσ(r).
It should be noted that the Kohn-Sham method was initially shown to work for
the homogeneous electron gas. Solving an auxiliary system of non-interacting
Kohn-sham particles in place of the real many-body electron system in order to
determine the ground state density of the true system has not yet been proven
for the general case. The theory of Kohn-Sham is used on the basis of proof by
exhaustion.
2.7.3 Exchange-correlation functionals
We have now shown three of the major methods that density functional theory is
built upon, making it an applicable theory. Firstly, the potential in which a set of
interacting particles sit can be determined uniquely by the ground state particle
density. Second, there exists a universal function for the energy of a system –
given in terms of the particle density – that depends on the external potential,
with the global minimum of this functional defining the ground state of the sys-
tem. Third, the exact system of interacting particles can be represented by an
auxiliary system of non-interacting particles that exhibits the same ground state
density. These three founding principles of density functional theory allow us to
postulate solving for the ground state charge density for electrons in a crystal.
However, there is still one major difficulty in applying density functional theory,
with this being that the functional Exc[n] is generally unknown. There do, how-
ever, exist many attempts to provide a form for the exchange-correlation energy
functional that work to varying degrees of success for different sets of molecules
and crystals. This is where the term ’functional soup’ arises; defining the multi-













Figure 2.2: Jacob’s ladder used to represent the relative cost and accuracy of
various forms of ab initio theory available for solving the many-body problem.
tude of functionals available to density functional theory that attempt to perform
best for different situations.
As no general form is yet known for the exchange-correlation density, there ex-
ist many attempts to provide it with a form; these different attempts are defined
as approximations to density functional theory. Here, we outline the basic form
of three approximations: 1) local density approximation, 2) generalised gradient
approximation, and 3) hybrid functionals. Within certain approximations of den-
sity functional theory, there exists further differences through the exact choice of
functional used to represent the exchange-correlation functional. All of these dif-
ferent approximations and functionals attempt to balance computational cost with
chemical accuracy. As such, we tend to see trade-offs when choosing between
different functional forms.
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Local Density Approximation (LDA)
The first form we shall discuss is the local density approximation (LDA), which
assumes that the electronic charge density in the system under consideration
corresponds to that of a homogeneous electron gas, where the charge density





where εXxc[n(r)] is the X-calculated exchange-correlation energy per electron of a
uniform electron gas of density n(r) (X defines the functional form, which is LDA
in Equation (2.128)). The corresponding potential is given by













which allows us to redefine the exchange-correlation potential as








It is valid to use the mean electron density here as we are in the slowly varying ap-
proximation. Due to the use of only the charge density at the point being consid-
ered, LDA typically encounters errors of over-binding of compounds, which leads
to higher binding energies and a general underestimation of lattice parameters.
Some of the most notable functionals available for LDA include Hedin-Lundqvist
(HL) [57], Perdew-Zunger (PZ) [58], and Vosko-Wilk-Nusiar (VWN) [59].
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Generalised Gradient Approximation (GGA)
The generalised gradient approximation (GGA) extends LDA further by consid-
ering the exchange-correlation energy density as, not only a functional of the
charge density, but also the first-order derivative of the charge density [60–62].
This semi-local correction to LDA allows for GGA to outperform its predecessor
in multiple areas including band gap values and lattice constants.




with the potential being












Unlike with LDA, there is no universal form for GGA functionals. As such, there
are multiple functionals that each attempt to implement the form best for certain
uses; however, the form proposed by Perdew, Burke and Ernzerhof (PBE) [63] is
one of the most common GGA functionals and the one that we use for this set
of works (with the original paper having well over 35,000 citations at the time of
writing this thesis [64]). GGA is typically more accurate than LDA, but comes
with increased computational cost. For this extra cost, there is a return of a
greatly reduced error in the bond dissociation energy, an improved transition-state
barriers and an improvement in the band gap values. In contrast to LDA, GGA is
known to typically overestimate the lattice parameters by about 5 % [65,66].
Hybrids
As mentioned previously, the Hartree-Fock approximation perfectly estimates the
exchange energy; whereas DFT tends to lead to an underestimation of the ex-
change and an overestimation of the Coulomb correlation. To combat this, the
Hybrid functionals mix part of the Hartree-Fock complete exchange with that of
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exchange calculated from DFT (most commonly using GGA) [67],
Ehybridxc = αE
HF
x + (1− α)EDFTx + EDFTc , (2.134)
where Ex and Ec relate to exchange and correlation energy functionals, respec-
tively. The mixing parameter α is either variable or fixed, depending on the
choice of hybrid functional (but typically around 20 %). The partial use of the
Hartree-Fock exchange, along with introducing correlation calculated via GGA al-
lows for a much more accurate picture. However, this improvement comes with
a much higher computational cost, as exact exchange must also be determined
(which can be extremely expensive for implementations of density functional the-
ory using plane-wave basis sets). The gain associated with this computational
cost increase includes vastly improved lattice parameters, vibrational frequencies
and band gap values [68]. For the most commonly used hybrid functionals –
PBE0 [69], and B3LYP [70,71] – GGA is the choice of density functional approxi-
mation used in the mixing. HSE06 [72,73] is also based on the GGA method and
is a screened hybrid functional, where a screening is applied to the long-range
part of the Hartree-Fock exchange in order to reduce computational cost.
We presented here different levels of computational accuracy available when us-
ing density functional theory. A pictorial representation of the relative accuracy
versus computational cost of different ab initio computational methods for solving
many-body problems is given in the form of Jacob’s ladder, seen in Figure 2.2.
2.7.4 Pseudopotentials
Whilst Bloch’s theorem allows us to expand our electronic wave function as a
set of discrete plane waves, there is great difficulty in describing tightly bound,
strongly localised electrons with plane waves, requiring a linear combination of
a large number to be sufficient. To combat this, we employ the pseudopotential
(frozen-core) method, in which we instead describe the tightly bound, core elec-
trons as a background potential that screens out the ionic cores around which
they reside; here, the potential due to each individual ionic nuclei is replaced with
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a weaker potential that has been screened out by the core electrons, effectively
combining the two. This assumption is possible as the core electrons have little
importance in many of the physical properties of a material, such as chemical
bonding and shallow occupied states.
We start by assuming that the lowest Ncore energy eigenvalues Ec and eigen-
functions ψc of the Hamiltonian corresponding to the electronic states are already
known:
Ĥψc = Ecψc, c = 1, · · · , Ncore. (2.135)
Consider the transformation of the single-particle wave function ψv to one that is
orthogonal to the core electron wave functions ψc,
|φv〉 = |ψv〉 −
N+core∑
c=1
αcv |ψc〉 . (2.136)
By performing the transformation, we construct a smooth valence function φv cor-
responding to a valence state v that is orthogonal to the core states ψc. Through
use of the orthogonality constraint of 〈ψc|φv〉 = 0, the coefficients αcv are defined
as
αcv = 〈ψc|ψv〉 . (2.137)
The expectation value of this Hamiltonian and energy can be written as (see
Appendix C for derivation)





To solve this, we need to use the secular equation,
det
∣∣∣ 〈ψv′ |Ĥeff|ψv〉 − Eδi,j∣∣∣ = 0, (2.139)
where the effective (single-particle) Hamiltonian is
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Ĥeff = Ĥ +
∑
c
(E − Ec) |ψc〉 〈ψc|
= −1
2
∇2 + V (r, r′) +
∑
c
(E − Ec) |ψc〉 〈ψc| (2.140)
Here, Ĥ = −1
2
∇2 + V (r, r′) is the ordinary crystal Hamiltonian and V (r, r′) is
the unscreened non-local nuclear potential. We have now constructed a pseudo-
Hamiltonian with the same eigenvalues as the original, but with smoother wave
functions. The new, smoother potential can be written as
V eff(r, r′) = V (r, r′) +
∑
c
(E − Ec) |ψc〉 〈ψc| . (2.141)
Note that the energy eigenvalues of the valence electrons are always greater than
those of the core electrons, thus, the term is always positive. This positive term
represents a repulsion that reduces the strong attractive potential of the ionic
nuclei, effectively screening them out to leave a new pseudopotential.
Here, we have presented an expansion of the orthogonal plane-wave method [74]
to obtain the pseudopotentials [75, 76]. Whilst there are many forms that more
accurately match the results of all-electron calculations (i.e. ultrasoft, norm-
conserving, projector augmented wave), the basic principle is the same.
A simple local pseudopotential is generally insufficient to accurately describe
most elements. The inclusion of angular (semi-local) and radial (fully non-local)
dependence on the potential allows for more accurate description of the ionic
potential to be felt for different quantum number electrons valence electrons.
The projector augmented wave (PAW) method [77] is a descendent of the orthog-
onal plane-wave method detailed above. The method differs in that it introduces
projectors (a smooth, non norm-conserving function) and auxiliary localised func-
tions that represents the rapidly varying part of the density (the augmentation
function). Whilst this method is similar to that of ultrasoft, and has even been
shown that ultrasoft can be derived from the PAW method [78], they have key dif-
ferences that make the PAW method more transferable. Two of these are: 1) The
PAW method is often considered an all-electron method, retaining a form similar to
CHAPTER 2. CRYSTALS AND AB INITIO METHODS 63
the orthogonal plane-wave method (Equation (2.136)) for the full all-electron wave
function. 2) The PAW method can be used as a pseudopotential form and then
used to reconstruct an approximate full wave function from the pseudopotential
calculation. This method should also be superior to norm-conserving methods in
that it can more accurately describe valence states at the beginning of an atomic
shell (i.e. 1s, 2p, 3d, etc.).
The main advantage of the PAW method over other pseudopotential methods is
that it is formally exactly equivalent to all-electron methods with a frozen core, but
computationally comparable to more typical pseudopotential calculations. The
PAW method dynamically updates the projection of the core region during the
self consistent cycle, which is done through expansion of the core region in a
local atomic basis set. Whilst this often increases the cost of each iteration, it
typically reduces the total number of iterations required to achieve consistency.
The density functional theory results presented in this work are calculated using
non-local, projector augmented wave pseudopotentials [78].
2.8 Calculation of atomic geometries
By using the methods outlined in the previous sections, the total energy for a
many-body system can be obtained. With this information, it is next important to
determine the correct geometric structure of a crystal. For a fixed stoichiometry,
the most energetically favourable structure will be the ground state configuration
of those atoms. As such, by modelling a large set of potential atomic arrange-
ments using the same stoichiometry, one can determine the most stable phase.
Modelling a large sets of atomic arrangements for a set stoichiometry to deter-
mine its ground state structure encounters many issues relating to number of
structures within the set, time of calculations and similarity of structures within
the set. As such, another methods for determining the ground state arrangement
of a crystal is detailed below.
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2.8.1 Atomic geometry relaxation
In 1983, Bendt and Zunger presented the concept of relaxation of both the elec-
tronic and ionic degrees of freedom. In this method, relaxation of the atomic ge-
ometry and self-consistency in the electronic charge density can be attempted
sequentially. For a chosen atomic geometry, the electronic charge density is
solved for to within a reasonable degree of self-consistency in order to obtain
the resulting forces and relax the atomic positions accordingly.
First, the forces must be determined for a given geometry. To do so, one must
first achieve self-consistency for the electronic charge density. Using the charge
density, one can take the first-order derivative of the energy of the system with
respect to position. It has been shown by Hellmann and Feynman that these
quantum mechanical forces are equivalent to the classical definition of a force
and, as such, can be used to find the forces on the ions [79,80].
Here, the conjugate gradient method is applied (as detailed in Appendix D. For N
atoms in the unit cell, we need to solve the 3M -dimensional non-linear equation
for the force F [n, {τ}],
F[n, {τ}] = 0, (2.142)
for the equilibrium geometry {τ0}. Here, we shall assume that the electronic
charge density remains fixed, corresponding to the previously considered geom-
etry.
In the nth iteration of atomic relaxation, we have an atomic configuration {τ (n)} as
our best approximation to the equilibrium geometry. To proceed to the (n + 1)st
iteration, we must 1) choose a direction d(n), 2) find the solution α(n+1) that min-
imises E[n, {τ (n) + α(n+1)d(n)}] and set {τ (n+1)} = {τ (n) + α(n+1)dm} and 3) calcu-
late the total energy E[n, {τ (n+1)}] and force F [n, {τ (n+1)}]. After having updated
the geometry, we then relax the electronic degrees of freedom. This process is
iterated until either the total energy or forces are converged to within a decided
tolerance.
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As outlined in Appendix D, the conjugate gradient method relies on a unique
conjugate direction d(n) for each step n in order to maintain the minimisation per-
formed in the previous steps. For the first step, this is defined as d = F [n, τ ]
(note, if this choice was maintained for all steps, then the method would be equal
to steepest descent). The form of the conjugate directions for each step can be
rewritten in the form




Note that, whilst the energy functional E[n, {τ}] from density functional theory is
not generally quadratic in {τ}, the use of the conjugate gradient algorithm for in
simultaneous electronic and atomic relaxation is found to be robust [81].
2.8.2 Structural prediction
Structural prediction has been of great interest to the field of condensed matter
for some time [81–83]. The main focus of structural prediction for this work is on
the matching of lattice descriptors for two materials in order to determine the most
energetically favourable interface to form between cleaved surfaces of the parent
crystals, or from growth of one crystal on top of another.
Lattice matching
Lattice matching is the method of identifying whether the face of a chosen cell
of one crystal matches the face of a cell relating to another crystal (this could be
the same crystal if considering dislocations or grain boundaries between different
Miller planes of the same material) [84].
The method of lattice matching involves searching over sets of lattice vectors of
either crystal to determine vectors of comparable lengths within the two crystals,
and then identifying which sets of vectors have the same angle. This is all per-
formed to within predefined tolerances, as it is unlikely to find identical matches
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between different crystals. The search can either be limited to specific Miller
planes, or performed over the entire lattice.
In order to identify potential lattice matches between two parent crystals, a set of
lattice translation vectors U ≡ {ui} (where ui is an individual translation vector of
the basis set) must be generated for each lattice,
u = a1ı̂+ a2̂+ a3k̂, |u| ≤ lmax. (2.144)
Quantities relating to one of the two parent crystals are distinguished with use of
a prime (′). The two basis sets of translation vectors are then compared in order
to identify pairs of vectors u1,u′1 that match in magnitude. Once all potential pairs
have been identified, the pairs are cycled through in both sets, with their combined
angles, û1 · û2 and û′1 · û′2, being compared in order to identify successful lattice
matches.
The two main conditions required in order to find a successful lattice match can
be written as follows:





For sets where these conditions are met, interfaces can be generated. With these
interfaces, ab initio methods can be used to identify the energy and forces asso-
ciated with cleaving the crystals and forming the interface; this allows for one to
perform geometric relaxation of the generated interfaces and, then, identify the
most energetically favourable interface between two crystals (commonly identified
by comparing the different values of energy cost per unit area of the interface).
2.9 Ab initio simulation details
In this thesis, first principles calculations, within the framework of density func-
tional theory, were performed using the Vienna Ab initio Simulation Package
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(VASP) [85–87]. The generalised gradient approximation Perdew-Burke-Ernzerhof
(PBE) [63] functional was used to perform structural and electronic relaxations of
systems presented in this thesis, unless specified otherwise. The projector aug-
mented wave method [78] was used to describe the interaction between core and
valence electrons, and a plane-wave basis set was chosen to model the electronic
wave functions.
Whilst testing was performed using a plane-wave basis set energy cut-off be-
tween 500–1000 eV, it was found that 700 eV obtained all features identified by
higher energy cut-offs whilst offering reduced computational cost (see Appendix F
for more details). As such, all results presented in this work were obtained using
an energy cut-off of 700 eV for the plane-wave basis set.


















All k -point grids used for calculations presented in this thesis were Γ-centred
and generated using the Monkhorst-Pack scheme [88], except for band structure
calculations, where precise k -point paths along the high-symmetry lines were
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taken (see Appendix E for further details on k -point sampling). All systems were
geometrically relaxed, using the conjugate gradient algorithm, to within 0.01 eV/Å
and electronic self-consistency was accurate to within 10−7 eV. Surface structures
were formed using symmetrically equivalent terminations on either side of the
slab. A 14 Å vacuum gap was introduced to separate the two surfaces in order
to remove interaction of the two across the vacuum gap. The valence electrons
that each pseudopotential considered for its respective atomic species used in
this thesis are presented in Table 2.1.
Density Functional Perturbation Theory (DFPT) [89, 90] is used in this work to
calculate both the dielectric tensor and the phonon frequencies (here, we only
consider the Raman frequencies) of a material. As implemented in VASP, the
Hessian matrix is constructed by introducing symmetrically unique displacements
to the system and obtaining the second order derivatives. For elastic and phonon
results, the Hessian can be used directly to determine these values. The polari-
sations caused by these ionic displacements can also be calculated to determine
the dielectric tensor. For the low frequency response (static regime), both the
electronic and ionic contributions to the dielectric tensor are calculated; whereas,
for the high frequency response (infinite regime), only the electronic contributions
are considered. For DFPT calculations, a higher simulation accuracy is required
to properly determine the Hessian matrix. In VASP, the ionic contributions to the
elastic tensor are not determined using DFPT. In this work, these are, instead,
determined using the finite difference method [91].
Further details regarding k -point grid sizes, functional choices and other differ-
ences can be found in each work’s respective chapter. All figures in this thesis
that depict ball and stick models of atomic structures were generated using the
VESTA atomic structure visualisation package (VESTA 3) [92]. All figures and
tables in this thesis that refer to being "obtained from first principles calculations"
are obtained using DFT-PBE calculations, unless otherwise specified.
The scheme employed by VASP for achieving self-consistency in solving the
Kohn-Sham equations can be selected using the IMIX tag in the INCAR file. The
default for this tag (which is used for this work) employs a combination of the
Broyden [93] and Pulay [94] mixing schemes. The Broyden method iteratively
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Figure 2.3: An example artificial periodic structure. An infinitely repeating struc-
ture along the c-axis of calcium (001) slabs separated by a 14 Å vacuum region.
The small black box denotes the unit cell of this periodic structure.
improves an approximate of the Jacobian matrix to find the optimal solution,
whereas the Pulay method combines the input vectors assuming linearity to min-
imise the residuals. The implementation in VASP transforms the Broyden and Pu-
lay into each other for certain choices of weights of the previous iterations [87,95].
2.9.1 Artificial periodic systems
Due to the use of periodic cells for simulations, the concept of artificial periodic
systems arises. This term defines a system where periodicity is not desired, but
is, instead, an effect of working in a periodic space. In Figure 2.3, we present
an example system of an atomic slab with a vacuum region; due to the period-
icity, this slab appears either side of the vacuum gap, with this pattern repeating
infinitely. To compensate for this unwanted periodicity in perpendicular to the sur-
face plane, a sufficiently large vacuum gap (14 Å wide) is introduced between the
periodic slabs to try and reduce (and, if possible, eliminate) interaction between
the neighbouring surfaces either side of the vacuum region.
Chapter 3
Colossal permittivity in CaCu3Ti4O12
“There are three stages in scientific discovery. First, people deny that it is true, then they
deny that it is important; finally they credit the wrong person."
— Bill Bryson
3.1 Introduction
The work in this chapter is motivated by the interest in studying systems in which
the interface affects the apparent properties of the overall macroscopic system.
The phenomenon of colossal permittivity is introduced in this section, with a fo-
cus on this unusual property in the material CaCu3Ti4O12. The chapter starts with
descriptions of the dielectric properties, effects and phenomena currently known.
A study of the previous background literature is then presented in an attempt to
ascertain trends and commonalities between experimental results over the past
20 years. Then follows a detailed discussion of the results. The bulk and surface
properties of CaCu3Ti4O12 are presented and used to help characterise the inter-
faces studied later. Next, the investigation of the grain|grain boundary interface
for CaCu3Ti4O12 at the atomic scale is outlined, with the focus placed on how this
work can describe all previously observed features associated with colossal per-
mittivity. A mechanism is put forward as the atomic-scale origin of colossal permit-
tivity in CaCu3Ti4O12 and is explored further by using circuit-models to determine
how the system geometry affects its dielectric properties. Finally, a summary of
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the work is presented.
3.2 Colossal permittivity
Colossal permittivity materials display values of relative permittivity εr typically
greater than 103 and exhibit extreme polarisation in an applied electric field. Given
such high values for the permittivity, such materials offer new possibilities in gas
sensing, electronic capacitors and high power density energy storage [96–98].
The latter pair can be of vital importance throughout the world in electricity trans-
mission across power grids. For the purposes of energy storage devices, per-
mittivity in the static (ω = 0) regime is of interest. Colossal permittivity was
first observed in the year 2000 in the material known as calcium copper titanate,
CaCu3Ti4O12 (CCTO) [99].
3.2.1 Dielectric response of homogeneous materials
Dielectric materials are insulating materials that do not conduct electricity when
under an external applied electric field. They, instead, become polarised, form-
ing an electric field opposing that of the one applied. However, this induced field
exhibits a smaller magnitude than the applied one, which is dependent on the
permittivity of the material. This induced field can be used to store electrical en-
ergy, where the storage time after the external field is removed also relates to the
permittivity of the dielectric medium. Permittivity is a complex value, containing
both a real and imaginary component, defined as
εr = ε
′




Here σ is the conductivity of the medium, ω is the frequency of the external field
and ε′r and ε′′r are both non-negative, real values 1. The real term (ε′r) describes
1The negative sign convention is used to make the imaginary permittivity term non-negative
for dissipative materials, using the time dependence exp(iωt).
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the capacity of the material where, for a dielectric medium between two metal





where A is the area of one of plate and d is the distance between the two plates.
The imaginary component to permittivity (ε′′r ) is related to the conductivity σ – and,







In order to describe the quality of a dielectric medium, a comparison is made





This fraction is a descriptor of the conductivity and loss of the material and is,
hence, termed the dielectric loss. When tan δ = 0, the medium is termed as
a perfect dielectric – this means that it is lossless. When tan δ << 1, then the
material is a poorly conducting low-loss medium, whereas when tan δ ≈ 1, it
becomes a lossy medium that cannot maintain an induced field for long after the
applied field has been removed. As tan δ tends towards infinity, the dielectric
tends towards a perfect conductor.
An example for the dielectric response of a material is shown in Figure 3.1. Here,
we see five specific regions relating to different frequency regimes. At high fre-
quencies, atomic and electronic resonances are the main contributors – due to
their fast response time. These high frequency responses can be seen as the
polarisation or oscillation of the electrons and ions. At lower frequencies, we en-
counter atomic and dipolar relaxation of the material in response to the field. The
microwave range covers the dipolar response, which involves relaxation of the
orientation of dipoles within the material. The ionic response in the short radio
wave range is due to geometric relaxation of the ions. The final regime on the


















Figure 3.1: An example dielectric response for the real part of permittivity (ε′r)
of a complex medium. The higher frequencies are dominated by atomic and
electronic resonances, whereas the lower frequencies are related to ionic and
dipolar relaxations. The low frequency range is then attributed to a Maxwell-
Wagner effect, which arises due to space charge polarisation.
graph, relating to long radio waves, is due to large-scale space charge separation
(termed the Maxwell-Wagner effect), which can be caused by partially conduct-
ing regions within the medium. Both the presence and strength of these various
features of the dielectric response are strongly material dependent; for example,
the Maxwell-Wagner effect is mainly associated with inhomogeneous materials
and, as such, is unlikely to be present in homogeneous materials.
For the remainder of this chapter, real permittivity will be referred to as permittivity.
The contributions relating to the imaginary component of permittivity will instead
be accounted for using dielectric loss.
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3.2.2 Dielectric response of inhomogeneous materials:
The Maxwell-Wagner effect
Whilst the dielectric behaviour of homogeneous materials is well understood, that
of inhomogeneous materials is much more complicated. The permittivity and di-
electric loss of a more complicated material can be strongly affected by particles
of conducting impurities dispersed within it. Though an exact description of the
losses produced by these defects can be very difficult to obtain, the Maxwell-
Wagner effect offers a useful analytical model for the dielectric behaviour of inho-
mogeneous materials containing spheroidal particles. This phenomenon was first
tackled by Maxwell, who modelled planar sheets of materials, each with differing
ratios of conductivity versus dielectric constant [100]. The phenomenon was later
generalised by Wagner [101] and Sillars [102].
Irregularities in the dielectric behaviour of solids can, in many cases, be attributed
to the presence of higher conductivity regions within them. For example, insula-
tors can display a higher apparent conductivity due to embedded semiconducting
or metallic particles. The exact effect of these inclusions depends on many of their
properties (i.e. particle sizes, shapes, orientations and conductivity). In order to
take into account the potential variation of some of these parameters, Maxwell-
Wagner assumes a Gaussian spread of sizes, orientations and ellipsoidalities.
The dielectric response of an inhomogeneous dielectric material can be largely
frequency dependent due to the build-up of charge at points of dielectric non-
linearity (at interfaces between different dielectric media). When regions of higher
conductivity are embedded within an insulating region, the apparent conductivity
of the overall system appears higher in alternating fields than steady ones.
When an electric field E =
∑3
i Eiai is incident on such a system, the conducting
particles become polarised. Charge accumulates at the interface between these
conducting regions and the large non-conducting region, forming macroscopic
polarisation P =
∑3
i Piai; this causes a large increase in polarisability at low
frequencies. Through choice of the shape of the conducting regions, one can
tune the effective permittivity of the system due to the relation
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where the subscripts i and j represent the lattice vectors and, as such, the per-
mittivity is seen to be axially dependent. Such an inhomogeneous system can be
interpreted as a single material with a single permittivity tensor and conductivity
tensor. Hence, by changing the geometry of the system, a wide range of dielectric
responses can be displayed.
Systems with various effective dielectric responses can be created by dispersing
conducting particles inside a dielectric material, due to the mismatch of the di-
electric response of the two materials [102]. In order to engineer high permittivity
materials, one can disperse conducting particles inside a large dielectric material.
When applying an external electric field, electrons within the conducting particles
respond quickly to the field, gathering at the interface between the particle and the
insulating bulk. Therefore, a large polarisation is formed between these conduct-
ing electrons and the ions in the conducting particles, even under small external
fields. Such a system can be shown to have an effective permittivity much higher
than that of the individual components, due to the overall dielectric response of
the system as a whole [103].
The Maxwell-Wagner model allows for a system containing insulating and con-
ducting regions to be compared to an LCR circuit, simplifying the calculation and
allowing for a more analytical approach to an otherwise complicated system.
3.2.3 Impedance spectroscopy
A common technique for measuring the dielectric response of a material is to
perform impedance spectroscopy on it, which returns the real (Z ′) and imaginary
(Z ′′) impedance responses of the material for a range of frequencies. Figure 3.2
depicts an example impedance spectroscopy measurement. Each semicircle
is attributed to a different component of the system (i.e. electrode, grain, grain
boundary). From these, the dielectric response of each individual component can
be determined. The apparent offset of the first semicircle from zero along Z ′ in








Figure 3.2: An example impedance spectroscopy graph of a multi-component
circuit. The figure inset depicts how the component arrangement that would result
in such an impedance response. The subscript e relates to electrode terms, g to
grain terms and gb to grain boundary terms. Decreasing Z ′ values relate to larger
frequencies.
the impedance spectroscopy is typically linked to the resistance of the electrode.
The electrical impedance Z of a component is
Z = Z ′ − iZ ′′ = R− i 1
ωC
, (3.6)












Here, A is the cross sectional area of the component normal to the flow of current
and L is the length of the component parallel to the flow of current. By using
Equations (3.2) and (3.6), the imaginary impedance term can be related to the
real part of permittivity,





For a component that has both resistive and capacitive terms, the areas from
Equations (3.8) and (3.9) can be considered as equivalent, as can the lengths.
We now have a means of giving an effective permittivity, or dielectric response, of
a multi-component system by analogising it to a single-component system.
3.2.4 Proposed applications
High permittivity materials have been considered for improving microelectronics
through improving random access memory devices [104–106]. As the capaci-
tance is proportional to the permittivity, a higher permittivity material can be used
to make a smaller capacitor. Therefore, such materials are believed to be very
important for scaling down electronics. This increase in capacitance can also be
seen as an increase in energy density. As such, such capacitors could be used
to bridge the gap in energy density between capacitors and batteries, leading to
the possibility of a new form of energy storage [96–98,107,108].
Colossal permittivity materials have also been considered for gas sensing tech-
nologies. Materials with large permittivity values tend to exhibit strong sensitivity
of their dielectric properties to their local environment. This high degree of dielec-
tric sensitivity can be used to probe the concentration of various gases within the
atmosphere [109,110].
It must be noted that, whilst the real and imaginary parts of the dielectric response
are dependent on each other, as seen via the Kramers-Kronig relation [111]
(which holds for both homogeneous and inhomogeneous materials), the values
for each component at a specific frequency are strongly independent of each
other. This is due to the relation uses the response of the real part across the
entire frequency range to determine the response of the imaginary part across
the entire frequency range, and vice versa. As such, these two values can be
treated as uncoupled for a system with many different responses, in particular for
this work as we are only interested in a small frequency window of 0–1 MHz.
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3.3 Background
The perovskite-related structure of CaCu3Ti4O12 (CCTO) was first documented
with its discovery in 1967 [112], yet no notable characterisation of its properties
was performed until 2000, when Subramanian et al. [99] measured its dielec-
tric properties. At this time, its permittivity was observed to be over 104 at room
temperature. This value was greater than not only materials with the AA’3B4O12
chemical composition, but also most other materials known at the time, which typ-
ically display permittivity values of ~1–10 (with even materials described as high
dielectrics only reaching around 100 [20, 113–115]). Since then, permittivities
greater than ~103 have gained the term colossal permittivities. It soon became
an attractive alternative to other high permittivity materials, such as BaTiO3, due
to its high dielectric constant reported over a wide range of temperatures (100–
600 K) [99,116,117] and frequencies (102–106 Hz) [99,117–119]. CCTO has also
been shown to be relatively straightforward to manufacture, only requiring single-
step synthesis methods heating precursor oxides to temperatures between 1, 000
and 1, 200 ◦C (such as solid-state reaction, wet-chemistry or sol-gel) [110]. With
these features, along with its ability to maintain its structural phase across a tem-
perature range of 35–1273 K, CCTO has seen a lot of research in device applica-
tions in areas such as gas sensing, electronic capacitors and high power density
energy storage [96–98,120,121].
Even though it has been two decades since the colossal permittivity of CCTO was
measured, there is still uncertainty in the field surrounding the origin of these high
values. The irregularly high permittivities of other materials, such as BaTiO3, tend
to be related to their intrinsic properties, such as polarisation [122, 123]. It has
been shown, however, that the high permittivity exhibited by CCTO is not an intrin-
sic property of the material and, instead, is an extrinsic phenomenon that arises
at the boundary between the individual grains that naturally form during crystal
growth (the grain boundary ) [124–126]. Many qualitative arguments have been
put forward for the origin of this unusual property, but the fundamental mechanism
behind this is still unknown.
CCTO has a 20-atom rhombohedral primitive cell with the perovskite-like chemi-







Figure 3.3: Ball and stick model of CaCu3Ti4O12 unit cells. (a) The 20-atom
rhombohedral primitive cell of CaCu3Ti4O12. (b) The 40-atom anti-ferromagnetic
cubic unit cell of CaCu3Ti4O12. Different colours of the Cu atoms denote opposing
spins.
cal formula of (A:A’)BO3, known as a double perovskite (see Figure 3.3a). How-
ever, to properly capture its magnetic ordering, a 40-atom cubic cell is required
(see Figure 3.3b) [127, 128]. In this extended cell, the two primitive cells have
opposite spins, properly describing the anti-ferromagnetic ground state. The
40-atom cell has a lattice constant of 7.391 Å and a space group of Im3, with
the crystal structure being shown in Figure 3.3b. Both theoretical and experi-
mental studies have extensively explored the permittivity of bulk CCTO and have
shown that the dielectric constant of the bulk is much lower than that of the over-
all sample, with the static and infinite responses being 40–150 and 6, respec-
tively [116, 129–134]. It should be noted that this is still a rather large dielectric
response for a bulk material, and this is associated with its large bulk polarisability.
3.3.1 Crystal growth techniques
When samples of CCTO are grown, a natural structure of grains separated by
grain boundary regions forms. These grains are formed of crystalline CCTO –
which is often identified as semiconducting [125, 128] – whilst the material that
grows between the crystalline grains, the inter-grain material, is formed of non-
CHAPTER 3. COLOSSAL PERMITTIVITY IN CACU3TI4O12 80
stoichiometric quantities of the composite elements of CCTO. This inter-grain
material is shown to be insulating [123, 125, 135]. The geometry and electrical
properties of this structure are strongly dependent on the growth conditions and
techniques employed. As such, these samples can display largely different grain
shapes, grain sizes, grain boundary region widths and stoichiometries. As the
formation of this grain|grain boundary structure is unavoidable with many of the
growth techniques used – and the properties relating to this structure strongly
affect the dielectric response [124,136–141] – they must be carefully considered
when determining the mechanism responsible for colossal permittivity in these
samples.
3.3.2 Proposed mechanisms behind colossal permittivity
In the first paper studying the dielectric properties of CCTO, Subramanian et
al. [99] noted the unusually high permittivity exhibited by the material. At the
time, they compared it to CuO-covered-(Ba,Sr)TiO3 systems and suggested that
a similar mechanism was occurring in CCTO. In the 1990s, Yang et al. described
a system of semiconducting grains consisting of (Ba,Sr)TiO3 and BaZrO3 covered
by an insulating region of CuO [142, 143] and showed it to exhibit large permit-
tivities of the order of 104. In these systems, the abnormal dielectric properties
were attributed to the semiconductor and surrounding insulating material acting
as capacitors in series – this was termed as the barrier layer mechanism. To ex-
plore this in CCTO, Subramanian et al. measured samples with different levels
of copper deficiency and showed that lower concentrations of copper coincided
with a decrease in permittivity. From this, they concluded that the reduced cop-
per precluded the formation of a copper-rich region at the grain boundary, which
resulted in a weaker barrier layer effect.
In 2002, Sinclair et al. [125] put forward the idea of internal barrier layer capac-
itance (IBLC) being the cause of colossal permittivity within CCTO. Through the
use of impedance spectroscopy, they showed that the material consisted of semi-
conducting grains and insulating grain boundaries. Sinclair et al. built upon the
theory of barrier layer mechanism put forward by Subramanian et al. by attributing
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the barrier layer to an insulating copper-rich material forming at the boundaries
between the semiconducting grains. IBLC has often been characterised experi-
mentally by the Maxwell-Wagner effect [134,144,145], yet the microscopic origin
behind this has not yet been determined.
Early on, electrode effects on CCTO samples were also suggested as a cause for
the high permittivity values [116, 146, 147]. However, through impedance spec-
troscopy, it has since been shown that, whilst having an effect on the permit-
tivity, it was not the main contributor to this phenomenon [135, 148, 149]. As
the impedance plots were dominated by arcs attributed to the grain boundary
resistances, it was concluded that the electrode resistance and any subsequent
effects were minor in comparison those of the grain boundary. Furthermore, stud-
ies involving multiple electrode materials found that there was little change in the
electrical properties based on material choice [135,148,150].
Another theory of the mechanism causing colossal permittivity was put forward
by Adams and Sinclair et al. [124], where they describe Schottky-type barriers
forming at the grain boundary region. This was further examined by both Adams
et al. [150] and Kim et al. [151] in 2006 (as well as Felix et al. in 2011 [152]), who
both employed impedance spectroscopy in order to analyse the system under
electric fields. They found that the grain boundary resistance decreases with
increasing DC bias, which confirms that the grain boundary resistance is non-
linear. In their analysis, they outline the nonlinearity as a key descriptor of diode-
like back-to-back Schottky barriers [153], which would, hence, be present at the
grain boundaries.
In an attempt to identify the internal morphology of CCTO samples, Cohen et al.
outlined various potential models that could give rise to colossal permittivities at
low frequencies (< 106 Hz) from a system of grains and grain boundaries [154].
From their investigation, it was concluded that the most plausible model incorpo-
rated conducting grains surrounded by insulating grain boundaries. This model
should agree with the generally accepted view of semiconducting grains and in-
sulating grain boundaries, as long as the grains are sufficiently doped.
With the literature being in general agreement that the colossal permittivity arises
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from an IBLC mechanism between the semiconducting grains and insulating grain
boundaries, focus turned to analysing these boundary regions in order to char-
acterise its composition [108, 136, 155–158]. Impedance spectroscopy and en-
ergy dispersive X-ray (EDX) methods were employed to characterise the dielec-
tric properties and the interface region elemental composition of various samples,
respectively. In doing so, it could be determined how different inter-grain mate-
rial compositions affect the dielectric properties. Whilst there is general agree-
ment that there is little calcium content within this region [159], some show higher
titanium concentration [27, 156, 160, 161], whereas others show higher copper
concentration [108,159,160,162–166].
Increasing the concentration of titanium in the precursor compounds has been
shown to help control the phase of materials. Excess titanium promotes the for-
mation of anatase TiO2 and stabilises the CCTO formation and grain growth [162,
167] (resulting in a decrease in the grain boundary resistivity), whereas a de-
ficiency introduces copper oxide phases, CuxO, where x = 1, 2 [162, 168, 169]
(resulting in an increase in grain boundary resistivity). Moreover, this copper ox-
ide tends to localise at the grain boundary region [98,155,158,163,170–172] and
is associated with an increase in the permittivity of the overall sample [24, 155,
158,163]. Whilst small increases of TiO2 can lead to larger permittivities [167], it
is generally found that increasing the concentration above 0.01 % results in lower
permittivity values [161, 167, 173]. By understanding these, initial chemical con-
centrations in the growth process could be tuned to better promote the desired
properties of the grain boundary region.
Whilst there exist many mechanisms proposed for the origin of colossal permit-
tivity in CCTO, most have a common thread of a new material forming between
the grains, in the grain boundary region. However, none of these can simultane-
ously account for high loss factors, low breakdown voltages [174], occasional low
resistance over grain boundaries [175], or how colossal permittivity scales with
system size [160]. Colossal permittivity ranges by orders of magnitude in differ-
ent materials [27,176], but also in samples of the same stoichiometry [155]. This
means there is an intrinsic effect in these materials responsible for IBLC.
Since 2010, most work with CaCu3Ti4O12 has focused on doping the system in or-
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der to improve its dielectric properties further [109,177–181]. Yet, without a quan-
titative explanation of the cause of this colossal permittivity, choice of dopants and
growth techniques cannot be made to best enhance the features that cause this
phenomenon. Without an understanding of the grain boundaries at the atomic
level, the system’s theoretical maximum cannot be realised.
3.3.3 Internal Barrier Layer Capacitance
The internal barrier layer capacitance is often described using the Maxwell-Wagner
effect. The insulating inter-grain material is analogised to the large dielectric
medium, with the grains (which are often identified as semiconducting) consid-
ered as the embedded conducting particles. In this picture, the charge carriers
within the grains are able to respond relatively quickly to an applied electric field,
but get pinned at the interface between the conducting grains and insulating inter-
grain material, preventing the overall flow of current through this structure. Due
to this, a large build-up of carriers forms at one grain edge, with the opposite
one being depleted of charge, which appears as a large polarisation over each
grain. This presents itself as a large dielectric response, with large separation of
charges possible in the individual grains, but also a relatively high loss due to the
ease of carrier movement in the semiconducting grain.
3.4 Ab intitio simulation details
Our calculations were performed using k -point grids with k -point densities equiv-
alent to those used for analysing the CaCu3Ti4O12 (CCTO) 40-atom unit cell, with
geometric relaxations and electronic calculations using 4×4×4 and 7×7×7 grids,
respectively. All k -point grids were Γ-centred and generated using the Monkhorst-
Pack scheme [88]. For a detailed description of the process used to determine
the necessary k -point grid size and energy cutoff, see Appendix F.
To accurately describe the insulating properties of CCTO and CuxO, the Hubbard
GGA+U model was used [182, 183]. This approach was required for this chap-
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ter as the d-orbital electrons of CaCu3Ti4O12 and CuO are over-correlated by the
GGA-PBE functional, resulting in them being more loosely bound to (mainly) the
copper atoms of the materials. To compensate for this, the Hubbard +U model
adds an attractive potential into the electron–electron interaction terms (affect-
ing only the d-orbital densities), effectively reducing this overly strong repulsion
predicted by the correlation term of GGA-PBE. As implemented in VASP, this
potential can be applied to specific orbitals of specific species. This issue of
over-correlation typically occurs for d-elements where the valence band maxi-
mum (VBM) and conduction band minimum (CBM) of a crystal are composed of
the same localised orbitals (i.e. Mott insulators). Here, we used the reduced U−J
Hubbard method, which replaces the parameter U with the parameter U −J , as it
has been shown that this scheme is sufficient for most systems requiring a Hub-
bard correction [183]. We fully explored the range U = 0 to 10 eV to confirm our
results held for all values. For the results presented, a +U correction of U = +4 eV
was used for the Cu and Ti in CaCu3Ti4O12, and U = +7 eV for the Cu in CuO. No
Hubbard correction was applied to bulk Cu2O. For interface systems, the same
Hubbard correction was applied to all atoms of the same species throughout the
system (with the largest +U taking precedence). Using these values of +U, the
experimental bulk band gaps of both CCTO and CuO were reproduced, with those
being 1.5 eV [184] and 1.2 eV [185], respectively, Meanwhile, Cu2O did not have
a +U correction applied as it has been found to not be necessary to reproduce
the insulating property of the material [186, 187]. The charge analyses of these
systems were performed using the Bader technique [188].
To generate the interfaces, we used our in-house code ARTEMIS (discussed in
Chapter 7), which generates interface structures and the corresponding slabs of
material for atomic scale analysis. Our CCTO and CuO slab thicknesses were
increased in thickness until convergence of various electronic properties was
reached. As such, we used CCTO regions of 2.5 unit cell thickness in our grain
boundary systems. The same analysis was performed for CuO and Cu2O, with
the optimum thickness being 3 unit cells for each. This comparison allowed us to
consider CCTO|CuxO interfaces in general. We modelled the CCTO (001) sur-
face at the interface as other planes brought further complications as they are
generally found to be polar, with dangling bonds or non-stoichiometric surfaces,
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which can lead to instability of the surface. We also considered various CuxO
phases and cleavage planes, looking for surfaces and phases which matched to
the (001) surface of CCTO within a 6 % strain tolerance. The CuxO strain toler-
ance for the x = 1 (terminated on (100)) and x = 2 (terminated on (001)) were
5.06 % and 1.31 % respectively.
For the remained for this chapter, we consider the CCTO(001)/CuO(100) structure
as the archetype interface and will refer to it as CCTO/CuO. The interface system
consists of 2.5 CCTO unit cells, terminated on TiO2 planes, next to a 3 unit cell
slab of monoclinic CuO (100) that has been orthorhombically-strained. The other
interface structure presented in this chapter is that of CCTO(001)/Cu2O(001),
consisting of 2.5 CCTO unit cells, terminated on the TiO2 plane, next to a Cu2O
(001) slab composed of 3 bulk unit cells. In total, 10 unique interface structures
composed of CCTO and CuxO have been considered for this study. These unique
interfaces consist of a set of different orientations and terminations, with all dis-
playing qualitatively similar results to those presented in this chapter. Due to
others either being less energetically favourable, or involving substantial recon-
struction of the CuxO region (leading to amorphous CuxO), we have focused on
the two interfaces discussed in this thesis.
3.5 Bulk properties
3.5.1 Calcium copper titanate
Since being identified as a colossal permittivity material, the bulk properties of
CCTO have been extensively explored both experimentally and theoretically. Pro-
vided in this section are the bulk properties of CCTO calculated for this worked.
The structure of CCTO is known to be dynamically stable [131, 189–191]. By
comparing the total energy of CCTO bulk with that of its constituent oxides – CaO,
CuO (monoclinic) and TiO2 (anatase) – the formation energy of this compound
can be determined. The equation for formation energy Ef is
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Figure 3.4: (a) The band structure and (b) orbital-projected density of states of
bulk CaCu3Ti4O12, obtained from first principles calculations. Energies are given
relative to the valence band maximum (VBM).
Ef,CCTO = ECCTO − ECaO − 3ECuO − 4ETiO2 , (3.10)
where Ex is the total energy of compound x. CCTO exhibits a formation energy
of −4.1 ± 1 meV/atom, where the negative energy specifies that the elements
are more stable in the CCTO compound than in the constituent oxides (see Ap-
pendices F and G.1 for more information on determining formation energy). The
error associated with the formation energy derives from the change in constituent
material total energies when calculated using different energy cutoff values.
Whilst the literature offers two potential values for the band gap of this semicon-
ductor – 1.5 eV [184] or 3.2 eV [96] – Ricci et al., [192] have explained these
discrepancies as a direct result of the multiple potential transitions in the CCTO
band structure. In agreement with this, our electronic band structure (Figure 3.4a)
shows two distinct electronic regions in the unoccupied states. The first region
occurs at 1.5 eV above the valence band maxima (VBM); this region is expected
to exhibit a rather low conductivity associated with the bands due to their rela-
tively flat dispersions and, as such, their exciton binding energy is very localised
(much higher effective mass in this band. In addition, the fewer bands in this
region will cause it to be far less prominent in absorption and emission spectra.
At higher energies, the second conduction band region appears at 2.5 eV (which
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Figure 3.5: Species-projected density of states of bulk CaCu3Ti4O12, obtained
from first principles calculations. Each species has been normalised to the num-
ber of atoms of that species in the unit cell. As such, each line represents the
average contribution from one atom of that species to the total density of states.
Energies are given relative to the valence band maximum (VBM).
likely corresponds to 3.2 eV experimentally). This region shows much more dis-
persive bands and a greater band density, which would result in a much higher
conductivity and stronger absorption. Hence, in experimental setups, the second
conduction band region will likely be much easier to excite and easier to observe.
This is likely the cause of the discrepancy in literature over the band gap size. As
such, we attribute the value of 1.5 eV to the band gap of CCTO and the 3.2 eV
gap to the difference between the valence band maxima and the minima of the
second conduction region.
Here we discuss the bulk orbital-projected density of states (PDOS) of CCTO
(Figure 3.4b) for later ease of comparison with the interface structures containing
this material (see Appendix H for a description of projected density of states).
In CCTO, the p orbitals are degenerate and are the dominant contributors to the
valence band region, supplying minor contributions to the first conduction band
region. The dxy, dxz and dyz (t2g) orbitals are also degenerate, contributing mainly
to the conduction bands, with a minor contribution to the valence band region.
The dx2−y2 and dz2 orbitals (the eg states) are degenerate and show significantly
less contribution to the bands than those previously mentioned, with only showing
slight contribution to the conduction bands and showing some contribution to the
lower valence band region.
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Figure 3.5 displays the species-projected density of states for bulk CCTO. We find
that copper and oxygen are the main contributors to the valence band regions,
with small contributions from titanium. Whilst the lower valence region (below
0.5 eV) sees similar contribution from calcium than it does from titanium, the upper
valence region (above 0.5 eV) sees almost no contributions from calcium. Note
that, as there are four times as many oxygen atoms as there are copper within
the material, the oxygen atoms are dominant over the entire valence band. In
the first conduction region, we find that copper is the dominant species, with
significantly less contribution from the other species. However, in the second
conduction band region, we find that titanium is the dominant contributor, with
almost no contributions from other species.
3.5.2 Copper oxide
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Figure 3.6: (a) The band structure and (b) orbital-projected density of states of
bulk CuO, obtained from first principles calculations. Energies are given relative
to the valence band maximum (VBM).
As both CuO and Cu2O are known to form at the grain boundaries in CCTO sam-
ples [158], we now in investigate the properties of these two potential phases of
the inter-grain material. As discussed in the previous section, it is apparent that
phases of copper oxide form at the interface, leading to larger values of permit-
tivity. Therefore, it is important to understand the properties of this inter-grain
material.
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We first discuss the CuO phase. To correctly model the magnetic and electronic
properties of this material, a Hubbard +U correction of 7 is required on the d or-
bitals of the copper atoms [193, 194] (with no +U added to the oxygen atoms).
Without the inclusion of a +U potential, CuO is incorrectly predicted as being
metallic, which is also seen in literature [186]. We find the material to be anti-
ferromagnetic and insulating, with a band gap of 1.2 eV, which agrees well with
experimental results [185]. Figure 3.6 shows the band structure and density of
states of CuO. We find that the t2g states are non-degenerate, with dxz and dyz
being the dominant orbitals in the conduction band. The dxy orbital shows little
contribution to the density of states over the range of 2 eV below and above the
Fermi-level. The results also show a split in the p orbitals, with py and px being
the main contributors to states near the valence band maxima and pz shows no
contribution to the valence band between the Fermi-level and 0.5 eV below.
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Figure 3.7: (a) The band structure and (b) orbital-projected density of states of
bulk Cu2O, obtained from first principles calculations. Energies are given relative
to the valence band maximum (VBM).
The electronic band structure and density of states for Cu2O are presented in
Figure 3.7. As described in the literature, a Hubbard +U potential is not necessary
to obtain the correct magnetic ordering for this material. It is also worth noting
that using a +U correction on this system only allows for an increase in the band
gap by a few meV, in agreement with the literature [186, 187] (this is because
GGA+U should only be used to resolve issues relating to the VBM and CBM
being formed of the same localised orbitals, such as in Mott insulators). We find
the antiferromagnetic, insulating ground state of Cu2O, with a band gap of 0.47 eV,
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which an underestimation of the experimental value of 2.17 eV [186]. We find that
the density of states are spin-independent and, as such, only present one of them.
For this crystal, we see far less order in the orbitals than in CuO, with none of the
orbitals being degenerate. The dxy orbitals are the main contributor to the states
near the valence band maximum, whereas the s dyz and dxz orbitals are the main
contributors to the conduction band states, with px exhibiting greater contributions
above 0.75 eV. In the band structure, we see a significant disparity between the
dispersion of the valence and conduction band regions. The conduction bands
are far more dispersive than most of the valence bands near the valence band
maximum, which presents itself a lower density of states in that region.
3.6 Surface terminations & stabilities
In order to understand the interface region, we must first understand the surfaces
involved. As such, we first model the potential surfaces of CCTO in order to
determine the most favourable one to form at these interfaces.
Having explored the inter-grain material, we now look to the potential surface ter-
minations of CCTO. To investigate the effect of different terminations on properties
of CCTO grains, we consider two possible terminations normal to the [001] direc-
tion - the CaCu3O4- and the TiO2-surface terminations. In chapter, we focus on
surfaces formed by cleaving through the (001) Miller plane as other planes bring
further complications such as dangling bonds, non-stoichiometric surfaces and
creating a net electric field due to the system becoming polar which leads to insta-
bility [195]. The (001) plane is a commonly considered termination for perovskites
due to being non-polar [196], as well as being the most energetically favourable
Miller plane for perovskites to cleave through [197–199]. The CaCu3O4- and the
TiO2-terminated surfaces have formation energies of 0.138 eV/Å2 and 0.136 eV/Å2,
respectively (see Appendix G.2 for details on surface formation energy). With
such similar formation energies, both surface terminations must be considered
as any real sample is likely to contain a mixture of both, dependent on the local
chemical potential. The two terminations exhibit slight reconstruction of the elec-
tronic states near the surface (Figures 3.8a and 3.8c), showing reduction in the
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(a) TiO2-terminated CCTO

















































































































Figure 3.8: Electronic and energetic properties of CCTO slabs terminated on
TiO2 and CaCu3O4 surfaces, obtained from first principles calculations. Layer-
projected density of states of (a) TiO2 and (c) CaCu3O4 terminated surfaces,
where the colour legend denotes the atomic stoichiometry associated with each
layer. Formation energy of vacancies as a function of distance from the surface
for the (b) TiO2 and (d) CaCu3O4 terminations. Energies in the densities of states
are given relative to the valence band maximum (VBM).
overall band gap down to 0.47 eV for the CaCu3O4-termination and 0.66 eV for the
TiO2-termination. For both surfaces, it is seen that the centres of each slab ex-
hibit density of states similar to that of the bulk, retaining the bulk band gap. The
CaCu3O4 surface sees a narrowing of the gap at the surface due to a curvature
of the band edge of the first conduction region towards the surface. Whereas
the TiO2 surface exhibits a curvature of the valence band edge towards the sur-
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face. Both of these curvatures are caused by pooling of charge at the surfaces,
which forms an effective electric field over the slab, drawing charge carriers to
the surface; this charge pooling also causes slight reconstruction of the surface
states.
3.6.1 Defect migration
With copper-rich phases being common in the grain boundary region [163, 168,
169], it is important to study the stability of copper and oxygen in CCTO as a
function of depth from the surface. As such, we consider how vacancy forma-
tion energies vary as a function of their distance from the surface by calculating
whether these vacant atoms are more stable in the CCTO slab or in their re-
spective bulk material (see Appendix G.4 for details on vacancy formation energy
calculations). For the CaCu3O4-terminated slab (Figure 3.8d), we find that the for-
mation energies of the copper and oxygen vacancies are increasingly favourable
the closer to the surface they are. Copper vacancies at the surface show negative
formation energies, meaning that they would rather be situated in bulk Cu than
form the CaCu3O4 termination. Vacancies in TiO2 terminated slabs are higher in
energy than their comparative cases in the CaCu3O4 surfaces as shown in Fig-
ure 3.8b, though still lower than in bulk CCTO. The most favourable copper and
oxygen vacant sites have also then been modelled on the same CaCu3O4 sur-
face, which have been found to exhibit even greater negative formation energies;
the vacancy has a formation energy of −1.23 eV when compared to the vacant
atoms in CuO bulk. As can be seen, the formation of copper and oxygen vacan-
cies in the CaCu3O4-terminated surface is highly favourable, in agreement with
the previously discussed copper migration. The creation of these vacancies de-
pletes the top layer of copper and oxygen, which results in the TiO2 layer below
being exposed (and, thus, becoming the surface layer). This means that the only
stable surface for the (001) plane of CCTO is the TiO2-terminated surface. We
are, therefore, left with an interface between TiO2-terminated CCTO grains and
the inter-grain CuxO material.
For both surfaces, it is also worth noting that the formation energy of vacancies






























































































Figure 3.9: The formation energy of various copper oxide phases from the most
energetically favourable Cu and O vacancies from the CaCu3O4 terminated CCTO
slab, obtained from first principles calculations. The energy cost of forming vari-
ous CuxOy phases in oxygen-rich (a) and oxygen-poor (b) environments from the
two aforementioned vacancies.
as a function of distance from the surface become more energetically favourable
the closer to the surface (except for the sub-surface Cu vacancy in the TiO2-
terminated slab). This can be seen as a form migration of vacancies. If a vacancy
forms in the centre of the slab, then an atom of that vacant site closer to the sur-
face would likely move to occupy the empty site, thus forming a vacancy closer to
the surface (depending on the energetic barriers and temperature of the system).
This process could keep happening until the vacant site has, effectively, migrated
to the surface. Near the surface, this mechanism would have to compete with the
energetic favourability the atom residing in the inter-grain material instead. For
copper and oxygen atoms, then, this would be the various copper oxide phases
forming in this region.
3.6.2 Formation energy of various CuxO phases
In the previous section, we discussed the potential for copper and oxygen to mi-
grate from the CCTO grains. We now consider the energetic feasibility these va-
cant atoms forming a inter-grain material and what compounds these could form.
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When in the presence of oxygen, copper is known to form copper oxide, either
CuO or Cu2O, depending on the availability of oxygen [200]. To determine the
formation energy Ef of these various compounds from CCTO surface vacancies,
we use
Ef = xECu-vac + yEO-vac − (x+ y)Eslab − ECuxOy , (3.11)
where EX-vac is the most energetically favourable X-site vacancy in the CCTO
CaCu3O4-terminated slab (ECuxOy can also be substituted for ECu+O2). For Fig-
ure 3.9a, the formation energy is divided by the number of copper-site vacancies
x, whereas for Figure 3.9b, the formation energy is divided by the total number of
vacancies x+y. By considering the energetics of forming the different oxides from
these vacancies, we find that forming CuxOy is much more favourable than form-
ing oxygen gas and bulk copper (Figure 3.9). The values of x and y are dependent
on the conditions in which the CCTO sample is grown. Our results show that in
a copper-rich environment (oxygen deficient), Cu2O will be the most favourable
phase (Figure 3.9b). Conversely, in a copper deficient environment (oxygen-rich),
CuO is found to be the most favourable phase (Figure 3.9a). This discussion pro-
vides further justification for considering the interfaces between CCTO and either
CuO or Cu2O.
Note that the poor estimation of binding energy obtained by PBE has not been
corrected for here. However, the correction would only introduce an additional
0.7 eV/O, which would not be sufficient to make it comparable to the formation
energies of any of the copper oxide phases. This correction has been obtained
by comparing the PBE O2 binding energy to the experimental energy required to
split H2O into H2 and O2 gas (for further detail, see Equation (6.16).)
3.7 Copper oxide grain boundaries
Creating interfaces theoretically between CCTO and CuxO can prove challenging
as, in general, there is a poor lattice matching between CCTO and either form
of CuxO. Despite this, we observe for the CCTO/CuO interface a low formation
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Figure 3.10: Electronic and geometric properties of the (a-c) CCTO/CuO and
(d-f) CCTO/Cu2O interfaces, obtained from first principles calculations. The layer-
projected density of states of the (a) CCTO/CuO and (d) CCTO/Cu2O systems.
The colour legend denotes the atomic stoichiometry associated with each layer.
The red/blue colour bars denote the CuxO/CCTO regions. Ball and stick models
depicting the (b) CCTO/CuO and (e) CCTO/Cu2O interfaces, both viewed along
the CCTO [110] direction. The CuO region is terminated on an oxygen layer
(oxygen-rich), and the Cu2O region is terminated on a copper layer (copper-rich).
Charge distribution analysis of the (c) CCTO/CuO and (f) CCTO/Cu2O interfaces.
Energies are given relative to the Fermi energy.
energy of 0.036 eV/Å2 and for the CCTO/Cu2O a formation energy of 0.228 eV/Å2
(see Appendix G.3 for details outlining interface formation energy). In the Cu2O
case, strain is a significant contributor, with the formation energy of the interface
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reducing to 0.158 eV/Å2 when strain effects are accounted for. Whilst both sys-
tems exhibit low formation energies, the results show a greater preference for
forming the CCTO/CuO interface over that of the CCTO/Cu2O and thus making
this system significantly more likely. However, as grain boundaries regions con-
sist of multiple phases of CuxO [158, 201], we present both to emphasise the
broadness of the results.
Figure 3.10 shows the relaxed atomic geometry and electronic configurations of
the two boundaries, CCTO/CuO and CCTO/Cu2O. Figures 3.10a and 3.10d, show
that the density of states associated with the interface layers are metallic. These
states spread up to 3 Å from the interface and do not appear in the centre of
material, showing they are localised to the interface. Furthermore, far from the
interface, the two bulk materials are insulating as their theoretical band gaps are
recovered. If the copper oxide layer is less than 1 nm in thickness, then these
metallic interface states merge, resulting in a continuous metallic region across
the thin CuxO layer. Furthermore, regardless of whether the interface is oxygen-
rich (Figure 3.10e) or copper-rich (Figure 3.10e) we find that both boundaries
show this metallic behaviour.
Having considered various thicknesses of the CuO region between 0.5 and 1.5 nm,
we find that the metallic nature of the interface is present regardless of the thick-
ness of the CuO region. The CuO region becomes insulating above 1 nm. Be-
low this thickness, the charge density associated with the two interfaces inter-
act across the thin CuxO layer, effectively preventing each interface from being
treated in isolation (i.e. the two interfaces directly interact with each other), which
leads to a collapse of the internal barrier layer capacitance.
In order to analyse the charge distribution, we perform Bader charge analysis,
which identifies local minima in the charge densities and associates the charge
within a volume around each atom up to a turning point to that atom [188]. This
charge value is then compared to the charge of the atom species’ pseudopoten-
tial to determine the amount of charge gained or lost with respect to the natural
electron number of that atom. Using this method, we are able to plot the amount
of charge relating to each atom as a function of distance from the interface for the
two interface systems (Figures 3.10c and 3.10f). Here, we see that charges are
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only distorted within 3 Å from the interface into the copper oxide, with only slight
distortion of the charge in the CCTO region of the CCTO/CuO interface. As an
isolated oxygen atom typically has 8 electrons, it requires 2 more to fill its outer p
orbital. To fulfil this, it bonds with atoms that prefer to lose electrons (i.e. copper,
calcium, titanium) in order fill its outer p orbital. As such, the preferred state of
an oxygen is a negative charge state, where it has gained two electrons; for the
other atoms in this system, bonding results in a more positive charge state. In
the oxygen-rich interface system (CCTO/CuO), we see that the oxygen atoms in
both the CCTO and CuO regions increase in charge the closer to the interface
they are; this relates to a reduction in bonding. For the copper-rich interface sys-
tem (CCTO/Cu2O), the copper atoms around the interface exhibit a less positive
charge state, relating to a reduced bonding environment. It is clear that for ei-
ther case, there are insufficient bonds available to form across the interface to
compensate for the bonds cleaved through when forming either surface. This
highlights the main issue that occurs at this grain boundary (both experimentally
and theoretically); due to the large differences in geometries and bonding envi-
ronments of the CCTO and CuxO materials, it is highly unlikely that a suitable
phase of CuxO will form as the inter-grain material that will not result in a bonding
imbalance and, hence, a metal layer at the interface. Even if such an inter-grain
material is possible, it is even more unlikely to form throughout all of the grain
boundary regions of a single sample. Thus, this metal layer should be present in
almost any sample of CCTO, resulting in the sample exhibiting colossal permittiv-
ity.
The metal layer has significant consequences for the system’s dielectric char-
acteristics. The shell of charge is localised around the grain, embedded in a
CuxO shell (Figure 3.11), which prevents conduction. However, when an elec-
tric field is applied, this charge is drawn to one side of the grain. This effect
creates a massive effective response in the polarisation when an electric field is
applied, akin to the Maxwell-Wagner effect commonly noted in the IBLC model.
Thus, this is presented as the fundamental mechanism, at the atomic scale,
responsible for colossal permittivity. This metallic interface detailed here leads
to charge build-up at the interface in the grain boundary region, as shown in
Figure 3.12a. This figure supports recent measurements for the current den-
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Figure 3.11: Schematic of the microscopic dielectric response of a colossal per-
mittivity material. Diagram displaying charge confinement to the metallic inter-
face between the non-metallic regions of CuxO and CaCu3Ti4O12 (the red and
blue circles denote positive fixed ions and free-flowing electrons, respectively).
In response to an electric field (E-field), these charges are seen to flow past the
CaCu3Ti4O12 but are still confined to this interface region due to the surrounding
insulating CuxO inter-grain material.
sity [175] as higher charge density equates to higher current density. This ar-
gument also explains the Scanning Electron Microscopy measurements [202]
that show a higher charge density in the grain boundary region and how the
permittivity of samples typically increases when the grain boundary resistance
decreases [27,117,139,147,160,164,173,175,203,204]. Works highlighting in-
creased current [202, 205] and the presence of negatively charged states [206]
at the grain boundary region can also be exampled by this metallic interface.
It is important to understand that, unlike most oxide interfaces, this metallic be-
haviour is not created by oxygen vacancies, which is the normal mechanism for
metallic interfaces in oxides [207] but actually due to the unusual structure of the
interface. Here, we determine that the metallic region is caused by states unique
to the interface created by the disorder in stoichiometry of the two materials at
the interface, which results in one or more species being in excess. These inter-
face states explain that the freeze out in colossal permittivity, observed at very
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Figure 3.12: Electronic properties of the metallic interface in the CCTO/CuO sys-
tem, obtained from first principles calculations. (a) Dependence of the free charge
(current) on location within the CCTO/CuO system, denoted by the black (blue)
line. The black line denotes a 1D plot of the partial charge density ranging from
−0.1 eV to the Fermi energy along the [001] direction. The blue line displays ex-
perimental measurements of current at different points through a CCTO sample
(data adapted from Reference 175). The different regions of the sample are la-
belled. (b) The Orbital density of states associated with the interface states of the
CCTO/CuO system shown in Figure 3.10b, with energies relative to the Fermi en-
ergy. The inset depicts a colour map representing a 2D cut of the partial charge
for the structure taken in the (001) plane at the interface between the CCTO and
CuO regions, with an energy range of −0.1 eV to the Fermi energy (energy range
between the two dashed lines in the main figure). Red and blue denote greater
and lesser charge, respectively.
low temperatures [118] is clearly attributed to the narrowing of these states in the
metallic interface.
3.7.1 Orbital analysis
To understand the nature of the metallic layer, we explore the nature of the states
at the interface in the CCTO/CuO system. From analysis of projected orbitals
at the interface, as demonstrated by Figure 3.12b, we can attribute the states
near the Fermi-level to a combination of oxygen-p orbitals and copper-d orbitals.
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These interface states have three characteristics that differentiate them from the
bulk: 1) the interface p orbitals are split, whereas they are degenerate in bulk
CCTO; 2) the interface shows no significant dyz contribution (< 0.4 %), contrary to
bulk CCTO; 3) at the interface, the pz and px orbitals contribute more than the py
(pz = 31.5%, px = 30.1 %, and py = 10.1 % contributions), whereas, in bulk CuO,
the py is dominant. This is different from oxygen vacancies, where the missing
atoms lead to a redistribution of charge on the nearby metal atoms. In addition,
this characterisation of the interface reveals that the metallic interface cannot be
ascribed to a charge build up due to the band alignment, creating neither a Schot-
tky barrier, nor a two-dimensional electron gas. Both cases are characterised by
a continuous distortion of the valence bands (or conduction bands), which result
in a charge build-up at the interface between the two regions due to a potential
well forming. Such a potential well would be demonstrated by the valence band
maxima or conduction band minima showing high correspondence to their bulk
counterparts, which is not the case here. Similarly, the conductive layers are not
a result of conduction via π-bonds [208], as such bonding would show a regular,
ordered pattern in the charge density across the interface. The topological plot,
Figure 3.12b inset, demonstrates no features that can be attributed to such bond
order and, thus, cannot be the cause of the metallic interfacial properties.
Hence, the previous discussion allows us to rule out the four most common mech-
anisms for a metallic interface, i.e. 1) oxygen vacancies, 2) charge build up due
to band alignment, 3) conductive chains of π-bonds forming along the interface
plane, and 4) by the energetic arguments discussed earlier, the formation of a Cu
metal resulting in conduction. Thus, the metallic interface is caused by dopant or
defect states localised to the interface formed by mismatched bonding between
the two regions.
3.7.2 Oxygen vacancies
Thus far, we have shown that the oxygen vacancies are not responsible for the
metallic interface, but it is important to understand how such vacancies would
impact on the above discussion. In the literature, there have been numerous ex-
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Figure 3.13: Energetic and electronic properties of oxygen vacancies near the
CCTO/CuO interface, obtained from first principles calculations. (a) Ball and stick
model depicting the simulated locations of individual oxygen vacancies in the
CCTO/CuO interface system. (b) The formation energy of the vacancies as a
function of distance from the interface with individual locations depicted in (a).
(c) Layer-projected density of states of the CCTO/CuO interface with an oxygen
vacancy located at the interface. The colour legend denotes the stoichiometry
associated with each layer. The blue/red colour bars denote the CCTO/CuO re-
gions. Energies in the density of states are given relative to the Fermi energy.
perimental studies of the affects of oxygen vacancies on the dielectric properties
of CCTO samples [209–211]. Notably, in 2004, Fang et al. [209] annealed CCTO
samples in oxygen atmospheres, which resulted in a reduction in the permittiv-
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ity. Later, in 2013, Masingboon et al. [210] explored the capacitance of CCTO
samples and found that an increase in capacitance was linked to an increase in
oxygen vacancies forming in the grain boundary region.
To explore oxygen vacancies in the CCTO/CuO interface, we first model ones at
various distances from the interface to determine the most favourable location
for them to form. The formation energy of individual oxygen vacancies is ener-
getically more favourable near the interface, rather than in either the bulk CCTO
or CuO regions, with a difference of 2.4 eV when compared to bulk CCTO (Fig-
ure 3.13). The introduction of these vacancies increases the number of states
near the Fermi-level (Figure 3.13c), increasing the carrier concentration of the di-
lute metal, which, in turn, increases its conductivity. This increased conductivity
means that the system has a greater amount of charge to polarise, thus resulting
in a higher colossal permittivity. This helps to explain how the variation in growth
conditions can have a strong affect on the permittivity [212]. Critically, this result
also explains the positive correlation between oxygen vacancy concentration and
colossal permittivity [209–211].
3.8 Impedance model
Whilst the initial intention of this project was to calculate the dielectric response of
a CCTO/CuO grain boundary structure using ab initio methods, this is no longer
possible due to the metallic nature of the interface. As the interface is metallic,
the introduction of an electric field across this system would result in an infinite
response from the electrons near the Fermi-level (a polarisation cannot be calcu-
lated for a metal). In the grain structure, the metallic regions are pinned between
the non-metallic grain and inter-grain materials, allowing charge to flow around
the grains, but not between them. However, in our modelled structure discussed
above, the metallic interface is infinitely periodic in the interface plane, allowing
charge to flow freely. As such, to explore the dielectric properties of the grain
system, we draw an analogy between it and a circuit model.
To illustrate how the atomic scale picture affects the macroscale, we have mod-
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Figure 3.14: Dielectric response in colossal permittivity materials, obtained from
circuit model calculations. Permittivity (εr) and dielectric loss (tan (δ)) plots of a
resistor-capacitor circuit model and experimental data (experimental data 1, 2, 3
and 4 adapted from References 136, 137, 124 and 138, respectively).
elled the the dielectric characteristics of the colossal permittivity material shown in
Figure 3.11 as a series of resistor-capacitor (RC) elements (see schematic in Fig-
ure 3.15). The electrodes (electrode), grains (CCTO), inter-grain materials (CuO)
and metallic interface (metal) are each taken as individual RC elements. This is
analogous to applying impedance spectroscopy to such a system, [124,213,214]
allowing for the measurement of permittivity (εr) and loss (tan (δ)), where loss is
a description of the lifetime of the polarisation of the material in the absence of
an external field. In Table 3.1, we present how each component of the circuit,
and their respective contributions to the dielectric response of the entire system,
change the impedance spectra.
Impedance calculations [215–217] are performed using a constant phase element
approach [218]. This involves describing each component in the system as RC
parallel elements. CCTO grains and CuxO inter-grain materials are described as
RC elements, whilst the metallic interface and electrodes are described as purely
resistor elements. From this, we gain a large network of grains, interfaces and
grain boundaries connected between two electrodes. We are able to assign an
effective impedance to this overall system by appropriately summing impedance
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Figure 3.15: The proposed circuit model used as an analogue to the grain-grain
boundary structure present in CaCu3Ti4O12 samples.
values of the series and parallel components. This effective impedance can be
written as
Z =2Zelectrode






















where, n and m define the number of grains parallel and perpendicular to the
current, respectively. Primed (′) elements denote those whose elements are in
series with the CCTO grain element (i.e. perpendicular to the flow of current).
The inter-grain material of CuO is taken as one large lattice in which the CCTO
grains and metal layers are embedded.
Using our RC model, we show that an increase in grain size results in a larger per-
mittivity (Figure 3.14), supporting existing experimental observations [124, 136–
138]. As a consequence of larger grain size, the volume of the surrounding dilute
metal shell increases; as such, there is a greater amount of trapped charge that
is able to be polarised under an applied electric field (Figure 3.11). Other ad-
justments to the system cannot account to for the large changes in the dielectric
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Table 3.1: Contributions of the RC circuit model components and their geome-
tries to the dielectric properties.
Increasing variable
εr 1st plateau tan δ peak
magnitude frequency regime magnitude frequency occurs at
In-field grain length Increase Smaller Increase Lower
Out-of-field grain length Decrease No change No change Lower
In-field inter-grain length Decrease Larger Decrease Higher
Out-of-field inter-grain length† No change Smaller Decrease Lower
In-field interface length† Increase No change No change No change
Out-of-field interface length No change Larger No change Higher
In-field contact length† No change Smaller Increase No change
Out-of-field contact area No change No change No change No change
ρgrain No change Smaller No change Lower
ρinterface No change Smaller No change Lower
ρcontact No change No change No change No change
ρcircuit Increase Smaller Increase Lower
ρinter-grain No change Reduces loss at low frequencies
† Significantly smaller contributions compared to the other components.
response (Table 3.1).
The results of the circuit model can also be used to describe the effect that grain
size has on breakdown. Shown by Chung et al. [219], the breakdown of CCTO
appears to be inversely related to the grain size. As the grain size increases, the
breakdown decreases. As the increase in grain size is caused by an increase in
sintering time, one can also consider this as a decrease in grain boundary size
(the longer a sample is sintered for, the more material moves from the disordered
grain boundary material and into the ordered grain. Hence, a larger grain here
is linked to a thinner CuxO region, and, thus, a smaller separation between the
metallic interfaces, which requires a smaller electric field to overcome the now
thinner insulating CuxO.
A colossal permittivity metamaterial could be engineered by embedding metal
shells inside of an insulating solid, mimicking the structure shown in Figure 3.11.
This provides a route to producing artificial colossal permittivity materials. This
mechanism offers new insight into the metallic behaviour seen in a range of oxide
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interfaces, due to the origin being different from the majority. To investigate this
phenomenon further, we propose applying a large magnetic field perpendicular
to the a.c. electric field. This will result in a polarisation component perpendicular
to both fields.
3.9 Summary
In this chapter, we have employed first principles density functional theory meth-
ods to investigate colossal permittivity in CaCu3Ti4O12. In doing so, we attribute
the fundamental phenomenon behind this to an unusual metal interface forming
in the grain boundary region. This metallic interface is unusual in that it is not
created by oxygen vacancies, but due to the breakdown in stoichiometry at the
interface. Due to the confined shells of charge created, an applied field moves
the charge to one side of the grain, resulting in a massive polarisation and thus
colossal permittivity.
The formation of the metallic interface has then been compared with the exten-
sive background literature of experimental data available for the system and have
shown how this mechanism describes all common and irregular results seen. This
effect can be enhanced by either adding (or in reality increasing) the concentra-
tion of oxygen vacancies or by increasing the grain sizes. The results presented
here provide a new understanding of oxide interfaces and colossal permittivity
and provide a future for how both could be manipulated and characterised.
In the following chapter, we shall consider a system that depicts a similar ar-
chitecture of grains (cores) embedded in a surrounding grain boundary material
(shells). We shall focus on the interfaces formed in such a system and explore
new materials that can form at the interface between two different materials.
Chapter 4
Fresnoite
“Nature isn’t classical, dammit, and if you want to make a simulation of nature, you’d
better make it quantum mechanical, and by golly it’s a wonderful problem, because it
doesn’t look so easy."
— Richard Feynman
4.1 Introduction
The previous chapter involved the investigation of naturally-forming interfaces –
grain boundaries – and how these can change the properties of the macroscale
system. We mentioned how materials can form at these grain boundary regions
with their forms being dependent on the growth conditions. Here, we shall analyse
a material that can form at a interface between BaTiO3 and SiO2.
This chapter starts with a detailed discussion of BaTiO3@SiO2 core-shell struc-
tures and the interest that surrounds them. It is discussed how fresnoite, Ba2TiSi2O8,
is present at the interface between BaTiO3 and SiO2 for a wide range of growth
conditions. As such, it is decided that, to fully understand the interface between
BaTiO3 and SiO2, a full characterisation of Ba2TiSi2O8 is first needed. The re-
sults are then presented, discussed and a comparison between characterisation
using a GGA and a screened-hybrid functional is made. First, the crystal prop-
erties of fresnoite are presented. The screened-hybrid functional is shown to
much more closely resemble experimental data. Next, the mechanical properties
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are calculated, namely the elastic tensor and Raman frequencies. The dielectric
and electronic properties are then presented and analysed. Lastly, a summary is
presented.
In order to fully understand the electronic and elastic characteristics of materi-
als, such as fresnoite, first principles methods such as density functional theory
are necessary [220]. Very little literature is currently available on first principles
calculations for Ba2TiSi2O8, with only one paper partially exploring its electronic
properties via the generalised gradient approximation (GGA) of DFT [221]. It
is, therefore, unclear whether such results can be fully reliable as it is well known
that GGA significantly underestimates the band gap of semiconductors, as well as
electron localisation [222]. Our choice of the Heyd-Scuseria-Ernzerhof (HSE06)
hybrid functional [72, 73] is due to its improved accuracy for electron localisation
and band gap values [222]. An alternate approach would be to consider GW cal-
culations [223]; the GW method is fundamentally different from that of DFT, it can
more accurately calculate realistic band gaps in non-metallic systems at greater
computational cost. However, it has been recently shown [224–226] that for sys-
tems without a defect, HSE06 calculations accurately capture the bulk properties
as well as GW calculations, for a lower computational cost. Hence, our approach
here is focused on the application of HSE06.
4.2 Background
Due to the high permittivity exhibited by BaTiO3 (BTO) (ε′r greater than 5000 at
1 kHz) [227, 228], it is seen as a material with great potential for device appli-
cations, such as capacitors [229], energy storage devices [107], phased array
radar [230] and random access memory [231]. However, as with most materi-
als that exhibit large relative permittivities, it is accompanied by a high dielectric
loss [31, 107], reducing its effectiveness for energy storage applications. There
has been a recent focus on overcoming this issue by forming composites that can
exhibit both the high permittivity found in BTO and the low dielectric loss of materi-
als such as silica, SiO2 [232–234]. To this end, BTO@SiO2 core-shell composites
have been made that exhibit the high breakdown voltage of SiO2 whilst maintain-
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ing the high permittivity of the BTO [30,235,236], giving them greater promise for
use in high energy density capacitors. However, it has been shown that, during
growth, a layer of Ba2TiSi2O8 (BTSO), forms across a diffusion length into both
materials originating from the interface [237, 238]. Whilst these core-shell struc-
tures have been shown to exhibit both desired properties experimentally, theoreti-
cal studies of BTO|SiO2 interfaces do not mirror these results [239,240]. It should
also be noted that experimental studies of BTSO have not shown it to exhibit un-
usually high permittivity values [241–244]. As such, it is likely that the interfaces
of either BTO|BTSO or BTSO|SiO2 are likely responsible for the properties seen
in experiment.
It should also be noted that, as many manufacturing processes for BTO involve
growth on silica wafers, intermediate fresnoite layers can form during the pro-
cess [237]. Therefore, regardless of whether the interest is in core-shells of
BTO@SiO2 or merely growing samples of BTO on SiO2 wafers, BTSO will likely
be present in the system, an additional practical motivation for understanding the
its properties. As such, a clear understanding of the properties of BTSO is desir-
able.
Fresnoite was first reported in 1965 after naturally occurring deposits of the crys-
tal were found in eastern Fresno County [245]. Since then, crystals of the ma-
terial have been grown successfully with relative ease [246–248], allowing for
detailed experimental characterisation of its piezoelectric and dielectric proper-
ties [246]. BTSO has the space group P4bm, experimental lattice parameters of
a = 8.529 Å and c = 5.211 Å, and displays a melting temperature of 1445 ◦C [247],
with no known phase transition below this temperature [246, 247]. The tetrahe-
dral TiO5 structure present in fresnoite makes it highly polar [249], causing it to
exhibit piezoelectricity [250, 251], nonlinear optical properties [246, 248] and fer-
roelectricity [252]. Due to this highly polar structure, modelling surfaces of fres-
noite becomes rather challenging as most potential cleavage planes form non-
stoichiometric and charged surfaces.
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Core
Shell
Figure 4.1: Diagram of a core-shell structure.
4.2.1 Core-Shells
Whilst the growth and study of colloidal solutions of metal nanoparticles has been
prevalent in the literature for nearly two centuries [253, 254], the study of semi-
conductors began in the 1980s [255–258]. These colloidal semiconductors have
seen much focus due to their ability to show improved, and sometimes new, semi-
conducting properties over that of their bulk materials [259, 260]. In the 1990s,
this process was then furthered by coating the nanoparticles in other compounds
in order to form layered structures, synthesising core-shells [261] (see Figure 4.1
for an example structure). These composites offer highly functional materials with
sometimes novel properties. Due to their structure, the resulting properties can
be modified by changing not only the composite materials, but also their shape,
the number of layers and the core to shell ratio [262]. This high level of tunability
allows for a large range of potential systems, with many possible properties.
4.2.2 Interface between BaTiO3 and SiO2
Interfaces between BTO and SiO2 (or Si) can form fresnoite. Whilst there are
growth conditions in which fresnoite does not form at the interface between these
two materials, it is more common that it does. Typically, BTO@SiO2 systems with-
out the fresnoite phase tend to show lower permittivity values [236, 263], whilst
small proportions of it can result in higher permittivity values [30,32,235,237,264–
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267]. However, too much fresnoite will reduce the desired effect [243]. There is,
hence, the need for a fine balance between the high permittivity of BTO and low
loss of SiO2, which is mediated by the fresnoite interfacial layer.
4.3 Ab initio simulation details
In this chapter, results are presented using the GGA-PBE functional and the
screened hybrid HSE06 functional [268]. In order to optimise the structure of
BTSO, the internal atomic coordinates were fully relaxed using PBE until the
residual Hellmann-Feynman forces acting on every atom became smaller than
0.01 eV/Å. The theoretical lattice constants were then found for both PBE and
HSE06 whilst maintaining the experimental ratio of a/c, which was done to better
compare with experimental data. The structural optimisation was carried out us-
ing an energy cutoff of 600 eV and a 4× 4× 6 Monkhorst-Pack k -point mesh [88].
To better understand the localisation of electrons within fresnoite, Bader charge
analysis [188] was performed on BTSO and BTO using both functionals. For di-
electric tensor, elastic tensor and Raman calculations, a higher energy cutoff of
650 eV was used along with a 6 × 6 × 8 Γ-centred Monkhorst-Pack k -point mesh
to sample the Brillouin zone using the PBE functional.
4.4 Characterisation of an interface material
To fully understand the properties that can arise from this material in an interface
system, one must first have a comprehensive understanding of its properties as
a bulk material. Here, we present a first principles exploration of the electronic,
dielectric and mechanical properties of fresnoite Ba2TiSi2O8 using the GGA-PBE
and hybrid-HSE06 functionals. The reason for this comparative study between
the two choices of functionals stems from the points put forward in Section 2.7.3,
namely the improvement to the structural and electronic properties (charge trans-
fer and band structure). In doing so, a more accurate characterisation of the
electronic and optical response of this material can be obtained, which can help
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(a)
(b)
Figure 4.2: Ball and stick models depicting the crystal structure of Ba2TiSi2O8
seen in the (a) (001) and (b) (100) planes, with the unit cell being outlined in both.
The TiO5 pentahedrons and SiO4 tetrahedrons are highlighted, where O(4) and
O(2) are located at the bottom of them, respectively.
drastically when comparing to experimental studies.
4.4.1 Crystal properties
Figure 4.2 displays the crystal structure of BTSO. Ba and Si are in Wyckoff po-
sition 4(c), whereas Ti is in 2(a). Whilst the other atomic species each display
only one type, oxygen displays four distinct types, with O(1) in Wyckoff position
2(b), O(2) in 4(c), O(3) in the general 8(d) potion and O(4) in 2(a). Fresnoite has
a tetragonal unit cell, displaying a space group of P4bm, with experimental lattice
parameters of a = 8.529 Å and c = 5.211 Å [247]. Presented in Table 4.1 are
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Table 4.1: Theoretical and experimental lattice parameters, cohesive energy and
band gap of Ba2TiSi2O8 and tetragonal BaTiO3 unit cells.
Method
Lattice parameter (Å)
Cohesive energy (eV/atom) Eg (eV)
a c
Ba2TiSi2O8 PBEa 8.6500 5.2918 -6.297 3.793
HSE06a 8.56500 5.2398 -6.989 5.717
Expt.b 8.529 5.211 – –
BaTiO3 PBEa 4.03 4.048 -6.331 1.788
HSE06a 3.98 3.998 -5.978 3.114





the theoretical lattice constants obtained using PBE and HSE06. From the PBE
functional, these parameters are found to be a = 8.650 Å and c = 5.292 Å. With
the HSE06 functional, these parameters become a = 8.565 Å and c = 5.240 Å.
We can see that the HSE06 functional allows for a much improved estimation of
the lattice constants, which is to be expected, with an error of less than 0.6 % with
respect to the experimental values.
Ba2TiSi2O8 is known, both experimentally and theoretically, to be favoured over
that of separate BaTiO3 and SiO2 [271]. Due to this, at the right temperature of
growth, fresnoite forms at the interface between BaTiO3 and SiO2 up to a diffusion
thickness from the interface. On its own, BTSO shows no interesting dielectric
properties, with a permittivity of around 12 across a range of 1–100 kHz [242,244,
250]. To determine the chemical stability of BTSO theoretically, we calculate the
formation energy of the crystal. To obtain the formation energy of fresnoite, we
must compare its total energy to that of the composite oxides (see Appendix G).
Due to its complex stoichiometry, multiple configurations of stable oxides can be
compared as composites. Here, we compare the formation of Ba2TiSi2O8 to that
of BaTiO3, SiO2, BaO and TiO2. The first comparison is made by considering
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BaO, BaTiO3 and SiO2 as the compounds used to grow BTSO:
Ef1,BTSO = EBTSO − EBaO − EBTO − 2ESiO2 . (4.1)
Here, EA denotes the total energy of one chemical unit of the material A. Using
this definition, the formation energy per unit of BTSO is −2.928 eV. The negative
value defines BTSO to be more favourable than these composite oxides.
Another comparison can instead be made against just BTO and SiO2 as the
growth compounds. Here, however, stoichiometry with BTSO cannot be achieved.
To resolve this, a second material must be formed from the reaction. Here, 2 units
of BTO and 2 units of SiO2 are combined, resulting in 1 unit of BTSO and 1 unit
of TiO2, with the formation energy being defined as:
Ef2,BTSO = EBTSO + ETiO2 − 2EBTO − 2ESiO2 . (4.2)
Using this formula, we obtain a formation energy of −1.667 eV. This reaction pro-
cess is seen to be less stable than the previous, which is likely due to the stronger
chemical stability of BTO when compared to BaO and TiO2 (BTO has a formation
energy of −1.261 eV from the compounds of BaO and TiO2). Regardless, both
chemical processes exhibit negative formation energies, which clearly shows that
BTSO is more chemically stable than its growth compounds.
4.4.2 Mechanical properties
The elastic properties of fresnoite are presented in Table 4.2. The tetragonal
structure of BTSO breaks symmetry between the C11 and C33 elastic constants.
We find that our results agree well with the experimental values for direct defor-
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Table 4.2: Theoretical and experimental elastic moduli, Cij (in units of GPa), of
Ba2TiSi2O8, BaTiO3 and quartz SiO2. The elastic constants are defined in their
usual notations.
Material C11 C12 C13 C33 C44 C66
Ba2TiSi2O8a 180.57 84.06 45.25 102.56 23.47 66.74
Ba2TiSi2O8b 165.5 57.7 43.6 99.9 31.7 69.4
BaTiO3a 280.52 102.65 101.34 271.62 120.23 120.76
SiO2c 81.1 8.3 7.5 104.8 49.7 36.4
a This work, calculated using PBE
b Expt. [248]
c Local density approximation. [278]
where V is volume, E is the total energy of the material and V0 is the volume
at zero pressure. In this case, the value of 131.73 GPa is obtained for the single
crystal. This value lies between that of BTO (175 GPa) [272] and quartz silica
(37.2 GPa) [273, 274]. Values for polycrystalline elastic moduli can also be ob-
tained from the elastic tensor via the Voigt-Reuß-Hill approach [275] . For BTSO,
we find the values of the bulk, shear and Young’s moduli to be 85.06 GPa, 35.57 GPa
and 94.60 GPa, respectively. For single-phase BTO, we show a Young’s modulus
of 247 GPa, in good agreement with literature [276]. From these results, we see
find that polycrystalline BTSO is more flexible than that of BTO. The difference
between the two values of bulk modulus for BTSO are due to the difference be-
tween single crystal and polycrystalline structures. The bulk modulus shows that
the system becomes more susceptible to deformation when under pressure with
increasing SiO2 content. The mechanical stability of a system is defined using the
Born stability criteria [277]. The elastic constants, presented in Table 4.2, show
the system is stable, according to these criteria.
By comparing the value of C11 for BTSO to that of BTO and SiO2, the elasticity
along the [100] direction is found to be the average of the two. Whereas, for the
elasticity along the [001] direction, we find fresnoite to be lower than that of both
BTO and SiO2; through the inclusion of Si and O in BTSO, the direct deformation
in c becomes close to the value found in pure SiO2.
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The O(4)–Ti–O(3) bond angles are found to be 106.4◦, whereas the O(2)–Si–O(3)
and O(2)–Si–O(1) bond angles are 115.4◦ and 110.7◦, respectively. In comparison,
the bond angle for O–Ti–O in BTO is 90◦, and the angle for O–Si–O is 109.5◦ in
quartz silica. The larger Ti–O bonding angle found in fresnoite suggests that the
Si–O bonding is dominant; whilst the larger Si–O bonding angle than in SiO2 is
likely caused by the large ionic Ba–O bonds in fresnoite.
Raman frequencies are obtained for BTSO, which show that the system is dy-
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Table 4.4: Theoretical and experimental values for the relative permittivity of
Ba2TiSi2O8 in the static and high-frequency regimes, ε0ii and ε∞ii , respectively.








Ba2TiSi2O8a 3.365 3.200 14.548 11.774
Ba2TiSi2O8b – – 15 11
a This work, calculated using PBE
b Experimental result from Reference [251]
namically stable as it exhibits no modes below 0 cm−1. Through factor group
analysis, BTSO is shown to have 47 Raman-active modes, split into 11 A1, six B1,
10 B2 and 20 E modes, where the E modes are doubly degenerate. The strongest
peak exhibited in Raman spectra, at around 876 cm−1 [279, 280], is found in our
analysis. We see good agreement in the vibrations that give rise to these modes.
For example, the bands between 600–700 cm−1 are due to Si–O(1)–Si stretching;
whereas the bands between 800-925 cm−1 are due to SiO3 stretching. We find that
two bands around 854 cm−1 are due to symmetric and antisymmetric stretching of
the Ti–O(4) bonds. Bands are found at 864 cm−1 and 890 cm−1 that correspond to
symmetric and antisymmetric stretching modes of the SiO3 groups.
4.4.3 Dielectric properties
We perform linear response calculations using DFPT to obtain the dielectric ten-
sor for BTSO using the PBE functional. In doing so, we find the dielectric con-
stants along the a and c axes (εxx and εzz, respectively) (Table 4.4), which com-
pare well with those found in experiment – 15 and 11 for ε0xx and ε0zz, respec-
tively [244, 250, 251]. Due to the isotropy of the [100] and [010] directions, εxx
and εyy are equal. In comparison to the relative static permittivity of SiO2 (3.9),
fresnoite displays values roughly three times larger. Yet it is much lower than the
exceptionally high values of dielectric constant of BTO (over 103). This is to be
expected though, as the large dielectric constant exhibited by BTO is caused by
a pressure-induced phase change [281]. As fresnoite is not known to display any
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other phases up to its melting point [221], this effect is not present.
Refractive indices can be obtained by using the approximation of n =
√
ε∞. Due
to the uniaxial nature of BTSO, it displays two refractive indices, no and ne, relating
to the a and c axes, respectively. It, therefore, also displays a birefringence, ∆n.
From our theoretical values of the high frequency responses, we find refractive
indices of no = 1.8344 and ne = 1.7889, with ∆n = 0.0455. Reference [282] shows
experimental refractive indices of no = 1.86109 and ne = 1.84596 in response to a
wavelength of 0.31256 µm, with a birefringence of ∆n = 0.01513. Oxygen defects
strongly affect optical responses of the system, and are likely the cause of the
discrepancy between our theoretical results and those found in experiment. Our
results show a much higher birefringence than those found in the experimental
values, showing a larger anisotropy. This suggests that the purer (less defective)
the crystal is, the greater the anisotropy will be.
4.4.4 Electronic properties
Charge distribution
To better understand the electronic and polar properties, we first examine the
charge distribution. By performing Bader charge analysis, we are able to obtain
a more accurate picture of the localisation of electrons across the unit cell. In
Figure 4.3, we present the charge distribution across the fresnoite unit cell for both
the PBE and HSE06 functionals. In the system, strong oxidation occurs to the
barium atoms, causing them to display strong ionic bonding with nearby oxygen
atoms. This is typical of barium in oxides and is very similar in its behaviour to
BTO (Table 4.5). Bader analysis shows very little charge on the silicon atoms and
further analysis of the charge density suggests this is due to covalent bonding
between them and their neighbouring oxygen. Although titanium shows partial
ionic bonding between neighbouring oxygen atoms, it exhibits more covalent-like
bonding than the barium, with the charge being shared between both the Ti and
O atoms.
Comparison of the HSE06 and PBE functionals shows that the charge localisation
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(a)
(b)
Figure 4.3: Ball and stick model depicting the Bader charge analysis of
Ba2TiSi2O8, performed using the (a) PBE and (b) HSE06 functionals. The num-
bers depict the amount of charge gained by each atom when compared to the
isotropic charge of the respective atomic species.
broadly remains the same. Small charge redistribution is seen on the barium, and
no charge redistribution occurs on the silicon. Significant charge redistribution is
instead seen on the titanium and oxygen atoms. Overall, these results are ex-
pected as charge is generally found to be more delocalised with GGA functionals
than the HSE06 functional.
The HSE06 functional calculations show slightly stronger oxidation occurring to
the Ba atoms than the PBE functional. In general, Bader charge analysis reveals
the Ba has a positive charge. In PBE calculations, this value is +1.66, whereas in
HSE06, the value is +1.71, indicating the ionic bonding is stronger in the real sys-
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Table 4.5: Bader charge analysis of the tetragonal unit cell of BaTiO3 using the
PBE and HSE06 functionals. Here, O(1) are the two O that lie in the Ti plane and
O(2) the O atom that lies in the Ba plane.
Functional
Electrons gained
Ba Ti O(1) O(2)
PBE -1.640 -2.085 +1.235 +1.256
HSE06 -1.696 -2.307 +1.322 +1.360
tem than a PBE calculation would suggest. Although no change of charge is found
on the silicon atoms, their neighbouring oxygen atoms see slight charge redistri-
bution. O(2), O(1) and O(3) all exhibit an increase in charge comparing HSE06
with PBE. Similarly, silicon atoms show slightly increased ionicity and decreased
covalency. In comparison, O(4) and Ti atoms all show significant differences in
charges between the two functionals. Overall, an increased localisation of charge
doesn’t change covalent bonds much; whereas ionic bonding is shown to depend
quite heavily on the choice of functional. This stronger ionisation is also visible in
the band structures seen in Figure 4.4; the increased ionisation results in a larger
band gap.
When comparing BTSO and BTO, we find that barium and titanium show similar
charge characteristics, regardless of choice of functional. Through the introduc-
tion of silica to form BTSO, electron distribution across the oxygens is radically
changed. Oxygens neighbouring silicon atoms gain roughly 1.8 electrons each -
whereas O(4) gains only 1.13 electron. In both systems, Ti atoms ionise roughly
2.3 electrons each. Due to the polar nature of BTSO, Ti atoms undergo ionic
bonding with oxygen in the Si-Ti plane, and more covalent-like bonding to oxy-
gens near the Ba plane. This polar structure is also present with the Si atoms,
but to a much smaller extent.
For HSE06, the in-plane bond lengths of Ti–O(4) are found to be 1.68 Å, which is
shorter than the in-plane bonds in BTO (1.99 Å in-plane and 2.01 Å in-tetragonal-
plane). Along with the average loss of 0.3 electrons for O(4) compared to BTO,
this indicates the TiO bonds in fresnoite are more covalent-like. Because SiO2
is dominant in this region, the TiO bonds orientated in the [001] direction are
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(a) Atomic structure.
(b) Atom-PDOS (HSE06).











































































Figure 4.4: Electronic properties of Ba2TiSi2O8, obtained from first principles
calculations. (a) Ball and stick model of Ba2TiSi2O8 used to distinguish between
the four oxygen atoms. (b) Atom-projected density of states (atom-PDOS) for
Ba2TiSi2O8 calculated using the HSE06 functional. The colours of the oxygen
atoms in (a) match their respective density of states in (b). The band structure
and total density of states (in arbitrary units) for Ba2TiSi2O8 using the (c) PBE and
(d) HSE06 functionals. Energies are given relative to the valence band maximum
(VBM).
decreased, preventing O(4) from extending further.
4.4.5 Band structure and density of states
Figure 4.4, displays the band structures and density of states of BTSO as calcu-
lated using PBE and HSE06. The band gap of fresnoite calculated using PBE is
3.79 eV, whereas the hybrid functional method of HSE06 gives the band gap as
5.72 eV (Table 4.1). By comparison, the experimental band gaps of BaTiO3 and
SiO2 are 3.2 eV [269] and 8.9 eV [283], respectively, showing that inclusion of SiO2
in BTSO significantly increases the band gap.
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BTSO is shown to have an indirect band gap of 5.72 eV along the Γ–M direction,
with a second indirect gap of 0.33 eV appearing above the first two conduction
bands. This suggests that BTSO can display, not only a broadband response be-
tween the conduction band and valence band, but also a small optical response
within the conduction band. This optical transition in the conduction band will
look similar to that of defect transitions. Figure 4.4 shows that the electronic con-
tributions due to the oxygen atoms create the valence band edge of BTSO, whilst
the titanium orbitals are dominant in the conduction band. Strong hybridisation
of the O(4) orbitals with the Ti orbitals can be seen in Figure 4.4b, in which both
atoms display very similar features near to the band edges. Fresnoite exhibits
an electronic structure in which the titanium orbitals are dominant in the conduc-
tion band, oxygen orbitals are the main contributor to the valence band edge and
barium orbitals filling the lower valence band. This set of orbital contributions is
similarly present in BTO [272,284,285].
By comparing Figure 4.3b and Figure 4.4b, the weaker localisation of charge on
the O(4) atoms (when compared to the other O atoms in the system) is, again,
attributed to a stronger covalent-like bonding between the Ti atoms above, as
evidenced by the hybridisation of the O(4)–2p and Ti–3d orbitals. One of the
largest differences between the two band structures in Figure 4.4 is the downward
shift of a band near the conduction band edge. This band splitting and increased
dispersion of the O(4)–2p and Ti–3d orbitals is a result of the charge redistribution
in this bond between the two functionals. Due to this splitting, the anti-crossings
present in these bands also increase with use of HSE06. As expected, there is
no significant change of the bands within the valence region between functionals.
The band structure of BTSO calculated using HSE06 displays a strong difference
between the band edges and the bands far from the band gap (sub-bands). Whilst
the valence band maximum (VBM) and conduction band minimum (CBM) states
are relatively dispersionless, the sub-bands show significant dispersion. Large
anisotropy in the system is also present in the bands; we find both the band edges
along Γ–Z display almost entirely flat bands, whereas the other directions display
more dispersion - with a maximum band variation of 0.17 eV. Across the entire
Brillouin zone, we find that two Ti electronic bands at the CBM are separated
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from the rest of the conduction band and act like a defect in the band structure,
with very little dispersion. We describe this state as defect-like as the difference
in the energies of minima-maxima of the band is under 0.001 eV, which means
the electron mobilities are expected to be very low along Γ–Z unless excited to
the second set of conduction bands. This is due to the low percentage of Ti in
the structure, constituting approximately 20 % of the potential Si/Ti sites. The
conduction band is, therefore, highly sensitive to the titanium and its surrounding
environment.
Finally, we present the effective masses of the electrons (m∗e) and holes (m∗h) at
the CBM and VBM, respectively, obtained using the HSE06 functional. Due to
the curvature, the values for m∗e,h depend on the total range of the Brillouin zone
considered. The value ranges represent us approximating the band edge within
15 % or 25 % of the Brillouin zone near to the band edge in the quadratic regime. It
is found that holes travelling along the Γ–M direction display an m∗h of 2.1–2.3 me.
Whereas electrons at the conduction band edge exhibit an effective mass, m∗e, of
4.7–5.7 me along Γ–M. By comparison, we notice the conduction band edge along
Γ–Z displays an almost completely flat band. This suggests very little conduction
along this direction with an effective mass of approximately 300 me. However, this
value is difficult to quantify in a meaningful manner as we attempt to fit a nearly
flat band to a quadratic. But we can confidently state a minimum value of at least
147 me. The non-dispersive nature of the band edge in this direction is due to the
more layered-like structure along the c-axis, which has led to reduced bonding
along that axis.
4.5 Summary
Electronic and mechanical properties of Ba2TiSi2O8 have been obtained and com-
pared using the generalised gradient approximation and hybrid functional meth-
ods. The Ti–3d state is found to dominate the conduction band edge, whilst the
O–2p is the main contributor to the valence band edge. With the use of a hybrid
functional, the band gap is corrected from 3.79 eV to 5.72 eV. The hybrid func-
tional shows overall stronger ionic bonding and weaker covalent bonding within
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the structure; both the barium and titanium atoms are found to show stronger ionic
bonding than with the GGA functional. The calculated value of 131.73 GPa for the
bulk modulus lies between the values for BaTiO3 and SiO2. Theoretical values for
Raman frequencies of the system allow us to show it to be mechanically stable,
as well as the origin of the vibrational modes. The elastic tensor values we obtain
agree strongly with those found experimentally, showing the system to be highly
anisotropic, as expected. Both the electronic and elastic properties of fresnoite
show it to be a highly anisotropic system, with little dispersion visible in its band
edges along Γ–Z and significant differences between the elastic moduli along the
[100] and [001] directions. We believe that the more accurate HSE06 electronic
structure of BTSO will give a better understanding of the optical and electron
transport properties, as well as providing better understanding of its chemical
structure, which will be helpful for further work on systems involving fresnoite.
This chapter acts as an aid in analysing BaTiO3@SiO2 core-shell structures,
which show unusual dielectric properties. The study of the mechanical prop-
erties of Ba2TiSi2O8 should aid in identifying when it appears at the interface
between BaTiO3 and SiO2. The detailed discussion of the dielectric and elec-
tronic properties can help to determine where the unusual dielectric properties of
BaTiO3@SiO2 core-shells originate from.
In the next chapter, we will explore photovoltaic devices in which interfaces and
junctions are an integral part of the device itself. We shall investigate the band
alignment between various layers within a heterostructure in order to form effec-




“We are star stuff harvesting sunlight."
— Carl Sagan
5.1 Introduction
We were commissioned by a company to study (Sn:Ca)xO solid solutions for their
potential as active layers within photovoltaic cells. During the study, we were
asked to investigate the interfaces and potential transport layers that would be
present within a solar cell using this material as the active layer.
In this study, we investigate Ca-dopants in SnO and how they affect the optical
properties. We identify the dopant concentration relating to the most desirable
optical properties for photovoltaics to be (Sn:Ca)7:1O. With this solid solution being
considered as the active layer of a photovoltaic cell, a set of oxides are studied
to identify potential electron and hole transport layers for the p–i–n architecture.
Finally, a device setup is presented as a possible all-oxide solar cell.





















Figure 5.1: Diagram of the p–i–n solar cell architecture. The hole (electron)
transport layer is abbreviated as HTL (ETL) in the graph.
5.2 Background
5.2.1 Photovoltaics
The purpose of photovoltaics is to convert solar energy into electrical energy. For
such a device to work, a material is needed to absorb the incident light from the
Sun, which can drive a current around a circuit. The size of the band gap of the
material – the active layer – determines the amount of solar radiation the device
can convert into electricity.
Due to the gaseous compounds in the Earth’s atmosphere, the concentrations of
different wavelengths within the solar spectrum at the Earth’s surface vary drasti-
cally. This needs to be taken into account when designing a solar cell to harness
the wavelength with the most energy; whilst shorter wavelengths exhibit higher
energies, they typically exhibit a lower concentration at the surface of the Earth.
When designing solar cells, using different materials, each with a unique band
gap, as the active layer will allow each devices to take advantage of different
parts of the solar spectrum.
Other factors that needs to be considered when determining the optimum band
gap of a material for photovoltaics are the various loss processes. Through
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these processes, absorbed energy will be lost to the system, unable to be con-
verted into electrical energy. The main types of loss involve recombination of
electron-hole pairs (i.e. radiative recombination, Shockley-Read-Hall recombina-
tion, Auger recombination), hot-phonon emission and deep trap states within the
band gap [286, 287]. Many of these lead to faster decay routes for the electron-
hole pair to take, reducing their lifetime and preventing them from being separated
into the circuit.
By identifying the band gap that can best take advantage of the energy available
from the solar spectrum, whilst also trying to mitigate the effects of losses, one
can determine that the most efficient band gap for the light-absorbing layer of a
single-junction solar cell to be 1.34 eV, which equates to the Shockley-Queisser
maximum efficiency of 33.7 % [288, 289]. Whilst there are methods for overcom-
ing this, such as quantum down-shifters [290] and multi-junction solar cells (which
can now reach 47 % efficiency [291], these often come with increased manufac-
turing costs and greater potential for problems to arise within the device (due to
the greater number of components).
There are two main types of photovoltaic cells, p–n junctions and p–i–n. Tradi-
tional silicon solar cells take advantage of the p–n junction design by being p-type
doped on one side, and n-type doped on the other side. Oxide solar cells and per-
ovskite solar cells take on the p–i–n design. Here, we will outline the setup of a
p–i–n junction.
Figure 5.1 displays the band diagram of a p–i–n photovoltaic cell. In this setup, the
majority of the device is the light-absorbing active layer; this layer is an insulator
or semiconductor with a band gap as close to the 1.34 eV set out by the Shockley-
Queisser limit. On one side of this layer is a p-type semiconductor that acts as
the hole transport layer (HTL), with a metal contact attached to the HTL. On the
other side is an n-type semiconductor, used as the electron transport layer (ETL),
with a metal contact attached to this layer also. Whilst it is preferable for the HTL
and ETL to have band gaps greater than that of the active layer, it is not vital. In
such a setup, the light is typically incident on one of the two sides of the device.
In the p–i–n setup, incident light will be absorbed by the active layer, exciting an
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electron-hole pair. Through careful choice of the HTL and ETL materials (depend-
ing on the choice of active layer material), an effective electric field will form over
this device, causing the excited electrons to move through the ETL to the contact
and the holes to be driven through the HTL to the contact on that side. This setup
allows for the separation of charge carriers, which can then be connected to ei-
ther a battery for charge storage or a circuit for immediate use. The architecture
of p–i–n photovoltaic cells uses the interfaces between the various insulators to
separate the charge carriers, reducing the chance of recombination.
For the p–i–n junction, the band alignment between the various layers is of vital
importance. Typically, the transport layers need to be semiconducting/insulating
materials, with band alignments to the active layer exhibiting Type II (staggered)
structure. This allows for the electrons and holes to be driven in opposite di-
rections, aiding in the separation of the charge carriers. The Fermi level of the
contacts should then lie within the band gap of the neighbouring transport layer.
5.2.2 Modern solar cells – silicon
Currently, the material used most for light absorption in photovoltaic devices is sili-
con. The present maximum power conversion efficiency for a single-crystalline sil-
icon solar cell is 26.7 % [292]. With a maximum possible efficiency of 29.4 % [293],
there is still room for improvement. However, due to the band gap of crystalline sil-
icon being smaller than 1.34 eV, as well as strongly indirect, the efficiency cannot
reach the Shockley-Queisser limit of 33.7 %.
Whilst silicon solar cells themselves are not environmentally toxic, the processes
involved in their manufacturing are often dangerous [292]. The methods of build-
ing silicon solar cells are usually energy-intensive and require the use of highly
poisonous and environmentally toxic chemicals [294, 295]; these are typically
used when mining and purifying the silicon, as well as when fabricating other
cell components. Due to the handling of these dangerous chemicals, the manu-
facturing process can be very costly, which can detract from the positive attributes
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of silicon solar cells.
5.2.3 Oxides in solar cells
Oxides take on a large set of roles in solar cells. From transparent contacts [296]
to anodes/cathodes [297, 298] and active solar absorbers [299], oxides have po-
tential in all components of photovoltaic devices. The versatility of these materials
stems from the rich array of electronic properties they can display, along with their
ease of fabrication [19]. They also have great promise in terms of sustainability,
as many of them are formed of abundant, nontoxic elements. Developing a solar
cell in which all components are made of oxides should also aid in the chemical
stability of the device interfaces due to the materials all having similar chemical
compositions.
Already, transparent conducting oxides such as ITO (Sn-doped In2O3) are used
across light-absorbing and light-emitting technologies. Many properties of oxides
can be taken advantage of to allow them to have strong conduction properties
whilst still being transparent to visible light. These include their ease of being
doped, their large band gaps, and their carrier transport properties (such as high
mobilities) [300,301].
Oxide solar cells have the potential to offer cheaper manufacturing costs than
silicon solar cells. This is due to their relative stability and ease of production.
As such, they typically do not use the hazardous chemicals that are required in
crystalline silicon solar cell production. Furthermore, due to the wide range of
oxides, there is a potential to improve the theoretical maximum efficiency by iden-
tifying one with a band gap closer to 1.34 eV than that of silicon. However, there
exist numerous issues with oxides, hindering their uses. These issues include
their short lifetime of photo-excited carriers and limited mobility of minority carri-
ers [302]. Another issue arises due to them typically displaying band gaps above
2 eV, which is far above the aforementioned optimum value of 1.34 eV.
Identifying a material as a potential active layer of a solar cell is just the first step.
The second component that one needs is contacts and, as discussed earlier,
contacts are dependent on the transport layers. Oxides offer a wide range of
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work functions (3.5–7.0 eV) [303]. Ones with low work functions, such as ZnO
and TiO2 are chemically stable and inert, unlike low work function metals (i.e. Ca
and Mg). Oxides with high work functions have the advantage of being low-cost
materials compared to high work function metals (i.e. Pt, Au) [301] and some can
even exhibit work functions that exceed that of their metal counterparts.
Currently, the leading oxide for photovoltaics is Cu2O [301]; however, for a single
junction device, its efficiency is limited to 20 %. Here, we present a study on SnO
and the potential efficiency gains that can be achieved through alloying/solid-
state solutions. By effectively introducing a high concentration of dopants into
a material, one can bring about significant changes in the electronic properties,
potentially reducing the band gap.
5.2.4 Stannous oxide
Stannous oxide, SnO, has been explored recently as a candidate for the active
layer of oxide solar cells [304]. The interest surrounding this material has mainly
come from the s–p bonding it exhibits, which results in a delocalised character of
the valence band states. Due to these delocalised valence bands, the holes in
the crystal exhibit a low effective mass. The highly anisotropic structure of this
material causes it to exhibit vastly different hole effective masses along [001] and
[100] – 0.6 me along [001] compared to 5.6 me along [100]. This characteristic
is similar to that observed in hybrid perovskites, which have seen significant effi-
ciency advancements in a relatively short development timescale. Another inter-
esting character of this material is its highly dispersive conduction bands, which
are thought to allow long minority lifetimes. Whilst hybrid perovskites have seen
strong interest in the field of photovoltaics, they are still held back by low chemical
stability [305, 306], resulting in very short functional lifetimes as devices. This is
a problem not exhibited by SnO, which is stable up to 400 ◦C [307], making it an
effective alternative.
However, whilst there are intriguing characteristics of SnO for photovoltaics, it has
a set of problems that currently prevent it from being considered as a material for
photovoltaics. These problems stem from its small and strongly indirect funda-
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mental band gap. The fundamental gap is 0.7 eV along Γ–M, whilst its optical gap
is 2.1 eV at Γ. SnO shares this problem with silicon, which has a fundamental gap
and an optical gap of 1.1 eV and 3.4 eV, respectively. Due to this strongly indirect
characteristic, solar cells made of silicon need to be made fairly thick to improve
absorption rates at the fundamental gap.
One potential method for improving the optical properties of a material is through
solid solution. By mixing two materials with different properties, one can hope to
form a new material that exhibits some of the characteristics of each. In the case
of SnO, we need to introduce a material that exhibits a larger fundamental gap
that is direct. Recent works in literature have investigated the effects of various
dopants on the optical properties of SnO [304] and have shown that calcium ox-
ide, CaO, can be used to increase its band gap. When forming a solid solution,
one of the main questions, after determining the materials to mix, is the proportion
of each material to use.
5.3 Methods
5.3.1 Schottky barrier height and band alignment
To determine Schottky barrier heights between a metal and a semiconductor, the
highest occupied state for each region within the heterostructure needs to be
identified. To do so, we first need to redefine the Fermi energy EFermi with respect
to a constant of the material, regardless of the surrounding environment. A con-
stant of a material is its average electrostatic potential. By taking the average of
the local potential within a material Pavg, it can be used as a reference point for
the highest occupied state of that material (see Appendix H for a description of
the local potential). This new definition of the Fermi energy can be written as
∆ = W − Pavg. (5.1)
Here, W is the work function of the metal, W = EFermi − Evacuum. For a semicon-
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ductor or insulator, a similar approach can be taken for the hole affinity χh:
∆ = χh − Pavg. (5.2)
The value of ∆ for each constituent can be used to identify the height of the
Fermi energy (or hole affinity) for each material in a heterostructure. By taking the
macroscopic average [308–310] of the electrostatic potential of a heterostructure,
the aforementioned reference Pavg can be found within each region (material).
With the average for each region located, the difference between the energies of
the highest occupied states within each region can be defined as follows:
Φ = (Pavg,1 + ∆1)− (Pavg,2 + ∆2). (5.3)
For a metal–semiconductor junction, Φ is the Schottky barrier height. Whereas,
for a semiconductor–semiconductor interface, the value of Φ would, instead, be
the band alignment.
5.3.2 Hole affinities
To obtain a set value for the local potential of a material, the method of macro-
scopic averaging is employed to average the potential across the material slab
using the periodicity of the atomic structure. By comparing the hole affinities
(work functions) to the averaged local potential, the values of ∆ can be obtained
for each material.
Extreme care must be taken when comparing the theoretical hole affinity pre-
sented here to any experimental ionisation potential. The hole affinity can be
strongly dependent on the surface of a material. The choice of surface termi-
nation (atomic species terminated on) and termination plane (Miller plane) can
strongly affect the hole affinity (ionisation potential) of a material. As such, only
direct comparisons between equivalent terminations should be made. The Miller
planes used are discussed in Section 5.4. For MoO3 slabs, the surface termi-
nates on oxygen atoms. For all other materials, the Miller planes used here result
CHAPTER 5. SOLAR CELLS 133
in only a single potential surface termination (i.e. a single stoichiometric surface
for each material).
5.4 Ab initio simulation details
Our calculations were performed using k -point grids with k -point densities equiv-
alent to those used for analysing the SnO bulk unit cell, with geometric relax-
ations and electronic calculations using 6× 6× 9 and 12× 12× 18 grids, respec-
tively. All k -point grids were Γ-centred and generated using the Monkhorst-Pack
scheme [88]. For slab (and interface) structures, the vacuum gap (and interface
axis) were aligned along c. The k -point grids for these systems were taken as
k1/m × k2/n × 1, where k1 (k2) is the number of points used along a (b) for the
equivalent SnO bulk calculation and m (n) is the supercell expansion from that
original SnO bulk unit cell. The value of 1 along c was chosen due to both the
vacuum gap and layered-structure of SnO.
Electrostatic, or local potential plots were obtained by performing local potential
calculations using the ionic and Hartree components of the potential. This is done
as it much more rapidly converges to the vacuum energy than the exchange-
correlation term of the functional, allowing for a more accurate calculation of the
work functions and hole affinities.
Various phases and termination planes have been explored for materials in this
chapter. Here, we present the studies of only the phases that resulted in the
most energetically favourable interfaces with the active layer. For interface and
slab structures, the following terminations and phases are presented: SnO (001),
Ca (001), Ni (110), monoclinic γ-WO3 (110), CaO (101), anatase TiO2 (001), NiO
(541̄), CaF2 (101), LiF (001), α-MoO3 (001).



























Figure 5.2: (a) Ball and stick model of the atomic structure of SnO. (b) The elec-
tronic band structure of SnO, obtained from first principles HSE06 calculations.
The shaded region highlights the band gap of the system. Energies are given
relative to the valence band maximum (VBM).
5.5 Effects of alloying on stannous oxide
Whilst SnO exhibits some properties that would allow it to be an efficient photo-
voltaic material, it still has many shortcomings. As mentioned previously, alloying
SnO and CaO could allow us to overcome many of these limitations by forming a
solid solution of the two that, hopefully, exhibits the desirable optical properties of
each. This solid solution could reduce the effects of many forms of losses by al-
lowing us to precisely tune its optical properties, leading the way to a very efficient
solar light absorber. To understand more about how this alloying would affect the
properties, we first explore the bulk properties of SnO and CaO, using HSE06.
5.5.1 Bulk properties
Experimentally, stannous oxide is known to have an indirect fundamental band
gap of 0.7 eV [311]. Whilst low enough to allow for absorption of much of the
solar spectrum, most of this energy will be lost through the processes outlined in
Section 5.2.1 (relaxation to band edge and lower absorption rate for an indirect























Figure 5.3: (a) Ball and stick model of the atomic structure of CaO. (b) The elec-
tronic band structure of CaO, obtained from first principles HSE06 calculations.
The shaded region highlights the band gap of the system. Energies are given
relative to the valence band maximum (VBM).
gap). Calcium oxide instead has a fundamental direct band gap of 7.1 eV [312],
which is far too large for an effective photovoltaic material.
Stannous oxide, in the α-SnO phase, exhibits a tetragonal layered structure (see
Figure 5.2a) with a theoretical layer separation of 5.039 Å. It has an indirect fun-
damental band gap between Γ and M (see Figure 5.2b), with a theoretical value
of 0.88 eV; its optical gap is 2.64 eV. The valence and conduction bands near
the band gap both display strongly dispersive characteristics, covering a range
of over 2 eV across the Brillouin zone. This dispersive nature allows for charge
carriers excited within the system to be highly delocalised.
Calcium oxide exhibits a rock-salt structure with a theoretical Ca–O bond length
of 2.435 Å. It has a fundamental direct band gap of 5.32 eV at Γ (see Figure 5.3).
Whilst the conduction band exhibits a strongly dispersive nature, the valence
bands near the band gap are relatively flat, covering a range of less than 1 eV.
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Figure 5.4: The dependence of dopant concentration on the fundamental elec-
tronic band gap size for (Sn:Ca)xO. Where possible, the values obtained using
PBE and HSE06 and experimental results have been compared. Experimental
band gaps of SnO and CaO were obtained from References [311] and [312],
respectively.
5.5.2 Tuning the optical gap through solid solution
Forming a solid solution of the two oxides, SnO and CaO, results in a compound
with the chemical formula (Sn:Ca)xO. By doing so, the aim is to increase the band
gap of SnO by introducing small concentrations of Ca substitutions in Sn sites that
should result in stronger ionic bonding. The goal is to also change the band gap
from indirect to direct, as SnO has a much larger optical gap than its fundamental
gap, which reduces its efficiency as a light-absorbing layer.
In Figure 5.4, the relation between the band gap and the solid solution ratio (x)
is presented. Solid solution ratios lower than 1:1 exhibit similar band gaps, within
a range of 1.2–1.6 eV (HSE06 values), which would all be viable for photovoltaic
applications. We determine that a solid solution with x = 7:1 will achieve a fun-
damental direct band gap of 1.56 eV at Γ, which is much closer to the optimum
band gap of a single-junction solar cell – 1.34 eV – than pure SnO. It is possible
that a composition closer to x = 3:1 could result in a more efficient solar cell as it
exhibits a band gap of 1.22 eV; however, the gap is strongly indirect, so we focus
instead on the x = 7:1 substitution level. It is also worth noting that, in these
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Table 5.1: Formation energy of the four (Sn:Ca)xO solid solutions studied in this
work, obtained from first principles PBE calculations. The formation energy is
defined as the energy difference between the solid solution and the constituent






solid solutions, whilst the band structure exhibits clear changes from that of the
unalloyed band structure, these alterations are not present in the form of defect
states within the band gap. Instead, they present themselves as alterations to the
dispersive bands in both the valence and conduction band regions.
In Table 5.1, we present the energetic cost of forming a solid solution in the α-
SnO phase from the constituent oxides SnO and CaO, normalised to the number
of oxygen:
Ef,n:m = (En:m − nESnO −mECaO) /(n+m), (5.4)
where n (m) represents the number of SnO (CaO) units in the solid solution.
ESnO (ECaO) is total energies of a single SnO (CaO) unit and En:m is the total
energy of the (Sn:Ca)n:mO solid solution. It is apparent that, as the solid solution
approaches equal parts of each oxide, the formation energy increases. Hence,
for the concentrations studied, the most stable solid solution in the α-SnO phase
is the 7:1 ratio, with a formation energy of 0.0543 eV per oxygen atom. However,
as smaller concentrations have not been explored, the trend suggests that no
solid solution between these two oxides is more favourable than them remaining
as individual oxides. Also note that, at higher ratios, amorphous structures may
start to form.
To thoroughly explore the potential dopant arrangement within the structure, each
dopant concentration was allowed to fully relax from the SnO and the CaO atomic


























Figure 5.5: (a) Ball and stick model of the atomic structure and (b) electronic
band structure of (Sn:Ca)7:1O, obtained from first principles HSE06 calculations.
The shaded region highlights the band gap of the system. Energies are given
relative to the valence band maximum (VBM).
geometries. It was found that the SnO geometry was favourable for all concen-
trations other than 0:1 (CaO). However, whilst the α-SnO phase is found to be
more favourable for the solid solutions explored than the rock-salt phase (calcium
oxide-like phase), we have not exhaustively searched through the phase space
to determine if this is the most stable phase.
As with all alloying concentrations studied here, the (Sn:Ca)7:1O solid solution
sees only slight atomic reconstruction. Whilst the α-SnO phase is maintained,
the layer separation decreases from 5.039 Å to 5.022 Å. This decrease is also
seen in the in-layer Sn–O bond lengths, which reduce from 2.251 Å in bulk SnO to
2.240 Å in the aforementioned solid solution. The reduction in Sn–O bond lengths
is attributed to the larger Ca–O bond lengths of 2.294 Å (likely caused by the more
ionic-like bonding exhibited by Ca atoms). Overall, by adopting a Ca atom in the
SnO structure, the SnO substructure reduces in size.
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Table 5.2: Formation energy and band gap of (Sn:Ca)7:1O in the three regimes
of Ca atom arrangements, obtained from first principles PBE calculations. The
optical gap of the clustered arrangement is 1.0791 eV.
Arrangement Ef (eV/Ca) Eg (eV)
clustered 0.0570 1.0573 (indirect Σ–Γ)
intermediate 0.0543 0.9943 (direct Γ–Γ)
even 0.0516 0.9141 (direct Γ–Γ)
5.5.3 Effects of solid solution arrangement
Having chosen the 7:1 ratio for the SnO:CaO solid solution due to the improved
band gap and low formation energy, we now explore further permutations of the
(Sn:Ca)7:1O atomic structure by considering supercells with different arrange-
ments of the Ca atoms (using the PBE functional). We have considered 3 regimes
for the Ca atoms: clustered, intermediate and even. The three regimes repre-
sent the Ca dopant atoms being either clustered on neighbouring cation sites
(clustered), arranged identically in each stacked layer (intermediate or vertically
aligned), or evenly distributed throughout the supercell (even). These represent
the 3 extrema arrangements and, as such, should be descriptive of the solid so-
lution. In Table 5.2, we present the formation energy and band gap of these
regimes. Firstly, we note the formation energies for all of these arrangements are
very similar (∆Ef = 0.0054 eV). As such, any (Sn:Ca)7:1O solid solution grown
would likely exhibit all of these regimes at different points within the sample. Sec-
ondly, the even distribution is the most energetically favourable form; this indicates
that the Ca atoms have a tendency to be evenly distributed in a sample over that
of a clustered distribution. Thirdly, the band gap shows a small dependence on
the Ca arrangement, with a variation of ∆Eg = 0.0716 eV. By considering the
close formation energies, it is likely that any physical sample of this solid solution
would likely have a variation in the bulk band gap.
A comparison of all the arrangements shows an increase in the band gap when
compared to SnO, as well as a move to a direct band gap. The exception is the
clustered form, where there is no significant difference between the direct and
indirect gap sizes (0.0218 eV). The improvements to the optical properties are





















(b) Even stacking arrangement
Sn OCa
Figure 5.6: Diagram of the four stacking arrangements explored for the
(Sn:Ca)7:1O solid solution. (a) The three less favourable stacking arrangements:
centre, surface and stacked. (b) The atomic structure of the even stacking ar-
rangement.
the main focus of this work. Finally, for future sections, the even arrangement
discussed in this subsection is qualitatively equivalent to the even stacking order
discussed in the following sections (both show a Ca arrangement where the Ca
atoms are evenly distributed throughout the solid solution).
5.5.4 Effects of surfaces
For slab simulations, various stacking arrangements of the alloyed-SnO layers
were explored to determine the most energetically favourable stacking (see Fig-
ure 5.6). The four arrangements considered were: 1) clustered dopants in the
centre of the slab (centre), 2) clustered dopants at the slab surface (surface), 3)
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Table 5.3: Formation energy of (Sn:Ca)7:1O slab formation with particular stack-
ing arrangements, obtained from first principles PBE calculations. The formation
energy has been determined by comparing the energy of the slab with that of the
bulk intermixed structure. All are normalised to a single Ca atom. Layer sepa-
ration is measured as the distance between the midpoint of two layers. Centre
layer separation defines the separation between the two layers in the centre of





centre 0.412 4.921 5.083
surface 0.554 5.031 5.012
stacked 0.207 4.938 5.084
even 0.175 4.701 5.191
equally distributed across each layer with the dopants stacked directly above each
other (stacked), and 4) equally distributed across each layer with the dopants be-
ing spatially separated along each axis (even). The formation energy of the four
stacking arrangements as compared to the bulk solid solution are presented in
Table 5.3; the most energetically favourable configuration is found to be the even
form. The two distributed forms – stacked and even – are found to be significantly
more energetically favourable (>0.2 eV/Ca) than the clustered forms – centre and
surface. In Figure 5.5a, it can be seen that each layer of SnO has a zig-zag struc-
ture, with Sn atoms occupying the peaks and troughs of this design. As the Ca
atoms occupy the Sn-sites, the slab structure allows these dopants to either face
towards the surface or towards the centre of the slab. It was found that the Ca-
dopants prefer to reside in the sites farthest away from the surface in each layer.
Thus, for considering the properties of (Sn:Ca)7:1O layers, we will now, given this
result and that of the bulk, consider the even stacking.
To form slabs for each stacking arrangement discussed above, four fully stoichio-
metric layers of SnO were used as the template. Due to the short length of bonds
along c, layers were kept intact and, instead, cleaving was performed between
layers. Next, Sn-sites were replaced with Ca atoms until the Sn:Ca ratio of 7:1 was
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(a) SnO















































Figure 5.7: Electrostatic potential of (a) SnO and (b) (Sn:Ca)7:1O, obtained from
first principles PBE calculations. The green lines denote the midpoint of the
macroscopic average of the electrostatic potential near the centre of the slab of
the material. Energies are given relative to the vacuum energy.
achieved. As such, each stacking arrangement was stoichiometrically equivalent
to each other and the bulk solid solution presented in Figure 5.5. The structure
of the (Sn:Ca)7:1O solid solution is presented in Figure 5.6b. Whilst substantial
reconstruction does not occur in any of the arrangements, slight changes are
seen in the layer separation. In pure SnO slabs, the slab centre and surface layer
separations are 5.036 Å and 5.035 Å, respectively. For the even stacking arrange-
ment, we see a strong disparity between the centre and surface layer separations,
with the former being compressed by 0.335 Å and the surface separation having
expanded by 0.156 Å.
The electrostatic potential for SnO and the solid solution (Sn:Ca)7:1O are pre-
sented in Figure 5.7. When comparing the local potentials of the two materials,
it can be seen that this high dopant concentration causes an increase in the hole
affinity χh, which, in turn, reduces ∆. The hole affinity of SnO is 4.31 eV and ∆ is
4.24 eV, whilst the hole affinity of (Sn:Ca)7:1O is 4.93 eV and ∆ is 3.77 eV.
By increasing the hole affinity of the material, (Sn:Ca)7:1O allows for more oxides
to work as hole transport layers. This is due to the preference for oxides to exhibit
hole affinities typically greater than 5 eV [313–315].
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5.6 Development of transport layers
Having established a potential photovoltaic active layer, we now need to consider
transport layers to aid in the separation of charge carriers. We explore a set of
candidate transport layers for the (Sn:Ca)7:1O solid solution. A detailed study of
contact layers has not been performed here due to the Fermi-pinning that often
occurs between metals and oxides [316].
5.6.1 Work functions and hole affinities of potential transport
layers
Here, we explore a set of undoped candidate materials as potential electron and
hole transport layers for (Sn:Ca)7:1O. The properties that determine whether a
material can act as an efficient electron/hole transport layer originate from its
electronic structure. The electron and hole affinities and the conductivity of the
charge carriers (i.e. the dispersion of the valence and conduction bands) de-
fine a material’s capabilities as a transport layer. To be an effective transport
layer, a material must either show a Type II (staggered) or Type III (broken) band
alignment with the active layer, or exhibit a strongly bipolar conductivity for the
holes and electrons (strongly different hole and electron effective masses). In this
study, we focus on the former. Candidate materials with hole and electron affini-
ties below (above) the hole and electron affinities of the active layer can act as an
electron (hole) transport layer. If a Type I (straddled) band alignment is present
instead, then the effective electric field experienced by both carriers will point in
the same direction, driving both the electrons and holes to the same layer and
likely increasing charge recombination rates.
In Table 5.4, we present the hole affinities of potential transport layers (work func-
tions for metal contacts) and compare them to the hole affinity of the active layer.
In doing so, one can identify whether a material is more suitable for hole or elec-
tron transport. Using the table alongside the previous criteria for identifying elec-
tron and hole transport layers, we can determine that WO3 and CaO should be-
have as hole transport layers, whilst MoO3 should be the only viable electron
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Table 5.4: Hole affinities and work functions of various potential contact, transport
and active layers for a photovoltaic cell. TiO2 is presented in the anatase phase.
Unless otherwise specified, hole affinities, work functions and theoretical band
gap values are obtained from first principles PBE calculations.
Layer Material χh (eV) Eg,theory (eV) Eg,expt (eV)
Active layers
SnO 4.31 0.56 0.7 [311]
(Sn:Ca)7:1O 4.93 0.90 1.56a
Transport layers
WO3 3.74 0.75 3.4 [317]
CaO 4.09 3.58 7.1 [312]
TiO2 6.20 2.04 3.4 [318]
NiO 6.7±0.1b – 4.3 [319]
CaF2 6.69 7.38 11.2 [320]
LiF 7.68 9.39 13.6 [321]
MoO3 8.50 1.73 3.1 [317]









b Experimental result from Reference [303]
transport layer from the list. The other potential transport layers straddle the band
gap of the active layer, which would force both charge carrier types to flow away
from the transport layer. Note, due to the intrinsic n-type dopant state of TiO2
(caused by inherent oxygen vacancies [323]), it is possible that this layer could
act as a hole transport layer.
In Figure 5.8, the local potentials for Ca, CaO, TiO2 and MoO3 are presented (the
work functions/hole affinities are detailed in Table 5.4). Comparing the hole affini-
ties of two materials allows for an initial estimation of their relative band alignment,
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Figure 5.8: Electrostatic potential of (a) Ca, (b) CaO, (c) TiO2 and (d), obtained
from first principles PBE calculations. Energies are given relative to the vacuum
energy.
but does not account for potential interactions between the two materials. These
interactions can often lead to changes in the band alignment, which must be con-
sidered when determining the capabilities of a photovoltaic cell. Hence, modelling
an interface structure containing the two materials is necessary in order to fully
capture their band alignment.
Whilst direct comparison with experiment is not recommended, we point out here
that our theoretical value of the hole affinity of WO3, 3.74 eV, does not compare
well with that of experiment – with ionisation potential values typically being close
to 9.66 eV [317]. This difference of almost 6 eV is rather peculiar as changes in
surface terminations and Miller planes are unlikely to account for such a large
disparity. Furthermore, due to the chemical similarity of WO3 and MoO3, one
would expect them to have similar ionisation potentials (which they do in exper-
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iment [317]). This disparity could be a result of the many stable phases of WO3
(which has multiple stable monoclinic and triclinic phases near to room tempera-
ture) [324], but would then be present in the experimental data also.
Other metals and oxides from Table 5.4 show smaller disagreement with affinities
and work functions presented in literature. The experimental work function of
Ca is known to be 2.86 eV when terminated on the (111) Miller plane, which is
in good agreement with our result of 2.76 eV for the (101) plane. The 8.50 eV
hole affinity of MoO3 shows a closer agreement with experiment – 9.68 eV. For
TiO2 anatase, the experimentally obtained hole affinities range from 6.73 eV to
over 8 eV [303, 325, 326], whereas our theoretical value is 6.20 eV. These can
be strongly dependent on whether the result is of anatase, rutile, or a mix of
the two and can be strongly surface dependent (with experimental reporting on
the (101) plane). No experimental values for affinities could be found for CaO.
As mentioned previously, for all hole affinities presented in this work, care must
be taken when comparing to experimental data as these values can be strongly
dependent on the material phase and termination plane.
5.6.2 Band alignment of transport layers with (Sn:Ca)7:1O
In order to fully understand a p–i–n junction, the junction must first be explored
without dopants. In doing so, it can be determined how the materials will align
without the effect of dopants and whether the alignment is desired. Intrinsic
dopants, such as oxygen vacancies require extensive exploration to determine
their stable concentration and localisation. By exploring first the undoped sys-
tems, we can identify how the bands align without the pinning caused by intrinsic
defect levels.
By generating interface structures using a transport layer and the active layer,
one can determine the band alignment between the two layers by using Equa-
tion (5.3). Interfaces between the active layer (Sn:Ca)7:1O and a set of candidate
materials have been modelled – WO3, Ca, Ni, CaO, TiO2, NiO, CaF2, LiF and
MoO3. During atomic relaxation, it was found that Ni and NiO regions became un-
stable as they relaxed to amorphous phases. The interface between (Sn:Ca)7:1O
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Table 5.5: Predicted and calculated band alignments of a set of materials against
(Sn:Ca)7:1O. Predicted values are obtained by comparing the hole affinities of the
two materials. Calculated values are obtained from the electrostatic potential of
the interface structure consisting of the two materials. Positive (negative) values
represent materials having valence band maxima above (below) that of the active










and WO3 resulted in an electric field forming across the system; as such, com-
parisons with and analysis of the system became challenging as accurate band
alignment values could no longer be given (further issues could have arisen here
as the relaxation of the system has occurred in the presence of this electric field,
which may have modelled an unphysical growth environment). The rest of the
interface structures were fully relaxed and their results are presented below.
The band alignments between the active layer (Sn:Ca)7:1O and the candidate
transport layers are presented in Table 5.5. Whilst it appears easier to find
transport layers with VBMs below that of the active layer, the band gaps tend
to be much larger than the active layer. This leads to Type I band alignment
occurring in many of the potential electron transport layer candidates. From Ta-
bles 5.4 and 5.5, it is apparent that both hole and electron transport layers are
challenging to find for (Sn:Ca)7:1O. Hole transport layers are limited by the higher
chance of oxides to exhibit hole affinities greater than 5 eV, whilst the problem in
finding electron transport layers is linked to the large band gaps (> 2 eV) typical
of oxides.
From Table 5.5, the differences in band alignment between prediction using hole
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affinities and exact calculation of them is clear. Whilst some band alignments
see little change – (Sn:Ca)7:1O/CaO and (Sn:Ca)7:1O/CaF2 – some see drastic
changes – (Sn:Ca)7:1O/TiO2 and (Sn:Ca)7:1O/MoO3. This highlights the impor-
tance of direct calculation of the band alignments over that of prediction using the
hole affinities. However, it is still worth noting that the qualitative results relating
to which VBM sits higher are consistent.
To allow for a detailed study of the properties of the most viable heterostructures,
the density of states for both the heterostructure and its constituent materials have
been calculated. As such, the bulk density of states for Ca, CaO, TiO2, MoO3 and
(Sn:Ca)7:1O are presented in Appendix Figure I.1.
Figure 5.9 depicts the band alignment between (Sn:Ca)7:1O and a set of potential
transport layers – CaO, Ca, MoO3 and TiO2. The bold (dashed) lines in the lo-
cal potentials (density of states) separate the different heterostructures that have
been modelled. From the density of states for each of the heterostructures, it
becomes apparent that interface states arise at the (Sn:Ca)7:1O slab surface, with
similar effects occurring in the surface of the neighbouring transport layer. For
some systems, these are less apparent – such as with the (Sn:Ca)7:1O/Ca het-
erostructure – whereas others show rather pronounced changes – as is the case
with the (Sn:Ca)7:1O/TiO2 heterostructure.
The band alignment between (Sn:Ca)7:1O and Ca is found to be 1.15 eV. Whilst
metals are not normally considered for transport layers, the disparity in the density
of states and the lack of states available near the (Sn:Ca)7:1O valence bands
should allow for a biased transport of the carriers. Furthermore, this disparity
in available electron and hole states could lead to a higher number of electron
carriers compared to holes. However, without a detailed study of the conductivity
of the interface structure, this cannot be confirmed.
TiO2 and (Sn:Ca)7:1O have a band alignment of 0.17 eV, where the valence states
of TiO2 lie below those of the active layer. Due to the larger band gap of TiO2, the
conduction states lie above those of the active layer. This band structure exhibits
a Type I band alignment. Due to these characteristics, it is unlikely for undoped
TiO2 to be a viable candidate for an electron transport layer.
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Density of States (arb. units)
Figure 5.9: (top) Electrostatic potential, (middle) ball and stick model of the
atomic structure and (bottom) layer-projected density of states of (left to right)
(Sn:Ca)7:1O/Ca, (Sn:Ca)7:1O/CaO, (Sn:Ca)7:1O/MoO3 and (Sn:Ca)7:1O/TiO2 het-
erostructures, obtained from first principles PBE calculations. Φ denotes the band
alignment of each heterostructure. The electronic states are aligned to the core
states of the (Sn:Ca)7:1O slab-centre layers. The blue lines in both the top and
bottom panels denote the Fermi energy in the respective region.
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The band alignment between (Sn:Ca)7:1O and CaO is 0.92 eV. This results in the
valence bands of CaO lying close to the conduction band of the active layer. The
large band gap of CaO causes its conduction states to lie far above that of the
active layer. This is a Type II band alignment. From the results presented here,
CaO appears to be a suitable candidate for the hole transport layer.
When studying the interface between (Sn:Ca)7:1O and MoO3, a similar situa-
tion arises as with TiO2 and (Sn:Ca)7:1O – the MoO3 band gap straddles that
of (Sn:Ca)7:1O. With the uncertainty of the band gap of MoO3 (see Table 5.4), it is
possible that it could work as an electron transport layer for (Sn:Ca)7:1O. The large
disparity between the barrier for the holes and the shallow step for the electrons
could lead to a strong separation of the charge carriers.
Heterostructures composed of CaO/(Sn:Ca)7:1O/CaF2 (or CaO/(Sn:Ca)7:1O/LiF)
may be viable p–i–n junctions for solar cells. The holes would be driven through
the CaO layer to the top contact, whilst the electrons would be stuck within the
(Sn:Ca)7:1O active layer. However, this could cause issues with increased charg-
ing of the active layer without a method of discharging this layer.
From the heterostructures explored here, the most viable solar cell designs would
be CaO/(Sn:Ca)7:1O/TiO2 and Ca/(Sn:Ca)7:1O/MoO3. However, the feasibility of
these setups would depend strongly on the inherent oxygen vacancies that would
likely form in the TiO2, CaO and MoO3 transport layers.
5.6.3 Discussion of the effects of doping
Until now, we have considered only materials without any form of doping. How-
ever, many oxides are known to be intrinsically doped, with most binary and
ternary oxides being n-type doped through oxygen vacancies. On the other hand,
monoxides are typically p-type doped. The doping can lead to radical changes in
the band alignment and, thus, its effect should be considered.
Based on the previous section, we shall now look at two potential solar cell setups
in more detail – CaO/(Sn:Ca)7:1O/TiO2 and Ca/(Sn:Ca)7:1O/MoO3. To consider
the effects of oxygen vacancies in potential all-oxide solar cell setups, we model
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a single oxygen vacancy per cell; this is equivalent to a concentration of 1 oxygen
vacancy present per 24 TiO2 unit for the (Sn:Ca)7:1O/TiO2 heterostructure (1.19×
1021 cm−3) and 1 in every 16 MoO3 unit for the (Sn:Ca)7:1O/MoO3 heterostructure
(1.07 × 1021 cm−3). Whilst this concentration is much higher than would likely
exist in a physical system, these represent the highest potential effect of oxygen
vacancies on the band alignment (the extremum). Once the oxygen vacancies
have been introduced into a system, all atoms within the system are atomically
relaxed until the forces are converged to below 0.01 eV/Å.
For the CaO/(Sn:Ca)7:1O/TiO2 and Ca/(Sn:Ca)7:1O/MoO3 heterostructures, de-
fects have not been considered in the Ca, CaO and (Sn:Ca)7:1O regions. As Ca
is a single-species material, intrinsic defects have not been considered. Defects
have not yet been explored in the CaO region as the oxide does not commonly
form with n-type or p-type defects under normal conditions [327–329] (note, how-
ever, that these can be formed through heating). As SnO is known to be intrinsi-
cally p-type doped [311,330], oxygen vacancies should not occur in the structure;
instead, tin vacancies are more likely to form. This presence of cation vacancies
likely follows over into the (Sn:Ca)7:1O solid solution as both SnO and CaO show
a preference towards intrinsic p-type doping. However, due to its unique chem-
istry, the (Sn:Ca)7:1O solid solution would likely lead to a more complicated defect
chemistry and requires its own in-depth study.
Figure 5.10 depicts the effect of an oxygen vacancy in the CaO/(Sn:Ca)7:1O/TiO2
heterostructure, with the vacancy having been placed near the centre of the TiO2
region. As can be seen, the introduction of an oxygen vacancy into the TiO2
region results in n-type doping, in agreement with experiment [314, 331]. This
doping results in two main changes to the density of states. Firstly, the TiO2
material gains shallow n-type dopant states in the band gap. Secondly, the align-
ment of the density of states associated with the TiO2 region is seen to be lower
in energy by about 0.5 eV with respect to the defect-free TiO2 region. With these
changes to the band alignment, TiO2 should be a more viable electron transport
layer for the active layer of (Sn:Ca)7:1O. Finally, the offset in the Fermi levels be-
tween the (Sn:Ca)7:1O/CaO and (Sn:Ca)7:1O/TiO2 regions is seen to be 0.525 eV,
which means that a strong driving field would form across a device with this setup.
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Figure 5.10: (top) Ball and stick model of the atomic structure and (bottom) layer-
projected density of states of the CaO/(Sn:Ca)7:1O and the (Sn:Ca)7:1O/TiO2, ob-
tained from first principles PBE calculations. An oxygen vacancy is present in the
centre of the TiO2 region. The electronic states are aligned to the core states
of the (Sn:Ca)7:1O slab-centre layers. The blue lines denote the Fermi energy in
each system. ∆E defines the difference between the Fermi energies (0.525 eV).
Figure 5.11 depicts the effect of oxygen vacancies in the Ca/(Sn:Ca)7:1O/MoO3
heterostructure. An oxygen vacancy has been introduced near the centre of the
MoO3 region. When comparing the atomic structure of the defected system with
that of the defect-free system (Figure 5.9), we see substantial reconstruction of
the MoO3 region resulting in an anatase-like phase, which causes the layer sepa-
ration to reduce by 0.08 Å. Similarly substantial reconstruction is observed in the
density of states associated with the MoO3 layers, with changes to both the va-
lence and conduction bands. The most significant change, however, can be seen
in the band gap region. Additional occupied states appear between −0.85 and
−0.15 eV, extending well into the band gap (i.e. n-type doping, which is observed
experimentally [314,332]). Due to the substantial atomic rearrangement, it is dif-
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Figure 5.11: (top) Ball and stick model of the atomic structure and (bottom) layer-
projected density of states of the Ca/(Sn:Ca)7:1O and the (Sn:Ca)7:1O/MoO3, ob-
tained from first principles PBE calculations. An oxygen vacancy is present in the
centre of the MoO3 region. The electronic states are aligned to the core states
of the (Sn:Ca)7:1O slab-centre layers. The blue lines denote the Fermi energy in
each system. ∆E defines the difference between the Fermi energies (0.777 eV).
ficult to determine what changes are a result of the oxygen vacancy over those
caused by the rearrangement of the MoO3 layer. To more accurately capture this
region, a larger system would be needed to model a lower oxygen vacancy con-
centration. However, the other layers of MoO3 modelled in this interface system
do not see a similar atomic reconstruction (as no oxygen vacancy is present in
them) and, as such, display the same states as in the defect-free system, with
no change to the band alignment. Therefore, the current results present a sys-
tem where the introduction of intrinsic n-type doping shows no effect on the band
alignment between the active layer (Sn:Ca)7:1O and MoO3, allowing it to remain
as a potential electron transport layer. By comparing core states, the difference
in Fermi energies across the Ca/(Sn:Ca)7:1O/MoO3 system is 0.777 eV.
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Whilst a set of oxides has been explored here for potential transport layers when
using (Sn:Ca)7:1O as the active layer, there are still other oxides that could be
considered. Even though NiO became disordered during atomic relaxations, it
could still be a viable candidate for an electron transport layer due to its favourable
hole affinity of 6.7 eV [303]. Another potential candidate is CuO, which has a hole
affinity of 5.9 ± 0.1 eV and a band gap of 1.2 eV [303]. A final potential candidate
could be CaCu3Ti4O12, which we find to have a hole affinity of 5.65 eV (terminated
on (001) TiO2 planes, as discussed in Chapter 3) and is known experimentally to
have a band gap of 1.5 eV.
Having considered how oxygen vacancies affect the band alignment, we present
two potential setups for an all-oxide solar cell with (Sn:Ca)7:1O as the active layer.
The first is CaO/(Sn:Ca)7:1O/TiO2 and the second is Ca/(Sn:Ca)7:1O/MoO3. Both
designs present favourable alignment of the bands such that a driving field should
be present over the system. Of these, we find the most viable to be the former.
Thus, we suggest that the CaO/(Sn:Ca)7:1O/TiO2 be explored further as a poten-
tially viable all-oxide solar cell design, with an effective energy shift of 0.525 eV.
5.7 Summary
Here we have explored the potential of doping SnO to improve its electronic prop-
erties for photovoltaic applications. It is found that a solid solution formed of SnO
and CaO at a ratio of 7:1 results in the band gap of SnO changing from indirect
to direct and increasing the fundamental gap to 1.56 eV. Furthermore, the SnO
structure shows strong thermal stability and anisotropic conduction properties.
With all of these capabilities, the solid solution (Sn:Ca)7:1O has the promise to be
an efficient photovoltaic material.
However, whilst the electronic properties of the solid solution (Sn:Ca)7:1O make
it an intriguing candidate as an active layer in oxide solar cells, the poor band
alignment between many other oxides makes it challenging to identify a suitable
electron transport layer. Overall, CaO should be a viable hole transport layer due
to its capability to sustain p-type doping and appropriate band alignment with the
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active layer. For the electron transport layer, we see that TiO2 is a promising can-
didate and, from preliminary studies, find that its intrinsic n-type doping should
make it even more suitable. Thus, we recommend that a CaO/(Sn:Ca)7:1O/TiO2
device shows the most potential for an all-oxide solar cell, which would represent
both a step forward in cost, as these materials are readily available, and an im-
provement in performance, due to the direct band gap of 1.56 eV. Finally, we also
put forward a set of potential hole and electron transport layers that are worth
further exploration.
In the following chapter, we shall expand upon the concept of using oxides to
harness sunlight. We explore the use of oxide perovskites for harnessing sunlight
in chemical bonds for energy storage applications.
Chapter 6
Water-splitting
“I believe that water will one day be employed as fuel, that hydrogen and oxygen which
constitute it, used singly or together, will furnish an inexhaustible source of heat and
light, of an intensity of which coal is not capable."
— Jules Verne
6.1 Introduction
Photoelectrochemical water-splitting as a form of hydrogen production is often
described as the ’holy grail’ of electrochemistry and renewable energies [333].
The goal is to cleanly and efficiently produce hydrogen from water in order to fuel
a hydrogen economy (where hydrogen is used as a green fuel to power a society).
The only by-product of producing this fuel is oxygen gas, and the only by-product
of using the fuel is water; thus, it is seen as a clean and cyclical fuel. Many
of the processes that drive photocatalysis occur at the surface of the catalyst.
To determine the capability and efficiency of a material for such a process, a
thorough exploration of the surface reactions is of vital importance.
In this study, we investigate the surface properties of a set of tin-based per-
ovskites, CaSnO3, SrSnO3, BaSnO3 and SnTiO3, as candidates for bifunctional
photocatalysts of hydrogen and oxygen evolution reactions (HER and OER). We
first present the current efficiencies and limitations of photoelectrochemical cells,
detailing the different technologies and the use of each. Then, results of the bulk
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properties of the four candidate materials are discussed, highlighting their elec-
tronic properties. Next, the surface properties for each of these are explored to
determine their potential for photocatalysis. By highlighting the band alignment
between a material and the hydrogen and oxygen evolution potentials, it is possi-
ble to determine whether it can perform water-splitting. To better understand the
potential efficiencies of one of the candidate materials, a study of the adsorption
energies for the individual reactants is presented. Next, the possibility of improv-
ing the water-splitting capabilities through introducing a thin surface coating (an
overlayer) is explored. Finally, a summary of the results is presented.
Previously in this thesis, the notation of A|B was used to define general interfaces
rather than specific orientations. However, for this chapter, slab|overlayer will
denote an overlayer structure; this is due to the drastic phase change exhibited
by the ZrO2 overlayer on the SrSnO3 surface and, as such, the initial Miller plane
of the ZrO2 material has little meaning here.
6.2 Background
As society moves towards greener energy sources, water-splitting has gained
increasing attention as a method for producing clean hydrogen [334–337] (hy-
drogen produced through methods that do not release greenhouse gases). 95%
of current hydrogen production involves significant use of fossil fuels – such as
steam reforming – which negates the positive effects of utilising a green fuel [338–
341]. Water-splitting offers the possibility of easy and clean hydrogen gas pro-
duction, but is currently limited by the inefficiency and instability of the process,
preventing it from being economically viable at present.
Figure 6.1 depicts the energetic process of photocatalysis, which requires a po-
tential difference of 1.23 eV (corresponding to light with a wavelength of about
1000 nm) to be performed. For photocatalysis, the process is performed on a
semiconductor surface (in contact with water). Here, incident photons create an
electron-hole pair in the semiconductor bulk that is then drawn to the surface to
react with the water to separate into O2 gas and H+ ions. The excess protons
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Figure 6.1: Energy diagram depicting the process of photocatalysis. Water-
splitting occurs at the interface between a semiconducting surface and a liquid
(in this case, water).
then react with excess electrons to form H2 gas [342]. The hydrogen gas can
then be used as an energy carrier. To release the stored energy, the hydrogen
can be either burned or recombined with oxygen through redox reactions. For
both methods the only resultant by-product is water.
For a material to be an effective water-splitting catalyst, it must have a sufficiently
large band gap that straddles both the evolution reaction levels and their overpo-
tentials [343] (further potential energy barriers, caused by under- or over-binding
of the reactants to the semiconductor surface, that must be accounted for in order
to facilitate photocatalysis). However, a material’s capabilities can be improved
through the introduction of an overlayer to its surface [39, 40]. This improvement
has been attributed to an improved electron extraction, and a reduction of both the
overpotential and the work function of the catalyst due to its inclusion. Whilst a
range of overlayer materials have been considered, most are applied to the semi-
conductor haematite [344,345], with very few studies considering other catalysts,
such as perovskites [346].
With oxide perovskites having shown great promise in many areas [6, 219, 347,
348], including water-splitting [272,349,350], their bulk properties have been ex-
tensively explored [351]. Their ease of fabrication [352] and relative stability in
water [353] make them suitable for water-splitting applications. The effectiveness
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of a material as a photocatalyst (PC) is determined by its surface properties,
which often differ from the bulk material [40, 354–356]. Thus, a thorough investi-
gation of the surface is necessary to understand photocatalysts [357].
6.2.1 Realisation and current limitations
There are currently two main approaches towards photoelectrochemical cells
(PECs): 1) The method of direct conversion from solar light to hydrogen produc-
tion by using a semiconductor submerged in water as a photocatalyst; this pro-
cess is also called the PC or monolithic design. 2) The use of a photovoltaic cell
to supply current to another material that performs the electrolysis, photovoltaic-
electrolysis; this method is also termed the PV-E or non-monolithic approach.
Whilst the body of this work will focus on the photocatalytic approach to photo-
electrochemical cells, a discussion of the literature of both methods will be pre-
sented here as a comparison between their individual merits.
First, as the PV-E technology spatially separates the light harvesting and elec-
trolytic water-splitting devices, it can directly use advances made in the both pho-
tovoltaic and electrolysis fields, which are currently much more developed and
tested than PEC systems [358, 359]. As this technique builds on two already
established fields, PV-E systems currently exhibit solar-to-hydrogen (STH) con-
version efficiencies above 30 % [360].
Second, the PC technology is a monolithically integrated device, meaning that
the entire process occurs within one device. For this reason, the method has
the promise of being simpler and having cheaper production costs. This is due
to the device needing to be only a photocatalytic semiconductor submerged in
water (however, separating the H2 and O2 gases produced is easier with PV-E
systems). As such, depending on the setup, the system requires no wires and
only a single material needs to be grown. With fewer interfaces, and fewer com-
ponents, there is less chance of failure. The current STH conversion efficiencies
of these systems are around 10 % [361]. It should be noted, however, that the
highest efficiencies for both PEC technologies are currently use multi-junction
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(tandem) solar cells in order to improve the efficiencies, which increases the cost
and difficultly of manufacturing than a single semiconductor.
Whilst PV-E and PC both show potential for water-splitting, each technologies
also has its downsides. The PV-E design relies on two technology lines, with the
accompanying difficulties of integrating them together and the research and de-
velopment costs and timescales multiplied accordingly. The PC monolithic design
currently suffers from issues with regards to the semiconductor|electrolyte inter-
face, such as photocorrosion and many of the catalyst materials investigated so
far exhibiting poor absorption rates across the solar spectrum. The photocatalyst
materials also encounter issues of achieving simultaneously high efficiencies and
stability. Whilst an issue for both forms of the technology, the problem of lifetime is
more prominent in the of the PC systems, with it currently being a major concern.
The maximum theoretical STH conversion efficiency for a single-semiconductor
PC is 30.7 % [362], whereas single-semiconductor PV-E systems are limited to the
efficiency of a single-semiconductor solar cell, 33.7 % [288, 289]. However, both
technologies have seen the use of multi-junction (tandem) architectures in at-
tempts to surpass this single-semiconductor limit. Whilst the PV-E method offers
greater potential maximum efficiencies, the PC approach has greater potential
for low-cost hydrogen production over that of non-monolithic designs [358, 363],
largely in part due to the requirement to install photovoltaic cells.
It should be noted that, due to the photocorrosion stability of the catalyst surfaces,
the PC maximum efficiency is reduced in reality to 8 % [364–366] as the photocor-
rosion stability sets a minimum limit of 2.48 V for the height of the semiconductor
band gap. However, this can be circumvented by use of thin oxide, wide band
gap, overlayers [367,368].
One of the leading issues with PC systems is the difficulty in identifying a material
that simultaneously exhibits the right band gap and is stable in water. As such,
most of the focus in this field has been on identifying, categorising and classifying
materials for the photocatalytic capabilities.
Currently, no industrially practical device exists for water-splitting with pure wa-
ter [369]. Whilst the technologies for two component reactions (separate H2
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production and O2 production) are more developed, a bifunctional water-splitting
device is still in the early stages of development [370]. The ability to perform
simultaneous hydrogen and oxygen gas production would greatly improve the ef-
ficiency and ease of use of the device, as it should help to balance the process
and not create excess by-products (depending on the relative efficiency of the two
processes). This would be called a bifunctional water-splitter.
Hydrogen Fuel Cells
Current efficiencies of fuel cells are around 40–60 % energy efficient. In com-
parison, typical internal combustion car engines are about 12–30 % energy effi-
cient [371]. The efficiency of a fuel-cell can be raised even further to ∼ 80 %
through a method called co-generation, which involves heating the fuel cell. There
exist methods for increasing the efficiency of fuel cells further. These involves
heating the water, thereby introducing more initial energy into the system and
reducing the required energy to split the water; this is called high-temperature
electrolysis (HTE).
In comparison to electric motors, where the efficiency is about 90 %, the hydrogen
fuel cell will likely be less efficient. However, if the right method of hydrogen
production is used, there are no green house gases released during any stage of
this process (with the only by-product being water), which is vital in the post-CO2
economy.
Electric motors, quite apart from requiring entirely separate means of production
for the energy they use in the first place, typically fall victim to multitudinous effi-
ciency losses - storage time, resistance in wires, and poor contacts at charging
stations, to name a few. The use of green hydrogen (hydrogen produced through
non-polluting means, i.e. photocatalysis) drastically reduces the inefficiencies of
generation and storage of energy, as well as reducing the possible by-products of
the process.
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6.2.2 Methods
In this subsection, we shall outline the method used to derive the free energy
steps and the overpotentials for the oxygen reactions calculated here, which fol-
lows the method derived by Nørskov et al. [372,373].
Evolution reaction equations
The oxygen evolution reaction (in acidic solution) is given by the following four
stages:
H2O + ∗
 HO* + H+ + e−, (6.1)
HO* 
 O* + H+ + e−, (6.2)
O* + H2O 
 HOO* + H+ + e−, (6.3)
HOO* 
 ∗+ O2 + H+ + e−, (6.4)
where * denotes a surface site (e.g. O* denotes an oxygen atom adsorbed to the
surface).
The hydrogen evolution reaction is given by:
H2O + e− + ∗
 H∗ + OH−, (Volmer) (6.5)
H2O + H∗ + e− 
 H2 + OH− + ∗, (Heyrovsky)
2H∗ 
 H2 + 2 ∗ . (Tafel)
(6.6)
For this work, the reference potential is set to that of the standard hydrogen elec-
trode (SHE). At this reference, the chemical potential (µ) of hydrogen gas (µH2(g))
is equivalent to that of a proton and an electron,





CHAPTER 6. WATER-SPLITTING 163
µH+ = µ
0
H+ + kBT ln aH+ , (6.8)
µe− = µ
0
e− − eU, (6.9)
µH2(g) = µ
0




Here, kB is the Boltzmann constant, T is temperature, aH+ is the activity of pro-
tons, eU is the applied bias, pH2 is the partial pressure of hydrogen gas and p0 is
the standard pressure (p0 = 1bar). µ0 represents a chemical potential at standard
conditions (pH2 = 1 bar, aH+ = 1, T = 298.15 K). At these conditions, Equa-







In order to link these equations to DFT calculations, a relation between chemical
potential (Gibbs’ free energy, G) and DFT-calculated energy (EDFT) is needed.
For a more rigorous evaluation of the Gibbs’ free energy at 0 K, we add the zero-
point energy to EDFT. These zero-point energies can be calculated using DFT
by obtaining the vibrational frequencies [374]. To introduce a temperature- and
pressure-dependence to this Gibbs’ free energy term, we use
G(T, p) = EDFT + ZPE− TS(T, p) = EDFT +Gcorr (6.12)
where S is the entropy of the system. The required zero-point energies and en-
tropies for the following reactions are listed in Table 6.1. The values of entropy
are taken from standard tables, whereas the values of ZPE are taken from iden-
tical tables in literature [357, 375, 376]. The zero-point motions of the molecules
is equivalent here as they are described in isolation. As for the adsorbate zero-
point energies, the literature [357, 375, 376] has shown that, for binary oxides
and oxide perovskites, the ZPE of adsorbates is found to be independent of the
surface being adsorbed onto. We have calculated the zero-point energies for
both oxygen adsorbed to the SrSnO3 clean surface and hydrogen adsorbed to
the SrSnO3|ZrO2 overlayer and find our value to agree with the tabulated values
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to within the accuracy given in the tables from the previously mentioned articles.
Two different adsorption species were tested to ensure general agreement. An
adsorption on each surface was tested to ensure that both the perovskite clean
surface and a binary oxide overlayer still agreed with this observation. Zero-point
energies are obtained using the finite differences method (implemented using IB-
RION = 5 in VASP) to displace the surface adsorbate (whilst keeping all other
atoms fixed) in order to obtain the Hessian associated with the displacements of
this adsorbate along with its respective eigenvalues. Each eigenvalue can then
be used to obtain the zero-point energy associated with it; with each zero-point
energy being summed to get the total value for the adsorbate [374].
Using the aforementioned relation between Gibbs’ free energy and DFT energy,
the chemical potential for hydrogen is
µ0H2(g) = E
H2(g)
DFT + ZPEH2(g) − TS
0
H2(g). (6.13)
The liquid phase of water is approximated as the gas phase for use as a refer-
ence. This approximation taken at a pressure of 0.035 bar (and at T = 298.15 K)
as, at this pressure, the chemical potentials of the gas and liquid phase of water
are equal,
µH2O(l) = µH2O(g). (6.14)
In terms of DFT energies, this can be described as
µH2O(g) = E
H2O(g)
DFT + ZPE− TS
0(0.035 bar). (6.15)
The final gas needed to be described is oxygen (O2 gas). Since the O2 molecule is
known to be difficult to accurately model with DFT [375,377], we instead replace it
with the reaction: H2O(l) 
 1/2O2(g) + H2(g). However, this reaction costs 2.46 eV
to perform (experimentally). Therefore, the energy for oxygen gas is
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As such, neither the zero-point energy nor the entropy of O2 is needed in the
following equations.
Finally, for the clean slab (denoted with an asterisk ,*), the Gibbs free is taken as
the DFT energy, without any corrections,
G∗ = E∗DFT, (6.17)
which means that it is taken at the athermal limit. This can be done as its temper-
ature dependence is negligible when compared to the molecules and adsorbates,
so is simply ignored. All adsorptions are denoted as the chemical symbol of the
adsorbate followed by an asterisk (e.g. O∗ denotes an oxygen adsorbed to the
surface).
Table 6.1: Entropies (taken at T = 298.15 K), zero-point energies and the correc-
tion term for the molecules considered in this chapter.
Species TS ZPE Gcorr
H2O(g) 0.671 0.550 -0.121
H2(g) 0.403 0.265 -0.138
HO* 0.082 0.342 0.260
O* 0.051 0.075 0.024
HOO* 0.138 0.461 0.323
H*-Osite 0.007 0.307 0.300
H*-Bsite 0.032 0.118 0.086
Oxygen evolution reaction
Using the relation between Gibbs’ free energy and DFT energies outlined in the
previous subsection, Equations (6.1) – (6.4) can be redefined.
The first step of oxygen evolution (Equation Equation (6.1)) can be rewritten as
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∆G1 =∆GHO* −∆GH2O(l) − eU + kBT ln aH+
∆G1 =E
HO*








+ ∆G1,corr − eU + kBT ln aH+ .
(6.18)
The second step of oxygen evolution (Equation (6.2)) becomes
∆G2 =∆GO* −∆GHO* − eU + kBT ln aH+
∆G2 =E
O*






+ ∆G2,corr − eU + kBT ln aH+ .
(6.19)
For the third step (Equation (6.2)),
∆G3 =∆GHOO* −∆GO* − eU + kBT ln aH+
∆G3 =E
HOO*








+ ∆G3,corr − eU + kBT ln aH+ .
(6.20)
Finally, the fourth step of the reaction (Equation (6.4)) is
∆G4 =∆GO2 −∆GHOO* − eU + kBT ln aH+
∆G4 =E
∗








+ 4.92 + ∆G4,corr − eU + kBT ln aH+ .
(6.21)
Below are the definitions for the Gibbs’ free energy correction terms
(Gx,corr = ∆ZPE− T∆S0, where x = 1, 2, 3, 4) for the four steps of the oxygen
evolution reaction:
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∆G2,corr = Gcorr,O∗ +
1
2
Gcorr,H2 −Gcorr,HO∗ , (6.23)
∆G3,corr = Gcorr,HOO∗ +
1
2
Gcorr,H2 −Gcorr,H2O(g) −Gcorr,O∗ , (6.24)
∆G4,corr = 2Gcorr,H2O(g) −
3
2
Gcorr,H2 −Gcorr,HOO∗ . (6.25)
Hydrogen evolution reaction
We define the hydrogen evolution in the following environment. As the free energy
diagrams are taken with respect to the standard hydrogen electrode (SHE, pH = 0
and U = 0), then there are two main points to consider: 1) There is an abundance
of hydrogen around and 2) there is no energy difference between the state of
H+ +e− = H2. Point 1) means that there is no limit to the number of hydrogen ions
available for adsorption. Hence, when an electron is introduced to the surface,
the hydrogen ion with the surface binding energy closest to that of it in a H2
molecule will desorb (regardless of whether it is positive or negative). The second
point means that, instead of considering the full Volmer-Heyrovsky or Volmer-Tafel
equations, they reduce down to simply three steps:
2H+ + 2e− 
 H∗ + H+ + e− 
 2H+ + 2e−
(or)
2H+ + 2e− 
 2H∗ 
 2H+ + 2e−
(6.26)
The first and last step are equivalent (at the aforementioned equilibrium reduction
potential, U = 0). Hence, the intermediate step of |∆GH∗| is taken as the descrip-
tor of the HER activity for a wide variety of catalysts. For spontaneous reaction
without an activation barrier, we need |∆GH∗| to be zero. To calculate the free
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energy of the intermediate step, one can compare the energy of the H adsorbed













+ ∆GH*,corr − eU + kBT ln aH+ .
(6.27)
Hydrogen is found to be more energetically favourable to adsorb on O sites for
both SrSnO3 and SrSnO3|ZrO2 systems, so we only need to consider the O-
site adsorption correction energy. Therefore, the corrected Gibbs’ free energy





Overpotentials define the deviation in each free energy step of a reaction path-
way from that of the ideal case when at U = 0 V. For the OER, the ideal energy
of each step (∆Gx, x = 1, 2, 3, 4) is 1.23 eV. For the HER, the ideal energy of
the intermediary step is 0 eV. The overpotential can be seen as the extra energy
required to make the reaction pathway favourable (the maximum extra energy re-
quired for any one step of the free energy diagram). The theoretical overpotentials
are independent of pH and are given for the standard conditions.
The overpotential for the OER, ηOER, is defined as
GOER =
∣∣∣∣max[∆G1,∆G2,∆G3,∆G4]∣∣∣∣,
ηOER = (GOER/e)− 1.23V.
(6.29)
The HER overpotential, ηHER, is then defined as








As the overpotentials are independent of pH, they are, instead, relative to the
OER and HER. The OER and HER, however, do depend on pH, which can be
taken into account by using a Nernstian correction [372],









where F is the Faraday constant and R is the gas constant.








However, as we compare to the vacuum energy (Evacuum), it is more useful to con-
sider the reaction levels with respect to Evacuum. Hence, we restate our reaction
levels as
EHER = −4.44 eV + 2.303 kBT pH,
EOER = −5.67 eV + 2.303 kBT pH.
(6.33)
6.3 Ab initio simulation details
All calculations were completed using the PBE [63] functional. This includes
structural relaxation, density of states and local potential calculations (see Ap-
pendix H for a description of the local potential). However, to accurately assess
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materials for their potential as water-splitters, HSE06 [268] was used to accu-
rately calculate the band gaps. As the primitive cells of CaSnO3 and SrSnO3 are
orthorhombic, they contain four perovskite units (ABO3), whereas the BaSnO3
and SnTiO3 primitive cells, being cubic, contain a single perovskite unit. All con-
siderations of k -point grids are performed using a single cubic perovskite unit as
the reference, with 9× 9× 9 Monkhorst-Pack grid [88] equivalents being used.
It has been noted that perovskite structures prefer to terminate on (001) sur-
faces [378–380]. Thus, to generate our surface systems, supercells equivalent
to a 2 × 2 (a × b) extension of an orthorhombic unit cell were formed, with a
14 Å vacuum gap introduced along the [001] Miller direction. Our surfaces were
structurally relaxed, and electronic properties studied, using appropriate k -point
grids. Electronic structure calculations were carried out using slabs 4 formula
units thick and clean-surface/adsorbate calculations were carried out with slabs 3
formula units thick. All slabs had an additional BO2 layer to ensure both surfaces
terminated with BO2. This unit cell geometry leads to surface adsorptions with an
effective concentration of 7.7× 1013 cm−2.
6.4 Bulk properties
The band structures for CaSnO3, SrSnO3, BaSnO3 and SnTiO3 are presented in
Figure 6.2 (see Figure 6.3a for an example perovskite orthorhombic bulk unit cell).
For the perovskites with the chemical formula ASnO3, where A=(Ca, Sn, Ba), the
low-lying conduction bands are found to be very dispersive, covering a range
of 3–5 eV. In contrast, their valence bands are much more flat, leading to a
far less dispersive set of bands. This leads to a large disparity in the in the
density of states for these materials (hence why all density of states covering the
conduction band regions presented in this chapter are magnified by 10 times).
For SnTiO3, the conduction bands and valence bands appear much more similar,
with comparable dispersive qualities for both.
The hole and electron effective masses for the bulk materials are presented in
Table 6.2. CaSnO3 and SrSnO3 exhibit similar trends of effective masses, with
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(a) CaSnO3



















































































Figure 6.2: Band structures of bulk (a) CaSnO3, (b) SrSnO3, (c) BaSnO3 and
(d) SnTiO3, obtained from first principles PBE calculations. Energies are given
relative to the highest occupied molecular orbital (HOMO).
the electrons having 1/10th the effective mass of the electrons. BaSnO3 displays
a similar disparity in its effective masses, although to a lesser extent (1/6th). This
lower electron effective mass is due to the strong dispersive nature of the conduc-
tion bands, leading to strongly delocalised conduction states. Again, SnTiO3 is
the most dissimilar. Here, we find that the electrons instead show a much greater
effective mass than the holes, with a value of 28.4 me, which arises due to the
extremely flat first conduction band along Γ–K. For SnTiO3, the holes will be far
more delocalised than the electrons.
The orbital-projected density of states (PDOS) for the four bulk materials consid-
ered in this chapter are seen in Figure 6.5 (for CaSnO3, BaSnO3 and SnTiO3)
and Figure 6.6a (for SrSnO3). For the bulk structures of CaSnO3, SrSnO3 and
BaSnO3, the valence bands are found to be dominated by p-orbitals of the oxy-
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(b) (001) BO2 surface
Figure 6.3: Ball and stick models depicting the atomic structure of an orthorhom-
bic perovskite (a) bulk unit cell and (b) BO2-termination.
gen atoms, whereas the conduction region is jointly contributed by both s- and
p-orbitals (with s-orbitals contributions being 1.7× larger than the p-orbitals). The
d-orbital contribution is insignificant for the region between −2 eV and 3 eV (i.e.
the energy range covered by the band structures in Figure 6.2). For SnTiO3, the
valence bands are equally composed of s- and p-orbitals. The conduction band
is dominated by d-orbitals, with minor contributions from the p-orbitals. The large
disparity between the ASnO3 materials and SnTiO3 clearly originates from the lo-
cation of the Sn species in the perovskite structure. Due to Sn species occupying
the covalent bonding site in the ASnO3 structure, the states near the band gap
are dominated by the Sn–O bonds. Whereas, in the SnTiO3 case, the Sn atom
takes up the ionic bonding site, thus leaving the states near the band gap to be
dominated by the Ti–O bonds.
6.5 Surface properties
6.5.1 Choice of surface termination
In general, the (001) surface termination offers two potential surfaces, AO and
BO2. However, various oxide perovskites have been shown experimentally to
favour the BO2 surface [197–199]. Also, the electronic states associated with the
A cation generally lie far away from the Fermi level [381]. As such, their states
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Table 6.2: Hole affinities (χh), band gaps (Eg) and electron (m∗e) and hole (m∗h)
effective masses for CaSnO3, SrSnO3, BaSnO3 and SnTiO3. The hole affinities
and band gaps are in units of eV and the effective masses are in units of me. The
bulk values of hole affinities are calculated aligning core states of the bulk with
those of the slab. The electron and hole effective masses are obtained for the
bulk materials. These effective masses values are obtained by fitting a parabolic
to the conduction band minimum and valence band maximum, respectively. The
form of the parabolic is then used to obtain the effective mass. The hole affinities
and effective masses are obtained from PBE calculations, whilst the band gaps






χh Eg,bulk χh Eg,slab
CaSnO3 -6.520 3.812 -6.450 2.983 0.460 -4.643
SrSnO3 -6.103 3.113 -6.126 2.432 0.460 -3.139
BaSnO3 -6.672 2.149 -6.532 1.120 0.124 -0.760
SnTiO3 -5.159 2.853 -4.939 2.022 28.420 -0.256
will be of less importance to the surface electronics. This gives reason to focus
on just the BO2 surfaces and, to support this further, we outline our investigation
of the energetic and electronic properties of both potential surfaces.
First we consider the energetic stability of either surface termination. The follow-
ing equations are used to calculate the A- and B-site vacancy formation energies,
Ef,A and Ef,B, respectively:
Ef,A = Evac − Eslab +
(






Ef,B = Evac − Eslab + (EABO3 − EAO − EO2) . (6.35)
Table 6.3 displays the energies of forming surface cation vacancies (with concen-
trations of 0.008 Å−2, 0.008 Å−2 and 0.014 Å−2 for CaSnO3, SrSnO3 and BaSnO3,
respectively). From this table, it can be seen that, for SrSnO3 and CaSnO3, the
energy cost of forming a surface cation vacancy is much lower on the AO surfaces
than the BO2 surfaces (where the cation on the AO surface is the A atom, and
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Table 6.3: Formation energies of surface cation vacancies for the AO- and BO2-
termination surfaces (where the cation vacancy on the AO surface forms on the
A-site, and the cation vacancy on the BO2 surface forms on the B-site). These
energies are obtained from first principles PBE calculations.
Material





the cation on the BO2 surface is the B atom). As such, the AO-termination is less
stable than the BO2-termination.
We next explore the band gap values for the AO and BO2-terminated slabs for
CaSnO3, SrSnO3, BaSnO3 and SnTiO3. In Table 6.4, it is clear that the BO2-
termination results in a smaller band gap than the AO-termination. This can be
explained as the electronic states being more strongly reconstructed at the BO2
surface than the AO-termination. As such, the BO2-termination represents the
more significant deviation from the bulk, which can show us the extreme of form-
ing a surface in this material. Note that the formation energies of vacancies for
SnTiO3 are not presented here due to the instability of its bulk (with a formation
energy of 1.04 eV per perovskite unit). However, SnTiO3 is still valid to consider
for the purposes of water-splitting as thin layers of it are stable and have been
produced experimentally [382].
Due to the exploration of the electronic and vacancy energetics outlined above,
the remainder of this study focuses solely on the BO2-termination for the per-
ovskites considered in this study. The BO2 surface of an example orthorhombic
perovskite structure is presented in Figure 6.3b.
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Table 6.4: Band gaps (Eg) relating to the AO- and BO2-terminations of the per-









6.6 Core state alignment
Figure 6.4 highlights the alignment of core density of states peaks for the surface
and bulk systems of the four perovskites considered. As the core states are
more than 25 eV below the HOMO levels of the respective structures, we argue
that these states are minimally affected by the formation of a surface. As such,
alignment of these core states allows investigation of changes in higher energy
states from the formation of a surface. This methodology allows us to align the
bulk electronic states (and subsequently the band gap) with the surface electronic
states and, hence, align the bulk band gap with respect to the vacuum energy.
The method used to obtain the vacuum energy involves calculating the electro-
static potential of a slab system (such a system includes a vacuum gap) in order
to determine the potential of the vacuum region [310, 383], termed as the vac-
uum energy, Evacuum. The hole affinities, found in Table 6.2, are calculated by
using Evacuum as a global reference energy to compare to the highest occupied
molecular orbital, HOMO (or valence band maximum), of the slab. The distance
between the HOMO and Evacuum is the value of the hole affinity χh. Evacuum, being
a global energy reference, is then also used as the reference point for the hydro-
gen evolution reaction (HER). The HER is 4.44 eV below the vacuum energy [384]
(as the absolute electrode potential is 4.44 ± 0.02 V for the standard hydrogen
electrode [385]).
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Figure 6.4: Alignment of the core states of the bulk and BO2-terminated slab for
a set of tin-based oxide perovskites. Density of states displaying the core states
of bulk (a) CaSnO3, (b) SrSnO3, (c) BaSnO3 and (d) SnTiO3, obtained from first
principles PBE calculations. The offset of the valence bands between the bulk and
slab forms are seen, where the insets highlight the highest occupied molecular
orbitals (HOMO). Energies are given relative to the surface HOMO.
6.7 Orbital analysis of surface states
The atom-summed orbital-projected density of states (PDOS) of the bulk systems,
slab centres (all atoms in the slab excluding both surface layers) and slab surface
layers for CaSnO3, BaSnO3 and SnTiO3 are presented in Figure 6.5 for their bulks.
In Figure 6.6, the PDOS for SrSnO3 bulk structure, and PDOS for the slab centre
and slab surface layers for both the SrSnO3 clean slab and the SrSnO3|ZrO2
overlayer structures are presented.
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(a) CaSnO3
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Figure 6.5: Orbital-projected density of states (PDOS) for (a) CaSnO3, (b) SnTiO3
and (c) BaSnO3, obtained from first principles PBE calculations. Each figure
shows PDOS for the bulk material, the centre of its surface-system and the BO2
surface layer of its slab. Energies are given relative to each system’s highest
occupied molecular orbital (HOMO).
As seen in Table 6.2, the slab structures exhibit smaller band gaps (Eg) than their
bulk counterparts. In the PDOS for CaSnO3, SrSnO3 and BaSnO3, this reduction
in Eg is found to be strongly associated with the surface states, with only minor
bleeding of the states into the centre of the slab.
The orbital contributions of the slab centres are found to reproduce those of the
bulk. The valence bands of CaSnO3, SrSnO3 and BaSnO3 all see slight recon-
struction in the slab, with most of the change localised to within 0.2 eV of the
HOMO and no change in proportions of orbital contributions for either the slab-
surface or the slab-centre. Slab-surfaces for these materials show greater re-
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(a) SrSnO3 bulk





















































































































































Figure 6.6: The orbital-projected density of states (PDOS) of (a) bulk SrSnO3,
(b) SrSnO3 slab centre, (c) SrSnO3 slab surface, (d) SrSnO3|ZrO2 centre and (e)
SrSnO3|ZrO2 surface, obtained from first principles PBE calculations. The surface
layer in (c) is referred to as the to BO2 layer of the clean SrSnO3 BO2-terminated
slab. Subfigure (e) refers to the entire overlayer of the SrSnO3|ZrO2 structure.
Energies are given relative to the highest occupied molecular orbital (HOMO).
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construction of the conduction band regions, represented as a swap from from
s-majority in the bulk to p-majority at the surface. SrSnO3, on the other hand,
shows stronger change in the valence band region than the conduction band re-
gion, especially when it comes to orbital contributions.
The orbital-projected density of states for the SrSnO3|ZrO2 overlayer structure
are presented in Figures 6.6d and 6.6e. Only minimal conduction band states are
present at the surface below 3 eV, which is due to the larger band gap of ZrO2.
The slab-centre valence region more closely represents bulk SrSnO3 than the
SrSnO3 slab-centre did. The slab-centre for this overlayer structure also shows
much greater conduction band region agreement than the clean slab, when com-
pared to the SrSnO3 bulk.
6.7.1 Band alignment of the band gaps and the evolution re-
actions
The formation of a surface introduces surface states that drastically alter the elec-
tronic structure, leading to a large effective decrease in the band gap of these ma-
terials. This is shown in Figure 6.7, where the black bars indicate the band gap for
each of the four bulk structures, whilst the red-shaded regions show the reduction
of the gap due to the creation of a surface. In particular, we note that the for-
mation of these surfaces significantly reduces the band gap via a lowering of the
unoccupied states, which are mainly attributed to the Sn5s states [386,387]. This
reduction can be significant enough to reduce the band gap below the 1.23 eV re-
quired to split water, as is the case with BaSnO3, which has a band gap reduced
from of 1.99 eV in bulk to 1.12 eV (see Table 6.2 for further numerical details of the
band gap reductions).
In order for water-splitting to be viable at the surface, the band gap of the mate-
rial should closely straddle the evolution potentials. As such, the alignment of the
highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO) with respect to the OER and HER, respectively, need to be con-
sidered. The alignments of the surface-systems are shown in Figure 6.7, with fur-
ther numerical details found in Table 6.2. We show that the BaSnO3 and SnTiO3






































surface band gap reduction
Figure 6.7: Comparison of the hydrogen/oxygen evolution reactions (HER/OER)
with the bulk and surface band gaps for CaSnO3, SrSnO3, BaSnO3 and SnTiO3.
The blue (green) dashed line indicates the HER (OER). The black bars denote the
bulk band gap, with the red-hashed region highlighting their surface reduction.
Energies are given relative to the vacuum energy. HOMO (LUMO) defines the
highest occupied (lowest unoccupied) molecular orbital for each material. Hole
affinities are obtained using PBE and band gaps are obtained using HSE06.
surface-systems do not straddle the reaction levels, with the LUMO of BaSnO3
lying below the HER and the HOMO of SnTiO3 above the OER. Hence, they are
not ideal water-splitters and, instead, we will focus on CaSnO3 and SrSnO3.
6.7.2 Adsorptions
To better consider how the perovskite surfaces might behave in practical situa-
tions, we consider hydrogen atoms, oxygen atoms, HO groups, and HOO groups
(separately) adsorbed to the surface, as these are the intermediates formed at the
surfaces during the water-splitting process. Three potential adsorption sites were
identified (see Figure 6.8). The HO and HOO groups energetically favour adsorp-
tion on the B-site (as also seen by Man et al. [376]), whereas the O adsorption
is more favourable on the O-site. The most energetically favourable sites at each
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A
B O
Figure 6.8: Ball and stick model depicting top-down view of an orthorhombic
perovskite surface, where the three potential adsorption sites are denoted as A,
B and O.
Table 6.5: Adsorption energies (∆Eads) of H, O, HO and HOO on the SrSnO3
surface (in units of eV), obtained from first principles PBE calculations. The ad-
sorption energies are obtained by comparing against the clean slab and the re-
spective isolated molecule (1/2H2 and 1/2O2 in the case of H and O), ∆Eads =
EX∗DFT − (E∗DFT + E
X(isol)




B-site O-site B-site O-site
H 1.532 -1.120 – -0.719
O 1.697 -0.013 -1.134 –
HO -1.925 – -3.082 –
HOO -0.382 – -0.741 –
step are used for the reaction pathways. As hydrogen adsorption is preferred
on the O-site, we consider this site for the HER. See Table 6.5 for numerical
values of adsorption energies (the definition of adsorption energy is detailed in
Appendix G.5).
Figures 6.9a and 6.9b show the density of states for the CaSnO3 and SrSnO3
clean-surface systems (with a Figure 6.10a depicting an example clean-surface
structure), and with hydrogen and oxygen adsorptions, with adsorptions introduc-
ing states into the band gap (Table 6.6). Whilst the addition of these states should
not prevent CaSnO3 and SrSnO3 from being a viable water-splitter, the possibility
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(a) CaSnO3



























































Figure 6.9: The density of states (DOS) for (a) CaSnO3 and (b) SrSnO3 systems,
obtained form first principles PBE calculations. Black, blue and red lines indi-
cate the DOS for the clean, hydrogen-adsorbed, and oxygen-adsorbed surface
systems. Shaded regions indicates filled states, with the dash-dotted lines denot-
ing the highest occupied molecular orbital (HOMO) of the individual system. The
states within the dashed region are scaled by a factor of 10. The energies in each
DOS are aligned using core states and given relative to the clean-surface HOMO.
for different excitation and recombination routes could reduce efficiency.
Simulations of O and H adsorptions starting on the A-site were found to be signifi-
cantly less favourable than the B- and O-sites, and, as such, were not considered
for later adsorptions. Due to the relative computational cost of HO* and HOO*
adsorption calculations, only one adsorption site was fully relaxed for each. How-
ever, an initial set of geometric relaxation calculations were performed for the ad-
ditions on each of the B- and O-sites, and the lowest energy of these structures
were then followed up with more accurate geometric relaxations. For the HO*
simulation, the adsorbate relaxed from the O-site back to the B-site. Whereas, in
the case of the HOO* simulation, the adsorbate separated into an O adsorption
on the O-site, leaving an unbound HO molecule in the vacuum gap, which was
less energetically favourable than the HOO* adsorption on the B-site.
For the SrSnO3|ZrO2 system, only one adsorption site was fully relaxed for each
adsorbate. However, initial sets of geometric relaxations are preformed for the
adsorptions on both the B- and O-sites. After these initial relaxations, the most
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Table 6.6: Details of changes to the electronic structure arising from surface
adsorptions, obtained from first principles PBE calculations. All energies given
with respect to the highest occupied molecular orbital at 0 eV. All CaSnO3 defect
states have the same spin, while all SrSnO3 states are spin-independent. Here,
(occ) and (unocc) are abbreviations of occupied and unoccupied, respectively.
Material Adsorption State Details
CaSnO3-Hads One state at 0.01 eV (occ), one state at 0.29 eV (unocc).
CaSnO3-Oads One state at 0.02 eV (occ), two states at 0.89 eV and
1.11 eV (unocc).
SrSnO3-Hads One state at 0.01 eV (occ), partially occupies first two
conduction bands.
SrSnO3-Oads Two states at 0.1 eV and 0.65 eV (occ).
SrSnO3|ZrO2-Hads No state in gap. Partially occupies the 1st conduction
band state.
SrSnO3|ZrO2-Oads One state at 0.317 eV (occ).
energetically favourable site is focused on. All adsorbates for the oxygen evolu-
tion reactions (O, HO and HOO) were found to favour the B-site, whereas the H
adsorption prefers the O site. Here, the B- and O-sites refer to the sites above
the Zr and O surface atoms of the ZrO2 overlayer, respectively.
The addition of defect states due to the surface adsorbates is seen in Table 6.6.
The free energy reaction pathways allow for the water-splitting capabilities of a
material to be thoroughly explored. Figure 6.10c depicts the free energy changes
associated with each step of the OER (Reactions 6.1-6.4) for both the SrSnO3
surface and for the ideal water-splitter. For SrSnO3, the Gibbs free energy changes
of the steps are 1.74, 1.43, 1.95 and −0.20 eV, respectively. The HOO adsorption
is found to be the rate limiting step, which is the case for oxides where oxygen
binds strongly to the surface [376]. Hydrogen (0.75 eV) and oxygen (0.72 eV) over-
potentials for SrSnO3 are presented for a range of pH values (Figure 6.10d). The
hydrogen overpotential extends beyond the surface LUMO for all pH, whilst the
oxygen overpotential lies above the HOMO between pH 5 and pH 14.
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(a) SrSnO3 surface (b) Layer-projected density of states



































































































Figure 6.10: Electronic and energetic properties of the SrSnO3 surface, obtained
from first principles calculations. (a) Ball and stick model of the atomic structure
and (b) layer-decomposed density of states for the SrSnO3 slab (PBE result).
Energies are given relative to the highest occupied molecular orbital (HOMO), the
black dash-dotted line. The density of unoccupied states are scaled by a factor
of 10. (c) Free energy diagram of oxygen evolution reaction (OER) performed on
a SrSnO3 surface (PBE result). (d) Hydrogen evolution reaction (HER) and OER
overpotentials for a SrSnO3 surface, given at 0 V versus the standard hydrogen
electrode, and pH 0 (PBE result). The band gap in (d) is calculated using HSE06.
Previously, Man et al. described a 3.2 eV difference between the HO* and HOO*
steps for oxides [376]; we find a clear agreement for SrSnO3, which has a value
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of 3.38 eV. As such, we use this relation to identify the overpotentials for CaSnO3
(see Appendix J). Both the hydrogen (1.77 eV) and the oxygen (1.20 eV) overpo-
tentials are larger than those for SrSnO3. Furthermore, the hydrogen overpoten-
tial of CaSnO3 occurs at the same level as its LUMO, whilst, in SrSnO3, it sits
at the surface band edge – well below the bulk LUMO of SrSnO3. As SrSnO3 is
shown to have a better alignment between its band gap and overpotentials, we
now focus on this material.
6.8 Overlayers
Overlayers have seen interest for multiple reasons The use of overlayers to im-
prove the photocatalytic properties of haematite, Fe2O3, has been studied in liter-
ature. However, there has been little focus on using overlayers on other materials
to improve their water-splitting capabilities. Here, we explore the potential of over-
layers to improve the capability of SrSnO3 for photocatalysis. We choose to in-
vestigate overlayers for three reasons: 1) stabilisation of the surface adsorptions
in order to reduce their overpotentials; 2) retain the bulk band gap of the oxide
perovskite by suppressing the band gap reduction that occurs at the surface; 3)
use a thin overlayer such that the photon absorption is still occurring in the per-
ovskite slab. If these three objectives can be satisfied by an overlayer, then it
should improve a material as a photocatalyst.
A set of lattice-matched oxide overlayers were added to the surface of SrSnO3
using our in-house interface generator code, ARTEMIS (see Chapter 7). These
overlayers (ZrO2, TiO2, Ta2O5, RuO2 and SnO2) were considered as each dis-
plays either strong stability in water, low overpotentials or desirable band align-
ments with respect to SrSnO3 [314,345,376,388–394]. Of these, ZrO2 was found
to be the most favourable addition, with a surface formation energy of 0.03 eV/Å2.
The other considered oxides reduced the band gap below that of the clean sur-
face, with the exception of Ta2O5, which was found to be unstable. The relaxed
structure of the perovskite surface with a thin overlayer of ZrO2 is shown in Fig-
ure 6.11a.
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Figure 6.11: Electronic and energetic properties of the SrSnO3|ZrO2 surface, ob-
tained from first principles calculations. (a) Ball and stick model of the atomic
structure and (b) layer-decomposed density of states for a SrSnO3 slab with a
ZrO2 overlayer (PBE result). The red dashed line denotes the band edge cur-
vature of the highest occupied molecular orbital (HOMO) from the centre of the
slab to the surface. Energies are given relative to the surface HOMO, black dash-
dotted line. The density of unoccupied states are scaled by a factor of 10. (c) Free
energy diagram of oxygen evolution reaction (OER) performed on a SrSnO3|ZrO2
surface (PBE result). (d) Hydrogen evolution reaction (HER) and OER overpo-
tentials for a SrSnO3|ZrO2 surface, given at 0 V versus the standard hydrogen
electrode, and pH 0 (PBE result). The band gap in (d) is calculated using HSE06.
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Figure 6.11b displays the layer-projected density of states (LPDOS) of the SrSnO3
surface with a ZrO2 overlayer. Comparing with Figure 6.10b, the inclusion of the
overlayer is seen to suppress the band gap reduction seen for the perovskite
surface, removing s-states and significantly reducing contributions from p- and
d-states at the surface (Supporting Information). The unoccupied states of the
coated surface also show far less reconstruction with respect to the clean SrSnO3
surface. In addition, we see only minor variation in the LPDOS for the unoccupied
states across the entire SrSnO3 slab. The suppression of these surface states
removes alternative decay paths that would otherwise hinder the efficiency of
water-splitting. Further, a curvature arises in the valence band edge of 0.32 eV
over 8.07 Å, which would manifest itself as an effective electric field across the
catalyst, resulting in improved charge extraction.
The Gibbs free energy changes for the SrSnO3|ZrO2 are found to be 0.58, 1.47,
1.77 and 1.10 eV, respectively (Figure 6.11c). Here, the formation of the HOO*
reactant is still the rate limiting step, indicating that the oxygen is still strongly
bonded with the surface. Comparison between Figures 6.10d and 6.11d shows
a reduction in the overpotentials, from 0.75 and 0.72 eV to 0.35 and 0.54 eV for
hydrogen and oxygen, respectively. These are now straddled by the HOMO and
LUMO of the SrSnO3|ZrO2 system for pH values between 0 and 12. With the
improvement of the electronic properties, alongside the improvements to the re-
activity with the various water-splitting adsorbates, SrSnO3 with an overlayer of
ZrO2 offers great promise as a catalyst for the water-splitting process.
In this study, the overlayers are considered to cover the entire surface and to be
very thin (4 Å). This overlayer is used to stabilise the surface’s interactions and to
suppress the surface band gap reduction (with the potential added benefit of in-
creasing band edge curvature). For the real system to replicate these behaviours,
it should be limited to a few nanometres to prevent the properties of the surface
coating from dominating those of the perovskite. By being thin, it should appear
as transparent to the incident light, thus still absorbing in the perovskite. Notably,
such thin layers of ZrO2 have already been experimentally realised [388,395].
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6.9 Summary
We present a first principles study of four oxide perovskites for photocatalysis.
Though bulk band gap values of all candidates appear suitable for water-splitting,
investigation of the surface properties reveals that both the LUMO of BaSnO3
and the HOMO of SnTiO3 are poorly aligned to the reaction potentials. Mean-
while, CaSnO3 and SrSnO3 maintain their ability to straddle the reaction levels.
By extending the study to reaction pathways, we find that neither CaSnO3 nor
SrSnO3 simultaneously straddle both their hydrogen and oxygen overpotentials.
However, through inclusion of a ZrO2 overlayer on SrSnO3, we are able to reduce
the hydrogen and oxygen overpotentials from 0.75 and 0.72 eV down to 0.35 and
0.54 eV, respectively. Also, the band gap of this system straddles both overpoten-
tials for pH values between 0 and 12. This study demonstrates the importance of
overlayers in water-splitting and presents SrSnO3|ZrO2 as a potential ideal can-
didate offering high efficiencies through means of lowering overpotentials and
maintaining a suitable band gap, enabling simultaneous hydrogen and oxygen
evolution. We believe this system, if fabricated, would be a leading candidate for
bifunctional water-splitting.
Thus far, we have explored a set of core applications and interesting fields in
which interfaces are found. The core physics relating to them has been studied.
We shall, next, move onto discussing the fundamental theories underlying inter-
face formation and will investigate where this can be taken to further interface
structural prediction.
Chapter 7
ARTEMIS – Ab initio Restructuring
Tools Enabling the Modelling of
Interface Structures
“The interface is the device."
— Herbert Kroemer
7.1 Introduction
Here, we present ARTEMIS, a software package designed to produce a set of in-
terface structures between two bulk materials. In this chapter, a current overview
of the field of interface prediction methods is presented first. Next, we present our
software package and detail its intended goals. A set of workflows are presented
to describe the method used by the code to generate potential interfaces. The
interface prediction method involves lattice matching and termination identifica-
tion. The methods used by the program to identify interfaces within pregenerated
interface structures is then detailed, showing how the code can be used for post-
processing on the structure of an interface. The interface manipulation subrou-
tines are then outlined, showing how the program can be used to probe interface
alignment and intermixing. Finally, after a set of tests cases are presented to
highlight the uses of the software package, a summary of the chapter is given.
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7.2 Background
Two quotes are considered when discussing interfaces: 1) “Interface is the de-
vice” – H. Kroemer [396], who was emphasising how devices at their core are
governed by the physics of the interface, and 2) “God made the bulk, the surface
was invented by the devil” – W. Pauli [397], who was outlining the complexity and
disorder that surfaces and hence interfaces possess. Hence, to understand a
device one needs to understand the interface.
Heterostructures and metal-semiconductor interfaces display several unique fea-
tures, such as Andersons- and Schottky-like band alignment [10, 14, 310, 398–
400], thermal barrier effects [401–403], atomic reconstructions [404–407], and
nanometre scale metamaterials [408, 409]. The modelling of these features is
generally based upon atomic scale approaches, which require an accurate inter-
face structure, or a close approximation, such that atomic simulations can find
the ground state. However, the complexity of the interface is vast, due to the
issues of lattice matching, surface termination, intermixing, the large size of the
unit cells, poor initial guesses and reaction kinetics, which can be further hin-
dered by unintended human biases. The electronic properties are sometimes
considered using Anderson’s rule, but atomic scale physics and measurements
have shown repeatedly that this rule is misapplied [16–18] and, therefore, to ac-
curately predict the band alignment requires the interface structure. Similarly,
thermal boundary resistance is governed by the structure and make up of the
interface [401, 402]. Thus the need for an accurate atomic structure is great. In
addition, interfaces can yield unique physical phenomena such as quantum wells,
new material phases [32, 410, 411] and conductivity between insulators [6, 347],
all of which require accurate modelling. All these issues are compounded by
the fact that experimental characterisation of an interface is exceptionally difficult.
The best characterisations, such as transmission electron microscopy [412,413],
X-ray-diffraction [414,415], and others [416–418], can only provide hints as to the
structure, the range of intermixing, and which surface reconstruction formed the
interface.
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7.2.1 Current approaches
The last 40 years have seen significant interest in methods to define, identify and
consider the properties of interfaces and, in particular, for examining and calcu-
lating the most favourable interface between two materials. Starting in 1984, Zur
et al. [84] presented a method of lattice matching that lay the foundation for sub-
sequent methods [419–424]. Watson et al. [419, 420] developed METADISE to
explore and identify energy minima for defects (dislocations, surfaces and inter-
faces), with a focus on surface energies. Raclariu et al. [421] implemented Zur’s
method for lattice matching and applied a nearest neighbour method to estimate
the optimum position of the two materials with respect to each other. Mathew
et al. [422] developed a series of scripts with capabilities to predict surface struc-
tures according to Wulff construction, and also match interfaces using Zur’s lattice
matching algorithm. Daniele and Jelver et al. [423,424] implemented the method
by Zur and extended it by introducing the elastic tensors of the two individual crys-
tals in order to determine the energy cost of performing a lattice match. Whilst
these methodologies involve lattice matching, little focus is placed on the surface
stoichiometry of the materials at this interface and the potential diffusion of atoms
across it.
Another approach to interface prediction involves random structure searches [425–
427]. Von Alfthan et al. [425] developed an approach which randomly swapped
atoms at a grain boundary of Si. This approach was expanded by Chua et
al. [426], who developed a method for exploring grain boundaries, which involves
hopping atoms from one site to another based on a genetic algorithm, creating
permutations of the interface. The methodology put forward by Schusteritsch et
al. [427] involves generating an interface and randomly moving the atoms within a
region around the interface; the generated structures are then modelled using first
principles methods in order to determine the most energetically favourable con-
figuration. All of these approaches are promising, but currently limited to grain
boundaries between two materials with matching stoichiometry, simply circum-
venting the need for lattice matching. The use of these methods allows for the
modelling of the diffusion of materials across the interface, which cannot be cap-
tured by first principles relaxation methods alone (due to the large energy barriers


























Figure 7.1: Workflow outlining the key stages of ARTEMIS.
involved in relaxing such a system).
There has been little focus on joining these two approaches of lattice matching
and random-structure generation, mainly due to the significant number of sys-
tems that one would need to explore before finding the true interface for a pair
of materials. The software package presented here attempts to go beyond these
previous methods by fully exploring the surface stoichiometry of slabs, developing
a method to more accurately predict the optimum position of two materials with
respect to each other, and developing a methodology for investigating diffusion
alongside the lattice matching method.
To the best of the author’s knowledge, most of the interface generation software
packages referenced here have stopped being updated and developed soon after
their publication. As such, many of these methods stop at the lattice matching
stage and go no further towards identifying the true interface.
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7.3 ARTEMIS outline
The ARTEMIS software package generates interfaces as outlined in Figure 7.1. It
takes two parents crystals and then considers a set of Miller planes over which to
search for matches. On each plane, it generates supercells for both materials and
determines whether they match each other, as detailed in Section 7.4. When suc-
cessful matches are found, unique terminations of those Miller planes are used to
generate interfaces. The two slabs of materials are then shifted (displaced) with
respect to each other, both parallel and perpendicular to the interface, and in the
process, a set of shifted interface structures are generated. Output structure files
are then written for each configuration for use in atomic simulation software pack-
ages. The software also has the option to take in pregenerated interface struc-
tures and perform further shifts or intermixings on them. The goal of ARTEMIS is
to aid users in the study of interfaces between any two materials. From the gen-
erated interfaces, one can use either empirical or ab initio software to refine the
structure, rank the stability of the various potential interfaces by energy, and then
calculate the desired properties. Implemented into ARTEMIS is also a system
for estimating the optimum interface separation, a first step towards predictive
interface generation.
The ARTEMIS software package is written in Fortran, using a set of default For-
tran functions and in-house developed functions and subroutines and is devel-
oped to read and output crystal structure files in Quantum Espresso, CASTEP
(.cell) and VASP (POSCAR, .vasp) structure file formats. Additional formats can
be achieved by using tools such as VESTA [92].
The workflow for producing the interface structures follows a logical progression,
allowing the user to modify settings as they wish. To aid in this, there is a built-
in help function accessible via the use of flags. This help function details the
possible tags for use in the software’s input file. Furthermore, ARTEMIS can be
run using flags, though the recommended method of running is using the input
file.
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(a) Rotations (b) Terminations
Figure 7.2: Schematics outlining two main stages of lattice matching. (a) Rota-
tions (supercells) of two surfaces can lead to better matching and, hence, less
strain. The top two panels depict the lattice of two crystal surfaces, along with
the primitive and a supercell for each lattice. The bottom panel displays the poor
matching (highlighted in green) of the two primitive cells and the better match-
ing of the chosen supercells. (b) Potential surface terminations of the crystal for
the (001) and (011) planes. The top panel shows the different potential cleavage
planes. The bottom left and bottom middle panels depict the two unique surface
terminations for the (001) Miller plane. The bottom right panel depicts the unique
surface terminations for the (011) plane.
7.4 Lattice matching
In order to construct an interface between two crystals, one needs to consider
how one would match the lattices of the two structures. The first objective is
to create a set of interfaces between the two parent crystals that minimises the
potential strain caused by mismatch between them. The second is to identify the
interfaces with minimal supercell area so as to reduce the total number of atoms
in each structure. This second objective allows for more feasible computational
simulation of the structures using various atomic scale approaches.
Here, we outline the algorithms for lattice matching and how, within this routine,
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Figure 7.3: Workflow of the lattice matching method implemented in ARTEMIS.
The method is split into three phases labelled cell generation, vector match and
angle match. tv and ta correspond to the TOL_VEC and TOL_ANG input file tags,
respectively.
Miller planes are generated, unique surface terminations are identified and vector
matching is performed. A schematic of this can be seen in Figure 7.2a. The
approach developed here for lattice matching is similar to that developed by Zur
et al. [84] and Jelver et al. [424].
Figure 7.3 represents the workflow of the lattice matching method. We first de-





3). Vectors relating to the upper crystal will be defined by a prime (′) in
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this section, with all other vectors being related to the lower crystal. For both
crystals, a set of Miller planes are generated to be tested for lattice matching (the
user can specify the desired Miller planes if preferred). Planes are constructed
such that (h, k, l) obeys the condition of −10 ≤ h, k, l ≥ 10. Symmetry operations
of the crystals are then applied to their respective Miller planes in order to reduce
these sets to the unique Miller planes. The two Miller plane sets are then cycled
over, determining the primitive lattice vectors for each plane in turn.
To determine the primitive translation vectors of a specific Miller plane (h, k, l), we
must first identify an arbitrary pair of vectors in the plane. To obtain these, we
first reorder the Miller indices (h, k, l) such that they are in descending order of







The first two rows of the matrix will, when applied to the lattice A, transform the
first two lattice vectors, a1 and a2, onto the Miller plane. These rows (and, hence,
the subsequent in-Miller plane vectors) must be the primitive translation vectors
of the plane in order to find all available lattice points in-plane. To ensure this, the
Lenstra-Lenstra-Lovász basis reduction method [428] (see Appendix K) is used
to reduce the first two rows, resulting in the reduced transformation matrix Mred.
The order change that was applied to the Miller indices is now reversed on the
transformation matrix by swapping the necessary columns in the transformation
matrix such that the third row {m1,m2,m3} is now equivalent to (h, k, l).
Finally, the transformation matrix, Mred, is then applied to the lattice A to obtain
the primitive supercell lattice matrix S, where the c-face lies in the (h, k, l) Miller
plane,
S = MredA. (7.2)
The same method is then applied to the second crystal to obtain the lattice matrix
S′. The first two rows of the matrix S (S′) are the shortest surface lattice vectors of

























Figure 7.4: Surface identification workflow diagram. The process by which
ARTEMIS identifies unique surface terminations.
the (h, k, l) Miller plane, b1 and b2 (b′1 and b′2). Using the two new lattice matrices
S and S′, we can perform lattice matching using the desired Miller planes.
For each Miller plane, integer quantities of the two surface vectors are then com-
bined to generate a list of lattice vectors that span this plane (i.e. u = ib1 + jb2).
These lattice vectors are then generated with the condition |u| ≤ MAXLEN (MAXLEN,
default = 20 Å). The lists of lattice vectors obtained for the two parent crystals are
then compared to find matching pairs of (u1,u′1) and (u2,u′2). These pairs are ob-
tained when the magnitude of u1 (u2) matches the magnitude of u′1 (u′2) to within
the user-defined tolerance (TOL_VEC, default = 5 %). The lists of lattice vector
pairs defined above are then cycled through to find potential lattice matches. By
joining two lattice vector pairs, it can be determined whether the angle between
u1 and u2 matches that of u′1 and u′2 to within a tolerance defined by TOL_ANG
(TOL_ANG, default = 1◦). Pairs matching this criteria are then stored as a suitable
lattice match. The set is then ordered by their vector and angular mismatch. A
weighting is applied to favour matches of a smaller area, as such matches are
more likely to be modellable. The user can define the number of most favourable
lattice matches to be generated (NMATCH, default = 5).
7.5 Termination identification
A method is implemented in ARTEMIS to distinguish the atomic layers within each
material (with respect to the surface plane) and thus allow for unique terminations
to be defined. However, in doing so, non-physical surfaces can be generated and
CHAPTER 7. ARTEMIS 198
care must be taken, especially for 2D materials.
In order to define unique surface terminations, we first need to specify what con-
stitutes a layer. We define distinct atomic layers within a crystal as regions parallel
to the chosen Miller direction that are separated by vacuum gaps of greater than
LAYER_SEP (LAYER_SEP, default = 1 Å). This definition creates atomic layers ap-
propriate to the chosen Miller direction, with the caveat that high atomic density
regions remain grouped. Cleaving through such high-density regions is forbid-
den as this would be expected to result in a high cleavage energy (akin to cutting
through a large number of bonds). Using this technique alone to create layers can
result in two different layers being defined which are symmetrically equivalent. To
determine if a layer is unique, we consider whether there exists a symmetry op-
eration that matches the layer to another layer within the set (excluding mirror
symmetries in the Miller direction); if a symmetry operation matches two layers in
such a way, then one of these is discarded. From this set, the top atom for each
of these layers is then defined as a unique surface termination. This process is
performed for both crystals for each Miller plane being considered. The result is a
set of unique surface terminations for each crystal. Figure 7.2b depicts potential
terminations of a crystal structure based on the choice of Miller plane and the
workflow can be seen in Figure 7.4.
The ideal end goal of the surface termination finding process is to generate two
symmetrically equivalent interfaces. This is intended to prevent the creation of
spurious electric fields and model a single unique interface per simulation. How-
ever, ARTEMIS does allow the user to create asymmetric interfaces if they wish.
The initial thickness of each slab is defined by the number of symmetrically equiv-
alent layers, perpendicular to the Miller plane, within the parent crystal. The user
can define the number of equivalent layers to be contained within the lower (up-
per) slab using the parameter LW_SLAB_THICKNESS (UP_SLAB_THICKNESS).
Two notable exceptions to the surface termination process are allowed within
ARTEMIS. Firstly, to account for layered materials, such as MoS2, we include an
input parameter LW_LAYERED. If LW_LAYERED (UP_LAYERED) is set to true, then only
stoichiometric surface terminations are considered for the lower (upper) material.
This prevents one from cleaving the constituent atoms within each layer of a van
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der Waals structure, such as in transition metal dichalcogenides [429]. And sec-
ondly, when a material displays neither Sn nor Cnh symmetries [430] (n = 1, ..., 6)
in the Miller plane, such as in the case of fresnoite (see Chapter 4), ARTEMIS will
create two unique interfaces in the system and, therefore, users have the option
to change the surface termination of each slab. This is done using the LW_SURFACE
(UP_SURFACE) tags. These same parameters can be also be used for symmetric
structures if the user wishes.
7.6 Interface identification
Both to examine existing structures that have been made by other users, and to
allow reruns on existing interface structures, ARTEMIS includes a subroutine ca-
pable of reading a structure and identifying the interfaces within it. The code has
the capability to perform interface manipulations (as outlined in Section 7.7) on
pregenerated interface structures. To begin with, we define the direction perpen-
dicular to the interface as the ’interface direction’. To locate the interfaces in the
pregenerated structures, ARTEMIS identifies the interface direction using a pro-
cess we name DON and the location of the interfaces along this axis are identified
using CAD. These two processes are discussed below.
7.6.1 DON - Density of Neighbours
In order to determine the interface direction, correlation functions are employed
to determine the axis of greatest dissimilarity. To do so, we start by generat-
ing a species-dependent density of neighbours (sDON). The DON is an angle-
independent description of the distance of atoms akin to the nearest neighbour
profile used to characterise amorphous materials [239] and Figure 7.5a gives a
visual description of how it works. For each atom in the structure, a DON is gen-
erated in order to describe their local environments. The sDON and DON are
given
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(a) DON





























































Figure 7.5: The two methods implemented in ARTEMIS for interface identifica-
tion. (a) Density Of Neighbours (DON), with a graphene monolayer used as an
example. The top panel shows a ball and stick model of the structure, with the
five shortest unique bond lengths labelled. Bottom panel displays the radial dis-
tribution of bond lengths as Gaussian peaks, where the height of the peak relates
to the number of that bond length present. (b) Cumulative Atomic Density (CAD),
with an Si|Ge interface used as an example. The top panel shows a ball and stick
model depicting Si|Ge interface atomic structure. The bottom panel graph plots
the species-dependent cumulative atomic density (ρc) and its derivative (dρmc /dx).















where rs,i and ∆r are the location of and distance from atom i in species s, re-
spectively. nspec is the total number of species in the system, natom,p defines the
number of atoms associated with species p, and σ = 0.05 Å. The sDON of each
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atom is then compared with all the other atoms in order to determine the similarity
of that one atom to the rest of the structure (with a heavier weighting placed on
the atoms nearby, offering a description for the similarity of the local environment).





















Then we compare the range of these similarity values associated with each axis
and define this range as the dissimilarity coefficient,
dissimα = max
(






1, |x| ≤ 1 Å0, otherwise, (7.8)
where α = 1, 2, 3 refers to the a′′1, a′′2, a′′3 axes, respectively. The dissimilarity is
associated with planes normal to a given axis. For each axis α, the function f(x)
is used to constrain similarity value comparisons to atoms within 1 Å along the α
axis of each other whilst disregarding the atoms’ other axes coordinates. As such,
the dissimilarity coefficient for an axis is defined by the plane with the largest
dissimilarity. Hence, for all axes other than the interfacial axis, this check will
result in a large dissimilarity and, therefore, the axis with the smallest dissimilarity
coefficient determines the interface direction, defined as β. Having determined
the interfacial axis, the locations along this axis relating to the two interfaces need
to be identified.
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7.6.2 CAD - Cumulative Atomic Density
After having defined the interface direction (β), we now need to determine the
interface location along that axis. The use of this method can be seen in Fig-
ure 7.5b. Firstly, the species-dependent cumulative atomic density profile (CAD)













where σ = 2 Å, rβ,s,a is the βth element of the position vector of atoms,a and ∆rβ
defines the position along the βth axis. The derivative at each point is then deter-
mined for each species. Finally, all of the species-dependent cumulative atomic
density derivative profiles are multiplied together and the two greatest maxima of
this function are defined as the two interfaces of the system (as the structures are









The CAD process identifies the two interfaces within the cell as the two locations
with greatest multiCADDβ(∆rβ). The location of these interfaces along the in-
terface direction are stored as xintf,1 and xintf,2. This method works for nearly all
interfaces with the exception of planar defects where the material effectively has
a stacking fault.
7.7 Interface manipulation
Matching two crystals’ lattice vectors is the first stage of making an interface.
However, as discussed previously, many other factors need to be considered.
Chief among these are sources of stress in the structure. These can originate
from the misalignment of the two materials, or from broken bonds or a lack of
intermixing across the interface. In this section, we outline the various methods
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(a) Shifts (b) Swaps
Vertical lines denote
unit cell boundaries
Figure 7.6: Schematics outlining shifting (alignment) and swapping (intermixing)
used to relieve interface strain. (a) Shifts: the left panel shows two crystal sur-
faces. The top right panel depicts the shifts in the interface plane, whilst the
bottom right panel highlights shifts parallel to the interface direction. (b) Swaps:
the left panel depicts a non-intermixed interface. The three unique swap struc-
tures are shown in the right panel as top, middle and bottom, with the structures
being separated by the bold black bars. The vertical black lines denote the bound-
aries of the unit cell; as such, any atoms lying on a black line are repeated on the
opposite black line.
available within ARTEMIS to generate structures with different interface align-
ments (shifts) and to include atomic diffusion (in the form of atomic swaps). These
structures are generated so that the user can examine the energy space depen-
dence on these factors and assess the various interfaces and their favourability.
7.7.1 Shifting
We define the shifting of material A with respect to material B as the interfacial
alignment. Interface alignment is the first step in reducing stress. When deter-
mining shifts, it is important to consider the bonds that have been cleaved through
in order form a surface from a crystal. Here, these cut (broken) bonds are termed
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as missing bonds. Having matched lattice vectors, one needs next to consider
the correct alignment of the basis of the two separate structures in order to best
accommodate for these missing bonds at the interface. A depiction of interfacial
alignment can be seen in Figure 7.6a.
A set of methods are available in ARTEMIS to manipulate interface alignment via
generating and performing sets of shifts, δ. A shift is defined as a displacement
of one surface with respect to the other. These methods are selected using the
ISHIFT tag. ISHIFT = 0 allows for user-defined shift values, 1 uses random shifts,
2 matches the average interfacial bond to the two materials’ bulk bonds and 3
and 4 attempt to predict a set of descriptive bonds. In particular, ISHIFT = 3 and
4 represent ARTEMIS at its most comprehensive, generating a set of interfaces
with different shift values. The number of shifted structures generated per lattice
match is determined by NSHIFT (NSHIFT, default = 5).
ISHIFT = 0 allows the user to specify the tag SHIFT = a b c, where a, b and c are
the manual shifts defined by the user and each can be any real number.
ISHIFT = 1 creates NSHIFT number of random shifts of the interface structure.
ISHIFT = 2 ensures that the average minimum separation between atoms either
side of the interface best matches to the mean of the two parent crystals’ aver-
aged bond lengths.
ISHIFT = 3 begins using the ISHIFT = 2 methodology and then produces a set
of NSHIFT shifts parallel to the interface plane, whilst maintaining its interfacial
separation (the spacing parallel to the interface direction). By fixing the interface
separation to that determined by ISHIFT = 2, a new set of shifts (parallel to the
interface) are generated that allow for the average interface bond to most and
least match to the average bulk bonds (best, worst, second best, second worst,
etc.). These sets of shifts are intended to be descriptive of the energetic space of
potential interface shifts, which allows the user to determine how drastically the
energy can change depending on the alignment for chosen systems.
ISHIFT = 4 is a method of shifting which attempts to match the bond lengths
across the interface to the missing bulk bond lengths of the surface atoms. By de-
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termining the shortest missing bond of the surface atoms of each crystal (and the
number of those bonds missing for each of them), the opposite crystal’s structure
can be used to supplement these absent bonds. This is similar to the broken-
bond rule for metal surfaces, which assumes that the cleaving energy is directly
related to the number of broken bonds for the metal’s surface. Thus our method
here assumes that the most energetically favourable alignment of two surfaces is
to compensate for the highest number of missing bonds [431,432].
To determine the missing bonds for ISHIFT = 4, we generate, for each individual
atom within each component slab, a DON. We then subtract the individual DONs
from their Wyckoff bulk counterparts (i.e. symmetrically equivalent bulk counter-
parts). This produces a nearest neighbour profile which highlights the missing
bonds of each atom. These missing bonds are characterised by both their bond
length and the number of such missing bonds. We then store the value of the
shortest missing bond for each atom for later reference, where the shortest bond
of an atom must be smaller than MBOND_MAXLEN (MBOND_MAXLEN, default = 4 Å).
Next, the two slabs are placed on top of each other such that the top of the lower
slab’s surface and the bottom of the upper slab’s surface occur at the same point
(i.e. zero separation). No initial shift is applied either parallel or perpendicular to
the interface plane. In order to determine a set of suitable shifts, the code eval-
uates a bond ideality factor, Ds, for each possible shift (δ) and generates NSHIFT
number of structures using the shifts with the smallest bond ideality factors. In
the case of a perfectly matching interface, the bond ideality factor has a value of
0. The value of Ds is given as
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dδ,lu quantifies how well slab u compensates for the missing bonds in the surface
of slab l, which is generally distinct from dδ,ul. Here, l and u are the sets of
missing bonds for atoms from the lower and upper slabs, respectively. Nm is the
total number of missing bonds for atom m, rm is the location of atom m and r′n is
the location of atom n. bm is the length of the missing bond for atom m. We also
include a pair of weighting functions,
f(x) =








| tan(πx/2)|, x < 0
0, otherwise,
(7.14)
where the f(x) function weights the set of shifts towards ones that compensate
for the surface atoms’ missing bonds, whilst g(x) helps to prevent shifts that place
atoms too close to one another. The specific forms of these two functions are
used in order to satisfy the three following conditions. Firstly, f(x) and g(x) should
be at their maximum and minimum, respectively, when a bond across the interface
perfectly matches the missing bond length. Secondly, f(x) should decrease with
increasing disagreement between the interface bond and missing bond lengths.
Finally, g(x) should tend towards infinity when an interface bond approaches 0.
To further validate this approach, ISHIFT = 4 can be used between two identi-
cal bulk crystals. This methodology identifies appropriate shifts to reproduce a
crystal’s bulk bonds (to within 0.1 Å) across the interface and has been tested on
numerous bulks containing either single or multiple species.
7.7.2 Intermixing
In order to enable exploration of diffusion across the interface, sets of structures
are generated in which atoms from either material are intermixed (swapped), as
demonstrated in Figure 7.6b. Intermixing is introduced to serve three main pur-
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poses. Firstly, we previously observed [405] that the intermixing both reduces
strain and produces interface structures more favourable than the initial abrupt
boundary model. Secondly, by introducing disorder, it allows for interfaces in-
volving more elaborate reconstructions to be explored, such as the GaAs β(2×4)
surface [433,434]. Finally, such intermixing allows one to model grain boundaries,
such as those considered by von Alfthan [425] and Schusteritsch [427].
The concentration of intermixing is governed by the SWAP_DENSITY tag (units of
Å2) and the number of uniquely intermixed structures generated per shift is de-
termined by NSWAP. Each set of swaps in a structure is generated randomly,
excluding symmetrically equivalent swaps. New swaps are performed until the
SWAP_DENSITY has been reached. By default, intermixing is turned off (ISWAP = 0).
To turn on random intermixing, set ISWAP = 1. To use the physics-based swapping
procedure, set ISWAP = 2.
ISWAP = 1 is a purely random swapping routine, based upon the user specifying a
depth (SWAP_DEPTH, default = 3 Å), and the swapping density (SWAP_DENSITY, de-
fault = 0.05 Å2). ARTEMIS then randomly swaps atoms either side of the interface
to create a more graded interface.
ISWAP = 2 is based upon the observation [405] that the amount of intermixing
exponentially decays with distance. As such, we use the following function to







where xintf is the location of the interface and σswap defines the decay of the prob-
ability of atoms further from the interface being swapped (SWAP_SIGMA, default =
0.05 Å). This function mimics the behaviour seen in reference [405] by selecting
atoms to swap with an exponential weighting towards those closer to the interface.
For a system where the two interfaces are symmetrically equivalent, any swaps
performed across one interface are then mirrored to the opposite interface. In
doing so, each generated structure still has two interfaces in the unit cell, with
those two interfaces still being symmetrically equivalent. In doing so, this will
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(a) BaTiO3 (001) (b) CaCu3Ti4O12 (121)
Figure 7.7: Ball and stick models depicting the two unique surface planes as
identified by ARTEMIS for the (a) BaTiO3 (001) Miller plane and (b) CaCu3Ti4O12
(121) Miller plane.
prevent the introduction of spurious electric fields into the system.
7.8 Test cases
7.8.1 Surface terminations
Using the LSURF_INFO tag, users can get the surface terminations of the lower (up-
per) parent crystal along the Miller plane specified by the LW_MILLER (UP_MILLER)
tag. The surface is generated using the 1×1 unit cell reconstruction with the short-
est lattice vectors on that plane. The number of symmetrically equivalent layers
in the lower (upper) slab is specified using the following tag: LW_SLAB_THICKNESS
(UP_SLAB_THICKNESS).
The surface termination identification method used in ARTEMIS has been tested
on a large set of structures. In Figure 7.7, the unique surfaces identified by
ARTEMIS are shown for BaTiO3 and CaCu3Ti4O12 for the (001) and the (121)
Miller planes, respectively. For all of the test cases, ARTEMIS generates the
surfaces using the smallest lattice vectors parallel to the surface.
For the (001) Miller plane, the BaTiO3 crystal is shown to have two unique sur-
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faces – the AO-rich and the BO2-rich surfaces (where a perovskite’s chemical
formula is given as ABO3). These are the two most common surfaces of per-
ovskites, with the BO2 being the most commonly studied [379,380,435–438].
In the case of examples similar to the CaCu3Ti4O12 (121) Miller plane, more care
needs to be taken. As can be seen in Figure 7.7b, surface terminations are
less clearly identifiable and, as such, defining surfaces is more difficult. Still,
two unique surface terminations are identified, with these being chosen due to
possessing the largest interplanar spacing.
Surface terminations have been generated for the two-atom primitive cell of silicon
using the (101) Miller plane. It is found to properly identify the well-known surface
(001) termination with the [110] and [11̄0] in-plane lattice vectors [439–441].
7.8.2 Interface identification
Interface identification is tested on a set of sample structures as shown in Fig-
ure 7.8. As can be seen, ARTEMIS identifies the interface in all cases. These
four interface structures are used to exhibit different structural features an inter-
face may have (only the CaCu3Ti4O12|CuO structure has been relaxed, all others
are generated examples for testing). The Si|Ge system is used as an exam-
ple of structurally identical regions that differ only by species. The graphite|TiO2
system shows an interface between 2D layered and a 3D bulk crystals. The
CaCu3Ti4O12|CuO system demonstrates a chemically diverse and disordered in-
terface. Finally, the graphite|diamond interface demonstrates a transition between
two phases of the same material. In each structural scenario, the interface is suc-
cessfully identified.
7.8.3 Shifting
Here, the ISHIFT = 4 interface alignment setting is tested and presented on three
2D layered|3D bulk (Figure 7.9a) and two 3D bulk|3D bulk (Figure 7.9b) interface
structures. To test this method, we generate a set of 20 interface separations
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(a) CaCu3Ti4O12|CuO

































































































Figure 7.8: Interface identification performed on four structures. Cumulative
atomic density derivative plots shown for (a) CaCu3Ti4O12|CuO, (b) Si|Ge, (c)
graphite|TiO2 and (d) graphite|diamond interfaces. The arrows on the graphs in-
dicate which data relates to which axis. These interfaces are used to display four
different qualities interfaces can exhibit. For all plots, the right-hand axis denotes
the cumulative density for each species in the system, whilst the left-hand axis
denotes the 1st-order derivative of the species-multiplied cumulative atomic den-
sity (multiCADD). The top panel in each subfigure shows a ball and stick model
depicting the interface structure.
within the range shown on the separation axes for each structure and calculate
the energy for each. The interface separation predicted by ARTEMIS is then indi-
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(a) (b)
(c)
Figure 7.9: The relationship between energy and the alignment of the two par-
ent crystals. (a) and (b) show the relation between energy and the interface
separation for 2D|3D and 3D|3D interfaces, respectively. The optimum separa-
tion as estimated by ARTEMIS for each interface structure is is denoted by the
red dots. The energies are obtained using the VASP density functional theory
software package. (c) displays the energy cost of different shifts parallel to the
interface plane for an Au|Ag interfacial structure. The optimum shift as estimated
by ARTEMIS for each interface structure is is denoted by the red dot. For each
subfigure, the inset displays a ball and stick model depicting the interface struc-
ture.
cated on these lines by a red dot. We find that, in all cases, the default interface
separation prediction is close to the most energetically favourable separation (to
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within 0.2 Å in these cases shown). This initial estimate of the separation of the
two slabs means that the structure can be relaxed to its optimum distance using
external first principles software packages. This suggests the method of ISHIFT
= 4 discussed in Section 7.7.1 is an appropriate method for interface separation
estimation.
For shifts parallel to the interface, a test case of an Au|Ag interface has been
chosen. The chosen Miller planes are (001) for both parent crystals. The ener-
getic space of the in-plane shifts is shown in Figure 7.9c, with the shift predicted
by ARTEMIS being labelled with a red dot. The shift determined by ARTEMIS is
found to be the most favourable alignment for this metal-metal interface. Currently,
this method has only been found to automatically identify the most favourable par-
allel shift for interfaces between simple, single-species crystals. For more com-
plicated structures, the number of required structures (as generated by ISHIFT=
4) increases and the user needs to consider each case. However, it should be
emphasised that interface separation predicted by ARTEMIS is generally found
within the first iteration.
All energies reported in this subsection are obtained using density functional the-
ory as implemented in the Vienna Ab initio Simulation Package (VASP). The en-
ergy for each shifted structure has been obtained by performing self-consistent
field calculations on the generated, unrelaxed structures. The calculations have
been performed using the PBE GGA functional with PAW pseudopotentials and
an energy convergence of 10−7 eV. k -point grids of 3× 3× 2 have been used for
each structure.
7.8.4 Multiple interfaces
As mentioned previously, ARTEMIS can be used to reduce the difficulty of explor-
ing the potential interfaces between crystals. There can exist a wide range in the
number of potential lattice matches between any two crystals, which depends on
their individual lattice shapes and sizes. The ideal goal of ARTEMIS is to make
the process of determining potential lattice matches easier, along with identifying
the potential surface terminations for each crystal and the relative alignments of
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the two (outlined in Section 7.8.1 and Section 7.8.3, respectively).
For an insight into the capability of ARTEMIS to aid in determining the most ener-
getically favourable interface structure from two given parent crystals, see Chap-
ters 3 and 5. The software has been used throughout this thesis to help generate
and explore interface structures.
7.9 Current limitations
Whilst ARTEMIS shows great promise for its use in interface exploration and pre-
diction, it is important to highlight its current limitations that need to be addressed
in future versions.
One of the major limitations of the software package is that it can only generate
structures. It does not currently have a way to inform the interface search using
elastic tensor and energetic arguments. As such, users need to feed the gener-
ated structures into simulations manually. ARTEMIS does not yet use the elastic
tensor of each constituent bulk materials when forming the interface; if this were
done, then it would more reasonably determine the upper limit of strain for each
constituent and share the mismatch between the two materials based on their
elastic properties. ARTEMIS cannot yet make predictions on the order of ener-
getic favourability of the interfaces it generates; even a simplified method, such
as the Harris functional [442,443], may allow for initial energy estimates that can
guide the search. Furthermore, a software interface between ARTEMIS and vari-
ous atomic simulation package would be useful to help automate the submission
and running of energetic and relaxation calculations.
Additionally, ARTEMIS cannot currently identify non-uniform (non-idealised) sur-
faces, such as the previously mentioned GaAs β(2×4) surface [433, 434], when
identifying surface terminations; addressing this limitation will be a challenge as
it requires detailed understanding of a surface’s energetics. In future versions,
the bond matching method outlined in Section 7.7.1 will need to take account of
the atomic species involved to better match missing bonds at the surface; a sim-
ilar consideration is needed for the intermixing method outlined in Section 7.7.2,
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where understanding of the atomic masses involved would allow for more in-
formed cross-interface swaps.
Whilst these limitations are present at the time of writing this work, the software is
being continually developed and there are clear paths to addressing them. Being
clear on its limitations allows users to better understand where ARTEMIS should
be used and where improvements should be made.
7.10 Summary
In this chapter, we have presented a our software package, ARTEMIS, for the
generation of potential interfaces between any two materials; here the parent ma-
terials can be single-species or multi-species, layered or bulk. Through the use
of the software, users can more easily automate the task of interface generation
and identification; for example, sets of interfacial alignments and intermixings can
be easily generated, allowing for more thorough studies of potential interfaces be-
tween two parent crystals and their energy landscapes. With the lattice matching
method able to scan over large sets of Miller planes, users can quickly identify
low-strain matches which would otherwise be laborious. The test cases outlined
in Section 7.8 show how the ISHIFT = 4 method can help in identifying the most
favourable interface separation. This software should aid in exploring and under-
standing interface systems, which are critical to understanding the capabilities
and efficiencies of many devices and many fundamental physical phenomena.
Chapter 8
Conclusions and outlook
“Spare me your space-age techno-babble."
— Zapp Brannigan
8.1 Summary
In this work, the effects and potential uses of interfaces for various devices have
been explored, with a particular focus on those formed in oxide heterostructures.
Chapter 1 introduces the concept of interfaces and details their use in technology
and society thus far. Particular focus is put toward their use for energy-related
applications such as solar energy harvesting. In Chapter 2, the ab initio methods
used for modelling these interface systems are introduced and discussed. Core
definitions of crystals and structural prediction are also presented.
In Chapter 3, the material CaCu3Ti4O12 is investigated in an attempt to deter-
mine the fundamental mechanism causing experimentally-grown samples of it to
exhibit colossal permittivity. By exploring and modelling the naturally occurring
interfaces in samples of this material (grain boundaries), it is determined that a
metallic interface forms between the stoichiometric CaCu3Ti4O12 grains and the
inter-grain material, CuO, which is responsible for the appearance of irregularly
high permittivity values. Through use of ab initio and circuit-model simulations, it
is shown that this large dielectric response can be enhanced by either adding (or
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in reality increasing the concentration of) the concentration of oxygen vacancies
or by increasing the grain sizes. This chapter provides a new understanding of ox-
ide interfaces and colossal permittivity, and suggests that native CaCu3Ti4O12 is
unsuitable for energy storage; hence, other colossal permittivity systems should
be considered for such applications.
Chapter 4 details a study of the electronic and mechanical properties of fresnoite
(Ba2TiSi2O8) a material known to form at the interface between BaTiO3 and Si.
The purpose of this study is to characterise the interface material to allow for
a better understanding of the properties displayed by Ba2TiSi2O8/Si heterostruc-
tures. This material is shown to be strongly anisotropic, with a strong difference
between the a and c elastic and dielectric responses. Due to the strong Ti–O
bonding, we see a very large band gap of 5.72 eV. This wide band gap oxide
is also shown to exhibit a second, smaller band gap of 0.33 eV just above the
conduction band minima. The two bands at the conduction band minima (below
this second gap) are related to the Ti atoms, which act as defect-like bands within
the more prominent Si–O bonding structure. Here, Ti appears almost as a 1/3
dopant within the Si sub-structure. With the electronic, Raman, optical, mechan-
ical and dielectric properties of Ba2TiSi2O8 having been presented here using
the screened hybrid functional HSE06, identification of this material at BaTiO3/Si
interfaces should be easier.
The goal set out in Chapter 5 is to propose an all-oxide solar cell, where each
layer of the device is an oxide material. Oxides are relatively cheap and easy
to fabricate and relatively stable in both air and water. Incorporating these prop-
erties into solar cells would help to revolutionise the photovoltaic industry. To
this end, we partnered with a company, Solaris Photonics, to study SnO for its
potential as an active layer in a photovoltaic device. SnO shows strong thermal
stability and anisotropic conduction properties, which could allow it to be a very
useful photovoltaic material; however, it has a small indirect band gap of 0.88 eV,
which significantly reduces its potential as an effective active layer. By forming a
solid solution between it and CaO (with a stoichiometry of (Sn:Ca)7:1O), we detail
how its optical properties can be improved for solar cell applications. The aim
of forming a solid solution is to maintain the desirable properties of SnO, whilst
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introducing some of the beneficial properties of CaO. The improvements in the
material’s properties include changing the fundamental gap from indirect to direct
and increasing the band gap to 1.56 eV. With all of these capabilities, the solid
solution (Sn:Ca)7:1O has the promise to be an efficient photovoltaic material.
To fully understand the capability of the solid solution (Sn:Ca)7:1O as an active
layer in a solar cell device, the band alignment between it and potential trans-
port layers must be explored. A set of materials are studied as potential hole
and electron transport layers. It is found that its hole affinity value of 4.93 eV re-
sults in many oxides acting as hole transport layers to this active layer. As such,
identifying a viable electron transport layer is the main challenge to realising this
setup. We identify CaO as a potential hole transport layer and TiO2 as an electron
transport layer. MoO3 is provided as another potential electron transport layer.
In Chapter 6, we present study of four oxide perovskites for photocatalysis –
CaSnO3, SrSnO3, BaSnO3 and SnTiO3. By analysing the electrostatic poten-
tial for each perovskite, we determine that the band gaps of BaSnO3 and SnTiO3
are poorly aligned to the hydrogen and oxygen reaction potentials; meanwhile,
CaSnO3 and SrSnO3 maintain their ability to straddle the reaction levels. We
further the study by exploring the energetics of the reactants adsorbed to the sur-
faces of CaSnO3 and SrSnO3 and determine the overpotentials for both are too
large to allow for simultaneous hydrogen and oxygen water-splitting. However,
by introducing a thin ZrO2 overlayer onto the surface of SrSnO3, we show how
it is possible to reduce the overpotentials – in this case, the hydrogen and oxy-
gen overpotentials are reduced from 0.75 and 0.72 eV down to 0.35 and 0.54 eV,
respectively. This structure of SrSnO3|ZrO2 results in a system where both over-
potentials are straddled by the system’s band gap for pH values between 0 and
12. Here, we highlight the importance of overlayers in water-splitting devices and
present SrSnO3|ZrO2 as a potential candidate for bifunctional water-splitting.
Chapter 7 details the software package, ARTEMIS, that we have developed for
the generation of potential interfaces between any two crystals. In the current
version, the software is intended to work with materials that are single-species
or multi-species, layered or bulk. To improve use of the software further, it has
been developed to output structure files in a set of different formats for use with
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plane-wave density functional theory programs. The code has been developed
with the capability of identifying the location of the interface in a pregenerated in-
terface structure to allow users to further study an already tested interface. Post
processing tools on interface structures include interface identification, interface
alignment and intermixing. Combined, the tools of ARTEMIS allow the user to
thoroughly test the energetic hyperspace of an interface between any two crys-
tals.
8.2 Future work
Several areas of study presented in this thesis warrant further investigation. Other
systems that exhibit colossal permittivity, such as laminates and co-doped materi-
als, deserve a similar study to that presented in Chapter 3, in particular, for energy
storage applications. Having thoroughly characterised Ba2TiSi2O8 in Chapter 4,
it would be worth studying interfaces between BaTiO3 and Ba2TiSi2O8, as well as
those between Si (or SiO2) and Ba2TiSi2O8. This would link back to the aforemen-
tioned extension of study on Chapter 3 by exploring another colossal permittivity
system. Both of these studies would also aid in finding a common link between
all of these unusual systems that display these irregularly high permittivity val-
ues. It should be noted that, due to its strongly asymmetric unit cell, Ba2TiSi2O8
would form highly polar interfaces, which would present an unusual challenge for
theoretical modelling.
In Chapter 5, an initial study of the study of the (Sn:Ca)7:1O solid solution has been
provided for its use as the active layer in an all-oxide solar cell. In future work, this
should be extended to explore a much larger phase space of this compound to
determine its most energetically favourable form. This would allow for a better un-
derstanding of the energetic and optical properties of this solid solution. We have
presented a study of potential oxide transport layers for an (Sn:Ca)7:1O-based
solar cell. A useful extension to this work would be to investigate further sets of
oxides for transport layers in an attempt to identify a candidate electron transport
layer. It would also be worth exploring possible contacts for such a system by
looking into new potential transparent conducting oxides; with the large band gap
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displayed by Ba2TiSi2O8 in Chapter 4, there is a chance that doping this structure
could allow for it to exhibit the necessary transparent conductive properties. Over-
all, further exploration of oxides for each component of a photovoltaic cell would
be desirable, perhaps with a focus on finding an oxide with a larger hole affinity to
function as the active layer. Finally, it would be beneficial to thoroughly explore the
effects of intrinsic dopants within each of the device layers, with a particular focus
on how vacancies affect the solid solution (Sn:Ca)7:1O. Whilst preliminary data
has been obtained on oxygen vacancies in the heterostructures, further study to
determine their localisation, concentration and effects on the optical properties
would allow for a much greater understanding of the potential device.
Chapter 6 has potential for both experimental and theoretical extensions to the
work presented here. On the experimental side, manufacturing such a setup
would allow for an understanding of where the physical and operational limits of it
lie. This study would help to determine the maximal thickness of the oxide over-
layers. As for theory, further exploration of potential oxide overlayers and their
stability on oxide perovskite surfaces would be valuable for understanding how
thin these overlayers need to be, as well as when overlayers function on the per-
ovskites. Identifying whether the use of overlayers can improve the photocatalytic
capabilities of other oxide perovskites would be of great importance.
Finally, the software presented in Chapter 7 has shown great promise in aiding the
study of interface structures. Throughout this work, the software has been used to
determine the best lattice-matched systems to explore. Going forward, a detailed
study and further development of the lattice alignment methods presented in the
aforementioned chapter would help to determine how generally these can be ap-
plied, as well as identify how these can be improved. Currently, it is believed
that introducing an understanding of charge states into the method will help to
improve the balancing of bond lengths. The intermixing subroutine should also
be extended further by considering the masses and atomic radii of the swapped
atoms; atoms of greater mass may displace pairs of lighter atoms in the opposite
material. By continuing to develop this software, it has the potential to change the
way we study interfaces.
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8.3 Closing remarks
This thesis has explored the potential of interfaces for use in several energy stor-
age and energy generation applications. Naturally-occurring and artificial inter-
faces between oxide materials are studied in order to understand both the unique
physical properties they can exhibit and their effects on the component materials.
Finally, a tool for generating interfaces between any two materials is presented
and the methods implemented within for identifying and predicting the most ener-
getically favourable interface are discussed.
Appendix A
An alternative description of Miller
planes
An alternative understanding for Miller planes is as follows: for each point (hkl)
in reciprocal space, there exists a corresponding set of lattice planes (hkl) in
real space. The direction of this reciprocal vector is normal to the real-space
planes. Because of this, the interplanar spacing d can be determined by taking





These crystallographic planes can be used to identify crystal structure through
use of X-ray or neutron diffraction (see Figure A.1) [3]. Let us first consider the
Miller planes of a material as diffraction gratings. Incident waves will reflect off of
these sets of planes, which will interfere with each other to form a diffraction pat-
tern. Constructive interference occurs at specific angles of incidence θ reflecting
off of parallel Miller planes (where θ = 0 corresponds to the light being parallel to
the plane). The angle at which this occurs for a specific Miller plane is defined by
Bragg’s law:
2d sin θ = nλ. (A.2)
APPENDIX A. MILLER PLANES 222
Figure A.1: Schematic of X-ray diffraction used to determine the interplanar
spacing d using the angle of incidence θ and the wavelength λ of the probing
electromagnetic wave. The filled circles represent atoms and the parallel lines
intersecting these indicate Miller planes within the crystal.
Here, d is the interplanar spacing, n is an integer and λ is the wavelength of
the incident light. From this, it is clear that the phase shift of the two reflected
waves must be a multiple of 2π. By using the wavelength of the incident light and
recording the angles of incidence/reflection, one can determine the interplanar
spacing of different Miller planes, allowing one to describe the periodicity and
symmetries of the crystal.
To refer to the set of planes symmetrically equivalent to (hkl), "curly" brackets are
used: {hkl}. To refer to the set of Miller directions symmetrically equivalent to




Electrons form an interacting many-body system, with a wave function, in general,
given by Ψ(r1, · · · , rNe). The interactions in such a system always involve pairs
of electrons, it is, therefore, sufficient to use two-body correlation functions to
determine many of the electronic properties, such as the energy. To do so, we
give the joint probability nσ,σ′(r, r′) of finding electrons of spin σ and point r and of







δ(r− ri)δ(σ − σi)δ(r′ − rj)δ(σ′ − σj)
〉




|Ψ(r, σ; r′, σ′; r3, σ3; · · · , rNe , σNe)|
2
dr3 · · · drNe , (B.1)
with Ψ being normalised to unity. For uncorrelated particles, the joint probability is
just the product of probabilities. Therefore, the measure of correlation ∆nσ,σ′(r, r′)
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As mentioned earlier, Hartree-Fock neglects all correlations except those required
by Pauli exclusion (exchange). This exchange term represents two interactions:
1) the self-term that must be subtracted to cancel the spurious self-term in the
Coulomb Hartree energies, and 2) the Pauli exclusion term. The effect of these
is always to lower the energy, which can be interpreted as the interaction of each
electron with a positive ’exchange hole’ surrounding it.
The orthonormal single-electron wave functions ψi(xi) can be written as a product
of the wave functions associated with the spatial (φ) and spin (α) coordinates
ψi(xj) = φ
σ
i (rj) × αi(σj), where σ denotes the spin. Using this, Equation (2.95)

































From Equation (B.4), it becomes immediately clear that the exchange hole of an
electron is only present for electrons of the same spin; hence, the probability
vanishes, as it must, for two electrons of the same spin at the same point. The
energy relating to the exchange potential in Equation (2.102) can be interpreted
as the lowering of the total energy of the system due to each electron interacting













For other approximations where the full correlation is accounted for, a similar hole
can be defined for Coulomb correlation nc. As such, the full exchange-correlation
hole can be defined as
∆nσ,σ
′








Pseudopotentials: the expansion of
the expectation value
The definition of the coefficients αcv in Equation (2.137) are determined by en-
















0 = 〈ψc|ψv〉 − αcv.
This leads to the aforementioned result of
αcv = 〈ψc|ψv〉 . (C.1)
Let us now consider the expectation of the Hamiltonian with respect to these new
smooth valence functions φv,
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We now do the same derivation for the expectation value of the energy:







































Combining these two results, we get
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Here, we have expanded and solved the expectation value of the Hamiltonian and
energy using these smooth valence function.
Appendix D
Conjugate gradient method
The conjugate gradient method is a form of identifying local minima in an N -
dimensional space, assuming the form of the functional is quadratic [44]. This
method offers a much improved ability to find the local minimum over that of sim-
pler methods such as steepest descent, with conjugate gradient being able to
exactly solve the problem of a quadratic in N -dimensional space within N steps.
Consider the quadratic functional







= −H · x. (D.2)
The first step of the conjugate gradient method is the same as steepest descent,
which involves minimisation of F along a line x(1) = x(0) + α(1)d(0), where d(0) =
g(0). For this and all subsequent steps, minimum occurs at
d(n) · g(x(n+1)) = 0. (D.3)
The best choice of direction in which to minimise the n+ 1 step is one that keeps
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the gradient along the previous line d(n) equal to zero. As ∆g = α(n+1)H · d(n+1),
the condition on the line becomes
d(n) ·H · d(n+1) = 0. (D.4)
This defines the conjugate direction, which is orthogonal to the previous direction
(the orthogonality is in the space defined by the metric H = Hij). If this condition
is satisfied at each step, then the conjugate condition is maintained for all steps
d(n
′) ·H · d(n+1) = 0. for all n′ ≤ n (D.5)
This restriction on the directions preserves the minimisation performed in all of
the previous steps, only adding independent (i.e. conjugate) variations. As such,
this method reaches the minimum exactly in N steps, where N is the dimension
of the space xi, i = 1, N .
For actual calculations, it is useful to specify the new conjugate gradient directions
d(n+1) in terms of the quantities already available (i.e. the current gradient and the
previous direction),
d(n+1) = g(n+1) + γ(n+1)d(n). (D.6)
















This is defined as the Hestens-Steifel form. For the case of a quadratic functional,
this is equivalent to the Fletcher-Reeves form:





with γ(1) = 0. Using these, one then must perform line minimisation along the
conjugate direction, then repeat the procedure on each subsequent conjugate
gradient until suitable minimisation has been reached. Keep note that this algo-
rithm is designed for quadratic functionals.
Appendix E
Sampling of the Brillouin zone
E.1 Sampling of the Brillouin zone
Evaluation of many physical properties, such as energy and density, involves an
integral over the Brillouin zone. To accurately capture the integration using a dis-
crete set of points in the Brillouin zone, one must take care in selecting sufficient
points in regions where the integrand varies rapidly. This is exemplified when con-
sidering the differences between insulators and metals; in the case of the former,
the filled bands can be integrated using only a few well-chosen points – special
points. For the latter, careful integration is required near where bands cross the
Fermi-level. As mentioned in Section 2.2.2, the scale of such a calculation can
first be reduced by considering only symmetrically inequivalent points.
For a given integrand fi(k) that is some function of the eigenfunctions ψi,k and
eigenvalues εi,k, it is a smoothly varying and periodic function of k. As such, it




fi(T) exp(ik ·T), (E.1)
where T are the translation vectors of the crystal. The contribution of the rapidly
varying terms at large T decreases exponentially, so that the above sum can be
truncated to a finite sum. Special points are then chosen for efficient integration



















Figure E.1: Points (red circles) and lines (red lines) of high symmetry in and long
the Brillouin zone for a (a) cubic and (b) tetragonal cell. Dashes define that a line
is partially obscured by a boundary face.
of the smooth, periodic function.
The most widely used method for determining a set of special points to evaluate
in the Brillouin zone is that proposed by Monkhorst and Pack [88]. This scheme
uses a simple formula, valid for any crystal, to determine a uniform set points
based on the given number of subdivisions, N1, N2, N3, along each reciprocal





2ni −Ni − 1
2Ni
bi, (E.2)
where bi are the primitive reciprocal lattice vectors, and ni = 1, 2, · · · , Ni. By using
a shift vector, this grid can be chosen to always be centred on the Γ-point.
E.2 Brillouin zone example
Figure E.1 displays a schematic of the Brillouin zone for cubic and tetragonal
cells. These have been presented as they are the two types of Brillouin zones
discussed throughout this work.
Appendix F
Convergence test results
For each chapter, convergence of the energetic and electronic properties has
been tested for the bulk materials, in addition to certain slab structures to ensure
consistency for more complex systems. An example of that convergence testing
is detailed here for CaCu3Ti4O12 bulk, explored in Chapter 3.
Convergence is tested for both the k -point grid and the energy cutoff for the plane-
wave basis set. Total energy and fundamental band gap are used to determine
whether convergence for the two input parameters has been achieved. It should
be noted that, whilst band gap is considered for convergence of the k -point grid
size, it is not the determining factor as the size of the band gap is dependent on
the specific k -points being used in the calculation (i.e. a material with a direct
fundamental gap at Γ will appear to have a larger band gap for a calculation
performed without using the Γ-point).
Previous studies by Lejaeghere et al. [444,445] have calculated the energy accu-
racy of VASP when compared to all-electron calculations to be within 0.6 meV/atom.
As such, for this work, we shall define a parameter to be converged when an in-
crease in its size results in energy values changing by less than 1 meV/atom –
here, these two parameters are k -point grid size and energy cutoff.
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Figure F.1: Convergence of the total energy (per atom) and band gap of bulk
CaCu3Ti4O12 with respect to the k -point grid size. The total energy is given with
respect to the energy at a 10× 10× 10 k -point grid.
F.1 k -point convergence
As mentioned previously, sampling of the k -point grid is performed using the
Monkhorst Pack method, and its grid size is used as a parameter to converge
via total energy (i.e. less than 1 meV/atom change in total energy between sub-
sequently larger grid sizes) for a 40-atom CaCu3Ti4O12 unit cell. This method
defines a grid of equally space k -points and retains a subset such that all remain-
ing are symmetrically inequivalent and appropriately weighted. The grid size (the
number of points along each axis) is defined by the user using the KPOINTS input
file. All grids here are Γ-centred. In Figure F.1, k -point grids larger than 3× 3× 3
are shown to be suitably convergence for total energy, whilst grids of 7× 7× 7 are
considered suitable for band gap accuracy.
F.2 Energy cutoff convergence
Energy cutoff is specified in VASP in units of eV using the ENCUT tag in the INCAR
input file. Here, the energy cutoff is converged with respect to total energy (i.e.








































Figure F.2: Convergence of the total energy and band gap of bulk CaCu3Ti4O12
with respect to the energy cutoff, ENCUT. The total energy is given with respect to
the lowest total energy value (obtained at 900 eV).
less than 1 meV/atom change in total energy between subsequently larger cutoff
energies) for a 40-atom CaCu3Ti4O12 unit cell. From Figure F.2, we consider the
total energy and band gap to be sufficiently converged for 700 eV and above.
Appendix G
Formation energy
For all of the formation energies described below, a negative formation energy is
representative of a system where the considered structure is more energetically
favourable than the constituent compounds it is being compared to. When deter-
mining the formation energy, all systems being compared use the same energy
cutoff and equivalent k -point grids (this ensures comparability between energetic
values, in addition to other properties).
G.1 Bulk formation energy
To determine the formation energy for a bulk material Ef,bulk, the bulk energy
is compared to stable constituent compounds. In the case of oxides, as is the
majority of work in this thesis, these compounds are typically monoxides or binary
oxides. As an example, the equation to determine formation energy for a ternary
oxide ABO3 is
Ef,bulk = EABO3 − EAO − EBO2 , (G.1)
where the energy for each of these compounds is taken at their most energeti-
cally favourable phase. If the formation energy is negative, then the considered
bulk material is more energetically favourable than the compounds it has been
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compared to. This means that the material is stable. The formation energy is
given with respect to a single unit of the material, so as to not be affected by use
of supercells.
G.2 Surface formation energy
To determine the formation energy of forming a particular surface termination
Ef,surface (i.e. cleaving energy), the energy of a slab with identical surface termi-
nations on both sides Eslab is compared to the energy of the bulk material Ebulk
and any additional compounds Ei required to satisfy equivalent stoichiometry be-
tween the slab structure and the bulk plus the considered compounds (i ranges
over the required set of additional compounds). By doing this comparison, it can
also be determined whether, upon cleaving, the surface layers would prefer to
form the surface or the individual compounds. The equation for surface termina-







m and ni are integer values such that the number of atoms accounted for due to
the bulk and compounds is equivalent to the number of atoms in the in the slab
structure (both with the same stoichiometry). Here, A is the area of the surface in
the unit cell being used. The formation energy is divided by two lots of the area
due to there being two surfaces in a slab calculation (one either side of the slab).
For surface formation energies, a negative value describes a system where the
material would prefer to separate and form a surface rather than remain as the
bulk composite materials. If a negative surface formation energy is obtained for
non-stoichiometric surfaces, then it is a likely an error in the materials chosen for
comparison. If a negative value is obtained for stoichiometric surfaces, then it
describes a material that is unstable in the bulk form.
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G.3 Interface formation energy
The interface formation energy Ef,interface is calculated by comparing the energy of
the interface structure to that of the two constituent slabs Eslab,1 and Eslab,2. The
equation is
Ef,interface =
Einterface − Eslab,1 − Eslab,2
2A
. (G.3)
Here, A is the area of the interface considered by the unit cell. The area is taken
into account twice as the interface structures considered in this work model two
symmetrically equivalent interfaces in each unit cell. For an interface structure, a
negative formation energy describes a system where the heterostructure is more
stable than the constituent slabs. The more negative value, the stronger the
bonding at the interface.
G.4 Vacancy formation energies
Vacancy formation energies are determined by comparing the energy of the sys-
tem with (Evacancy system, the defected system) and without (Esystem, the defect free
system) the considered atom being vacant. The formation energy Ef,vacancy of a
vacancy is
Ef,adsorption = Evacancy system − Esystem + Evacancy bulk. (G.4)
Here, Evacancy bulk is the energy relating to the bulk that would be formed of the
vacant atom. A negative formation energy describes an atom that is more ener-
getically favourable to exist in its bulk phase than in the system.
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G.5 Adsorption formation energies
Adsorption energies are determined by comparing the energy of the surface with
the adsorbate attached to those of the clean surface and the adsorbate isolated.
The formation energy Ef,adsorption of an adsorption structure is as follows:
Ef,adsorption = Eadsorbate+surface − Esurface − Eadsorbate. (G.5)
A negative adsorption formation energy describes an adsorbate that would prefer
to be adsorbed to the surface than be an isolated molecule. The more negative
the value, the stronger the adsorption bond.
Appendix H
Common terminology
H.1 Projected density of states
The concept of projected density of states is used throughout this work, appear-
ing in the form of orbital-projected, atom-projected, species-projected, and even
layer-projected. A projected density of states is defined as a density of states
where contributions of each state are associated with particular contributors –
here, a contributor is defined as either an orbital, an atom, a species or an atomic
layer. As this work uses projector augmented wave (PAW) pseudopotentials, the
task of associating contributions of a state to particular orbitals is simplified when
compared to methods using other forms of pseudopotentials.
To determine the projected density of states, the overlap between the wave func-
tion and a projector must be calculated. As the method employed for PAW pseu-
dopotentials already determines the coefficients relating to the overlap of the
atomic orbital projectors with the electron wave functions during the self consis-
tent field cycle, a projected density of states comes at no additional computational
cost. To obtain species-projected (layer-projected) density of states, the contribu-
tions associated with atoms of a specific species (atomic layer) are summed.
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H.2 Local potential
The local potential is formed of the external (ionic) and Hartree potentials, the Vext
and VH terms in Equation (2.123) – this is also often termed as the electrostatic
potential. It is spatially dependent and, at each point in space, describes the
background potential felt by a test charge. The choice of including only the ex-
ternal and Hartree potentials is made due to their much more rapid convergence
to the vacuum energy than the exchange-correlation term of the functional, which
allows for a more accurate calculation of the work functions and hole affinities.
For local potential plots found in this work, the potential has been averaged across
a plane to reduce it down to a one-dimensional function, with the variable being
the direction perpendicular to the plane (always the c-axis in this work). The
local potential is used to determine the value of the background potential felt in a
vacuum region, the vacuum energy; by comparing this value to the Fermi energy,
one can determine the hole affinity (work function) of an insulator (metal).
Appendix I
Oxide solar cell transport layers
The bulk density of states for Ca, CaO TiO2, MoO3 and (Sn:Ca)7:1O are calculated
using the PBE functional. These allow for a comparison between their bulk forms
and the heterostructures formed between them.
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Figure I.1: Electronic density of states for bulk (a) Ca, (b) CaO, (c) TiO2, (d)
MoO3, and (e) (Sn:Ca)7:1O, calculated using PBE.
Appendix J
Calcium stannate overpotential
The overpotentials are evaluated for CaSnO3 and presented in Figure J.1. This
was done using the relation between ∆G2 and ∆G3 put forward by Man et al.
for binary oxides and oxide perovskites [376], as well as their noting of these
steps always being the rate-limiting step for such materials. Hence, only the
adsorption of O, H and OH were modelled in order to obtain these overpotentials.
When comparing to the overpotentials of SrSnO3 shown in the main text, we
find that CaSnO3 displays much hydrogen and oxygen overpotentials of 1.77 eV
and 1.20 eV, respectively (at pH = 0). Neither the hydrogen nor the oxygen
overpotentials lie within the surface or bulk band gap of the material. As such,
CaSnO3 is disregarded for further study of its water-splitting potential.






































Figure J.1: Overpotential of CaSnO3 in comparison to its bulk and surface band
gap. The red hashed regions show to reduction in band gap from the material’s
bulk band gap (black line). The overpotential has been calculated using Man’s
rule that highlights that the rate limiting step of oxides and oxide perovskites is





The Lenstra-Lenstra-Lovász (LLL) basis reduction algorithm [428] is used to re-
duce a basis set B = {b1,b2, · · · ,bd} composed of d basis vectors with n-
dimensional integer coordinates (that span a lattice L with d ≤ n) down to a
short and nearly orthogonal basis set. Effectively, the LLL algorithm attempts to
find the shortest vectors, which are as orthogonal as possible, that can represent
the lattice L.
Whilst the LLL reduction method cannot definitively identify the shortest possible
vectors for systems of greater than 4 dimensions, it is sufficient to identify the
shortest possible vectors for the systems we consider (these being three dimen-
sions and lower). Note, this difficulty in pertaining to higher dimensions is faced
by all reduction methods.
We start with a basis set
B = {b1,b2, · · · ,bd}, (K.1)
and use this to set up the Gram-Schmidt process [446] orthogonal vectors b∗,
APPENDIX K. LLL REDUCTION 247










Note that 〈u,v〉 – the inner product – is equivalent to uTv for real numbers, which
is the case in this work. Using the individual vectors, we can define the Gram-
Schmidt process orthogonal basis as
B∗ = {b∗1,b∗2, · · · ,b∗n}, (K.4)




for any 1 ≤ j ≤ i ≤ n. (K.5)
The basis can be said to be LLL-reduced if there exists a parameter δ in the range
(0.25, 1) where the following conditions are satisfied:
1) For 1 ≤ j ≤ n : |µi,j| ≤ 0.5, which guarantees the length reduction of the
ordered basis (size-reduced).
2) For k = 1, 2, · · · , n : δ|b∗k−1|2 ≤ |b∗k|2 + µ2k,k−1|b∗k−1|2 (Lovász condition).
By using the initial basis set (K.1), one can determine the Gram-Schmidt orthog-
onal basis and its coefficients in order to determine whether the basis is LLL-
reduced. If it is not, then the individual basis vectors are updated as follows:
bi = bi − |µi,j|bj. (K.6)
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After any basis vector is modified, the appropriate Gram-Schmidt basis and co-
efficients must also be updated to use the newest basis set. This process is
repeated until both conditions 1) and 2) are met, at which point, the basis set is
considered LLL-reduced, where each vector in the basis set should be the short-
est, and most orthogonal, possible basis vectors for the lattice. Note that this
method works only for bases composed of integer coordinates.
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