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Essays on the Macroeconometrics of Uncertainty
Carlos Montes-Galdón
This dissertation is a collection of three essays in Applied Macroeconomics, where
I analyze the role of volatility in the economy, as well as the different macroeconomic
effects of time varying policy. In order to do that, I estimate three different models that
incorporate novel features that allow me to isolate those effects. The models are estimated
using recently developed Bayesian techniques (Hamiltonian Monte Carlo) that allow me
to consider non linearities and interesting economic features that could not have been
considered in the past. In the first essay, I estimate the evolution of fiscal multipliers
in the postwar era, using a time varying parameter vector autorregressive model that
includes stochastic volatility. First, I find that there is significant evidence that the multi-
plier has changed over time, once we control for changes in volatility, but that there is no
empirical support to claim that the fiscal multiplier is bigger during a recession even if
we consider different components of government spending, as some recent literature has
suggested. Second, I show that not accounting for stochastic volatility in the model can
seriously affect both the size and the uncertainty around the fiscal multiplier. Finally, I
show that government spending was extremely ineffective during the Great Recession of
2008, but taxes and transfer payments played an important role to stabilize the economy.
In the second essay, I consider the contribution of changes in the conduct of Monetary
Policy to the so-called “Great Moderation” (that is, the reduction of the volatility of sev-
eral macroeconomic variables after 1985). I argue that a better monetary policy conduct
can be responsible for the Great Moderation and the stabilization of the economy after
the high inflation episodes of the 1970s, contrary to the findings of other authors. The
estimation is based on a model that incorporates time varying responses of monetary
policy to changes in inflation and output, and that, as a novelty, estimates the relation-
ship between those responses and the volatility of those variables. There are two main
findings. First, I show that there is evidence of a change in the conduct of monetary pol-
icy during the sample period. Second, using counterfactual exercises, I find that after
Paul Volcker is appointed as Chairman of the Federal Reserve, the economy would have
been more volatile if the conduct of monetary policy would not have changed. More-
over, the economy would have exhibit less uncertainty in the Pre-Volcker period if the
policy conducted afterwards would have been in place. In the last essay, I propose a
framework and a model-consistent estimation approach for the analysis of the dynamic
consequences of changes in volatility. The proposed model is a Vector Autoregression in
which time-varying volatility has a first-order impact on the observable variables. The
volatility process is estimated within the model, and therefore, the proposed estimation
approach does not rely on proxy measures of aggregate uncertainty as it has been gen-
erally done in the literature extant. Estimates of the proposed model using data from
the United States show important quantitative and qualitative departures from estimates
incorporating non-model-consistent measures of volatility. In particular, an increase in
overall volatility similar to the one experienced during the Great Recession is predicted
to have a strong negative and persistent impact on key macroeconomic indicators, includ-
ing output, investment and the unemployment rate, and to worsen financial conditions.
Moreover, a decomposition of the estimated volatility time series shows that fiscal volatil-
ity shocks are associated with important deflationary pressures, have a strong crowding
out effect on investment and increase the cost of borrowing. Finally, the estimated model
predicts that volatility has an asymmetric effect on the economy so that only rare shocks
matter.
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Chapter 1




The crisis of 2008 has reinvigorated the debate about the effects of fiscal policies in order
to stabilize the economy or to avoid the recession. However there is no consensus among
economic researchers on the power of government spending and taxes to achieve that
goal. More concretely, there is a disagreement on the size of government spending and
tax multipliers. For example, the American Recovery and Reinvestment Act of 2009 con-
sisted of a fiscal stimulus of $787 bilion, and it was carried out under the assumption that
an increase in spending of 1% of GDP will have a positive impact close to 1.5% of GDP
in the long run (Economics Advisers [2009], Romer and Bernstein [2009]). But Ramey
[2011a] shows that many aggregate studies estimate that the government spending mul-
tiplier could be below 1, implying that the government has no power to improve other
components of GDP, like consumption or investment. Yet, the results are quite sensitive
to the estimation method or to the sample that is used. This disagreement translates to
the effects of fiscal spending on consumption, especially with respect to the sign of the
multiplier.
A drawback of the different empirical methods that have been used to estimate the
fiscal multiplier is that they consider that the structural relationships between economic
variables is the same over time. It might be argued that policymakers and economic
agents react to a fiscal shock in different ways. Different authors have pointed in this di-
rection, although there are no extensive studies about it. Blanchard and Perotti [2002] dis-
cuss in their seminal paper that there is an important subsample instability, that emerges
when some periods are excluded from their VAR estimation. Perotti [2004] extends the
discussion, and finds for example that in the United States it is possible to obtain mul-
tipliers larger than one only in the pre-1980 period. He also finds that the reaction of
consumption is weaker (and negative) during that period. Perotti [1999] also points out
that during periods of fiscal stress (when the ratio of debt to GDP is large), a reduction
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of government purchases can increase private consumption. More recently, Auerbach
and Gorodnichenko [2012] find that the fiscal multiplier is much bigger during a reces-
sion than in an economic expansion, using a two-regime switching model (expansion and
recession), where the multiplier at each period of time is a weighted average of the mul-
tipliers in a deep recession and in a strong expansion. The weights are constructed using
exogenously the probability of being in a slack. However, this result is challenged by the
results in Owyang et al. [2013], using a similar method.
This paper provides several contributions to this discussion. First, it implements a
time varying parameter VAR model with stochastic volatility (TVPSV-VAR) to estimate
the variation in the fiscal multiplier over time. The method that I use is similar to the
one proposed in Cogley and Sargent [2005], Koop and Korobilis [2010], Korobilis [2012]
or Primiceri [2005], although I will change the random walk specification for the state
variables by a mean reverting process. While this type of model has been widely use to
analyze the time varying effects of monetary policy, it has barely been used to study fiscal
policy.
The advantage of using a TVP model is that I do not need to restrict the number of
regimes in which the economy might fall, as in the previously mentioned papers; in fact
I let the data speak by itself. While Auerbach and Gorodnichenko [2012] consider that
the multiplier behaves in the same way during any recession, my method internalizes
that every recession might be different, and thus, the multiplier has not to be the same.
Recessions have different underlying causes, and the reaction from the fiscal and mone-
tary authority has not been the same over time. Time varying parameter models are more
flexible than models with a finite number of states. One of the main results of this pa-
per is that I rule out any systematic relationship between the size of the fiscal multiplier
and the state of the economy. That is, I find no evidence that the fiscal multiplier is big-
ger during a recession than during an expansion. I will show that it is true that during
some recessions the multiplier is bigger (which also depends on different components
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of government spending), but this is not true in general. In fact, I find that government
spending is associated with the lowest multiplier during the Great Recession of 2008.
Other novelty of this paper is to estimate the effect of a shock to social transfers in the
real economy. If we want to understand what has been the effect of fiscal policy in the
last decade, we can not neglate the fact that 75% of the extra spending provided in the
ARRA is used to increase transfer payments, including unemployment benefits or social
security. I find that transfers played a big role in stabilizing output and, especially, private
consumption.
The introduction of an autoregressive process for the evolution of the parameters is
a novelty in the literature. Studies on time variation usually assume that the coefficients
that drive the dynamics of the model are unpredictable, and that any shock will have
an infinite memory. In the context of my paper, it might be argued that if there is a
negative temporary shock to any economic variable, there is no reason to believe that
the perturbance will have a permanent effect on the size of the fiscal multiplier. In fact,
I will show in this paper that the data generally rejects the random walk behavior when
I estimate the model. My specification assumes that there is an underlying structural
fiscal multiplier, and that there are fluctuations over time around it. I will show that this
structural multiplier can be quite different than the multiplier estimated using standard
methods.
This paper can also be related to the theoretical properties of the fiscal multiplier in a
period when the nominal interest rate hits the zero lower bound. For example, Eggertsson
[2009] or Woodford [2010] show that the effect of a government spending shock is much
stronger in a New Keynesian Model when the economy is in a liquidity trap. Although
the availability of data in periods where the nominal interest rate is close to zero is limited,
I will show that the multiplier is much lower than the average one in the period 2008-2012,
when the Federal Funds Rate has become close to zero.
The paper is organized as follows. Section 1.2 presents the model and lays out the
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econometric method that I will use to estimate it. Section 1.3 discusses the results from
the estimation of the TVPSV-VAR model using aggregate government spending, and also,
its decomposition in different categories. Section 1.4 analizes the effect of social transfers
in the economy. Section 1.5 discusses the convergence properties of the model and finally,
section 1.6 concludes.
1.2 THE EMPIRICAL MODEL AND ESTIMATION
1.2.1 Data
In this paper, I will use quarterly observations for the U.S. economy, that spans the pe-
riod 1948:QI-2012:QIV. In order to keep my results comparable to Auerbach and Gorod-
nichenko [2012] and Blanchard and Perotti [2002], among other papers that have used
a similar approach, I will use the same set of variables. That is, the fiscal variable will
be government consumption expenditures and gross investment (so that government
spending does not include transfers), net taxes will be defined as current receipts mi-
nus net transfers and net interest paid. The model will also incorporate data on GDP and
private consumption of nondurable goods and services. Finally, in this paper I am also
concerned about the effect of social transfers on the real economy. Thus, I will also con-
sider as a variable government social benefits from the NIPA tables. All the variables are
seasonally adjusted from the source, and they are defined in logarithmic form, after ad-
justing them by the GDP deflator and population. Finally, the date is adjusted removing
a deterministic quadratic trend.
1.2.2 A constant parameter model
The starting point of this paper is the estimation of a model whose coefficients are con-
stant over time. The model is a standard reduced form VAR that can be written as follows,
5
yt = c + A1yt−1 + A2yt−2 + ... + Apyt−p + ǫt (1.1)
where yt is of dimension (M × 1).
It will be convenient to stack in a column vector B all the coefficients from the right
hand side to obtain a more compact form,
yt = X
′
tB + ǫt (1.2)
where,





The error term, ǫt follows a multivariate gaussian distribution, with mean zero and
covariance matrix Ω.
In this paper, I am concerned about structural responses to changes in any fiscal vari-
able. Therefore, I need to transform the model so that the reduced form residuals have a
structural interpretation. In order to do that I consider a VAR model with M = 3 variables
in the following order: government spending, net taxes and output (or consumption).

































t are orthogonal shocks. I have assumed that government spending
is exogenous and that it does not react contemporaneously to any tax or output shock. As
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in the previous literature, the use of quarterly data makes it a sensible assumption, since
there are implementation lags in fiscal policy that prevent it to react to changes in output
within the quarter. However, it is assumed that both taxes and output (or consumption)
react to each other contemporaneously, preventing a recursive identification of the VAR.
However, it can still be possible to identify the structural shocks. The previous system
















































































































































Note that the structural errors for the last equation are also rescaled by a factor, which
should be taken into account when describing the evolution of the variance of this vari-
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If we impose exogenously b2, which is the elasticity of taxes with respect to output,
the structural shocks, et, can easily be recovered. This is the method that Blanchard and
Perotti [2002] used, and I will follow them in this paper.
If I define H as the diagonal matrix whose elements are the standard deviations of
the uncorrelated structural shocks, the covariance matrix of the reduced form residuals is
then given by






Thus, the reduced form system 1.1 can be written as a VAR of the so-called type Struc-
tural AB-Model (as in Lütkepohl [2005]), after we premultiply it by A0A
∗
A0A





tB̃ + Hεt (1.4)
The conditional log-likelihood of this structural model is given by,









ln 2π + 0.5 ln |A0 A











and therefore, the econometrician can find A0, B̃ and H either using maximum like-
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lihood methods, or by Bayesian methods using the efficient Gibbs sampler described in
Waggoner and Zha [2003]. The only consideration that should be made is that matrices
A0and H have n
2 elements each. In order to identify all the elements, we need to impose
M2 + M(M−1)2 restrictions. Since H is assumed to be a diagonal matrix, and A0 is a lower
triangular with ones in the main diagonal, the system is then identified. This is the type
of model that has generally been used to estimate the value of the fiscal multiplier, where
A0 determines the multiplier on impact after an unexpected government spending (or
tax) shock, and the system 1.4 determines the dynamics afterwards. In order to estimate
the model, we also need to provide a value for b2. In the case of taxes, I will use the value
provided by Blanchard and Perotti [2002]. The elasticity of taxes with respect to output is
then assumed to be 2.08. This elasticity is quite similar when I estimate it with respect to
consumption.
However, this approach assumes that the fiscal multiplier is constant over time on
average. Blanchard and Perotti [2002] report in their seminal paper that the spending
multiplier is very sensitive to the data sample that is used, although they are not able
to provide a convincing explanation for it. Perotti [2004] provides more insight to this
problem, and he concludes that the spending and the tax multipliers have been weaker in
the last decades. Figure 1.1 shows this problem. I plot the point estimate of the cumulative
impulse response function of output and consumption after a $1 shock to government
spending and taxes.
Given the specification in 1.3, and following Lütkepohl [2005], the impulse response










h J′(A∗)−1A−10 H (1.5)
where B̂ is the VAR(1) companion matrix of the VAR(p) in 1.3 premultiplied by the
inverse of the contemporaneous relationships, (A∗)−1A−10 , and J is the standard (M ×
Mp) selection matrix, J = [IM : 0 : · · · : 0].







, H = 1, 2, ..., 20
where Zt is either output or consumption and Ft is the fiscal variable (government
spending, net taxes or social transfers). I consider different sample periods, and I estimate
the VAR under two different scenarios: including the Korean War or not.
The results show an important sample instability. First, it is important to emphasize
that including the Korean War reduces the size of the multiplier both for output and for
consumption (on impact, and over time). The Korean War supposes the major govern-
ment spending change in the whole sample, and it seems to have important implications
in the identification of the impulse response function. However, even if we do not con-
sider the Korean War effect, there are substantial differences in the cumulative multiplier
once we add more data. And, as in Perotti [2004], the size of the cumulative multiplier
has been decreasing over time. For example, we can consider the difference between the
cumulative multiplier when the sample runs only until 1995 and the full sample impulse
response function. In this case, in the long run, there is a difference close to $1.3 dollars
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Figure 1.1: Impulse Response Functions from a Constant Parameter VAR - Different Sam-
ple periods
Cumulative IRFS -Y
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in the output multiplier per each initial dollar of government spending, and close to $0.6
in the case of consumption. If we add the Korean War period, the output multiplier even
turns negative once the full sample model is estimated.
Figure A.1 in the Appendix shows the results when there is a $1 shock to net taxes.
Again, the sample that is used for the estimation matters for the dynamics of output and
consumption over time in the impulse response function.
More recently, other studies have tried to understand if the effect of fiscal policy is
different in a boom and in a recession (see for example Auerbach and Gorodnichenko
[2012]). They find that the cumulative multiplier over 20 quarters is between $0 and $0.5
during a boom, but it could be as high as $1.75 during a recession, although this result
has been challenged by Owyang et al. [2013], who do not find significant evidence that
the multiplier is larger during a slack.
How can we then determine what is the true underlying fiscal multiplier in the econ-
omy? In the case of the Korean War, Blanchard and Perotti [2002] include a dummy
variable for that period, since they consider that due to the magnitude of the change in
government spending, the war period cannot be thought as being generated by the same
dynamic process as the rest of the sample. However, this method cannot explain why
the multipliers have been decreasing over time. Auerbach and Gorodnichenko [2012] use
a smooth transition vector autorregresive model, imposing exogenously the probabilities
of transition from a recession to a boom. This method, however, assumes that every reces-
sion and every boom have the same nature, and that, therefore, the economy will react in
the same way to a change in fiscal policy. Also, their approach cannot explain the subsam-
ple instability that we observe in a standard structural VAR. Therefore, we need to find a
flexible method that can use all the information in the sample and that can efficiently find
outliers in the multipliers (like the Korean War), or differences among different states of
the economy, but considering all of the them at the same time and without restricting the
number of possible states that the economy can take. The following section explains the
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model that I will use in this paper, as well as the econometric estimation.
1.2.3 A TVPSV-VAR Model
In this section, I present the empirical baseline model that will be estimated in the fol-
lowing sections. The model belongs to the class of state space models and it is similar to
the one presented in Cogley and Sargent [2005], Koop and Korobilis [2010], ? or Prim-
iceri [2005]. The most general model is a structural vector autorregression model, like the
one presented before, that allows for time variation in the response among the different
endogenous variables of the model, and for changes in the unobserved structure of the
shocks (this models have been called in the literature time varying parameter vector au-
toregression models with stochastic volatility, TVPSV-VAR). Thus, we can write the SVAR




tBt + Htεt (1.6)
Note that now, the elements of A0t, Bt and Ht are allowed to vary over time. For
estimation convenience, the matrix of standard deviations, Ht is parametrized following
the elegant approach from Jacquier et al. [1994] or Kim et al. [1998], that models time
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There is substantial evidence in the literature about historical changes in the volatility
of different macroeconomic variables. Fernández-Villaverde et al. [2012] document con-
siderable changes in the volatility of government spending when estimating a fiscal rule
with stochastic volatility. Their sample does not include the Korean War or the Vietnam
War either, which implies that this problem may be more intense in the sample period that
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I consider in this paper. Moreover, it is well known that the volatility of the business cycle
has changed after 1980. This phenomenon has been well documented by Bernanke [2004],
Kim and Nelson [1999a] or ? among others. They find that there is a structural break in
the volatility of output starting in 1984, which marks the start of the period known as
“The Great Moderation”, which seems to have finished with the advent of the Financial
Crisis in 2007 (Taylor [2013]). In the case of taxes, there are episodes when discretionary
policy has been more volatile. As an example, we can consider the Tax Reduction Act of
1975. which consisted of a $22.8 billion in tax cuts, or the tax reduction programs from
presidents Bush and Obama.
Given the previous evidence on stochastic volatility, it seems reasonable to introduce
it in the model. Morever, as Cogley and Sargent [2005] point out, in a model with drifting
coefficients, if the data shows stochastic volatility and the model fails to incorporate it, the
time variation in the other parameters, Bt and At, might be exaggerated. In the following
section I will also show that the data strongly prefers a model with stochastic volatility.
Define the set of K unobserved states at each period in time, St, as the column vector
that stacks the coefficients Bt, the off diagonal elements of A0t and the ht parameters.
Then, the state process will be modeled as
St − S̄ = Φ(St−1 − S̄) + ηt
with ηt ∼ N(0, Q).
This model is a generalization of Cogley and Sargent [2005], Korobilis [2012] or Prim-
iceri [2005], where they impose that S̄ = 0 and Φ = IK. That is, it is assumed that the time
varying coefficients follow a random walk, so that they follow an unpredictable path.
The main difference in this paper is that I do not impose any restriction on the behavior
of those coefficients a priori and I let the data speak by itself. As it is explained in ?, im-
posing a unit root in the dynamics for the coefficients could be dangerous if there is not
enough variation in the exogenous regressors with respect to the data, which might be the
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case when we consider fiscal variables with respect to output. In that case, it is possible
that the coefficients capture spurious movements, since they are allowed to move freely.
Other potential problem is that the random walk captures only long run changes in the
states, while losing high-frequency changes that a mean reverting process might capture
better. That is, the estimated states will be very smooth with respect to the true states.
The introduction of a mean reverting process in the dynamic behavior of the transmis-
sion parameters is not straightforward and it comes with some costs. First, it augments
the parameter space of the model, so that the estimation of larger VARs is a difficult task.
Second, there are several computational and convergence problems associated with this
specification. In fact, we should not expect big movements in the coefficients, which will
posit a challenge in the identification of [β̄, Φ]. Frühwirth-Schnatter [2004] discusses these
problems using a univariate version of the previous model, which also show up when I
estimate the multivariate model. In order to achieve better convergence properties, the
model can be reparametrised using non-centering methods, that provide a better inter-
pretation of the model. Define S̃t = St − S̄. The unconditional mean of the states can then
be moved to the measurement equation 1.6, and the dynamic system can be rewritten as,
Ã0t A
∗yt = XtB̄ + X
v
t B̃t + H̃tεt
S̃t = ΦS̃t−1 + ηt (1.7)
with Xvt ⊆ Xt. That is, X
v
t is a subset of regressors that the researcher thinks might
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The model has now been reparametrized such that there is an structural mean of the
parameters, and the states are zero mean fluctuations around that mean. If S̃t = 0, ∀t, the
model is a constant coefficient model like the one in the previous section.
1.2.4 Econometric Method
In this section, I explain the estimation method that I will use to estimate a system like
the one laid out in equation 1.7. The full parameter space to be estimated is given by,
Θ = (S̃T, Φ, Q, B̄, Ā, H̄)
with Ā = [ā1, ā2, ā3] and H̄ = [h̄
g, h̄t, h̄x]. The model could be estimated using maxi-
mum likelihood methods, as in Chow [1983]. However, there are several problems associ-
ated with the ML estimation of a time varying parameter model. An important drawback
of this method is discussed in Stock and Watson [1998] and is related to the magnitude
of Q in the model. Suppose that Q is a diagonal matrix. Then, each diagonal element
measures the amount of time variation of the time varying parameter. If these elements
are small, as we would expect to happen in a TVP model, then the maximum likelihood
estimator has a point mass at 0, which can lead to improper inference. Second, as is
discussed in Primiceri [2005], TVP models are highly non linear, with possible multiple
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local maxima in the likelihood function, that sometimes are out of a meaningful support
(for example, in non-stationary regions). Finally, maximum likelihood methods estimate
S̃t conditional on the other parameters of the model, as is shown in Kim and Nelson
[1999b]. If we want to obtain a joint distribution of S̃t and the other parameters of the
model, Bayesian techniques are more appropriate.
The model is therefore estimated using Bayesian methods, and, in particular, using
Hamiltonian Monte-Carlo (HMC) techniques, as discussed in Hoffman and Gelman [2011]
and Neal [2010]. HMC is an evolution of the standard MCMC methods introduced in the
seminal paper from Metropolis et al. [1953], that are combined with the theory of Hamil-
tonian mechanics, which is used, for example, to describe the motion of a particle. This
combination was originally proposed by Duane et al. [1987], but it has not been widely
used due to the computational burden. As a summary1, HMC avoids the inefficient explo-
ration of the whole parameter space in a standard random walk Metropolis algorithm, by
using the gradient of the posterior distribution of the parameters in order to sample new
candidates. This method may reduce convergence time dramatically, especially when the
model to be estimated is complex.
In the context of this paper, HMC methods will help in the identification of the autore-
gressive parameters in the state equation, Φ. The application of a standard Gibbs Sampler
to my model will lead to parameter chains that mix very poorly and with extremely weak
convergence properties, mainly in the case of the estimation of Φ. This would be the case
if I use Carter and Kohn [1994] approach to simulate the unobservable coefficients and
the approximation method from Kim et al. [1998] to draw the stochastic volatility states,
as in Primiceri [2005]. Using more informative priors, or different densities does not help.
This problem is discussed in Frühwirth-Schnatter [2004], and it is common to other appli-
cations of state space models. Frühwirth-Schnatter [2004] finds that a reparametrisation
like the one that I am using in this paper might improve the convergence properties of
1The interested reader can refer to the mentioned papers, that lay out a nice exposition on the use of
HMC
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the sampling chains; however, even if I encounter a big improvement, it is not enough to
get sensible results for the posterior distribution of the parameters of interest. However,
this problem is solved by applying a Hamiltonian MCMC sampler. The estimation of the
model will therfore be performed using a variant of HMC, the NO-U-Turn-Sampler from
Hoffman and Gelman [2011].
An important issue when using Bayesian methods is the selection of the prior distri-
bution for all the parameters in the model. The prior density for Ā is a non-informative
normal distribution, N (0, 100 · I) which is standard in the literature. The prior distribu-
tion for H̄ is also a normal distribution, N (−5, 10 · I).
The prior distribution for the vector of parameters B̄ is obtained using standard OLS
techniques. Then, I derive the so called Minesotta Prior (Litterman 1986), so that β̄ ∼
N (0, VMN) with VMN diagonal. The prior covariance matrix is constructed as in Koop
and Korobilis [2010], setting ā1 = 0.8, ā2 = 0.5 and ā3 = 1. However, the results did not
change when I modified those values, or when introducing an uninformative prior for
the coefficients, β̄ ∼ N (0, 10). The introduction of the Minesotta Prior helps to achieve
faster convergence, though.
The matrix Φ will be assumed to be diagonal, and each of its elements is restricted
to lie inside the unit circle. The prior density for each of the diagonal elements is a beta
distribution, B(20, 1.5). Note that this density has an important mass in the area around
unity, that is, close to the random walk behavior of the states that has been usually set in
the literature, so that I do not rule it out a priori. The covariance matrix Q is also assumed
to be a diagonal matrix, so that the states are uncorrelated to each other. This assumption
does not change the conclusions in the paper, but it improve the convergence properties of
the model, as it reduces significantly the number of parameters to be estimated. The prior
information of each diagonal element of Q will be a half Cauchy distribution, C+(0, 1).
Finally, I have to choose the number of coefficients that will be changing over time.
Models with time varying parameters usually impose that every coefficient in the model
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changes over time. However, there are some drawbacks with this approach. One of them
is that the number of states to be estimated is quite large, and the estimation method that
I use in this paper cannot be applied due to the computational burden. Therefore, I need
to restrict the coefficients that will be changing over time. First, I will assume that the
coefficients associated with any lag in the VAR larger than the first one will be constant.
Second, out of the contemporaneous effect matrix A0t and the first lag coefficients, I will
only allow to change over time those parameters that are policy related.
In the government spending equation, I will assume that the time varying parameters
are those associated with the first lag of output or consumption, and the first lag of net
taxes. Considering this equation as a fiscal rule, as in Fernández-Villaverde et al. [2012],
this implies that I am allowing for the automatic stabilizers to change over time. It can
be understood also as changes in the fiscal regime. Favero and Monacelli [2005] find
evidence that there is substantial fiscal regime instability, and they claim that standard
VAR methods to estimate the fiscal multiplier which do not take this feature into account
might be misleading. Allowing for time variation in these parameters is an interesting
way to solve this problem.
In the net revenues equation, the coefficients that will evolve over time are the coeffi-
cients associated with the first lag of government spending and output (or consumption).
Also, the contemporaneous relationship between taxes and government spending is go-
ing to be time varying. This implies that at different periods in time the government might
decide to finance government expenditures in different ways. Finally, in the last equation,
related to output or consumption, the regressors whose coefficient will change are the im-
pact effect of government spending and taxes and their first lag. That is, I assume that the
effect of those variables on the real economy is time varying.
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1.3 RESULTS
This section discusses the results from estimating the model in 1.7 and compares it to an
standard estimation with constant coefficients and volatility, as in the seminal paper of
Blanchard and Perotti [2002]. In order to find the posterior distribution of Θ I simulate
three independent chains of 30,000 simulations each one, allowing for a burn-in of 50%
of the total amount of simulations. Confidence bands and point estimates are obtained
using 5,000 draws from the posterior distribution and evaluating the quantity of interest.
I use the full sample to estimate the model.
1.3.1 Stochastic Volatility
Figure 1.2 shows the estimated path of the standard deviation of the variables of interest,
which has been corrected in the case of output and consumption by the factor described
in section 1.2.2
The volatility of government spending has been fairly constant over time, except for
the Korean War period. The results for output are more interesting though. First, we can
observe that there is a structural break in the standard deviation around 1985, which is
consistent with the “Great Moderation” literature (Kim and Nelson [1999a] and ?, among
others). The model also estimates that, as we would expect, output is more volatile dur-
ing a recession than during a normal period. However, volatility is not the same in every
recession, contradicting one of the main assumptions from Auerbach and Gorodnichenko
[2012] model. Finally, there is no evidence that the “Great Moderation” has achieved its
end, as suggested by Taylor [2013]. The model correctly predicts that in the last reces-
sion volatility has increased, but it does not seem to have a major impact on the average
volatility since 1985.
The estimated model also predicts that consumption is less volatile than GDP, and
that its volatility has not changed so much over time, except for a dramatic increase in
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Figure 1.2: Estimated Time Varying Standard Deviation
































THE FIGURE PLOTS THE ESTIMATED TIME SERIES exp(h̄i/2) · exp(h̃it/2). SHADED AREAS REPRESENT
RECESSIONS DATES FROM THE NBER. DASHED LINES ARE ONE-STANDARD DEVIATION CONFIDENCE
INTERVALS
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Table 1.1: Posterior Distribution of the time Invariant Parameters related to Volatility
Prior Posterior
5% 50% 95% 5% 50% 95%
exp(h̄g/2) 0.00 0.09 296.50 0.0138 0.0266 0.0445
exp(h̄t/2) 0.00 0.09 296.50 0.0129 0.0189 0.0288
exp(h̄y/2) 0.00 0.09 296.50 0.0043 0.0065 0.0105
exp(h̄c/2) 0.00 0.09 296.50 0.0031 0.0041 0.0056
φ
g
h 0.82 0.95 0.99 0.9671 0.9874 0.9982
φth 0.82 0.95 0.99 0.7398 0.8399 0.9174
φ
y
h 0.82 0.95 0.99 0.8540 0.9451 0.9875
φch 0.82 0.95 0.99 0.7720 0.8936 0.9649
the 2008 recession, which seems to have concluded. The pattern for net taxes is also
consistent with our previous knowledge. Some episodes strike in the graph. The first one
is in 1950-1951, where, as explained in Blanchard and Perotti [2002], there was a reversal
of the payment to war veterans. The second episode takes place in 1975, with the large tax
rebates from President Ford in the implementation of the Tax Reduction Act of 1975. BP
model this tax reduction experience using dummy variables, but again, a TVPSV model
might outperform it since it is a much more flexible way to capture this one shot episodes.
There is also a spike in volatility in the 2000s, associated with President Bush’s tax cuts.
The Great Recession is also characterized by a sudden increase in the standard deviation
of net taxes, capturing the big drop in revenues that the Government experienced during
this period, and the tax changes introduced in the 2009 stimulus package. This result is
consistent with the exogenous shocks identified in Romer and Romer [2010].
Table 1.1 shows the estimated posterior distribution for the constant parameters in-
volved in the volatility process. Note that, except for the government spending process
whose autorregressive coefficient is practically a random walk, the other three seem to be
persistent but there are no problems of hitting the upper bound of the prior distribution
very often. Therefore, a mean reverting process will be more appropriate to model the
time variation in volatility rather than imposing random walks.
Finally, note that each element of the the diagonal matrix of time varying volatilities
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can be modified as exp(h̄i/2) exp(γ · h̃it/2), where γ ∈ {0, 1}. If γ = 0, then there is no
time variation in the variance of the model. Therefore, γ can also be estimated within the
model, and its median provides the estimated probability that I should include stochastic
volatility in the model. When I perform this exercise, I obtain that this probability is
higher than 90%, thus providing support for modelling the variance of the residuals as a
drifting process.
1.3.2 Time varying responses to fiscal shocks
This section discusses the results for the estimated effects of government spending shocks
on output and consumption. I am going to analyze two quantities, the impact and the
cumulative effect. In order to compute them, I will solve again for the Impulse Response
Function, as in 1.5, but introducing some modifications.
First, I need to compute the response function at each period in time, since the co-
efficients are no longer constant. Second, I have to take into account that in this model
the coefficients follow a mean reverting process. In the rest of the literature, the coeffi-
cients follow an unpredictable path, and therefore, the coefficients are kept fixed over the
horizon of the impulse response function. This is no longer the case. The variation in
the parameters is now predictable, and therefore, I need to modify the impulse response
funcion 1.5 as follows,
Ψ0,t = (A
∗)−1A−10,t Ht
Ψ1,t = JB̂1,t J
′(A∗)−1A−10,t Ht
Ψ2,t = JB̂2,tB̂1,t J
′(A∗)−1A−10,t Ht
· · ·
Ψh,t = JB̂h,t . . . B̂2,tB̂1,t J
′(A∗)−1A−10,t Ht
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and now, every element of B̂i,t that is in the state equation of the model will be adjusted
according to the estimated autorregressive coefficient at every horizon h. The IRFS is
finally modified so that it represents the dollar change in output or consumption if there
is a $1 increase in government spending. The original elasticity estimates are transformed
into dollar changes dividing them by the government spending to output ratio at every
time period t. I set the horizon of the IRFS to 20 quarters.
Before discussing the details of the time variation of the multipliers, I will explain how
the average multiplier is affected once I control for stochastic volatility and time variation
in the coefficients, and the difference with the magnitude estimated in section 1.2.2. Figure
A.2 in the appendix shows the estimated cumulatime multiplier for output and consump-
tion, when I evaluate the impulse response function assuming that St = 0, ∀t. That is, I
compute the IRFS from model 1.7, assuming that all the states are at their unconditional
mean. Compared to the standard estimation with constant coefficients, now the estimated
impact multiplier is close to $0.85 on average per dollar of government spending, which
is $0.30 higher than before. As I will show later, this change might be caused by the pres-
ence of some outliers in the multiplier that the TVPSV-VAR model captures, but that will
affect strongly the estimation of the average multiplier in a standard VAR model. Quite
interestingly, this result is similar to the multiplier estimated by Blanchard and Perotti
[2002], in a sample size which is different to the one considered in this paper. There is
also a considerable difference in the point estimate of the average cumulative multiplier.
While the constant model estimates it to have a negative effect of 20 cents after twenty
quarters, my model still predicts a median positive multiplier close to 0.40 dollars. In the
case of consumption, the difference is not so big. The difference in the impact multiplier
is just 5 cents, and in the case of the cumulative multiplier is around $0.10.
Figures 1.3 and 1.4 show the estimated historical path for the fiscal multiplier, both
for output and consumption. Several results can be discussed. First, there is no relation-
sip between recessions and the magnitude of the multiplier on output, as in Auerbach
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and Gorodnichenko [2012]. In fact, the multiplier is the largest during periods where
the economy was not in a slack, like the time between the last two recessions, where the
point estimate of the multiplier is larger than $1.5 in the long run, or in the last years of
the 1980s, before the 1990 recession. There are only two recessions where the estimated
multiplier seems to be larger than on average: the first recession in the sample, 1948-49,
and the recession of 1981-82. However, both recessions have different nature, and it is
difficult to explain why the multiplier increased so much during those periods in princi-
ple. Finally, the Great Recession stands out as a large shock to the fiscal multiplier, with a
zero effect on impact and a negative cumulative response. The response of consumption
follows the same pattern. This reinforces the idea that the last recession has a different
nature from the previous ones. Given the results, it is clear that the crowding out effect
of government spending has been stronger in the last years. A reason could be the un-
derlying credit crunch during the recession. If the amount of credit to the private sector
drops, and the government uses a big share of the financial resources in the economy, pri-
vate consumption and investment will drop dramatically. But this is a fact that requires a
deeper analysis which is not provided by the aggregate data that I am using in this paper,
and that will require models that include financial data as well as a proper analysis of the
credit channel distortion in the U.S. economy in the last years.
The estimated low multiplier in the last periods of the sample might be the reason
why the impulse response functions in 1.1 were so different once the sample included the
period 2008-2012. A researcher who tries to analyze the fiscal multiplier using a standard
VAR will then conclude that either the fiscal multiplier is quite low on average, or that the
effectiveness of fiscal policy has decreased over time. In light of the results of this paper,
none of those statements is true. The last recession is just an important outlier in the
sample, and the average multiplier is much larger, as I discussed before. Moreover, it is
argueable that the the stabilizing mechanism of government spending has decreased over
time. In fact, between 2002-2006 the fiscal multiplier was the largest in the time series.
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Figure 1.3: Historical Multiplier after a Government Spending Shock of $1 - Output




































Figure 1.4: Historical Multiplier after a Government Spending Shock of $1 - Consumption

































With respect to the multiplier on consumption, the behavior is similar to the response
of output, except for some differences. As before, the multiplier is larger during the 1980s,
being close to $0.50 in the 1981 recession. However, this is no longer true in the case of
the decade before the Great Recession, when the multiplier becomes negative, as in the
case of output. The period of 1955-1960 also shows an important shock to the consump-
tion response, with a negative response in the long run. Quite interestingly, in this period
government spending was actually decreasing. It was a period of fiscal consolidation af-
ter the outlays of World War II and the Korean War. For example, the Economic Report of
the President (1964) claimed that “Consumers have benefited not only from the growth of
the economy, but also from the extensive shift of resources to civilian uses that the close
of hostilities in Korea and continued governmental economies made possible”. This ar-
gument also applies to President Clinton’s budget consolidation, when the consumption
multiplier starts do decrease sharply (and the average estimated output response is close
to zero).
To conclude this section, I will discuss what is the effect of a tax shock over time.
However, these results should be handled with care. The main problem is that GDP
and consumption are also affected by changes in the tax code or in marginal tax rates,
rather than by the total amount of taxes in the economy. But the exercise is useful to
learn some insight from an average effect of tax shocks in the economy. In the case of
net taxes, the average impact multiplier is estimated to be quite low, at -0.12 dollars. This
number contrasts again with the response in Blanchard and Perotti, who estimate it to be
-0.69 dollars. However, the TVPSV model yields a cumulative net tax multiplier of -1.09
dollars, which implies that, in the long run, taxes are more powerful than government
spending on average. Figure 1.5 shows the estimated time series for a one dollar increase
in net taxes, for different horizons. On impact, the multiplier ranges from (negative) 0.6
to 0.2 dollars, with one of the lowest values in the most recent recession. In the long run,
the model seems to detect a big structural break in the effect of net taxes. The period
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before 1985 (which coincides with the pre-Great Moderation years) is characterized for a
strong response of output and consumption to changes in government revenues. Thus,
tax policy seems to be less powerful in the second part of the sample. There is a big drop in
the multiplier in 1958, which, unfortunately, does not coincide with any major legislative
change with respect to taxes. After 1985, two episodes stand out. The period after the
2000 crisis, whose distinction is a considerable drop in the multiplier, both for output and
consumption, and the Great Recession. However, as in the case of government spending,
there is no strict relation between the net tax multiplier and the state of the economy.
1.3.3 Government Spending Decomposition
The previous results rely on the fact that I consider that every type of government spend-
ing has a homogeneous effect on output and consumption. However, it can be argued
that some types of government expenditures, like public infrastructures, can have larger
effects (especially in the long-run) than other sources of government spending. The liter-
ature, and especially Barro and Redlick [2011] and Ramey [2011b], has also remarked that
military spending drives an important part of the fluctuations in aggregate government
spending, and it is also a perfect candidate to be considered as an exogenous shock to
the system. Ramey [2011b] argues that most of the spending included in the non-defense
category might have other effects on the aggregate economy, and therefore, it is not clear
that we should consider it to analyze the size of fiscal multipliers. When considering de-
fense spending, the literature usually finds bigger multipliers than a standard measure of
aggregate government spending. Auerbach and Gorodnichenko [2012] also analyze the
effect of military spending in different regimes, and they find that defense spending has
an important expansionary effect on output when the economy falls in a recession. They
also analyze the difference if the fiscal spending variable is related to consumption or in-
vestment goods, finding that the latter have a much more important effect (a multiplier
of 2 versus 0.5).
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Figure 1.5: Historical Multiplier after a Tax Increase Shock of $1







































I will estimate the same model as in the previous sections, but I will consider dif-
ferent subcategories in government spending: consumption, investment, and military
spending. This exercise will allow me to identify, if any, what component of government
spending might be responsible of the changes in the aggregate multiplier. Figures A.3,
A.4 and A.5 in the Appendix plot the estimated time varying mutliplier for government
expenditures in defense, investment or consumption goods, respectively.
In the case of military spending, the Korean or the Vietnam War are not characterized
for a substantial increase in the multiplier. In fact, we can observe some of the lowest
responses in the period 1948-1975. This might be the reason why a constant coefficient
VAR shows a lower multiplier when the Korean War is added to the sample (and no
dummies are included to control for it). There are, however, two military episodes that
are associated with a relatively high multiplier. In the case of the Carter and Reagan
military buildup, in the 80s, the multiplier is higher than one on impact and in the long
run (when the estimated median multiplier is close to 2). I obtain the same result with
the increase in military spending associated with the Afghanistan war. In both cases, the
share of defense spending out of total government expenditures increased around a 6%.
This results might explain why the multiplier out of total government spending increases
at the beginning of the 80s and in the period between the last two recessions.
The component of government spending that exhibits the highest average multiplier
is Investment, which is 2.1 contemporanoeusly and slightly lower in the long run. As with
the case with military spending, there is a substantial degree of variation in the multiplier,
although this movements are not related to the state of the business cycle. The recession
of the early 1980s is again characterized by the highest multiplier, with the period after
the 2001 recession. However, the share of investment out of the total is less than 20%,
which explains why the aggregate multiplier is much lower. Finally, it should be noted
that the multiplier out of government expenditures in consumption goods is in general
lower than 1, and the drop in the multiplier during the Great Recession is robust to the
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different components of government spending.
1.4 THE TIME VARYING EFFECT OF TRANSFERS
In 2009, Barack Obama’s Administration launched the American Recovery and Reinvest-
ment Act (ARRA), which consisted of a package of different fiscal stimulus measures that
accounted for close to $800 billions (close to 5 percent of GDP), being the most courageous
countercyclical plan since the Great Depression. The Council of Economic Advisers, led
by Cristina Romer, estimated that the multiplier would be slightly higher than 1 in the
short run, but around 1.5 in the long run (Economics Advisers [2009]). However, in the
previous section, I estimated that the impact multiplier in 2009 was the lowest one in
the time series, being close to just zero, but the measure of fiscal policy was government
consumption plus investment, without including social transfers. Yet, Oh and Reis [2012]
report that, between the last quarter of 2007 and the last quarter of 2009, most of the in-
crease in fiscal spending in the United States was due to transfers, accounting for 75.3%
of the total increase in government spending (or a 3.4% of GDP at the end of 2010). We
should thus not neglect the role of transfers once we analyze the effects of fiscal policy in
the United States which account for a 14.3% of total output at the end of 2012.
In this section, I will use the TVPSV-VAR model in order to study the time varying
effect of transfers in the economy. However, as in the case of taxes, there is no reason to
believe that transfers do not react contemporaneously with output (for example, trans-
fer payments include unemployment benefits that are highly correlated with changes in
GDP). Therefore, I need to estimate the elasticity of transfers to changes in output, so
that I can use it as a predermined value in order to identify the structural shocks in the
model. In order to find that value, I will follow the same method as in Blanchard and
Perotti [2002]. I will decompose transfer payments in three different components: Social
security (which accounts for an average of 38% of total transfers in the sample period),
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where TRi is one of the three types of transfers, and Bi is the base for the transfer. In
this case, I will consider as the base for unemployment benefits the unemployment rate,
and for social security and the rest I will use the inverse of the employment to population
ratio. Each of the elasticities τ is estimated using a regression of the appropriate variables
in first differences, including four lags and a constant. The final estimated elasticity is
-0.51, which is the value that I will use in the estimation of the model.
Figure 1.6 shows the estimated path for the historical contemporaneous and cumula-
tive multiplier after a $1 shock to transfers on output. As in the case with government
consumption and investment expenditures, there is no systematic relationship between
the state of the business cycle and an increase in trasfers. Quite interestingly, the median
multiplier on transfer payments is higher than one both on impact and in the long run.
Since transfers do not directly create resources in the economy (as government spending
does), this implies that they had a great impact on the private sector. The reason has to do
again with the nature of the Great Recession. When private agents face important liquid-
ity restrictions, a redistribution of income might have a big impact on their consumption.
However, this result is at odds with standard macroeconomic models where transfers
have usually no effect. An exception is the model from Oh and Reis [2012], where trans-
fers can increase income and consumption, although the estimated effect is much smaller
than the multiplier that the TVPSV model is detecting.
1.5 CONVERGENCE DIAGNOSTICS
In this section, I implement three different tests to check the convergence properties of
the generated Markov Chains in the simulation to estimate the TVPSV-VAR model. For
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Figure 1.6: Historical Multiplier after a Transfer Increase Shock of $1





































simplicity, I will only show the results for the model with government spending and
output. Suffice to say that the results are very similar to all the other models that I have
estimated in this paper. In order to compute each statistic, I use 10,500 draws from each
simualted sequence of draws from the posterior distribution (3,500 from each of the 3
independent chains that I run).
First, I will show the results for the 4-th and 20-th-order sample autocorrelations for
all the parameters in the model. Low autocorrelation values implies that the draws are
practically independent, which means that the simulation algorithm has efficiently con-
verged to the stationary distribution of the posterior density. The results are shown in
figure 1.7. For both lags, the autocorrelation value is quite low (lower than 0.1 for every
parameter). The panel with the constant coefficients includes the results for Φ, and, in
contrast with the results from Frühwirth-Schnatter [2004], the autorregressive coefficients
have converged quite fast to their ergodic distribution, thanks to the use of HMC meth-
ods in the estimation of the model. The convergence properties of the states in the model
(time varying coefficients and stochastic volatility) are also satisfactory.
Gelman et al. [2003] propose a different measure to monitor the convergence proper-













and n is the length of the chain. W is the within-sequence variance of the chain, which
requires the estimation of m > 1 chains (in this paper, m = 3), and B is the between-
variance of each chain. The closer is R̂ to 1, the more efficient is the algorithm and the
convergence properties of the chain and usually values below 1.1 are acceptable. The
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Figure 1.7: Convergence Diagnostics: Autocorrelation and R̂
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results for this measure are also shown in figure 1.7, and again, the values are quite low,
suggesting that all the parameters and states have converged properly to their ergodic
posterior distributions.
Finally, I will also compute the inefficiency factor, which is the ratio of the variance
of the sample mean of the chain relative to the variance of an iid sequence from the true
posterior distribution, and any value above 20 is problematic. However, this is not a
problem, since both for the constant coefficients and the states the maximum value that I
estimate is close to 7.
Therefore, I can conclude that there are no convergence problems in the Markov Chains
for each of the parameters and states in the model.
1.6 CONCLUSION
Most of the literature that estimates a value for the fiscal multiplier assumes that the mul-
tiplier is the same over time. That is, they analyze an average multiplier for the sample
period of interest. However, there are many reasons why the multiplier can be different
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over time.
This paper estimates a time path for the fiscal multiplier using state space methods,
and, more specifically, a vector autorregression model with time varying coefficients and
stochastic volatility. The model is estimated using Bayesian methods, and, in particular,
Hamiltonian Monte Carlo simulation methods. I find that there are substantial changes
in the fiscal multiplier over time, but that this time variation is not related to the state of
the business cycle, as suggested by Auerbach and Gorodnichenko [2012]. The model also
estimates a fiscal multiplier that can be as high as 2 in the long run, a value difficult to
obtain with standard economic models.
I also find that the Great Recession is characterized by a large drop in the size of the
government spending multiplier, becoming negative in the long run, which suggests
some particular characteristics of the latest recession that should further be explored.
Moreover, I find that tax cuts and transfer payments have been more effective to estimu-
late the economy in the last years.
The model that I estimate here has also some limitations. I keep the model intrinsically
simple for two reasons. The first one is to make the results comparable to the previous
literature. The second one is a computational one. A more realistic model should also
include monetary policy interactions with fiscal policy, interest rate, labor market vari-
ables and also more variables related to the private sector, like investment. However, to
make the model consistent, the number of coefficients that vary over time, including the
stochastic volatility process, will increase very fast, and the estimation time required to
get a model with good convergence properties increases dramatically, and it is not fea-
sible at the moment. Moreover, the model does not take into account the problem in
the identification of unanticipated shocks that Ramey [2011b] discusses. That is, a part
of future government spending can be forecasted, and therefore, we need to control for
expectations in order to really recover unanticipated shocks to government spending.
This paper should also motivate future work to analyze what drives the variation in
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the fiscal multiplier over time. If the multiplier is not unique, it is difficult to make policy
prescriptions, since the effect of government spending might be unpredictable. Therefore,
it is interesting to know what variables have affected the shocks to the multiplier in the
sample period that I consider.
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Chapter 2
Monetary Policy in the United States.
Good Policy Strikes Back.
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2.1 INTRODUCTION
This paper contributes empirically to the discussion behind the sources of the Great Mod-
eration, and the role that monetary policy plays on it. The most recent literature empha-
sizes that the reduction in the volatility of business cycle fluctuations and the inflation rate
is mainly a matter of luck, so that the shocks that affected the US economy between 1985
and 2008 were small per se, even if the conduct of monetary policy has been changing
over time. In this paper, I build a non-linear vector autoregressive model that incorpo-
rates drifting coefficients and stochastic volatility. One of the main differences in this
paper with respect to similar approaches is that I will allow the coefficients to interact
with the variance of the shocks. In general, the process for stochastic volatility is mod-
elled as an exogenous process which does not depend on any other aspect of the model.
However, this might not be a proper methodology if we are indeed interested in the effect
of policy on the aggregate volatility of the economy. While the introduction of a corre-
lation between the conduct of monetary policy and the volatility process seems trivial, it
introduces an important cost in terms of solving the model, which can no longer be esti-
mated using standard methods. I will then estimate the model using efficient Monte Carlo
methods (Hamiltonian Monte Carlo) and then, I will run several counterfactual exercises
in order to discuss the responsibility of the Federal Reserve in the history of inflation and
GDP growth.
The model is similar to Cogley and Sargent [2005] and Primiceri [2005]. However, I
will find in this paper that, contrary to them, monetary policy can be an important source
of the volatility of inflation and output, and that the Federal Reserve was responsible of
the inflation episodes of the 1970’s. I will base my argument on the results from three
counterfactual exercises: 1) I will for the estimated path of inflation and output growth
in the absence of variations in systematic and non-systematic monetary policy; 2) It will
be possible to compare the expected increase or reduction in the unconditional volatility
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of the previous variables again in the absence of policy shocks; 3) I will compute the
estimated time series of inflation and unemployment if Alan Greenspan would have been
the Chairman of the Federal Reserve during the whole sample period. The three exercises
will provide the same conclusion: inflation would have been much lower in the 1970-80’s,
and volatility will have overwhelmingly decreased, so that there would be no difference
in the variance of the variables of interest if we compare the period before 1985 and after
that.
2.2 THE ECONOMETRIC MODEL
2.2.1 Data
Before I explain the model that I will estimate, it will prove useful to discuss the variables
that I will consider. In this paper, I consider five quarterly time series that span the period
from 1960:QI to 2012:QIV. These variables are a measure of prices in the economy (GDP
deflator), a measure of the real economy (real GPD per person), two measures of mone-
tary policy (the Federal Funds Rate and the real M2 per person), and a time series that
captures movements in the prices of commodities. All variables except for the nominal
interest rate will enter in the model in annualized growth rate terms.
The approach that I follow in this paper is similar to Cogley and Sargent [2005] or
Primiceri [2005]. However, I will introduce more observable variables in my system (more
concretely, the monetary aggregate and the commodities price inflation). As in Sims and
Zha [2006], I believe that we need to control for a monetary aggregate in the system if we
want to analyze the effects of monetary policy, especially if we want to consider periods
when the Federal Reserve was targeting reserves instead of the interest rate. If this is the
case, not introducing a variable which is related to the stock of money might cause a bias
in the coefficients of the policy rule. Finally, I also consider a commodity price inflation
variable. I do this to control for supply shocks that might affect the inflation rate that are
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not related to monetary policy, and that might bias the reaction of inflation in the model
to monetary policy shocks. Moreover, commodity prices are assumed to be instruments
for the information set of the Federal Reserve.
2.2.2 Model
I present here the empirical baseline model that I will estimate. It belongs to the class
of vector autoregressive models (VAR) that allow for drifts in the coefficients and for
changes in the variance of the structural shocks in the VAR. Therefore, it will be a time
varying parameter vector autoregression model with stochastic volatility, TVPSV-VAR.
The model is similar to the one estimated by Cogley and Sargent [2005], Primiceri [2005]





where yt is a vector of dimension M (the number of observable variables) and Xt is a
matrix that contains the lags of the data in the VAR,






The structural disturbances, εt are i.i.d. with zero mean and unit variance. Bt is a
vector that contains the (possibly) time varying coefficients associated with the lags of the
data, while A0t captures the contemporaneous responses, and it is assumed to be a lower
triangular matrix, with unit diagonal elements. Therefore, I implicetly assume a Cholesky
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which as a diagonal matrix that contains the time varying volatilities of the model.
Define St as the K-column vector that stacks the latent states in the model, βt, at and ht.
Then, I will assume that the unobserved states follow a mean reverting process,
St − S̄ = Φ(St−1 − S̄) + νt
where ηt ∼ MVN (0, Σ).
As suggested by Frühwirth-Schnatter [2004] and as implemented in Montes-Galdon
[2014a], I will reparametrize the model and define the states as deviations from their
mean, S̃t = St − S̄ . Then, I can write the model as,
A0tyt = X
′
t β̄ + X
v
t β̃t + Htεt (2.1)
S̃t = ΦS̃t−1 + νt
where each element in the lower triangular part of A0t is now defined as at = ā + ãt
and each member of the diagonal matrix Ht is given by exp(h̄/2) · exp(h̃t/2). Finally,
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Xvt ⊆ Xt, so that I can select what variables will have coefficients that vary over time.
Compared to similar approaches (Primiceri [2005], for example), this paper introduces
two novelties. The first one is that I assume that the latent states follow an autoregressive
proces, instead of a random walk. The main reason is that imposing that Φ = IK might
imply that we are only capturing long run drifts in the states, and that lead to time series
that are too smoothed, therefore, not capturing the real movements. The model that I es-
timate in this paper, estimates Φ, and therefore, it will capture the random walk behavior
if that was the true data generating process. However, if the states are indeed mean re-
verting, this model is better suited to explain the time varying effects of monetary policy.
Moreover, the introduction of the autoregressive coefficients allows me to compare my
estimation with the results from estimated DSGE models with stationary drifting time
varying monetary policy and volatility shocks (see, for example, Fernández-Villaverde
et al. [2010]). The second novelty in this paper refers to the structure of the covariance
matrix of the states, Σ. Previous literature assumes that this matrix is block diagonal,
imposing that βt, at and ht would be uncorrelated among them. While this assumption
is needed in order to estimate the model using standard methods, it might be unrealis-
tic or not proper to analyze the effects of monetary policy or the factors that caused the
Great Moderation. For example, in a model where Σ is block diagonal, systematic mon-
etary policy, captured by changes in βt or at will have no effect on the magnitude of the
variance of the shocks on GDP or inflation. Therefore, a researcher observing that the
volatility of GDP has decreased after 1985, even after controlling for changes in monetary
policy, will directly concluded that it was pure luck and that monetary policy did not
contribute at all to that reduction. In this paper, I will allow the three types of states to be
correlated among them, therefore, allowing for changes in monetary policy to impact the
size of the shocks that affect the economy.
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2.2.3 Econometric Method
I will estimate a model where the vector of observable variables is given, in this order, by,




and the VAR will include two lags, as in the case of Primiceri [2005].
The full parameter space in this model is thus given by,
Θ = {S̄ ,ST, Φ, Σ}
with ST = [S1,S2, ...,ST]. The model is highly non-linear, and, as discussed in Cog-
ley and Sargent [2002], Primiceri [2005] or Montes-Galdon [2014a], Bayesian methods
are more appropiate to get a proper solution. However, in this paper, breaking the as-
sumption of block diagonality in Σ prevents me to use the standard methods to estimate
this type of models. When Σis block diagonal, Primiceri [2005] has developed an effi-
cient Gibbs Sampler to estimate the latent coefficients, that relies on the possibility to
break down the estimation of the states into their three conditional densities, and apply-
ing Carter and Kohn [1994] filter for state space models each time. In the case of the
filtering process for the elements of Ht, the approximation method from Kim et al. [1998]
must be applied before passing the filter. A simple illustration is given by the following
AR(1) model with stochastic volatility,
zt = αtzt−1 + exp(gt/2)ǫt
where the process for αt and gt are independent. Conditional on gt, the model is linear
and Gaussian, and it is easy to obtain a draw of αT using a linear filter. Then, conditional
on this draw, we can define,
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zt − αzt−1 = z
∗
t = exp(gt/2)ǫt
which is a non-linear model. However, we can linearize it by squaring it and taking
logarithms,
z∗∗t = gt + log(ǫ
2
t )
which is a linear but non-Gaussian model, since log(ǫ2t ) ∼ log χ
2
1. However, the log-
arithm of the Chi-squared distribution can be approximated to a mixture of normal dis-
tributions, and it is possible to pass a linear filter. However, if the processes for αt and gt
are not independent, as it is the case in this paper, we cannot pass two independent filters
for both sets of states, which implies that the previous algorithm and approximation can
not longer be used. Therefore, I need to use nonlinear methods in order to estimated my
model. An obvious candidate would be to use a Random Walk Metropolis Hastings algo-
rithm for the constant coefficients in the model, and evaluate the likelihood of the model
using the Particle Filter method, as in Fernández-Villaverde and Rubio-Ramírez [2007].
However, in this VAR model, I will have to estimate 130 parameters with 17 states, and
I found that this method is not competitive to find a proper stationary posterior distri-
bution of the coefficients. As a summary, I got very poor convergence properties of the
posterior chains after a considerable amount of time, and a very small amount of effec-
tive particles (even after setting the number of particles to 100,000). Therefore, I will
estimate the model using posterior gradient methods. More concretely, I will use Hamil-
tonian Monte Carlo (HMC) methods as discussed in Hoffman and Gelman [2011] and
Neal [2010]. HMC avoids the inefficient exploration of the whole parameter space in a
standard Random Walk Metropolis algorithm, by using the gradient of the posterior dis-
tribution of the parameters in order to sample new candidates. However, in this case, I
can not use a standard filter for the latent states, and I have to use single state updating
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techniques, which means that each state at each period in time should be estimated as an
extra parameter in the Metropolis Hastings algorithm.
In this model, I have to choose what coefficients are going to move over time. In
order to keep a balance between a realistic model and a relatively small number of latent
states to be estimated, I choose to allow the coefficients that are related to monetary policy
(either the contemporaneous or the first lag) to drift, together with the five stochastic
volatility processes (one for each observable variable). This means that the final set of
state variables is given by,
S = [aR,π, aR,GDP, aM,π, aM,GDP, βπ,R, βπ,M, βGDP,R, βGDP,M, βR,π,
βR,GDP, βM,π, βM,GDP, hπ, hGDP, hR, hM, hπcom ]
where aij or βijmeans the coefficient in equation i related to variable j. For example,
aR,π and βR,π are states related to the response of the nominal interest rate to the inflation
rate, so that they would be related to the Taylor rule coefficient in a standard DSGE model.
The set of states also includes the coefficients that relate the response of the private sector
to changes in monetary policy (βπ,R, βπ,M, βGDP,R, βGDP,M). It is important to keep track
of these coefficients since a drift can be interpreted as how the private sector learns about
changes in the conduct of monetary policy, and how it reacts to them.
Finally, I have to impose an structure to the covariance matrix Σ, which has 136 free
elements and whose estimation might be challenging. First, I will decompose its Cholesky
factor into the product of a nonnegative diagonal matrix, Q and a lower triangular matrix
Λ. Then, the state equation can be written as,
S̃t = ΦS̃t−1 + Q · Λ · ηt ηt ∼ N (0, 1)
This approach allows me to restrict the elements of Λ in order to reduce the amount
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of parameters to be estimated in the model. First, I will impose the diagonal elements of
Λ to be equal to 1, in order to achieve identification. Second, since Λ is a lower triangular
matrix, it imposes a causality identification order. I will restrict most of its elements to be
equal to zero, and, since the main purpose of this paper is to analyze the effects of mon-
etary policy, I will unrestrict the covariances among the coefficients related to policy and
the private sector. Table B.1 in the Appendix shows the restrictions on Λ, where an empty
cell means that I restrict it to be 0, and an X means that the covariance is unrestricted. I
will unrestrict in total 26 of its elements. As an example, my identification strategy im-
plies that the time varying size of inflation and GDP shocks is affected by the systematic
components of monetary policy (a stronger response of the Federal Reserve to inflation
shocks, might reduce the volatility of those shocks), and also, by the non-systematic part
(a more volatile monetary policy might have an effect on the volatility of inflation and/or
GDP). Moreover, I also impose that the response of inflation and GDP depends also on
both components of policy. For example, the response of inflation to monetary policy
might be different when the Fed pursues a policy rule, rather than when it is more unpre-
dictable.
2.2.4 Prior Distributions
Finally, before I estimate the model, I need to impose a prior distribution for each of the
parameters of the model. I will assume that Φ is a diagonal matrix, whose non zero el-
ements follow a beta distribution, B(20, 1.5). This prior distribution has a mean of 0.93,
suggesting that the states are highly autocorrelated, and it has a fair amount of mass in
the area close to unity (thus, to the random walk behavior). For the nonmegative di-
agonal elements in the matrix Q, a Half Cauchy distribution defined over the positive
real numbers will be used, C+(0, 1). For the covariances in Λ I will set a tight prior cen-
tered around zero, N (0, 0.5), so that the prior knowledge is that the covariances might be
zero (as in the case of the previously mentioned literature). The mean of the variance of
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the measurement equation shocks, h̄, follows a normal distribution, N (−5, 1), reflecting
previous information after a standard Bayesian VAR estimation. The mean of the contem-
poranous responses, ā also follows an informative normal distribution, N (0, 1). Finally,
for the mean of the coefficients on the lags of the VAR, β̄, I use a Minnesota Prior, so that
β̄ ∼ MVN (b, V), with V a diagonal matrix. The vector b captures the prior mean about
the coefficients. I will assume that its elements are zero, except for the first own lag of each
variable, that I set to 1, so that the prior information is that the system is not stationary.
The prior covariance matrix, V, is constructed as in Koop and Korobilis [2010], setting
ā1 = 0.8, ā2 = 0.5 and ā3 = 10. The variance of each coefficient is constructed estimating
a time invariant version of the model in 2.1, and obtaining the variance of each equation.
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2.3 MAIN ESTIMATION RESULTS
This section shows the main results from the estimation of model 2.1, using the method
explained in the previous section. I use three independent chains of 10,000 simulations
each one. First, Figure XXX shows the estimated time series for the volatility of the shocks
in the observables equations. The results deserve several comments. First, we can inter-
pret the results for the nominal interest rate (Rt) and the stock of money (Mt) as the size
of non-systematic monetary policy. That is, the size of deviations of policy decisions with
respect to the systematic response to inflation and output at each period of time. In the
case of the interest rate, the results are very similar to the estimation in Primiceri [2005],
capturing again the high volatility of the rate during Paul Volcker’s tenure at the Federal
Reserve. The reduction of the volatility of the interest rate in the period after 1985 con-
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POSTERIOR MEDIAN, 16-TH AND 84-TH QUANTILES OF THE ESTIMATED STANDARD DEVIATION PROCESS
FOR EACH OF THE SHOCKS. THE VERTICAL LINES INDICATE CHANGES IN THE CHAIRMAN OF THE
FEDERAL RESERVE
firms again that the Federal Reserve’s policy in this period can be better characterized
by a rule that responds to inflation and output. In the case of the stock of money, again,
the Volcker period, when the Federal Reserve was a reserve targetter, was peculiar. I find
also a big increase in the volatility of the stock of money during the current recession,
consistent with the type of policies that the Fed is pursuing in order to escape from the
depression. In the case of inflation, while I still find a drop in its volatility in the post-
Volcker period, the reduction is not as dramatic as in the case of Primiceri. This might be
happening because in this model, I am controlling for commodity prices. Therefore, the
inflation shocks that my model is recovering do not include the shocks to the price of oil,
for example, which in a model without commodity prices will probably be captured in
the inflation equation residuals.
Finally, the volatility series for the growth rate of output captures quite clearly the
reduction in the size of the shocks that have affected the real economy since 1985, known
as The Great Moderation (Kim and Nelson [1999a] and ?, for example), which has just
50
been interrupted with a big uncertainty shock in the last recession.
Looking at the previous figure, it seems that the answer to the question “Is it good
policy or good luck?” is just “luck”, since the variance of the exogenous shocks to the
economy has decreases after 1985. However, before jumping to a conclusion like this, we
need to address other question: “Did the Federal Reserve contributed to the reduction of
the variance of the shocks?”. And this is the type of question that a model like the one
that I am estimating here can answer, since there is a direct relation between monetary
policy and the volatility shocks. In the following sections, I will run different counterfac-
tual exercises in order to show that, contrary to the previous literature, monetary policy
played a big role in the Great Moderation, and also in the bad episodes of the 70s.
However, before doing that, it is useful also to show how systematic policy has evolved
during the sample period. That is, the policy responses to changes in the inflation rate and
output. In order to compare my results with the DSGE literature, and as emphasized by
Primiceri, the activism degree of the Federal Reserve in a VAR can be better character-
ized by the long run response of the policy instruments to changes in the private sector.
Figure 2.2 shows the long run response of the nominal interest rate to an inflation and
an output shock. Contrary to the estimation in Del Negro and Primiceri [2013] (corrigen-
dum to Primiceri [2005]), I find a substantial degree of movement in the evolution of the
policy parameters that can be related to the standard Taylor Rule coefficients definition.
While in the case of Primiceri the time series is practically flat, using my model I find that
there is an important distinction in the way that monetary policy was implemented by
different Chairmans of the Federal Reserve (and even within the tenure period of each
one). In this paper, the pre-Volcker period is characterized by a violation of the Taylor
Principle, which requires that the response of the interest rate is larger than 1. However,
the model captures properly the tightening of monetary policy after 1979, when Volcker
is appointed. In the case of Greenspan, after 1987, the model captures an interesting fact.
While the Fed was reacting strongly to inflation during normal periods, Greenspan fight
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Figure 2.2: Interest rate response to a 1% inflation and a 1% output growth shock
Long-Run reaction of Rt to πt




















against prices was looser during the two big recessions in his period, 1991 and 2001. Both
periods exhibit an important reduction in the size of the Taylor coefficient. If we look
at the response to changes in output, again, we can observe substantial differences with
respect to Primiceri. Especially, we can observe that the response was much stronger and
more volatile in the period before 1985, while the Federal Reserve seems to have turned
to a softer policy towards changes in output since the 90s.
With these results in hand, it is now possible to analyze the contribution of monetary
policy to the high inflation episodes in the sample period, and to the Great Moderation
episode after 1985. The following section explains and shows the results after running
different counterfactual exercises given the posterior distribution of the coefficients in the
model.
2.4 COUNTERFACTUAL EXERCISES
In this section, I will consider three different counterfactual exercises in order to establish
if the changes that we have observed in inflation and output after 1980 are a consequence
of a better implementation of monetary policy, or if they were just a consequence of other
factors that the model can not control for. The following exercises will analyze what is
the consequence of shutting down the shocks to monetary policy that can be recovered
from the model, and also, what would be the first moment effects on inflation and GDP
growth had Alan Greenspan been the Chairman of the Federal Reserve during the whole
sample period.
2.4.1 Counterfactual I: Mean effects of monetary policy deviations
Once the model has been estimated, it is possible to recover the structural i.i.d. shocks
from the model. Therefore, for each of the S draws from the estimated posterior distribu-
tion for the coefficients and states, the residuals are obtained as,
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εt = Ht





The first counterfactual consists of shutting down the shocks to the states that are
related to monetary policy. Therefore, in this case, I will set to zero the shocks to the
volatility of the nominal interest rate and the money stock, and the shocks to the time
varying coefficients in the interest rate and money equations. This provides a new series
of ηnewt , where some of the shocks are zero at each period of time. Given the new series,







In this stage is when the covariance matrix plays an important role. The private sector
“learns” that monetary policy is stable around the mean, and therefore, the response will
be different. Given the new series of states, I can compute what the inflation rate and the
rate of growth of output would have been if we had observed the new series of states











Figre 2.3 shows the result of this exercise. The counterfactual shows that in the period
between 1965 and 1985, the shocks to the systematic and the non-systematic components
of monetary policy might have contributed in a substantial way both to the inflation and
the output growth paths. Note also that both variables would have been less volatile.
In the case of the rate of growth of output, the volatility under the counterfactual in the
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Figure 2.3: Counterfactual Exercise I. No monetary policy shocks.
RED SOLID LINE IS THE TRUE DATA. BLUE SOLID LINE IS THE MEDIAN OF THE SIMULATED DATA UNDER
THE COUNTERFACTUAL.
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period before 1985 would have been similar to the true volatility after that year. Therefore,
we can conclude that monetary policy shocks are responsible of the big volatility episodes
in the 1970’s and the 1980’s.
What is the role of the covariance matrix Λ in this counterfactual exercise? In order to
analyze it, I will repeat the same exercise as before, but, instead of recovering the struc-
tural disturbances to the latent states, I recover the reduced form ones,
νt = S̃t − ΦS̃t−1
Then, I set to zero the shocks to the states related to monetary policy, but I do not allow
in this case that the other states change in response to that. Figure 2.4 shows that in this
case, shutting down the shocks to monetary policy do not have an important effect in the
private sector. In fact, the counterfactual series could perfectly be equal to the original
ones. Therefore, the result that I obtained in the previous exercise depend critically on
the structure of the states that I assume.
2.4.2 Counterfactual II: Second Moment effects of monetary policy de-
viations
Other interesting counterfactual exercise is related to the unconditional variance of infla-
tion and output. Given that in this model we can recover a different VAR process for each
period of time, it is also possible to compute the unconditional variance at each period of
time. As before, it is possible to obtain the structural shocks in the model, simulate a new
series of time varying coefficients and volatility using 2.3, and given the new VAR, com-
pute the new series of unconditional variance. Figure 2.5 shows the ratio at each period
of time of the variance under the counterfactual exercise, and the original estimated one.
As before, the results show that monetary policy played an important role in the high
inflation episodes in the sample. For example, in the big inflation episodes between 1975
56
Figure 2.4: Counterfactual Exercise I. No monetary policy shocks, and no covariance ef-
fect.
and 1985, the volatility of inflation and the GDP growth rate would have been multiplied
by a factor of 0.2 under the counterfactual. This result is a combination of both policy co-
efficients and volatility of monetary policy, suggesting that it was a period of bad policy.
In the Appendix, I show the effect decomposed in two: shutting down only the shocks
to systematic policy and only to monetary uncertainty. In both cases, the results are sim-
ilar. Note also the counterfactual increase in volatility after 1985. In the period between
1990 and 2000, volatility under the counterfactual would have been almost as twice as the
observed one. This is strong evidence to support the claim that we had better monetary
policy in this period and that the Federal Reserve contributed substantially to the Great
Moderation. Finally, as in the previous case, the covariance matrix of the states plays
again an important role, especially in the period after 1985. This suggest that in this pe-
riod, with more stable monetary policy, the learning process from the private sector was
stronger. In fact, if I do not consider the covariance effect, unconditional volatility would
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have barely changed with respect to the original one.
2.4.3 Counterfactual III: Greenspan in the whole sample
Finally, the last counterfactual exercise is similar to the one in Primiceri [2005]. In this
case, the idea is to wonder what would have happened to inflation and output if Alan
Greenspan had been the Chairman of the Federal Reserve during the sample period that
I use in the estimation, and he had faced exactly the same structural shocks as his pre-
decessors. Therefore, I will initially recover the i.i.d. shocks to the observable variables
as in 2.2. Then, I will randomly choose a set of latent states from any period during
Greenspan’s tenure, and I will recover the series for inflation and GDP growth given the
new set of states. The results in this case show an important reduction in the inflation
rate duting the whole sample period, which remains fairly constant around 2% (which
is consistent with the general view about the inflation target that Alan Greenspan was
pursuing). Moreover, in this case, the volatility of inflation drops dramatically. Similar
results are obtained for the growth rate of output. Quite interestingly, had Greenspan
always been in charge of the Fed, his policy would have avoided the recessions of the
1970’s and 1980’s, and the volatility of output would have dropped to the levels of the
post 1985 period. Moreover, during Volcker’s period, the Federal Reserve would have
been succesful in controlling the inflation rate, with a little cost to output growth.
These results are totally different to previous estimates. In the case of Primiceri [2005],
there is no difference at all between the true data and the generated counterfactual. In
the case of Fernández-Villaverde et al. [2010], who estimate a DSGE model with drifting
coefficients, they find a stronger effect than Primiceri, but the difference is very mild.
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Figure 2.5: Counterfactual Exercise II. Ratio of unconditional variances at each period of
time
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SOLID LINE: RESULTS WITH COVARIANCE EFFECT. DASHED LINE: RESULTS WITHOUT COVARIANCE
EFFECT.
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Figure 2.6: Greenspan during the whole sample
2.5 CONCLUSION
This paper estimates a time varying coefficient vector autoregressive model, augmented
with stochastic volatility, in order to analyze the effectiveness of monetary policy in the
United States. This is the method that has been used in the past by Cogley and Sargent
[2005] or Primiceri [2005]. However, I introduce two important modifications to their
model: 1) I deviate from the random walk assumption for the evolution of the unob-
served states in the model and 2) I impose a more realistic structure in the model, where
monetary policy can affect the size of the shocks to inflation and output growth. These
deviations from the standard literature impose an important computational burden, that
can be solved using efficient Monte Carlo methods, such as HMC.
With respect to the empirical findings of the paper, I can summarize them as
1. Good Monetary Policy seems to be a more powerful argument to explain the Great
Moderation, rather than just atributing it to an exogenous reduction in volatility.
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2. There is a substantial difference in the way that different Chairmans of the Federal
Reserve have conducted monetary policy in the past.
3. It is important to consider in the model how the private sector and volatility might
react to changes in the conduct of monetary policy
Lines for future research include the introduction of a measure of expected inflation and
output growth in the model, since the Federal Reserve might also react to these variables.
Thus, it could be the case that in some periods, inflation was low, but the Fed was pur-
suing a tight monetary policy because inflation expectations were high at the moment. If
that is the case, it might be the case that in this model. the variation in the responses of
inflation to monetary policy and the covariance between these two types of states are not
well identified. An extension to this paper also includes a model where volatility shocks
do not only have second moment effects, but also direct effects on the path of the vari-






Since the Great Recession of 2007-2008, there is a growing body of economic literature
interested in the macroeconomic effects of exogenous volatility or uncertainty shocks.
Theoretically, changes in volatility might have an effect on the level of economic variables
due to delayed investment projects from firms, an increase in precautionary savings that
reduces aggregate demand in the economy, or a deterioration of financial conditions due
to the increase in riskiness.
However, macroeconomic volatility is not a quantity that can be observed, and gener-
ally the literature has relied in a two step estimation process based on proxies to volatility
or uncertainty that are later used in a Vector Autoregression (VAR) model as an observ-
able and exogenous variable in order to measure quantitatively the effects of a change in
volatility. Some examples include the use of a set of dummy variables extracted from the
VIX index that are assumed to capture high volatility episodes (Bloom [2009]), the prees-
timation of a volatility time series using stochastic volatility methods from a univariate
time series (Fernández-Villaverde et al. [2011] or Fernández-Villaverde et al. [2012]), the
construction of an uncertainty time series using measures of forecast dispersion from the
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Survey of Professional Forecasters (Ricco et al. [2014]), or the use of an artificial index
built from newspaper references to uncertainty (Baker et al. [2012]).
However, it is arguable that the previous methods are good approximations to the true
effects of a volatility shock since they are based on proxy variables that might not capture
properly the true underlying macroeconomic volatility process. First, the use of dummy
variables to account for volatility does not take into account the size of the volatility shock,
and it is not clear what economic developments the dummy variable might be capturing.
Moreover, the VIX index could not be related to macroeconomic fundamentals. The index
achieved the same value during the Black Monday of 1987 and during the credit crunch
of 2007; however, 1987 is not associated to the same changes in output, inflation or other
macroeconomic variables that we observed after the Great Recession, and therefore, it is
not clear that the VIX is really capturing variations in macroeconomic volatility. Second,
since the series that are used to measure volatility are in general proxies to an underlying
and unobservable process, it is likely that there is a measurement error present, which
will bias the estimated impulse response functions to a change in volatility. Moreover,
this process does not take into account the whole distribution of the estimated stochas-
tic volatility process, just the mean. This creates two potential problems. First, it creates
inconsistencies and lack of efficiency in the estimators (Pagan [1986]), and second, the
median of the stochastic volatility process is usually taken at each point of time, but is
highly possible that the median process is not a draw of the posterior density that gener-
ates the volatility process (a similar problem arises with impulse response functions that
are derived using sign restrictions, as discussed in Inoue and Kilian [2013]).
In this paper, I overcome the previous problems constructing a novel framework that
estimates jointly the underlying macroeconomic volatility process and its first order ef-
fect on several observable variables. The volatility process is related to the unforecastable
component of the observable variables that I use in the estimation process. Therefore,
the model is internally and economically consistent, in the sense that the estimated volatility
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process is not a proxy or an external measure that is introduced deterministically in the
model or that is estimated from a model that assumes that volatility has no effects on the
variables of interest. Rather, the model considers at the same time that volatility changes
over time and that it has an effect on the same variables that generate the volatility pro-
cess, thus being suitable to answer the main research question of this paper: what are the
dynamic effects of volatility shocks?
Thus, I propose and estimate a VAR model which is augmented in two dimensions.
First, I include an stochastic process for the variance of the disturbances in the VAR, and
second, I include exactly the same process as a regressor in the body of the VAR. The
first modification allows me to extract a volatility measure that is driven by the data in
the model, while the second allows me to consider direct effects of volatility shocks on
variables like output or inflation, even if there are no shocks to those variables. Volatility
will enter in the body of the VAR in a non-linear fashion, in order to control for the fact
that the size and the sign of a volatility shock might matter to determine the dynamics of
the model. This might be the case if our prior information is a set of proxy variables, like
the VIX or cross-dispersion in firm profits, whose value usually increases significantly
during a recession.
The model will therefore be a non-linear state space model in the spirit of Cogley and
Sargent [2005] or Primiceri [2005], although the modifications that I introduce preclude
me from using their estimation algorithm. Thus, due to the complexity of the model,
I will use simulation methods to estimate the parameters and the underlying volatility
process in the model. More specifically, I will use a very efficient version of a standard
Random Walk Metropolis Hastings, which is Hamiltonian Monte Carlo (Hoffman and
Gelman [2011] or Neal [2010]).
I will estimate the model using a medium scale dataset from the United States in or-
der to extract a measure of economic volatility, and I will find significant deviations from
the literature extant, both in qualitative and quantitative terms. First, I find that there are
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fewer episodes of economic volatility than what other non-model consistent measures
predict. Second, volatility shocks have a highly persistent and negative effect on output,
investment, real wages, industrial production and the unemployment rate. This result
is very different from the result in Bloom [2009], where an uncertainty shock has only a
moderate effect on real activity in the short run, but predicts a rebound in the medium
and long run. Moreover, I find that financial conditions also worsen significantly after an
exogenous change in uncertainty. The results from my model will therefore be consistent
with a wide range of economic observers, like Olivier Blanchard or Christina Romer, who
claim that volatility is behind the weak and slow recovery from the Great Recession. In
fact, volatility shocks predict in this paper an average of 30% in the variation of economic
activity. It is also important to mention that while empirical studies using uncertainty
proxies show a moderate effect using monthly data, I will also show in this paper that us-
ing a measure like the VIX at a quarterly data has a non-significant effect on the economy,
and therefore, the contribution of the VIX to output or investment is close to be negligible.
The estimation of the model also suggests that the negative dynamic effects of a volatil-
ity shock are amplified due to its effect on financial variables, like a measure of risk pre-
mium, or a reduction in the amount of credit to private borrowers. This transmission
channel is important since it can produce more persistent dynamics that can help to ex-
plain the dynamics of the economy during large recessions, even if the process for volatil-
ity is not extremely persistent. Moreover, the results show that an expansive monetary
response to the shock can mitigate its negative effects on the real economy and financial
variables.
More recently, there has been an increased interest in the effects of policy volatility.
Thus, in a second step, I allow the model to extract more than one volatility measure at
the same time. Thus, I will generate three different volatility indices: one which is re-
lated to fiscal variables, other related to monetary and financial variables and a general
economic volatility index. The results show a significant variation in fiscal volatility and
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two episodes of monetary volatility (the beginning of 1980s and the last recession). In
this case, I find that fiscal volatility shocks reduce investment in a significant way (with a
trough of 10%), worsen financial conditions, and generate deflationary pressures. Mone-
tary volatility shocks generate persistent declines in economic activity. It is important to
emphasize that in current measures of policy volatility, like an index constructed using
the dispersion among forecasters in the Survey of Professional Forecasters or an index
constructed using entries in newspapers, as in Baker et al. [2012], it is not clear what frac-
tion of that volatility is due to the fact that the whole economy as a whole might be more
volatile. In my model, all the indices enter into the model, and they have a better inter-
pretation, since the fiscal volatility index, for example, is extracted taking into account
that there is a general volatility index in the model.
In this paper, I will proceed as follows. Section 3.2 discusses the new framework and
the estimation method. I will also compare the model with other better known models. In
section 3.3 I estimate the model assuming that there is a single common volatility factor
that drives the time variation of the variance of the residuals in the model. I also provide
several results and sensitivity tests to analyze the economic effects of changes in the com-
mon volatility factor. In section 3.4, I discuss the implications of allowing for changes in
the volatility of fiscal and monetary variables, and finally, section 3.5 concludes.
3.2 THE ECONOMETRIC MODEL AND ESTIMATION
3.2.1 Model
In this section, I describe the empirical model that I will analyze in the subsequent sec-
tions of this paper. I consider a Vector Autoregression model with stochastic volatility
(VAR-SV), which is augmented so that the time varying latent volatility process has a
direct effect on the observable variables rather than just changing the distribution of the
disturbances of the model. The model will allow me to isolate exogenous volatility shocks
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and their impact on several macroeconomic variables.
Thus, I propose the following model, where the latent log-volatility states enter in
the body of the measurement equation, and therefore, changes in volatility have a direct
impact on the observable variables contained in the vector yt,








ht = Φht−1 + ηt (3.1)
where yt is a M × 1 vector of observable variables, ht is a V × 1 vector of latent (non
observable) states which are related to the volatility of εt, with V ≤ M. The reduced form









 ∼ MVN (0, Ωt)
The covariance matrix, Ωt, for the purposes of estimating the model can be Cholesky










A is a lower triangular matrix with ones along the main diagonal and Ht−1 is a di-
agonal matrix that represents the time varying volatility process that relates to the latent
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where each σi is the mean of the state equation
1. Finally, Q is a lower triangular matrix
that captures the covariance among the V latent states and L is related to the covariance
between the latent states and the structural shocks from the measurement equation of the
dynamic system 3.1.
Given the decomposition of Ωt, the model can also be written in terms of the structural



















There is an implicit timing identification in the model. Changes in volatility affect the
observable variables and the distribution of their disturbances with one lag, but shocks
in the measurement equation affect volatility contemporaneously. There is a technical
reason and an economic one for this choice. First, Yu [2005] shows that this timing spec-
ification is the proper one when L 6= 0. Moreover, if both the diagonal matrix H and ν
y
t
are allowed to change contemporaneously, the shocks will be confounded and thus, not
identificable. But in this paper, I also want to analyze if changes in volatility are a conse-
quence of shocks to the observable variables, or if it is the case that exogenous changes
in volatility, captured by νht can explain an economic slump, for example. In other words,
the model is able to explain if recessions are a consequence of bad shocks to output, for
example, or if volatility shocks create or amplify a recession. The timinig identification in
1Note that the state equation in the main text has zero mean, but we can rewrite the equation as ht =
h̄ + φ(ht−1 − h̄) + ηt and each diagonal entry of Ht−1 as exp (hit/2). Then, σi = log h̄i
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this model gives preference to fundamental shocks, ν
y
t , to be the drivers of the volatility
process.
How does the model relate to other specifications? In a standard VAR-SV model how-
ever, Γ = 0, and the model is in general written as follows,
yt = B(L)yt−1 + AHt−1ν
y
t (3.2)





This representation is similar to the one proposed in Cogley and Sargent [2005] or
Primiceri [2005], although in this case I allow the process for the latent states to be sta-
tionary instead of following a random walk, and I consider a correlation between the
fundamental shocks and the log-volatility process. The reason to introduce this change
will be clear once I introduce the model that I estimate in this paper. This representa-
tion has become customary and there are well known methods to estimate both the latent
states and the constant coefficients in the model (see for example Clark [2011]). However,
while this model allows the researcher to estimate a time varying path of the variance of
the disturbances and analyze historically how volatility has changed over time, it does
not allow us to answer a crucial question. That is, what direct effects, if any, volatility
shocks have in the economy. The reason is simple. Suppose that there is a shock to νht that
changes the size of the variance of the disturbances in the measurement equation of the
system defined in 3.2. This shock will have no direct effect on yt unless it is accompanied
by a shock to ν
y
t . Thus, we recover the effect of the product of two shocks, but we can not
isolate the effect of a pure exogenous volatility shock.
In this paper, however, I am interested in analyzing how different macroeconomic
variables will react to changes in volatility by itself, even if there are no other shocks. For
example, in a more volatile environment, companies might decide to wait before devel-
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oping new projects, which will reduce investment, or consumers might increase precau-
tionary savings, thus reducing their consumption (Bansal and Yaron [2004]). Moreover,
when volatility is high, the risk premium might increase since financial firms face more
uncertainty about the return on the projects they invest in. This channel can also re-
duce investment, and in turn, output. These effects can not be recovered using a VAR-SV
model, and previous literature has used a proxy variable for volatility that is used as an
observable variable in a standard VAR model (with homoskedastic disturbances). If we
define x̂t as the proxy variable and zt = [y′t, x̂t]
′, then, the VAR can be expressed as,
zt = B(L)zt−1 + AHν
y
t
and in this case, it is possible to estimate the effect of the proxy variable on the other
observable variables in yt. However, the proxy variable can or cannot be related to the
true underlying process that generates changes in macroeconomic volatility. But in model
3.1 , the dynamic effects of a volatility shock are estimated using a model consistent ap-
proach. That is, the same process that generates changes in volatility estimated from the
data, has also a first order effect in the observable variables given that Γ 6= 0, and there-
fore, a shock to the log-volatility process can generate dynamics in any of the variables
contained in the vector yt even if there are no fundamental shocks to those variables.
Moreover, there is no need to use a proxy variable whose relation with a true latent pro-
cess for volatility might be ambiguous, as it has recently been done in the literature, since
the model generates by itself a drifting volatility process which is data driven.
Note also that neither the SV-VAR model or the VAR are models suited to analyze
the main research question in this paper, since they are not economically consistent, in
the sense that the SV-VAR cannot generate dynamics after a volatility shock and a VAR
model does not have time varying volatility to start, and therefore, they should not be
used to quantify the dynamic effects of changes in volatility. The model that I propose
incorporates those two lacking features in the standard models.
70
Before discussing the estimation method, it is worthwhile to discuss the non standard
elements of the model. Note that the latent states that generate the time varying volatility
process enter directly the body of the measurement equation in a non linear fashion. The
main reason is that in the model, volatility is modeled as a log-normal process. That is, the
latent states ht follow a normal distribution, but I am actually interested in the dynamic
effects of changes in volatility, exp(ht). Note that we can perform a second order Taylor
expansion of exp(ht) around the unconditional mean of the states, such that,
exp(ht) ≈ 1 + ht +
h2t
2
which is the regressor that enters into the VAR. There are several reasons why I prefer
to use the approximation rather than the actual level of volatility, exp(ht). First, using
the second order expansion allows me to derive the stationary properties of the model.
Second, I can distinguish between the first and the second order contribution of volatility
shocks in the model. In fact, when I use actual data to estimate the model I will show that
the second order term has a significant impact in the estimation. Finally, this representa-
tion allows me to make a link to DSGE models. If I were to introduce only the first order
term in the approximation, the model could be considered a reduced form representation
of a DSGE model that has been expanded up to third order (as in Fernández-Villaverde
et al. [2011] or ?). However, the drawback of this approach is that, as I will show later, a
first order approximation to the time varying variance is not enough, especially during
high volatility periods, and it is preferred to include higher order terms. Thus, in the con-
text of DSGE models, we will need to take a higher order expansion of the model, which
will make the estimation quite cumbersome (if not unfeasible at the moment). Therefore,
my model can be thought as a reduced form representation of a DSGE model which is
linearized at least up to a fourth order. Note also that the model accounts for difference
responses of the economy for shocks that have the same size but different sign, and also
accounts for the fact that the size of the shocks might matter. That is, I take into account
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the possibility that a rare volatility positive shock can create a sizable recession in the
economy, but a reduction of volatility of the same size does not produce a symmetric
effect with a different sign.
The model also allows for correlation among the disturbances in the observable equa-
tion and the errors in the log volatility equation. In this aspect, the model is an exten-
sion of the univariate stochastic volatility models with leverage effects, which have been
widely used in the empirical asset return literature, starting with the seminal work in
Harvey and Shephard [1996]. As I discussed before, I use it to answer a fundamental
question: Is the increase in volatility that we observe during recessions a consequence
of bad fundamental shocks that affect the economy, or are there also exogenous volatil-
ity shocks that worsen the recession? For example, in models like the one proposed in
Bloom et al. [2012], uncertainty plays a key role to explain recessions, and the authors
find little evidence for a transmission mechanism from shocks in the economy to volatil-
ity, using an instrumental variable approach. In the model that I propose, it is possible to
estimate directly the transmission effect. Since the equation that describes the evolution
of log-volatility can be written as,





it is also possible to recover the fraction of the variation in log volatility that is due
to the endogenous transmission mechanism, given that the unconditional variance of the
states, Σh, can be recovered implicitly from the following equation,
Σh = ΦΣhΦ′ + LL′ + QQ′
as long as the eigenvalues of Φ are inside the unit circle. The contribution of the en-
dogenous mechanism is given by LL′. Moreover, not that even if the relationship between
a fundamental shock ν
y
t and ht is linear, its effect is going to be non-linear. Therefore, it is
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possible that a negative shock to output, increases volatility, and generates a big recession
in the economy. However, a positive shock will not generate a symmetric scenario, with
different sign.
Finally, the body of the VAR includes a constant, c, which is used to correct for the fact
that even if the unconditional mean of the latent states is zero, the ergodic mean of each















Therefore, the regressor enters into the VAR as the deviation with respect to its uncon-
ditional mean, c, in order to keep the unconditional mean of the observable variables y
equal to zero.
3.2.2 Estimation method
I will estimate the model in 3.1 using Bayesian techniques. As discussed in Cogley and
Sargent [2005], Primiceri [2005] or Montes-Galdon [2014a], Bayesian methods are more
appropriate than Maximum Likelihood (ML) estimation when the model is highly non-
linear, as it is the case in this paper. Moreover, in models that have stochastic volatility,
the likelihood function is hard to evaluate, and therefore, the estimation of the coefficients
of the model via ML can be quite cumbersome. Although GMM methods could also be
used, they perform poorly when the latent states are highly correlated (as it is the usual
case). See, for example, Jacquier et al. [1994] or Platanioti et al. [2005].
The full parameter space to be estimated in the previous model is given by,
Θ =
{
hT, B(L), Γ, σ, Φ, A, L, Q
}
with hT = [h1, h2, ..., hT] and σ = [σ1, ..., σM]. However, in this model, not all the
parameters in Θ are identifiable.
Proposition. In model 3.1, the variance of the structural shocks in the state equation, Q, is not
identifiable. Therefore, it should be calibrated.
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The previous proposition implies that unless the elements of the covariance matrix
Q are set a priori, the states hT can not be identified. The proposition holds both for
a univariate version of the model 3.1 and the multivariate version, and its proof relies
on the test developed by Iskrev [2010]. The proof thus requires the derivation of the
unconditional distribution of the model, and the computation of the covariogram and its
Jacobian matrix. These derivations are shown in the Appendix, and the test is performed
using the symbolic toolbox in Matlab.
Moreover, the model can not be estimated using the standard methods for multivari-
ate models with stochastic volatility. If Γ = 0, then the model would be a standard VAR-
SV model and we could use the Gibbs sampler developed in Clark [2011]. However, their
technique relies on the fact that conditional on the constant parameters, the model can
be linearized and a filtering algorithm for state space models (Carter and Kohn [1994] for
example) can be used to draw a sample from the posterior distribution of the latent states.
A simple illustration is given by the following univariate stochastic volatility model,
zt = exp(ht/2)ǫt
which is a non-linear model. However, we can linearize it by squaring it and taking
natural logarithms,
log z2t = ht + log(ǫ
2
t )
which is a linear but non-Gaussian model, since log(ǫ2t ) ∼ log χ
2
1. However, the log-
arithm of the Chi-squared distribution can be approximated by a mixture of normal dis-
tributions (Kim et al. [1998]), and then it is possible to estimate the latent states using a
linear filter. Given this transformation, it is possible to estimate the model using a rela-
tively simple and efficient Gibbs sampler, as in Clark [2011].
However, in the model that I use in this paper, the previous linearization is no longer
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and in this case, taking the square and the natural logarithm will not provide a linear
model and therefore, the Gibbs sampler developed in Clark [2011] is no longer applicable.
Moreover, the previous linearization method has an important drawback. That is, the
leverage effect, given by the matrix L in the model that I consider, will disappear after
linearizing (Shephard [1996]).
To estimate the model, I will rely on a modified Random Walk Metropolis-Hastings
(RW-MH) algorithm. In particular, I will use Hamiltonian Monte Carlo (HMC) tech-
niques, as discussed in Hoffman and Gelman [2011] and Neal [2010]. The model in 3.1
is highly complex, and a standard RW-MH algorithm can be very inefficient, especially
when some of the parameters are highly correlated (which is the case for the latent states).
HMC is an evolution of the standard MCMC methods introduced in the seminal paper
from Metropolis et al. [1953], that are combined with the theory of Hamiltonian mechan-
ics. This method was originally proposed by Duane et al. [1987], but it has not been
widely used due to the computational burden. HMC methods avoid the inefficient ex-
ploration of the whole parameter space in a standard RW-MH algorithm by using the
gradient of the posterior distribution of the parameters in Θ in order to sample new can-
didates. This method may reduce convergence time dramatically, especially when the
model to be estimated is complex.
To see the difference, consider a RW-MH algorithm. Suppose that out of S simulations,
the chain is at iteration s, with the last value of the parameters of the model called Θs.
Then, we can propose a new candidate vector of parameters using a random walk model,
Θ∗ = Θs + δ
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If the new candidate vector is accepted, then set Θs+1 = Θ∗. Otherwise, set Θs+1 = Θs.
However, this approach can be highly inefficient, and one of the challenges is to select the
covariance matrix of δ to obtain good convergence properties for the posterior distribu-
tion of Θ, especially in large, complex models where the dimension of Θ is big. HMC
becomes a more efficient algorithm since it controls the direction in which the random
disturbances are drawn, and it reduces the simulation time required to explore the poste-
rior distribution of Θ. The algorithm is based on the Hamiltonian equations that describe
the motion of a particle, and it requires the introduction of an auxiliary vector of variables,
r, with the same dimension as Θ. The details of the algorithm are explained in Hoffman
and Gelman [2011], but the basic idea is that the dynamic evolution of the parameters in
Θ can be simulated via a “leapfrog” integrator, that discretizes in small steps the continu-
ous time differential Hamiltonian equations. Given a step size τ, and a J number of steps,
the algorithm at iteration s can be summarized now as follows,
1. Sample r0 ∼ N (0, I), which is an auxiliary “momentum” vector of parameters.
2. Set Θ∗ = Θs−1, r̃ = r0
3. Compute the leapfrog integration. That is, repeat J times




Θ∗ = Θ∗ + τr̃























In the previous algorithm, L(Θ) represents the logarithm of the posterior distribution of
the parameters in the model, and ∇Θ represents its gradient with respect to Θ. Therefore,
the disturbance added to Θ∗ considers the direction that the parameters should take in
order to explore efficiently the posterior distribution.
3.2.3 Comparison with other methods
In the previous literature, the effects of volatility or uncertainty shocks have been mostly
analyzed using standard VAR methods where there is a proxy variable that accounts for
the time varying volatility. Several examples include the use of the VIX, measures of
dispersion among forecasters, cross-sectional dispersion of firm profits, or the estimation
of a volatility series using a VAR-SV model which is later used in the VAR.
However, these methods have several drawbacks. First, the model is not internally
consistent, in the sense that a standard VAR model does not account for volatility changes
in the residuals, even if the researcher assumes that volatility is changing over time. Thus,
they assume that the disturbances of the model are homoskedastic, which can lead to im-
proper inference and dynamics. Second, it is not clear that the standard proxy variables
are good measures of an otherwise unobservable latent process, and we should at least
assume that there is measurement error for those proxies which yield biased estimates
in the model. Finally, using a pre-estimated time series for volatility falls into the prob-
lems of generated regressors (which in this case might be amplified since volatility is an
endogenous variable in the VAR model).
As an example, I will generate T = 250 artificial data points from the model 3.1, us-
ing two variables, two lags and I will assume that the variance of both variables has a
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common drifting volatility component. Then, I perform two exercises. First I estimate
the model assuming that ht is unobservable, which is the purpose of this paper (and I
will refer to it as model consistent estimation). Then, I will assume that the researcher
does not know how to estimate the data generating model, but can estimate a VAR-SV
model (that is, assumes that Γ = 0), using standard Bayesian methods. The model yields
an estimate for the log volatility process, ĥt which is then used as a proxy for volatility
in a VAR. The observable ĥt is computed as the median of the posterior distribution of
p(ht|...) at each point in time. In order to be consistent with the true model, the variable
that enters the VAR is h̃t = ĥt +
ĥ2t
2 . Then, I compare the Impulse Response Functions
(IRF) to a volatility shock generated from both methods. I also consider the case in which
the researcher knows that the true model is the system 3.1, but estimates it using ĥt as if
it was observed. The results are provided in Figure 3.1. In the three cases, the shocks and
the timing of the models are calibrated so that they are comparable.
Note that when the true model is analyzed, standard Impulse Response Functions can
not be computed, since the model is non-linear, and therefore, the initial condition will
matter for the dynamics of the system. Whence, I need to compute a Generalized Impulse
Response Function (GIRF) as in Koop et al. [1996]. The GIRF at horizon k is defined as,
GIRFk = Et [yt+k|νt, It−1]− Et [yt+k|It−1]
where It−1 denotes the information set at time t, which provides the initial condition,
and νt is a random shock. Thus, the GIRF can be understood as the difference between
the state of the system at time t + k with and without the random shock. In this case, I
will set the initial condition at a steady state where volatility is equal to zero. If I define B
as the companion matrix for the VAR(1) representation of the model, and Γ and c are also
adjusted accordingly, then
ȳ = −(I − B)−1Γc
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SOLID LINE: True Impulse Response Function. RED LINE: IRFS using my method. GREEN LINE: IRFS from true model estimated
with OLS and ĥt observable. BLUE LINE: IRFS using a VAR with ĥt observable. Shocks and timing calibrated to be comparable.
Therefore, in the absence of any shock Et [yt+k|It−1] = ȳ ∀k in this case.
The figure shows striking differences in the IRF for the three different methods. The
model consistent estimation yields very good results, since the estimated dynamics are
very close to the true ones, and the confidence bands include the true underlying IRF.
However, the other two methods provide IRF that are far from the true one both quan-
titatively and qualitatively. While this is the result for just one data generating process,
I repeated the experiment it 100 times yielding each time very similar results. However,
due to the computational burden, it is not possible to run at this moment a proper Monte
Carlo exercise, but the results suggest that indeed using a proxy variable for volatility can
provide misleading results.
What can explain the results? First, the estimate of ĥt when it is assumed that Γ = 0
is biased. In the experiments that I run, there is a reduction in the Root Mean Squared
Error for the estimates of ht that ranges between 50% to 95% if I estimate the model using
my method, compared to the estimates from a VAR-SV model. Obviously, if the true Γ is
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differenint than zero, not accounting for it will distort the size of the residuals and there-
fore, the latent volatility process. Second, when ĥt is used as an observable, the median
of the simulations for ht at each point in time is considered. However, the median at each
point in time is unlikely to be generated from the posterior distribution of p(hT|yT). The
former factors generate a measurement error in ĥt that affects the coefficient estimates of
the models in consideration. However, while in cross-sectional data it is easy to deal with
errors in variables (classical measurement error), it is not so clear how to correct for it in
dynamic models, where the measurement error is likely to be autocorrelated and possibly
heteroskedastic. In fact, in the simulation experiment I show in figure 3.1, the measure-
ment error is highly autocorrelated (a unit root can not be discarded) and it is clearly not
homoskedastic. As an example, Eberly et al. [2008] find that in a model where the average
investment q is used as a proxy for the marginal q, the dynamic measurement error bias
can not be corrected using the standard instrumental variables approach.
Morever, even if we could efficiently correct for the bias introduced by the measure-
ment error, inference about the parameters (and indirectly, the IRF) will be wrong, since
the model will fail to account any uncertainty surrounding the estimate for ĥt (this is the
well-known generated regressor problem).
Therefore, the model that I estimate in this paper is able to overcome the previous
problems, since the estimation method does not rely on a unique value for the latent
process (it considers the full distribution at each iteration of the algorithm) and also ex-
tracts the volatility measure in a consistent way from the unforecastable components of
the model.
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3.3 EMPIRICAL IMPLEMENTATION: MACROECONOMIC
VOLATILITY SHOCKS
In this section, I estimate a version of the dynamic model 3.1 in which I consider that
there is a common drifting volatility in the system for all the observable variables. This
volatility process can thus be understood as a general macroeconomic index. In this case,
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where σ is the mean of the common volatility process and ξi, i = 1, ..., M is a rescaling
factor for each of the variables. Note that it is not possible to separately identify all the
products ξiσ, and therefore I will fix one of the rescaling factors to be equal to one.
The assumption of a common drifting volatility is twofold. First, it reduces the com-
putationally burden of assuming that there are M different stochastic volatility processes,
and second, but more importantly, the volatility factor can indeed be interpreted as a
measure of macroeconomic volatility or uncertainty, extracted from the variance of the
unforecastable component of a rich data set.
3.3.1 Data
In order to estimate the model in 3.1, I use seventeen variables observed at a quarterly
frequency that span the period 1959:Q4 to 2013:Q4, accounting for 217 observations, and
I will use 2 lags (the choice of lags is supported by standard information criterion methods
from a standard VAR model). The variables can be separated into several blocks. In the
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fiscal block, I include real government consumption and investment expenditures plus
transfers in per capita terms, real tax revenues minus transfers per capita, public debt over
GDP, and the difference between the return on a 10 year maturity bond and the federal
funds rate. In the real block, I consider real output and investment in per capita terms,
and the unemployment rate. I include two monetary variables, the effective federal funds
rate and the M2 monetary aggregate. I also include real wages and the inflation rate as a
measure of prices and costs. As a proxy to developments in financial markets, I include a
risk premium measure (the difference between Moody’s BAA bonds’ return and a riskless
rate), and loans to businesses. Finally, I include some variables that are supposed to
react fast to economic developments, and that are assumed to include expectations about
the future, such that the Producer’s Managerial Index, Industrial Production, commodity
prices and the S&P500 index. Details on the dataset construction can be found in the
Appendix.
While the number of variables that I use in the model might seem large, it is important
to include a rich set of information when we want to infer a macroeconomic volatility in-
dex which we want to be close to the true one. Changes in volatility and/or uncertainty
should be understood in this paper as changes in the variance of the non forecastable
components of a macroeconomic variable. Therefore, the estimated volatility series from
3.1 depends crucially on the information set of the researcher. Failing to account for im-
portant determinants of the dynamics of the economy will change the dynamics of the
variance of the shocks. For example, Giannone et al. [2008] show that the literature that
attributes the Great Moderation to an exogenous reduction in the volatility of the fore-
cast errors using small models with three or four variables does not take into account
important variables that overturn that result. That is, the estimated shocks in small VAR
models are not truly structural shocks. Moreover, since I am using Bayesian methods to
estimate the model, I use the strategy laid out in the next subsection to shrink the prior
distribution of the coefficients in the VAR. Banbura et al. [2008] show that this method is
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feasible for models that include even more than one hundred variables, and that it yields
better forecasting properties.
3.3.2 Prior Distributions
Model 3.1 is highly parameterized, given the scale of the vector of observable variables, yt.
An important challenge is how to deal with the dimension of the coefficients in B(L), since
I have seventeen observed variables and I will use two lags in the estimation (this choice
is supported by information criterion methods in a standard VAR model). However, in
a Bayesian framework, I can impose prior beliefs on the distribution of the parameters,
and shrink the priors to obtain reasonable results. Bayesian shrinkage has been shown to
be a succesful mechanism to estimate large dynamic systems. In this paper, I will use this
method to estimate the coefficients in B(L). Define B as a column vector that stacks all
the coefficients in B(L). More concretely, I will impose a normal distribution. Then, I will
impose a multinormal prior distribution,
p(B) ∼ MVN (B̄, V̄B)
where B̄ and V̄B are obtained using dummy observations from a standard VAR model.
I will follow the approach in Del Negro and Schorfheide [2011], section 2.2, and I will find
the shrinkage hyperparameters of the prior in order to maximize the log marginal density
of the data. I provide further details in the Appendix.
For the coefficients that explain the effect of volatility to the observed variables and
for the off diagonal elements of the matrix A, I use a slightly non-informative prior, that
is, p(Γ) ∼ N (0,I) and p(Ã) ∼ N (0, I), where Ã is a column vector that stacks the lower
diagonal elements of A. The main results of the paper are not affected by using flatter
priors, and the posterior distributions are much tighter than the prior so the data provides
enough information to identify those parameters.
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The autoregressive matrix for the latent states, Φ, is assumed to be diagonal with each
diagonal element following a Beta distribution, p(φi) ∼ B(20, 1.5) which is a standard
prior in the stochastic volatility literature. For the parameters that control the mean of the
log volatility process I will use an uninformative Cauchy distribution defined only on the
positive real line, p(σ) ∼ C+(0, 1) and p(ξi) ∼ C
+(0, 1). Finally, I will assume that Q is a
diagonal matrix, and I will calibrate its elements to qii = 0.5, which is a reasonable mea-
sure for a stochastic volatility process. As before, the estimation results are not sensitive
to the prior choice.
3.3.3 Empirical Results. Volatility factor.
In order to estimate the model in 3.1 and to obtain the posterior distribution for the co-
efficients of the model, p(Θ|yT) I will run six independent chains of 10, 000 simulations
each one, discarding the first half.
Figure 3.2 shows the data driven estimated common volatility factor. This volatility
measure shows three big volatility episodes that coincide with the most important reces-
sions since 1960. That is, the recession in the early 1970s due to the increase in oil prices
by the OPEC, the recession of the early 1980s, after Paul Volcker was appointed chairman
of the Federal Reserve and tightened sharply monetary policy, and the Great Recession
of 2008. This result is very different to the seventeen high volatility episodes that Bloom
[2009] considers in his empirical exercise, which is based on the VIX index. In fact, the
volatility factor that I extract has a low median correlation with the VIX equal to 0.32,
with a 90% credible interval of [0.25, 0.39]2. Therefore, high macroeconomic volatility
episodes do not occur as often as most of the previous literature has considered. Figure
C.2 in the appendix plots the VIX index and the estimated macroeconomic volatility in-
dex, where I have extended the data from Bloom [2009] up to the last quarter of 2013.
2The median and the quantiles of the correlation are obtained computing it for each of the posterior
simulations of the common volatility factor from model with the VIX index
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There are several striking differences. First, if the VIX is used as a measure of macroeco-
nomic volatility, it predicts that during the period between 1995 and 2005, the economy
was almost as volatile as during the Great Recession. Second, the short lived recessions of
1987 and 1991 exhibit a large spike in volatility, although at a macroeconomic level, those
recessions were not as important as the Great Recession or the OPEC crisis, and it is hard
to believe that volatility was almost as high as in 2008. Finally, the estimation of the model
in this paper shows a stronger reaction of volatility once Paul Volcker was appointed as
chairman of the Federal Reserve. This period combines a sharp increase in oil prices due
to the Iranian Revolution and a sharp change in the conduct of monetary policy with a
large increase in interest rates, which led to a period of weak economic activity. However,
the VIX index does not show a big increase in volatility during this period. These results
are similar to the estimated index from Jurado et al. [2014], who estimate an uncertainty
index based on a rich dataset constructed using the variance of the forecasting error up to
several periods ahead.
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Finally, figure C.1 shows the importance of including the squared term of the log
volatility process in the model (h2t ). A first order Taylor expansion of exp(ht), represented
by the blue dotted line in the figure, will lose plenty of information about the volatility
series. This will occur especially during the periods when changes in volatility are more
informative and provide more variation to estimate the coefficients of the model, that is,
during the three big recession episodes that we have observed since 1960.
3.3.4 Dynamic Responses of a Volatility Shock during the Great Reces-
sion
How does a volatility shock affect the dynamics of the economy? There are several theo-
ries that state the fact that an increase in volatility creates a recessionary pressure in the
economy. For example it is possible that companies, when the economy is more volatile,
decide to postpone investment projects or hiring for the future (“real options” theory, as
in Bernanke [1983]). Other explanations include risk averse agents who increase their
precautionary savings during high volatile episodes, reducing the consumption of goods
until the calm arrives. Moreover, an increase in volatility makes the financial sector to
be more unsure about future returns, thus increasing private interest rates or reducing
the amount of credit. In fact, many international organizations, including the Interna-
tional Monetary Fund or the Federal Reserve have expressed their belief that volatility
has damaged the economy in a significant way during the Great Recession, and has also
weakened the recovery. However, the empirical evidence does not strongly support those
claims. The main representative example is the influential paper of Bloom [2009]. In this
case, he estimates a VAR using monthly data and a proxy variable for volatility, and he
finds that an increase in uncertainty generates a drop in industrial production and em-
ployment that last for a few months, but then, the economy recovers fast. He uses a set
of 17 dummy variables that represent high volatility episodes from the VIX index in the
VAR, although his results are consistent when the VIX is used as the proxy variable for
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uncertainty. Therefore, there is an “overshooting” effect, with negative growth in the
short run, but positive growth in the medium and long run. More concretely, Industrial
Production decreases during six months, achieving its lowest value at 1%, and then, it re-
bounds, and is positive after ten months, with a maximum value of 1%. While this result
is consistent with the “real options” theory, it does not explain a persistent and negative
effect of volatility shocks in the economy. Moreover, as I will show later, when this ap-
proach is used with quarterly data, the effect of volatility on the real economy vanishes.
However , as it was discussed in the above sections, the empirical estimates that we
find in the literature are based on non-model consistent proxy variables for uncertainty,
and the results can be misleading.
In this subsection, I show the empirical results that describe the dynamics of the ob-
servable variables after the economy is hit by a volatility shock, νht , using the model con-
sistent estimation approach I discussed before. In order to do that, I will compute and
show the results for the Generalized Impulse Response Function as described in subsec-
tion 3.2.3. However, in this case, I will consider as the initial condition for the GIRF the
state of the economy in 2008:QIII, before the big spike in volatility that we can observe in
figure 3.2. Thus, I want to analyze how much volatility contributed to amplify the Great
Recession. However, the results are similar when I consider as initial condition the er-
godic mean of y when ht = 0 ∀t, as in subsection 3.2.3, and I perturb the model with a
volatility shock of two standard deviations.
In order to compute the posterior distribution of the GIRF, I will proceed with the
following algorithm,
1. Draw a vector of simulated states and coefficients Θs from the posterior distribution.





3. Simulate the model starting in 2008:QIII assuming that all shocks are equal to zero.




which is equal to the recovered shock in step 2.
5. The GIRF at simulation s is given by the difference between both simulations.
If I repeat the previous algorithm S ≫ 0 times, then I obtain a posterior density estimate
for the GIRF. Figure 3.3 shows the results for output, investment and the unemployment
rate, the main variables in the model related to developments in the real economy. It
is important to remember that these dynamics are obtained after a shock to the second
moment of the disturbances in the model, even if there are no fundamental shocks to the
variables of interest.
The GIRF shows that a volatility shock has a persistent and negative effect on the vari-
ables of interest, which lasts even after the twenty quarters that I consider. In fact, six
quarters after the initial volatility shock, Real Investment per capita is 6% below the ini-
tial value, and real output per capita 1.5%. In order to put this results in perspective, they
represent approximately 25% of the difference between the peak and the trough of the
recession in the data. Also, the unemployment rate achieves a peak of 1%, which is a con-
siderable amount given that we are analyzing a shock that only changes the distribution
of the fundamental disturbances.
The results are very different if we use a proxy variable to estimate the effects of
volatility. The green dashed line in the figure shows the dynamics of the same variables
but using a VAR model where the VIX is used as an observed variable and is ordered last
in the model, so that the timing is consistent with the model 3.1. The response function
is computed using a Cholesky decomposition of the estimated covariance matrix from
the VAR. Note that in this case, the VIX has no significant effect on the variables of inter-
est3. To be consistent with the results from my estimation, the shock to the VIX is also the
structural shock recovered from the VAR in 2008:QIII.
It is also useful to relate the results from my estimation to the previous literature.
3The dashed line represents the median of the IRFS, but the confidence bands which are not plotted for
clarity, reveal that the VIX has no significant effects
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Figure C.3 in the Appendix shows the dynamic responses of all the variables that I in-
cluded in the estimation of the model. First, compared to the empirical exercise in Bloom
[2009], the Industrial Production Index shows a much stronger and more negative re-
sponse, with a trough of 5% after six quarters, and it remains in a significant negative
area after twenty quarters. Therefore, the “overshooting” effect that has been found in
the previous literature using monthly data and a proxy variable disappears, and with a
model consistent estimation, we can conclude that volatility had a strong worsening ef-
fect during the Great Recession. The model also predicts a much stronger response of
industrial production than in the empirical assessment in Jurado et al. [2014], even if the
estimated volatility factor is similar4. Second, the results are also more persistent than in
the theoretical model from Bloom et al. [2012]. While their model can explain short run
4In fact, using their uncertainty index in a VAR with quarterly data reveals insignificant impulse re-
sponse functions with extremely wide confidence bands and counter intuitive results, like a sharp contrac-
tion of monetary policy.
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large drops in economic activity with a reasonable calibration, the economy rebounds af-
ter four quarters, and therefore, volatility shocks have only a short term effect, although
one of the reasons might be that they are not explicitly modeling a financial sector which
might amplify the effect of a volatility shock.
A volatility shock also worsens financial conditions. The results suggest that an in-
crease in volatility similar to the one experienced during the Great Recession generates a
persistent increase in the risk premium (with a peak of around 70 basis points), and re-
duces significantly the amount of credit in the economy (twenty quarters after the shock,
loans are still 6% below its initial value). As I will show later, the worsening of financial
conditions is one of the main transmission mechanisms from the model to explain the
persistence and the drop in real activity.
In terms of fiscal variables, a volatility shock is associated with a large decrease in
tax revenue, a significant deterioration of the government budget and an increase in the
government 10 year Bond yield. These features are again consistent with the observed
outcomes in those variables since 2008. The increase in the ratio of government debt over
output is also one of the main determinants of the deterioration in the real economy.
Finally, a volatility shock has only a moderate effect on inflation (with a maximum
of 20 basis points on impact). This result is surprising since two of the big volatility
episodes that the model extracts are associated with periods of high inflation. Therefore,
the conclusion is that the high inflation episodes are not a consequence of a more volatile
economy, but that they are explained by changes in the other variables in the model or
other fundamental shocks. In Montes-Galdon [2014b], I show that the unusual increase
in the inflation rate during those two episodes can be explained by changes in monetary
policy, or in the behavior of economic agents. However, the shock has a strong negative
effect on real wages. This can be explained if companies decide to hire less workers during
more uncertain periods. This effect, combined with the reduction in output, the increasing
unemployment rate and possibly wages that do not adjust instantaneously will create the
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Table 3.1: Variance Decomposition
5% 50% 95%
DEBT 0.204 0.310 0.472
WAGE 0.188 0.252 0.368
DEFL 0.184 0.278 0.450
GDP 0.174 0.245 0.368
INV 0.183 0.256 0.372
URATE 0.281 0.451 0.651
PREMIUM 0.254 0.416 0.607
IP 0.196 0.293 0.427
prolonged response of real wages when the economy is more volatile.
3.3.4.1 Variance Decomposition
While the impulse response functions reveal that volatility shocks might have important
effects in the economy, it is useful to analyze what is the in-sample contribution of those
shocks to the business cycle. Thus, in this subsection I will first analyze first the contri-
bution of volatility to some critical variables in the model. Then, I will also study how
much variance of the volatility process can be attributed to the transmission from the
fundamental shocks.
Table 3.1 shows the total contribution of volatility shocks to the total variance of some
of the variables I used to estimate the model. The results range from 24% to 45%, which
is a considerable number taking into account that there are 18 shocks in the model. More-
over, this contribution is substantially higher than in a standard VAR model using the
VIX or a set of dummy variables as proxies for volatility. In both cases, the contribution
is less than 10% (being much smaller in the latter case). Note that volatility explains a
substantially high fraction of the unemployment rate and the risk premium. This result
is not surprising since the model estimates big spikes in volatility during the three big re-
cessions included in the sample, which led to the highest increase in the unemployment
rate. Moreover, since the risk premium is a measure of risk, it is likely to be very sensitive
to changes in volatility, which increases uncertainty in the economy.
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Finally, it is also possible to quantify the contribution of the fundamental shocks, ν
y
t to
the variance of volatility. This contribution can be recovered given the estimated value of
the matrix L, which relates those shocks to the volatility process. In this case, this internal
transmission mechanism explains only 15.7% of the total variation in volatility, and the
90% credible interval is [8.3% − 25.6%]. Thus, we can conclude that the data strongly
prefers a model in which volatility is mostly driven by exogenous or uncertain factors.
That is, there is little evidence to claim that changes in volatility are caused by changes in
output or investment, for example.
3.3.5 Explaining the dynamic responses
In this subsection, I turn to explain what is the internal mechanism from the model that
drives the responses of the variables that I consider after an unexpected volatility shock.
Since in this paper I am not estimating a structural model, the results have to be taken with
caution, although they can suggest what are the transmission channels through which
a volatility shock affects the variables in the model. In order to do it, I will consider
several counter factual exercises. In each of them, I will assume that a variable (or a set
of variables) from the model does not react after the volatility shock realizes. Therefore,
I am shutting down the endogenous effect that the previous set of variables has on the
other variables during the horizon of the impulse response function. I will consider three
different transmission channels: financial variables, debt over output ratio, and monetary
variables, since these are the variables that have a substantial effect on the dynamics of
the model after a volatility shock.
In the case of financial variables, I will assume that the premium variable and the
amount of credit to businesses does not react after the shock. Since I am using Generalized
Impulse Response Function, this implies that I will assume that, for those two variables,
Et [yt+k|νt, It−1] = Et [yt+k|It−1]
92
























5 10 15 20
IP
BLACK SOLID LINE: ORIGINAL GIRF. GREEN DASHED LINE: GIRF WITHOUT RESPONSE OF FINANCIAL VARIABLES
Figure 3.4 shows the effect on the variables that I consider before, including the in-
dustrial production index. Note that when this channel is shut down, the response of the
real economy variables is considerably weaker, especially for output and industrial pro-
duction. Therefore, the results suggest that the effect of volatility is amplified due to the
response of the risk premium and the amount of loans to businesses (which experience a
substantial drop in the original GIRF). Theoretical models that fail to consider the interac-
tion between volatility and the financial sector will thus probably miss this channel and
not capture the dynamics of a volatility shock properly.
Closing the government budget channel also has a considerable effect on output and
investment. In this case, if the debt over GDP ratio does not react to an uncertainty shock,
the results suggest that output and investment will rebound in the medium run, so that
the economy will experience positive deviations from the initial level. The results are
shown in figure 3.5. In this case, we can interpret the results using a standard crowding
out argument. An increase in the ratio of government debt to output reduces the amount
of funds available in the economy, which causes a reduction in investment and also in
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output, which can not be compensated by the increase in government spending that the
estimation predicts.
Finally, I consider what is the effect of the monetary channel. The estimation of the
model suggests that monetary policy reacts to a change in volatility reducing the Federal
Funds Rate (around 80 basis points at its lowest value) and increasing the monetary ag-
gregate. While the Federal Reserve does not target explicitly any measure of volatility,
this result can be explained using two channels. First, the interest rate and the monetary
aggregate change indirectly because output and inflation react to a volatility shock. Sec-
ond, there might be a systematic response of the Federal Reserve during high volatility
episodes that goes beyond the average response to other observable variables (for exam-
ple, the M2 aggregate experiences an important increase after the Quantitative Easing
programs undertaken by the Fed).
The results of not considering the reaction of the monetary variables are shown in fig-
ure 3.6. The estimation suggests in this case that the monetary channel has had a positive
impact in the real economy. That is, the recession could have been worse.
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It is also useful to analyze how other financial variables react to the response of mon-
etary policy. Note that the three variables that are related to financial conditions (figure
3.7) also worsen substantially when the monetary response is shut down. The negative
impact on this variables also contributes to the more negative response of the real vari-
ables.
Therefore, the results suggest that financial conditions and government deficits might
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amplify the effects of volatility shocks, while there might be room for monetary policy to
improve other economic variables.
3.3.6 Sensitivity Tests
In this section, I perform two robustness checks to the results I provided above. In par-
ticular, I will estimate the model using a subsample that will finish in 2006:QIV, so that
I can analyze if the Great Recession has had any effect on the estimates of the dynamic
effects of volatility shocks. Then, I will consider the case when the structural shocks of
the model do not follow a standard Gaussian distribution. I will allow for a multivariate
t-distribution, that has fatter tails. The basic idea is that with Gaussian disturbances, it
might be difficult to capture rare fundamental shocks in the model, and therefore, over-
estimate volatility shocks.
3.3.6.1 Sub-sample estimation
Has the Great Recession affected substantially the estimation of the parameters from the
model? In order to assess it, I will cut the estimation sample until 2006, and I will com-
pare the new impulse response functions with the full sample results. Figure C.4 shows
graphically this comparison. In this case, I can not use as the initial condition the third
quarter of 2008, because the results would not be comparable. Therefore, I will proceed
as in section 3.2.3, and I will compute the impulse response function in both cases using
as initial condition a steady state in which log volatility has been equal to zero in the past.
Then, I consider a volatility shock of two standard deviations.
The results suggest that including the Great Recession in the estimation actually wors-
ens the effects of volatility shocks. For example, in the case of GDP, the subsample estima-
tion indicates that volatility shocks have no significant effects. However, once the period
2007-2013 is introduced in the model, there is a substantial drop in the response of output.
Similar patterns occur with investment, the unemployment rate, the stock market and the
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industrial production index. In those cases, introducing the last recession doubles the me-
dian effect of a volatility shock.
It is also noteworthy the change in the response of policy variables. When the data
from the Great Recession is introduced in the estimation, there is a substantial change in
the response of monetary policy, suggesting that there is a stronger reaction of interest
rates to volatility, so that monetary policy became more accommodating in the past years
. Moreover, there is a significant change in the ratio of debt to output. This result is consis-
tent with the conduct of fiscal policy since 2009, that included substantial tax reductions
in the American Recovery and Reinvestment Act from President Obama.
3.3.6.2 Fat tailed disturbances
In a recent paper, Del Negro et al. [2013] argue that in a DSGE model in the spirit of
Smets and Wouters [2007] the data prefers shocks whose distribution has fatter tails than
a standard Normal distribution, and that this feauture can change the conclusions about
changes in volatility. Indeed, if there is rare large fundamental shock to the observable
variables, it is possible that it is not captured by a gaussian distribution, and the model I
estimate here will capture it as a change in volatility.
Therefore, I will estimate the same model as before (3.1), but the reduced form shocks
will follow in this case a Multivariate t-distribution, with degrees of freedom κ, which
I will estimate from the data. A multivariate t-distribution has also the attractive prop-
erty that it can generate simulatanoeus extreme values for the disturbances in the model.
Therefore, it is a good candidate for modelling big macroeconomic shocks that might not
be a result of a change in the variance of their distribution, and can be used as a robustness
check against increasing uncertainty shocks.
As the prior distribution for κ, I will use a Gamma distribution,
p(κ) ∼ G(6, 0.5)
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Figure 3.8: Prior and Posterior distribution of κ






















SOLID LINE: POSTERIOR DENSITY. DASHED LINE: PRIOR DENSITY.
where the mean degrees of freedom are relatively low (E(κ) = 12), with a relatively
large variance, so that the distribution provides little information. However, the results in
this case provide little evidence in favor of fat tailed disturbances. The posterior distribu-
cion of κ has a median of 23. That is, the estimated posterior multivariate t-distribution
is not different from a multivariate Gaussian distribution. Figure 3.8 shows the prior and
the posterior distribution for the degrees of freedom of the multivariate distribution,
The difference with the impulse response functions and the estimated coefficients in
this case is negligible (if anything, the estimation with fat tailed disturbances predicts a
slighter worse recession). The results are shown in figure C.5.
3.4 FISCAL AND MONETARY POLICY VOLATILITY
More recently, there has been an increasing interest in analyzing the effects of volatility
from policy variables. For example, Baker et al. [2012] analyze the effects of policy un-
certainty using an index constructed from entries in newspapers. They claim that policy
uncertainty has increased since the Great Recession and that this increase has weakened
the recovery. Fernández-Villaverde et al. [2012] uses a structural model in order to as-
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sess the impact of fiscal volatility shocks, and they find moderate negative effects in the
economy, which are mainly due to volatility in capital income taxes.
Model 3.1 is also useful to analyze what is the effect of policy volatility in the economy.
In the previous section, there was a unique common volatility factor that drove the time
varying volatility in the covariance matrix of the shocks in the model. I will now relax
that assumption, and I will split the variables in the model into three groups, and the time
varying variance of each group will be determined by a different factor. Thus, I will have
a Fiscal volatility factor that drives the variation in the government spending, taxes, debt
to output ratio and yield variables. Then, there is a Monetary-Financial volatility factor
estimated from the residuals of the Federal Funds Rate, the M2, the risk premium and the
growth rate of loans to businesses. The other variables in the model also share their own
volatility factor which I will refer to as General volatility.
The three factors will now enter into the body of the model, so that the coefficient
matrix Γ will be of dimension M × 3. This also ensures that the measure of fiscal policy
volatility, for example, is cleaned of the effects of general or monetary policy volatility,
and that variables like output have a dynamic response after a Fiscal or Monetary volatil-
ity shock.
The estimated volatility indices are shown in figure 3.9. The fiscal volatility factor cap-
tures four episodes of relatively high volatility. The best way to think of the fiscal volatil-
ity factor is as a measure of change in the deviations of the Government from an average
rule that relates the policy variables to its own lags and the other variables in the economy.
Thus, it is not surprising the the index captures properly the big change in tax income in
1975 (which is also captured in the empirical implementation of ?), the American Recov-
ery and Reinvestment Act of President Obama, the increasing military spending after the
9/11 attacks and President Bush’s tax cuts, or the high fiscal uncertainty period in 2013.
It also predicts a slight increase in volatility during President Reagan’s administration,
due to the increased military spending and government deficit. The monetary volatility
99

















1960 1970 1980 1990 2000 2010
Monetary Volatility
index captures properly the changes in monetary policy in the early 1980s and also the
uncertainty period around the Great Recession, which included a sharp increase in the
volatility of financial variables.
The GIRF to a fiscal and monetary-financial volatility shock are shown in figures C.6
and C.7 respectively.
In the case of a fiscal volatility shock, it predicts a strong decrease in investment, a
worsening of financial conditions (which amplify the effect of a volatility shock due to the
endogenous structure of the model) and strong deflationary pressures. Note that output
does not decrease due to the fact that the results predict a strong and persistent increase
in government spending, which compensates for the decrease in investment. This results
are quite different from the estimated impulse response functions in ?. In fact, their model
only predicts a moderate drop in investment and an increase in inflation, accompanied by
a more restrictive monetary policy (while the empirical results in this paper suggest an ac-
commodative response). However, it should be taken into account that their results only
consider volatility in capital income taxes, while in this case, I extract the fiscal volatility
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factor from a richer set of variables.
Monetary-financial volatility shocks also exhibit a recessionary scenario, with a large
drop in output and investment. However, this response is mostly due to the inclusion
of the Great Recession in the sample. In fact, if I estimate the model until 2006, most of
the responses are not significant. This result suggests that the large drop in loans and the
increase in the risk premium observed in 2008 and 2009 might be behind the increase in
the volatility index around that period, and also, be an important driver of the recession.
3.5 CONCLUSION
In this paper, I have proposed a novel framework to analyze the dynamic effects of volatil-
ity shocks which is economically consistent. The model has the desired features to analyze
those effects. That is, it exhibits time varying volatility, and at the same time, it internal-
izes the fact that volatility changes might affect a set of observable variables. However,
the model is highly non-linear and complex and can not be estimated using standard
methods. Thus, I propose an estimation based on recent Monte Carlo methods, and I
showed how current methods can provide misleading results, due especially to a highly
correlated measurement error bias.
Then, I estimate the model using a medium scale dataset from the United States. I
find a measure of economic volatility which is quite different from the standard non-
model consistent proxy variables that have generally been used in the literature, mainly
the VIX index. While shocks to the VIX index show no significant responses of the vari-
ables in the dataset, the model consistent estimation that I propose predicts a strong and
negative reaction of real economy variables and a worsening of financial conditions after
a volatility shock, explaining up to 41% of the risk premium or 25% of output per person.
The estimated model also reveals that the dynamic effects of a volatility shock are
amplified because of its negative effect on financial conditions and the credit market.
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Moreover, the results suggest that monetary policy can be effective to mitigate the effects
of the uncertainty shock.
The estimates also reveal that the data strongly prefers a model where changes in
volatility are driven by exogenous or uncertain shocks, instead of fundamental shocks.
That is, while a shock to the economy can generate changes in volatility (for example,
volatility can increase after there is a recession), my estimation reveals that an unexpected
change in volatility can also create an important change in the economy.
The results also suggest that volatility in fiscal and monetary variables can have strong
effects on the economy. For example, a two standard deviation fiscal volatility shock can
reduce investment up to 10%, and reduce inflation by almost 50 basis points.
The impulse response functions generated from the model that I propose can also be
used as a reference for the responses generated in Dynamic Stochastic General Equilib-
rium models that incorporate time varying volatility, and also, use the generated response
functions to estimate the DSGE by matching them.
Finally, in this paper I have assumed for simplicity that the coefficients that relate the
dynamics among the different observable and non observable variables in the model are
constant. While this is a drawback, it can be taken as a starting point to consider models
in which the economy reacts in a different way during high and low volatility episodes.
It is even possible to make the parameters a function of the latent volatility process. This
will be topics for future research, but it will imply, for example, that fiscal multipliers
or the effects of monetary policy are different when the economy is highly volatile than
when it is in a state of low volatility.
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Figure A.1: Impulse Response Functions from a Constant Parameter VAR - Different Sam-
ple periods - Tax Shock
Cumulative IRFS -Y
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Figure A.2: IRFS of Output and Consumption evaluated at S̄
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B.2 COUNTERFACTUAL II. DECOMPOSITION IN
SYSTEMATIC AND NON-SYSTEMATIC POLICY
The following figure shows the results for Counterfactual II when I decompose the total
effect in two. First, I shut down only the shocks to the states related to systematic mone-
tary policy, keeping monetary volatility, and then, I do the reverse. The results are in line
with the discussion in the main body.
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C.1 DATA
The data is downloaded from the FRED database (Federal Reserve Bank of St. Louis),
http://research.stlouisfed.org/fred2/. Table C.1 shows the variables I use in the estima-
tion of the model, and the code from the database. A star (*) next to the variable indicates
that it has been adjusted by population and by the GDP deflator, so that it appears in
real, per capita terms. However, real wages are not divided by population but by civilian
employment.
Table C.1: Data used in the model
Name Code Transformation
Government Spending* GCE ∆ log
Taxes minus Transfers* GRECPT-A577RC1Q027SBEA ∆ log
Government Debt over GDP GFDEBT/GFDEBTN ∆
Wages* COE ∆ log
GDP Deflator GDPDEF ∆ log
GDP* GDP ∆ log
Investment* GPDI ∆ log
Unemployment Rate UNRATE -
Federal Funds Rate FEDFUNDS -
M2* M2SL ∆ log
10-yr Bond GS10 -
Premium BAA10YM -
Business Loans BUSLOANS ∆ log
Commodity Prices PPICRM ∆ log
Industrial Production INDPRO ∆ log
Purchasing Managers Index NAPM log
Stock Market SPASTT01USM661N ∆ log
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C.2 ADDITIONAL FIGURES
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BLACK SOLID LINE: Median of the estimated exp(ht). BluE DOTTED LINE: 1 + ht . Red DASHED LINE:
1 + ht +
h2t
2
Figure C.2: Volatility Index vs. VIX
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First, I will provide some results for a univariate model, in order to get intuition for
the multivariate model. Consider the following autoregressive model in which volatil-
ity shocks have first moment effects in the observable data,
yt = βyt−1 + γht−1 + σ exp(ht−1/2)εt
ht = φht−1 + qvt (C.1)
and assume that E(ε · vt) = 0 to simplify the exposition
Proposition 1. The unconditional variance of the observable process, yt is finite as long as


















Note that when γ = 0 we recover the unconditional variance of a standard stochastic volatility
process, and if q = 0 (no volatility shocks) we recover the unconditional variance of an AR(1)
model.
Proof. First, note that the unconditional mean of the model is given by,
E(y) = 0; E(h) = 0







t + 2βγyt−1ht−1 +




E(y2t ) = β
2E(y2t−1) + γ




In the previous expression,
• E(h2t ) =
q2
1−φ2
• E(ε2t ) = 1





using the properties of a lognormal process
Finally, I need E(yt−1ht−1). Multiply yt by ht and take expectations,
E(ytht) = βE(yt−1ht) + γE(ht−1ht) + E(htσ exp(ht−1/2)εt)
= βφE(yt−1ht−1) + βE(yt−1vt) + γE(ht−1ht−1)φ
+γE(ht−1vt) + E(htσ exp(ht/2)εt)
= βφE(yt−1ht−1) + γE(h
2
t−1)
If |β| < 1 and |φ| < 1, then, the process is stationary, and the unconditional expecta-


















Using the previous expressions and rearranging terms, I obtain the result in the propo-
sition.
C.3.2 Univariate Model with second order effects
Consider the following autoregressive model in which volatility shocks have first mo-
ment effects in the observable data,
yt = βyt−1 + γ1ht−1 + γ2(h
2
t−1 − h̄
2) + σ exp(ht−1/2)εt
ht = φht−1 + qvt (C.2)
The difference with the previous model is that the volatility process, exp(ht/2) is now
linearized up to a second order, and therefore, I can analyze also if the size of the volatility
shock matters, as discussed in the main part of the paper. The squared term is corrected
by its mean in order to keep the unconditional mean of the data equal to E(yt) = 0.
Proposition 2. The unconditional variance of the observable process, yt is finite as long as |β| <
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with E(h2) = q
2
1−φ2





Proof. Define α = −γ2E(h̄2). Then, the measurement equation can be written as,
yt = α + βyt−1 + γ1ht−1 + γ2h
2
t−1 + σ exp(ht−1/2)εt
Square and take expectations of the previous expression, in order to get (after remov-
ing the terms that are zero in expectation),
E(y2t ) = α














t−1) + 2βγ1E(yt−1ht−1) + 2βγ2E(yt−1h
2
t−1)
The terms in red color already appeared in the model with no asymmetric effects.
Since the unconditional expectation of h2 is also known, we only need to find the value of
E(yt−1h
2
t−1), which is the covariance betweeen the data and the second order approxima-
tion to volatility. We can multiply yt by h
2
t and take expectations, in order to get,
E(yth
2
t ) = αE(h
2
t ) + βE(yt−1h
2
t ) + γ1E(ht−1h
2































Consider the following multivariate vector autoregressive model with stochastic volatil-
ity,
yt = Byt−1 + Γht−1 + εt
ht = Φht−1 + ηt (C.3)
where yt is of dimension M × 1 and ht is V × 1, with V ≤ M. The covariance matrix













First, it is easy to see that the unconditional covariance matrix of the latent states, Σh
can be implicitly recovered from,
vec(Σh) = (I − Φ ⊗ Φ)−1vec(LL′ + QQ′)
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as long as the eigenvalues of Φ lie inside the unit circle.


































zt = Mzt−1 + ǫt

















BΣyB′ + ΓE(hy′)B′ + B(yh′)Γ + ΓΣhΓ′ BE(yh′)Φ + ΓΣhΦ



























E(yh′) = BE(yh′)Φ + ΓΣhΦ + AE(H)L′
Since Σh and E(H) are well defined, then, if the eigenvalues of B and Φ are inside the
unit circle, we can recover Σyh = E(yh′) from,
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vec(Σyh) = (I − Φ ⊗ B)−1
[
Φ ⊗ Γ × vec(Σh) + L ⊗ A × vec(E(H))
]
which will be also well defined, since the eigenvalues of Φ ⊗ B are also inside the
unit circle. Then, it is straightforward to recover Σy, which will be finite as long as the
eigenvalues of B are inside the unit circle.
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