Abstract. The agile workflow technology deals with flexible workflow adaptation and overriding, in case of foreseen as well as unforeseen changes and problems in the operating business environment. One key issue that an agile workflow system should address is Business Process (BP) monitoring. This consists in properly highlighting and organizing non-compliances and adaptations with respect to the default process schema. Such an activity can be the starting point for other very critical tasks, such as quality assessment and process reengineering.
Introduction
Business Process (BP) Management is a set of activities aimed at defining, executing, monitoring and optimizing BP, with the objective of making the business of an enterprise as effective and efficient as possible, and of increasing its economic success. Such activities are highly automated, typically by means of the workflow technology [1, 22] .
BP optimization, in particular, may ask the enterprise to be able to flexibly change and adapt the predefined process schema, in response to expected situations (e.g. new laws, reengineering efforts) as well as to unanticipated exceptions and problems in the operating environment (e.g. emergencies) [6] .
Agile workflow technology [26] is the technical solution which has been invoked to deal with such adaptation and overriding needs. It can support both adhoc changes of individual process instances [18, 25] , operated by end users, and modifications at the general process schema level, operated by process engineersapplicable even if the default schema is already in use by some running instances [18, 5] .
In order to provide an effective and quick workflow change support, many agile workflow systems share the idea of recalling and reusing concrete examples of changes adopted in the past. To this end, Case-based Reasoning (CBR) [2] has been proposed as a natural methodological solution. CBR is a reasoning paradigm that exploits the specific knowledge of previously experienced situations, called cases. It operates by retrieving and reusing -by possibly revising -them in order to solve the problem at hand. CBR is particularly well suited for managing exceptional situations, even when they cannot be foreseen or preplanned. As a matter of fact, in the literature cases have often been resorted to in order to describe exceptions, in various domains (see e.g. [20] ), and many examples of CBR-based process change reuse and workflow adaptation support have been proposed (see e.g. [12, 10, 25, 14, 15] ).
A less explored (see however e.g. [8] ), but very critical issue to be addressed in agile workflow systems is the one of BP monitoring. This activity consists in highlighting and organizing non-compliances with respect to the default process schema. It can be the starting point for a formal verification of process conformance to proper semantic constraints (see e.g. [11] ), or for suggesting long term changes, in front of frequent, similar non-compliances. Providing BP monitoring functionality is non trivial. As a matter of fact, deviations from a default process schema generate process instances, typically stored as traces of actions, that are different from how they were supposed to be. Monitoring BP from traces is particularly hard when no contextual information, which could justify the reasons for deviation, is recorded in the traces themselves. A facility able to intelligently exploit traces of process executions, by retrieving similar ones, and by automatically organizing them, would then be an added value for an agile workflow tool. It could also provide support both to end users, in the process instance execution phase, and to process engineers, in (formal) quality evaluation and/or in long term process schema redefinition.
In this paper, we propose a CBR-based approach to BP monitoring, based on execution traces retrieval. In particular, in this work we focus on the definition of a proper similarity measure, and on its use for calculating trace distance. Our next step will be the implementation of a trace clustering technique, in order to support automatic non-compliances organization. Technical details of the approach are presented in section 2, and a case study on stroke management execution traces is described in section 3. Finally, section 4 addresses some comparisons, discussion and concluding remarks.
Case-Based BP Monitoring
Our framework is meant to support end users in process instance modification by retrieving traces of execution similar to the current one: suggestions on how to modify the default process schema in the current situation may be obtained by analyzing the most similar retrieved examples of change, recorded as traces that share the starting sequence of actions with the current query.
Interestingly, we could also automatically cluster the execution traces stored in the database on the basis of their similarity, and allow process engineers to inspect the obtained clusters, in order to visualize the most frequent changes. Since changes can be an indicator of non-compliance, clustering can be seen as the first step in a process quality evaluation activity, which can be realized by means of formal (e.g. logic-based) verification approaches. Additionally, since changes can also be due to a weak or incomplete initial process schema definition, engineers could exploit clustering results to draw some suggestions on how to redefine process schemas, in order to incorporate the more frequent and significant changes once and for all.
From a technical viewpoint, both the decision support functionalities illustrated above require a preliminary design phase, in which:
1. the case structure is defined; 2. a proper similarity measure, to be used for retrieval and clustering, is identified.
Such issues are the main topic of the paper, and will be illustrated in this section. Issue 1 is rather straightforward. We have defined a case as a trace of execution of a given process schema. In particular, every trace is a sequence of actions, each one stored with its execution time and duration information.
Issue 2 is more interesting. In the literature, a number of similarity measure definitions for agile workflows exist, that require further information in addition to the workflow structure, such as semantic annotations [21] , or conversational knowledge [26, 25] . The approaches are typically context-aware, that is, the contextual information is considered as a part of the similarity assessment of workflows.
Unfortunately, any contextual information, as well as conversational knowledge, is not always available, especially when instances of process execution are recorded as traces of actions. Starting from this observation, a rather simple graph edit distance measure [4] has been proposed and adapted for similarity assessment in workflow change reuse [14, 8] . Our approach moves from the same graph edit distance definition, and properly adapts it in order to work on trace comparison.
Basically, in our approach similarity is modeled through a set of edit operations on traces. Each edit operation performs a modification of the following kinds: (i) substitute one action with a different one, (ii) insert a new action, or (iii) delete an action.
The cost of a substitution is not always set to 1, as in the classical edit distance. In fact, as in the weighted edit distance (see e.g. [9] ), we define it as a value ∈ [0, 1] which depends on what action appears in a trace as a substitution of the corresponding action in the other trace. In particular, we organize actions in a taxonomy, on the basis of domain knowledge. The more two actions are close in the taxonomy, the less penalty has to be introduced for substitution ( [17] ; see also [3, 19, 16] ). In detail, in our work substitution penalty is set to the taxonomical distance dt between the two actions ( [17] , see Definition 2), i.e. to the normalized number of arcs on the path between the two actions in the taxonomy.
Insertions do not always cost 1 as well. In fact, an insertion may introduce a degree of indirection in a path otherwise connecting the same pair of actions in the two traces (see figure 1 , third case). Our distance definition allows to capture this situation -which is very relevant for BP monitoring. The definition introduces a knowledge-based parametrized weight ∈ [0, 1] for such insertions, depending on the action type. The final penalty of an insertion which generates an indirection is therefore equal to 1 multiplied by the weight. Naturally, the more insertions are performed, the more indirection is obtained in the path, and the more penalties are added. Deletions simply work dually with respect to insertions.
Fig. 1. Comparing the i-th action B in trace P with the j-th action B in trace Q
The global distance d(P, Q) between two traces P and Q is finally defined as the total cost of a sequence of edit operations which transform one trace into the other.
Formally, we provide the following definitions:
Definition 1: Trace edit distance. Let P and Q be two traces of actions, and let α and β be two actions. The trace edit distance between P and Q is defined as:
where (e 1 , . . . , e k ) transforms P into Q, and: -c(e i ) = dt(α, β), if e i is the substitution of α (appearing in P ) with β (appearing in Q), with dt(α, β) defined as in Definition 2 below; -c(e i ) = 1 * w α , if e i is the insertion (the deletion) of action α in P (from Q), with w α defined as in Definition 3 below.
Definition 2: Taxonomical distance [17] . Let α and β be two actions in the taxonomy t, and let γ be the closest common ancestor of α and β. The taxonomical distance dt between α and β is defined as:
where N 1 is the number of arcs in the path from α and γ in t, N 2 is the number of arcs in the path from β and γ, and N 3 is the number of arcs in the path from the taxonomy root and γ 1 .
Terminology. Two actions α and β are comparable if dt(α, β) ≤ τ , where τ is a threshold to be set on the basis of domain knowledge.
Definition 3: Action weight. Let P and Q be two traces of actions and let α be an action (appearing in Q). The action weight w α of α is defined as:
-w α ∈ [0, 1[ -to be set on the basis of domain knowledge -if α generates an indirection (see figure 1 , third case) in Q with respect to P ; -w α = 1 otherwise (e.g. if P is a substring of Q, and α is an action in the head or tail portion of Q, not matched to any action in P ).
Operatively, at a generic iteration of our algorithm we compare the i-th action (say B) in trace P , with the j-th action B in trace Q. If they are comparable (see figure 1 , first case), the distance is not increased (or minimally increased, if the actions are not identical), and the next actions are considered. Otherwise, in order to discover insertions that generate indirections, we also compare the (i − 1)-th action A in P with the (j − 1)-th action A in Q. If their are not comparable (see figure 1 , second case), no indirection is being generated, and dt(B, B ) is added to the distance calculation. On the other hand, if A and A are comparable, we need to compare B with the (j + 1)-th action in Q: if they are comparable as well (see figure 1, third case) , B has been inserted to create an indirection on trace Q, and the cost 1 * w B must be added to the distance calculation; otherwise (see figure 1 , fourth case), a cost equal to dt(B, B ) will be added.
In our approach similar traces retrieval is then performed by classical KNearest Neighbor techniques, where the most proper value of k has to be experimentally set according to the specific application domain needs.
As a next step, we will concentrate on the implementation of the clustering facility, which will be based on hierarchical clustering techniques.
The Framework in Practice: An Application to Stroke Management
Health-Care Organizations (HCO) place strong emphasis on efficiency and effectiveness, to control their health-care performance and expenditures. Therefore, it is important to evaluate existing infrastructures and the services provided. To perform this operation, it is crucial to explore and process the data collected by the HCO systems, organizing them in form of process logs (i.e. traces of execution), which can be seen as the history of what happened in the HCO. Traces can be helpful to gain a clear picture of the actual care process, through the use of BP monitoring techniques [13] , like the ones introduced in the previous section. As an example, our framework is currently being tested in the stroke management domain. A stroke is the rapidly developing loss of brain function(s) due to disturbance in the blood supply to the brain. This can be due to ischemia (lack of glucose and oxygen supply) caused by thrombosis or embolism, or to a hemorrhage. As a result, the affected area of the brain is unable to function, leading to inability to move one or more limbs on one side of the body, inability to understand or formulate speech, or inability to see one side of the visual field. A stroke is a medical emergency and can cause permanent neurological damage, complications, and death. It is the leading cause of adult disability in the United States and Europe. It is the number two cause of death worldwide and may soon become the leading one. The best medical practice [7] requires that stroke patients are treated according to a management protocol, which is basically composed by four steps: (1) emergency management; (2) hospitalization; (3) dismissal; (4) follow up. Each step is in turn composed by a sequence of actions, which must respect some criteria, although inter-patients and inter-hospitals variations are admissible. In particular, in step (1), symptoms onset must be recognized, the patient must be taken to the hospital, and a brain computer-assisted tomography (CAT) must be executed. In step (2) , diagnosis has to be finalized, by means of a neurological evaluation and of several additional diagnostic investigations, meant to confirm the stroke hypothesis. Diagnostic procedures may vary, but most patients undergo electrocardiogram (ECG) and chest X-ray. At the same time, administrative patient admission procedures must be fulfilled. Finally, a proper therapy has to be initiated: for instance, up to 90% patients are treated with antiaggregants. Rehabilitation also must be started as soon as possible during hospitalization.
Our system is not fully implemented; therefore it has not entered its validation phase yet. Nevertheless, we can describe some first experiments, to show how the tool works. In our experiments, we used traces collected on real patients, detailing the actions of steps (1) and (2) . Our case base is currently composed by more than 300 traces, collected at one of the major Stroke Units in Lombardia Region, Italy.
As an example, we will show the retrieval results related to the query case no. 103101, which presents a rather atypical situation. As a matter of fact, patient no. 103101's CAT results, in step (1), allowed to immediately diagnose a stroke episode, without the need of additional diagnostic procedures. This fact enabled the responsible physician to start the antiaggregant therapy already in step (1). During step (2), the severity of the patient conditions was investigated by means of additional tests, and a further anticoagulant therapy was started. However, Fig. 2 . The best matching retrieved case in our experiment rehabilitation was not started in phase (2) -which is a very anomalous situation -probably due to the patient's very critical health status.
Our tool retrieved the 20 Nearest Neighbor cases with respect to case no. 103101, adopting the similarity measure described in the previous section -which took about 1.2 second on an Intel Core 2 Duo T9400, equipped with 4 Gb of DDR2 ram. In particular, the most similar retrieved case, reported in figure  2 , is a more standard one with respect to the query case as regards step (1) actions, since diagnosis did not take place during emergency management, but was clarified only during hospitalization, as it usually happens. Therefore, the antiaggregant therapy was not started in step (1) . Therapy start in case no. 103101 was then recognized as an indirection in an otherwise identical sequence of actions (see figure 1, third case) . Analogously, a couple of additional diagnostic procedures took place in case no. 103101, step (2), determining indirections with respect to the retrieved case. On the other hand, antiaggregant therapy was started in the retrieved case after all the diagnostic tests were completed. This action is a substitution of the anticoagulant therapy in case no. 103101, and is also comparable to it, having set τ = 0.2: actually, the two drugs have a very similar effect, and consequently the two therapeutic actions are very close in the domain taxonomy. Interestingly, rehabilitation was also missing in the retrieved case: this means that our tool was able to correctly retrieve one of the few cases in the case base matching the query case with respect to this very atypical feature.
The physicians working with us judged our first experimental results as very reasonable. Encouraged by these outcomes, in the next future, we plan to extensively test the performances of our tool on additional real cases, after having worked at the implementation and validation of the clustering procedure.
Discussion and Conclusions
In this work, we have described a CBR-based approach to BP monitoring. In particular, we have defined a proper case structure and a new similarity measure, that are exploited to retrieve traces of execution similar to the current one. In the next future, the similarity measure will also be applied to cluster the traces available in the database. Such functionalities will help end users who need to adapt a process instance to some unforeseen situation, by retrieving changes applied in the past to other instances of the same process. Moreover, process engineers will take advantage of the retrieval and clustering results for identifying the most frequent changes to the same process schema. Such changes can be an index of non conformance of process executions with respect to proper constraints, but can also be a suggestion for properly revising an incorrect or obsolete process schema definition.
From the technical viewpoint, as observed in section 2, the graph edit distance measure, that we have adapted in this work, was originally resorted to in [14] . However, with respect to that approach, by focusing just on traces of execution we did not need to consider extensions to the similarity measure able to deal with control flow elements (such as alternatives and iterations). As a matter of fact, traces are always linear, i.e. they just admit the sequence control flow element. For the same reason, we did not insert any penalty for pairs of arcs in different traces with a different input or output action, which is already accounted for by the comparison between pairs of actions themselves. On the other hand, when focusing on linear traces our approach is more general and flexible than the one in [14] . As a matter of fact, we resort to taxonomical knowledge for comparing pairs of actions, so that two different actions do not always have a zero similarity. Moreover, we are able to recognize an indirect path from two actions, and to properly weight the degree of indirection in a parametrized way.
Explicitly comparing pairs of arcs in different traces will be needed if considering temporal distances between actions and actions durations, which we will explore as a future work. In particular, in the similarity measure definition, we plan to calculate a penalty for arcs connecting the same pair of actions in both the traces at hand, but introducing a different temporal delay between them. The penalty will be proportional to the difference between the two delays. This calculation will also be adapted to the case in which the same pair of actions is directly connected in one trace, and indirectly in the other trace. In this case, the difference in the arc durations will also need to properly take into account the degree of indirection. Some effort in the direction of considering time in trace comparison has been proposed in [8] . The similarity function in [8] , however, does not exploit action duration, and does not rely on taxonomical information about actions, as we do. The authors also do not distinguish between direct and indirect paths connecting the same actions, so that our approach, once extended to deal with temporal information, will potentially be more flexible.
As a final consideration, in the future we will also explore the possibility of incorporating our work as a plug-in in the ProM tool [24] , which is an open source framework for process mining. Process mining [23] describes a family of a posteriori analysis techniques exploiting the information recorded in traces of actions. This process information can be used to discover the underlying process schema, when no a priori model is available. Once the process schema is obtained, the incorporation of our similarity measure and of the clustering facility could support an analysis of deviations from the process schema itself, which can be the input for a (formal) compliance verification. Moreover, in cooperation with other performances analysis plug-ins already embedded in ProM, our work could support a principled reengineering activity.
