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Résumé
La répartition spatiale des arbres reète les mécanismes biologiques qui inuent la
croissance des arbres (exigences édaphiques, compétition, etc.). On cherche donc à
dénir une distance entre deux espèces en s'appuyant sur la répartition spatiale des
arbres, ce qui revient à dénir une distance entre deux nuages de points.
Plusieurs indices de dissimilarité entre nuages de points sont dénis. Huit d'entre
eux sont étudiés plus précisément, en simulant des répartitions spatiales à l'aide de
processus ponctules, et en regardant le comportement de chacun des indices sur ces
simulations. Les indices ne répondent pas tous à la même question ; parmi ceux qui
répondent à la même question, certains sont plus performants que d'autres.
Les indices sont ensuite mis en application dans deux cas concrets : une forêt de
la côte nord ouest du Pacique, près de Vancouver (Canada), et la forêt de Paracou
en Guyane française. Ces deux forêts dièrent par la complexité des interactions
entre espèces. Les indices permettent de caractériser assez précisément les relations
entre espèces dans la forêt de Colombie Britannique, mais sont beaucoup moins
concluants pour la forêt guyanaise.
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Chapitre 1
Introduction
Deux espèces d'arbres poussent-elles ensemble? Cette question sous-entend plu-
sieurs questions : les deux espèces ont-elles les mêmes exigences écologiques ? les
deux espèces entrent-elles en compétition, et si oui, laquelle exclue l'autre ? etc.
Pour quantier la réponse à cette question, on pourrait imaginer de dénir une
distance entre les deux espèces, qui reète ces divers phénomènes biologiques.
L'objet du présent travail est de tâcher de dénir une distance entre deux es-
pèces, en s'appuyant sur la répartition spatiale des arbres. Si l'on ne retient comme
information que la position spatiale des individus, une population d'arbres se ra-
mène à un nuage de points. Le problème se pose alors comme étant de dénir une
distance entre deux nuages de points. Le problème ainsi posé simplie énormément
le problème plus général de dénir une distance entre deux espèces qui résume les
phénomènes biologiques ayant conduit ces deux espèces à pousser ensemble ou non.
La première partie de ce rapport discute justement dans quelle mesure la répar-
tition spatiale des arbres intègre les eets des mécanismes biologiques. La deuxième
partie présente plusieurs indices de distances entre nuages de points, et tâche de dé-
gager les caractéristiques principales de chacun. La troisième partie enn présente
deux cas concrets de calculs de distances entre deux espèces.
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Chapitre 2
Les répartitions spatiales, reet
de situations biologiques
L'idée sous-jacente à l'étude de la répartition spatiale d'une espèce est que celle-ci
reète les facteurs écologiques qui agissent sur la croissance des indivdus [21, 49, 52].
2.1 Pour une espèce
La répartition spatiale d'une espèce d'arbres est dénie par l'emplacement au
sol de ses individus ; sa représentation est donc un nuage de points. Avant de voir en
quoi les facteurs écologiques peuvent inuencer la répartition spatiale d'une espèce,
il faut savoir caractériser un nuage de points.
2.1.1 Description d'un nuage de points
Un nuage de points est d'abord caractérisé par sa densité, c'est-à-dire le nombre
moyen de points par unité de surface. La densité ne renseigne cependant pas sur la
façon dont sont répartis les points dans l'espace. On distingue alors habituellement
trois types de répartitions : la répartition aléatoire, les répartitions régulières, les
répartitions agrégées [7].
La répartition aléatoire est obtenue en plaçant les points au hasard, indépendam
ment les uns des autres. Conditionnellement à la présence d'un point en (x; y), la
probabilité de trouver un autre point dans le voisinnage de (x; y) est alors égale à
la probabilité de trouver un point dans le voisinnage de (x; y).
Les répartitions agrégées et régulières ne sont dénies que par écart à la réparti-
tion aléatoire, et regroupent divers types de répartitions : une répartition aléatoire
est en fait entièrement caractérisée par sa densité, alors que d'autres paramètres
sont nécessaires pour caractériser une répartition agrégée ou régulière. Intuitive-
ment, pour une répartition agrégée (respectivement régulière), conditionnellement
à la présence d'un point en (x; y), la probabilité de trouver un autre point dans le
voisinnage de (x; y) est supérieure (respectivement inférieure) à la probabilité de
trouver un point dans le voisinnage de (x; y).
La distinction entre répartitions aléatoire, agrégée ou régulière dépend en fait de
l'échelle d'observation. Une répartition peut être aléatoire à grande échelle (c'est-
à-dire sur de petites distances) et agrégée à petite échelle (g.2.1b), ou agrégée à
grande échelle et régulière à petite échelle (g.2.1a) par exemple.
Ces deux exemples montrent qu'il peut y avoir emboîtement de plusieurs échelles
d'organisation, la répartition devant être caractérisée à chaque niveau.
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(a) (b)
Fig. 2.1: Répartitions présentant plusieurs échelles d'organisation
2.1.2 Facteurs écologiques pouvant inuencer la répartition
d'une espèce
On distingue d'une part les facteurs physiques, d'autre part les facteurs bio-
tiques. Les facteurs physiques (climat et microclimat, sol, topographie...) dénis-
sent généralement des motifs à petite échelle de type agrégatif (plaques, gradients
d'intensité...) [13, 25, 53, 62]. Chaque espèce a en eet des exigences écologiques
qui dénissent un milieu auquel elle est adaptée et des milieux où elle peut poten-
tiellement croître selon sa plus ou moins grande tolérance aux écarts à l'optimum.
Dans un milieu hétérogène, l'espèce n'occupera donc pas tout l'espace, et l'échelle
d'agrégation de la répartition reètera l'échelle de variation du milieu. Si le milieu
est homogène, il n'a pas d'incidence sur la réparitition spatiale de l'espèce.
Les facteurs biotiques dénissent généralement des structures perceptibles à plus
grande échelle. La compétition interspécique entre arbres donnera des motifs de
type agrégatif, la compétition intraspécique donnera au contraire une répartition
régulière [55]. L'interaction avec les animaux (herbivorie, dispersion des graines par
les animaux, etc.) joue également, ainsi que le mode de reproduction de la plante :
une espèce à reproduction végétative, une espèce ayant des graines à faible capacité
de dispersion, une espèce dont les graines sont enterrées par les animaux dans des
cachettes auront généralement une répartition agrégative ; une espèce anémochore
aura tendance au contraire à avoir une répartition plus aléatoire [2, 27].
La répartition observée résulte nalement de l'action conjointe de ces facteurs.
Par exemple dans un milieu hétérogène en l'absence d'espèces compétitrices, une es-
pèce susamment tolérante aux variations du milieu aura une répartition aléatoire ;
dans le même milieu en présence d'espèces compétitrices, la même espèce n'occu-
pera plus que les zones qui lui sont optimales, et présentera donc une répartition
agrégée.
La répartition spatiale résulte également de l'intégration dans le temps de l'ac-
tion de ces diérents facteurs. Par exemple chez une espèce comme Eperua falcata
[2] dont les graines ont une faible capacité de dispersion, les jeunes semis ont une
répartition agrégée autour des arbres semenciers ; un mécanisme de mise à distance
des semis des arbres semenciers, tel que les semis éloignés de l'arbre semencier ont
une probabilité de survie plus grande que ceux situés sous l'arbre, fera que les semis
âgés auront nalement une répartition plus régulière.
D'autres facteurs encore [27] peuvent être pris en compte si l'on s'intéresse à
des échelles de temps (causes historiques) ou d'espace plus petites (climat régional ;
pertubations accidentelles comme les incendies, les tempêtes, les innondations).
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2.2 Pour deux espèces
Quand on considère deux espèces simultanément, le problème n'est plus de dé-
crire la répartition de chacune des deux espèces, mais de décrire le lien entre les
deux répartitions, et de voir quels facteurs écologiques ont pu inuencer ce lien.
2.2.1 Description de la relation entre deux répartitions
Plusieurs points de vue peuvent être adoptés pour décrire la relation entre deux
nuages de points :
1. Une approche géométrique consiste à chercher à quantier le mélange entre
les deux nuages de points. Un cas extrême correspond à celui de la gure 2.2a,
où les deux nuages de points ne sont pas mélangés. A l'autre extrême, on
observerait une situation comme celle de la gure 2.2b, où les deux nuages
de points sont si proches qu'à la limite on ne les distingue plus : il n'y a alors
même plus lieu de parler de mélange de deux nuages de points, car il n'y a
plus qu'un seul nuage de points. Un mélange homogène des deux nuages de
points correspond aux gures 2.2c et d. Des situations intermédiaires seraient
celles des gures 2.2e et f où le mélange est partiel, ou complet et inhomogène.
(a) (b)
(c) (d)
(e) (f)
Fig. 2.2: Exemple de répartitions bivariées
2. Un autre point de vue, celui de l'étiquetage aléatoire, consiste à regarder dans
quelle mesure la répartition bivariée observée s'écarte de la répartition bivariée
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que l'on observerait en laissant les individus à leur place mais en leur aectant
leur type au hasard. Les gures 2.2c et d correspondent ainsi à un étiquetage
aléatoire, tandis que que la gure 2.2f montre un lien entre la densité de la
répartition globale (sans distinction de type) et le type noir ou blanc.
Ce point de vue prend tout son sens pour des situations dans lesquelles la
localisation d'individus indistingables survient en premier, puis un type leur
est aecté dans un second temps par un autre mécanisme. Un exemple typique
est celui de la contamination par une maladie, conduisant à distinguer des
arbres infectés et des arbres non infectés.
3. Un troisième point de vue consiste à regarder s'il y a indépendance ou non des
deux mécanismes qui ont donné naissance aux deux répartitions marginales.
Ce troisième point de vue, contrairement aux deux précédents, s'attache donc
à mettre en évidence un lien entre les deux nuages de points, indépendamment
de la nature même de ces nuages de points. Lorsque la présence d'un point noir
en (x; y) augmente (respectivement diminue) la probabilité de trouver un point
blanc dans le voisinnage de (x; y) et réciproquement, on parle d'association
positive (respectivement négative) des deux répartitions.
La nature du lien entre deux répartitions dépend en fait là aussi de l'échelle
d'observation. La gure 2.3a montre ainsi un cas d'association négative à
grande échelle et positive à petite échelle, tandis que la gure 2.3b montre un
cas d'association positive à la fois à grande et petite échelle.
(a) (b)
Fig. 2.3: Exemple de répartitions bivariées
2.2.2 Facteurs écologiques pouvant inuencer le lien les ré-
partitions de deux espèces
On distingue d'une part les interactions directes entre individus, d'autre part la
coïncidence écologique [11].
Interactions directes entre individus des deux espèces
Les individus d'une espèce modient localement l'environnement de sorte que
cela a un eet direct sur l'occurrence de l'autre espèce. Une inuence positive se
traduira par une association positive des deux espèces, une inuence négative (essen-
tiellement la compétition) par une association négative. Si deux espèces interagissent
directement, leurs répartitions ne seront pas indépendantes.
Coïncidence écologique
Il y a coïncidence écologique lorsque deux espèces répondent de façon indépen-
dante à un même facteur écologique, qu'il soit physique ou biotique. Deux espèces
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qui répondent de la même façon et indépendamment l'une de l'autre à un même
facteur (espèces convergentes) seront associées positivement ; deux espèces qui ré-
pondent de façons diérentes et indépendamment l'une de l'autre à un même facteur
(espèces divergentes) tendront à être au contraire négativement associées.
Le milieu physique est le facteur le plus courant qui entre dans cette catégorie
[54]. Les gures 2.2a et e peuvent ainsi s'interpréter par un milieu hétérogène sur
lequel se trouvent des espèces ayant des exigences écologiques opposées. Si les deux
espèces ont des exigences semblables, mais que l'une tolère des écarts à l'optimum
supérieurs, alors on s'attend à voir l'espèce la moins tolérante connée à des zones
restreintes tandis que l'espèce plus tolérante serait plus répandue, comme sur la
gure 2.2f. Si les deux espèces ont des exigences identiques, alors elles partagent le
même territoire, comme sur les gures 2.2c (milieu homogène) et d (milieu hétéro-
gène).
Les facteurs de coïncidence écologique ont une incidence ambigüe sur l'indépen
dance des répartitions des deux espèces. Conditionnellement à la connaissance de
ces facteurs, les deux répartitions sont indépendantes puisque chaque espèce répond
indépendamment l'une de l'autre aux facteurs : chaque espèce aurait ainsi la même
répartition en l'absence de l'autre espèce que la répartition qu'elle a eectivement
en sa présence. Mais dans l'absolu, les répartitions des deux espèces apparaissent
associées, positivement ou négativement. Il n'est en fait pas possible de savoir, à
partir de la simple observation d'une répartition bivariée, si elle est due à une
interaction directe (par exemple compétition) ou à une coïncidence écologique (par
exemple réponses diérentes dans un milieu hétérogène).
2.3 La modélisation par les processus ponctuels
Après avoir discuté des répartitions spatiales et des facteurs écologiques qui les
inuencent, le problème se pose de formuler cela mathématiquement. La théorie
des processus ponctuels fournit un cadre mathématique approprié. De façon non
formelle, un processus ponctuel est un modèle stochastique qui contrôle les locali-
sations d'événements dans un ensemble de R
n
. Quelques dénitions et résultats sur
les processus ponctuels sont rappelés en B.
Un processus ponctuel dénit donc le mécanisme qui génère le nuage de points,
et permet de générer plusieurs nuages de points par un même mécanisme. Une
répartition est une réalisation d'un processus ponctuel.
Treize processus ponctuels modélisant des situations biologiques ont été utilisés
pour les simulations. Ils sont présentés en annexe E. Sauf indications contraires,
les valeurs des paramètres utilisées pour les simulations sont celles indiquées en
annexe. Parmi ces processus, seul le processus de Poisson homogène, qui modélise
la répartition aléatoire, est incontournable et constitue un processus de référence.
Les autres situations biologiques auraient pu être modélisées par d'autres processus
que ceux qui ont été choisis, de façon nalement arbitraire. De plus ces processus
sont excessivement simples : le lien entre la réalité des interactions biologiques et la
modélisation par des processus ponctuel est en fait plus complexe. La modélisation
de situations réelles passe souvent par la combinaison de plusieurs mécanismes, et
aboutit à un modèle nal qui ne correspond à aucun processus ponctuel simple.
2.3.1 Modélisation de la répartition de deux espèces qui n'in-
teragissent pas dans un milieu homogène
Si deux espèces n'interagissent pas directement dans un habitat homogène, les ré-
partitions spatiales de leurs individus se réalisent indépendamment l'une de l'autre.
Les processus ponctuels bivariés modélisant de telles situations résultent donc de
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la superposition de deux processus marginaux indépendants, et homogènes dans
la mesure où l'habitat l'est. Selon que les répartitions marginales sont aléatoires,
régulières ou agrégées, six situations sont possibles :
aléatoire aléatoire  aléatoire
espèce 1 agrégée agrégée  aléatoire agrégée  agrégée
régulière régulière  aléatoire régulière  agrégée régulière  régulière
aléatoire agrégée régulière
espèce 2
La répartition aléatoire a été modélisée par un processus de Poisson homogène, la
répartition agrégée par un processus de Neyman-Scott, et la répartition régulière
par un processus d'inhibition séquentielle (voir annexe E).
2.3.2 Modélisation de la répartition de deux espèces qui in-
teragissent dans un milieu homogène
Deux situations sont possibles, selon que les deux espèces sont en relation de
compétition ou de commensalisme. Ces deux situations ont été modélisées par res-
pectivement le processus d'inhibition séquentielle et par le processus des paires liées
(voir annexe E). Ce sont des processus homogènes, dont les processus marginaux
ne sont pas indépendants : il y a respectivement répulsion et attraction à grande
échelle entre les processus marginaux.
2.3.3 Modélisation de la répartition de deux espèces qui n'in-
teragissent pas directement dans un milieu inhomogène
Lorsque l'habitat est inhomogène, deux espèces convergentes du point de vue
écologique vont apparaître positivement associées alors que deux espèces divergentes
vont apparaître négativement associées. Conditionnellement à l'habitat, les répar-
titions des individus des deux espèces se font de manière indépendante, mais si
l'habitat n'est pas connu, les deux répartitions apparaissent au contraire dépen-
dantes.
La famille des processus ponctuels permettant de modéliser ces situations est
celle des processus de Cox (voir annexe B). De façon non formelle, un processus de
Cox est un processus de Poisson inhomogène dont l'intensité est elle même aléatoire.
Un processus de Cox peut être généré en tirant une intensité et en construisant le
processus de Poisson inhomogène correspondant ; cette démarche peut s'interpréter
en disant que la densité est la réponse de la forêt aux hétérogénéités du milieu.
Une autre façon de procéder, strictement équivalente à la première du point de
vue mathématique, consiste à générer un processus de Poisson homogène, puis à
appliquer un champ de survie (voir processus éclairci en annexe). Cette démarche
peut s'interpréter en disant qu'il y a mortalité pendant la phase juvénile des arbres,
et que la mortalité est fonction du milieu.
Les processus de Cox liés sont tels que les processus marginaux ont des in-
tensités proportionnelles ; ils modélisent les espèces convergentes. Les processus de
Cox équilibrés sont tels que la somme des intensités des processus marginaux est
constante ; ils modélisent les espèces divergentes. Deux processus de Cox liés ont été
utilisés, l'un montrant de l'association positive à petite échelle, l'autre à moyenne
échelle ; de même deux processus de Cox équilibrés ont été utilisés, l'un montrant de
l'association négative à petite échelle et l'autre à moyenne échelle (voir annexe E).
Par ailleurs, un autre processus de Cox a été retenu, qui résulte de la compo-
sition d'un processus de Cox équilibré et d'un processus de Cox lié. Il en résulte
un processus bivarié montrant de l'attraction à petite échelle et de la répulsion à
grande échelle.
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2.4 Et pour trois (ou plus) espèces?
Le lien entre trois répartitions ne se ramène pas aux trois liens entre les ré-
partitions prises deux à deux. Considérons par exemple le processus ponctuel tri-
varié suivant. Chacun des trois processus marginaux n'admet que deux réaliations
possibles : une répartition à faible densité ou une répartition à forte densité. Le
processus trivarié est alors déni de la façon suivante :
 le processus marginal 1 génère sa répartition à faible densité avec la probabilité
1
2
et sa répartition à forte densité avec la probabilité
1
2
.
 le processus marginal 2 génère sa répartition à faible densité avec la probabilité
1
2
et sa répartition à forte densité avec la probabilité
1
2
, indépendamment du
processus marginal 1.
 le processus marginal 3 est fonction des deux premiers de la façon suivante
Densité de la répartition Densité de la répartition marginale 2
marginale 3 forte faible
Densité de la répartition forte forte faible
marginale 1 faible faible forte
 On vérie facilement que deux quelconques des processus marginaux de ce pro-
cessus trivarié sont indépendants. Mais les trois processus marginaux ne sont
bien sûr pas indépendants puisque n'importe lequel d'entre eux est fonction
des deux autres.
Plus le nombre d'espèces augmente, plus la richesse des liens possibles entre
leurs répartitions augmente. On s'intéresse par la suite essentiellement au lien entre
deux espèces (un exemple d'analyse de l'interaction entre trois espèces sera simple-
ment traité en partie III). D'autres méthodes, un autre vocabulaire devraient être
employées pour étudier le lien entre davantage d'espèces.
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Chapitre 3
Etude d'indices de dissimilarité
3.1 Démarche
Après avoir discuté des façons de décrire une répartition spatiale, nous en venons
maintenant au problème de dénir un indice de dissimilarité entre deux répartitions.
Diverses méthodes ont été proposées. Huit d'entre elles ont été retenues et sont étu-
diées dans cette partie. Les indices qui sont utilisés ici ne sont pas à proprement
parler des indices de dissimilarité, dans le sens mathématique du terme (voir an-
nexe A). Néanmoins, comme il est très facile de passer des indices tels qu'ils sont
dénis ici à des indices de dissimilarité, nous conservons abusivement cette appel-
lation.
Dans le cadre de la théorie des processus ponctuels, une répartition bivariée
n'est qu'une réalisation d'un processus aléatoire. Un indice de dissimilarité déni
sur cette répartition bivariée peut donc être considéré comme une statistique, dont
la distribution dépend de la nature du processus ponctuel sous-jacent. Le calcul de
cette distribution étant compliqué, même pour des processus ponctuels simples, on
aura recours à des simulations pour l'estimer.
Les distributions d'un indice estimées pour les treize processus ponctuels décrits
précédemment constituent une signature de son comportement. Chaque indice de
dissimilarité se comporte en eet d'une façon particulière, en fonction de la situation
biologique, et les processus ponctuels permettent de faire le lien entre la situation
biologique et le comportement de l'indice.
Il faut garder à l'esprit cependant que les treize processus ponctuels ont été
choisis arbitrairement, et la vision du comportement de l'indice que l'on obtient
est donc très partielle. Seul le processus bivarié obtenu par la superposition de
deux processus de Poisson homogènes indépendants, qui constitue le processus de
référence, permet de pousser l'analyse plus loin que la simple comparaison entre
indices.
3.2 Présentation des indices
Les huit indices utilisés sont présentés rapidement dans le tableau 3.1, et plus
en détail en annexe F. De plus d'autres méthodes, qui constituent le plus souvent
des variantes ou des prolongements de ces huit méthodes, sont également évoquées
en annexe.
Ce tableau met en relief que les divers indices ne répondent pas aux mêmes
questions :
 Certaines indices mesurent un écart à l'indépendance entre les répartitions
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Présentation des huit indices :
1 : ce que mesure l'indice
2 : information à collecter pour calculer l'indice
3 : principe
Indice des quadrats [26, 57, 64]
1 : l'écart à l'indépendance des répartitions marginales.
2 : présence / absence des espèces dans des quadrats.
3 : construction d'un tableau de contingence croisant l'absence ou la présence des deux
espèces dans les quadrats. L'indice est déni comme le coecient de corrélation de points
sur ce tableau. Lorsqu'il y a indépendance, le coecient de corrélation de points est nul.
Indice de Kershaw [38]
1 : l'écart à l'indépendance des répartitions marginales.
2 : nombre d'individus de chaque espèce sur une grille de quadrats contigus.
3 : estimation de Cov (N
1
(Q);N
2
(Q)), où N
i
(Q) est le nombre d'individus de l'espèce i
présents dans le quadrat Q. Lorsqu'il y a indépendance, la covariance est nulle.
Indice de Diggle & Cox [17, 64, p.250]
1 : l'écart à l'indépendance des répartitions marginales.
2 : distance X
(k)
i
d'un point arbitraire au k
eme
plus proche arbre de l'espèce i.
3 : mesure de la corrélation entre X
(k)
1
et X
(k)
2
à l'aide du coecient de corrélation des
rangs  de Kendall. Lorsqu'il y a indépendance, la corrélation est nulle.
Indice de Goodall [9, 17, 22, 64]
1 : l'écart à l'indépendance des répartitions marginales.
2 : distance X
i
d'un point arbitraire au plus proche arbre de l'espèce i, et distance Y
ji
d'un
arbre arbitraire de l'espèce j à son plus proche voisin de l'espèce i.
3 : comparaison de la distribution de X
i
et de Y
ji
à l'aide de la statistique U de Wilcoxon.
Lorsqu'il y a indépendance, X
i
et Y
ji
sont identiquement distribués.
Indice des plus proches voisins
1 : l'écart à l'association.
2 : distance Y
ij
d'un arbre arbitraire de l'espèce i à son plus proche voisin de l'espèce j.
3 : plus l'association entre les deux répartitions est forte, plus Y
ij
s'approche de zéro.
L'indice est déni comme une moyenne sur Y
ij
.
Indice du Sup de l'Inf [5]
1 : l'écart à l'association.
2 : distance Y
ij
d'un arbre arbitraire de l'espèce i à son plus proche voisin de l'espèce j.
3 : plus l'association entre les deux répartitions est forte, plus Y
ij
s'approche de zéro.
L'indice est déni comme le maximum des Y
ij
.
Indice de Pielou [20, 45, 54, 64, p.242]
1 : l'écart à l'association.
2 : essence du plus proche voisin d'un arbre de base.
3 : construction d'un tableau de contingence croisant l'essence de l'arbre de base et celle
de son plus proche voisin. L'indice est déni comme le coecient de corrélation de points
sur ce tableau. Plus l'association entre les deux répartitions est forte, plus le coecient de
corrélation de points s'approche de -1.
Indices de Ripley [16, 19, 47, 50]
1 : l'écart à l'indépendance des répartitions marginales (méthode 1), ou l'écart à l'étiquetage
aléatoire (méthode 2).
2 : cartographie de l'emplacement des arbres.
3 : calcul de la fonction K de Ripley, qui renseigne sur le nombre d'arbres se trouvant à
une distance inférieure ou égale à r d'un arbre arbitraire. La fonction K peut être calcu-
lée de façon théorique sous l'hypothèse d'indépendance (méthode 1) ou sous l'hypothèse
d'étiquetage aléatoire (méthode 2). L'indice mesure l'écart entre la courbe théorique et la
courbe calculée.
Tab. 3.1: Présentation des huit indices
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marginales : ces indices ont tous une origine statistique. La méthode des qua-
drats, la méthode 1 de Ripley et les méthodes de Goodall, Diggle & Cox et
Kershaw entrent dans cette catégorie. Les quatre premières correspondent à
un test de l'indépendance des répartitions marginales, tandis que la méthode
de Kershaw a été développée à l'origine pour repérer les échelles de structure.
 D'autres indices mesurent un écart à l'association entre les répartitions mar-
ginales. Parmi eux, l'indice de Pielou a une origine statistique, tandis que
les méthodes du plus proche voisin et du Sup de l'Inf correspondent à une
approche géométrique.
 La méthode 2 de Ripley enn mesure un écart à l'étiquetage aléatoire.
Les indices peuvent être également classés selon la nature de l'information à
collecter pour les calculer. L'annexe F présente les huit indices suivant ce classement.
3.3 Résultats des simulations
Les huit indices de dissimilarité ont été calculés pour des réalisations des treize
processus ponctuels dénis à la partie I. Chaque processus ponctuel a en fait été
simulé 20 fois, ce qui donne une fourchette de valeurs de chaque indice pour chaque
processus. De plus, pour trois des processus ponctuels, les indices ont été calculés
en fonction de l'intensité des processus, et en fonction de la diérence d'intensité
entre les deux processus marginaux. Les résultats des calculs sont présentés sur les
gures 3.1 à 3.11.
Ces simulations renseignent sur le comportement des indices et permet dans une
certaine mesure la comparaison entre les indices.
3.3.1 Indices mesurant un écart à l'indépendance
Les cinq indices mesurant un écart à l'indépendance des processus marginaux
placent comme on s'y attend au même niveau tous les processus avec indépendance
des processus marginaux (c'est-à-dire les six premiers processus sur les gures).
La méthode de Goodall (g. 3.1) donne les plus mauvais résultats, car les
amplitudes de variation de l'indice sont telles que tous les types de processus se
chevauchent. Cette méthode ne distingue relativement bien que les processus ho-
mogènes avec interactions perceptibles à grande échelle (Pa et In). Au contraire, le
processus ST, dont la structure est perceptible à petite échelle, ne se détache pas
des processus avec indépendance des processus marginaux. La méthode de Goodall
est la seule à ne pas distinguer ce processus avec répulsion si grossier, alors que c'est
en général ce processus qui ressort le mieux par les autres méthodes.
L'amplitude des variations de l'indice de Goodall peut s'expliquer par le fait que
la méthode repose sur un échantillonnage partiel. On retrouve ce phénomène chez
les autres méthodes avec échantillonnage partiel, notamment chez la méthode de
Diggle & Cox et celle des plus proches voisins. Une façon de diminuer les amplitudes
de variation consiste à augmenter le nombre de points d'échantillonnage (g. F.6),
ou à tenir compte des k plus proches voisins comme cela a été fait pour la méthode
de Diggle & Cox.
La méthode de Diggle & Cox (g. 3.2) présente le même défaut que la
méthode de Goodall quand on ne tient compte que du plus proche voisin, mais
s'améliore grandement quand on prend en compte les quatre plus proches voisins
(g. 3.3). Il y a alors nette séparation de trois blocs de processus : les processus
avec indépendance des processus marginaux (les six premiers sur la gure), les
processus avec répulsion des processus marginaux (ST, CE, In), et les processus
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avec attraction des processus marginaux (MV, CL, Pa). A l'intérieur de chaque
bloc cependant, les processus sont indistingables, c'est-à-dire que la méthode ne
distingue pas les échelles de structure.
Si au lieu de prendre les quatre plus proches voisins on prend les plus proches
voisins dans quatre secteurs du plan, les résultats sont moins bons.
La méthode par présence / absence dans des quadrats (g. 3.4) présente
un spectre très semblable à celui de la méthode de Diggle & Cox avec prise en
compte des quatre plus proches voisins.
La méthode de Kershaw (g. 3.5a), à l'opposé de la méthode de Goodall,
détache le mieux les processus dont la structure est perceptible à petite échelle (ST,
CL). Cette méthode a l'inconvénient de présenter des accidents, comme on le voit
pour le processus AA, ce qui est lié aux variations considérables que peut présenter
la courbe covariance versus taille de quadrat d'une réalisation d'un processus à
une autre. Cet indice présente de plus l'inconvénient d'être sensible à l'intensité du
processus (g. 3.5b) et à l'écart en intensité entre les processus marginaux (g. 3.5c).
La méthode 1 de Ripley (g. 3.6), tout comme celle de Kershaw, détache
le mieux les processus dont la structure est perceptible à petite échelle (ST, MV).
Cette méthode se distingue des autres par les faibles amplitudes de variation de
l'indice.
3.3.2 Indices mesurant un écart à l'association
La diérence de comportement la plus frappante entre les indices mesurant un
écart à l'indépendance et les trois indices mesurant un écart à l'association est que
ces derniers ne mettent pas sur le même niveau les six processus avec indépendance
des processus marginaux.
La méthode de Pielou (g. 3.7) n'est sensible qu'à ce qui se passe à grande
échelle. Ainsi les processus MV et CL ne se distinguent pas du processus PP, puisqu'à
l'intérieur des patches que dessinent ces deux processus la répartition est aléatoire.
Les six processus avec indépendance des processus marginaux sont bien séparés les
uns des autres. En particulier le processsus RR donne une valeur faible de l'indice,
ce qu'expliquent Upton & Fingleton [64, p.244].
La méthode du Sup de l'Inf (g. 3.8) sépare les six processus avec indé-
pendance des procesus marginaux de façon moins nette que celle de Pielou. De
plus cette méthode présente une grande sensibilité à l'intensité, du moins en ce qui
concerne le processus ST.
La méthode des plus proches voisins (g. 3.9), tout comme celle du Sup de
l'Inf, sépare moins bien les six processus avec indépendance des processus marginaux
que la méthode de Pielou, et présente une grande sensibilité à l'intensité et à l'écart
en intensité pour le processus ST. En revanche elle sépare nettement le bloc des
trois processus avec attraction des processus marginaux (MV, CL, Pa) du bloc des
trois processus avec répulsion des processus marginaux (ST, CE, In).
Le fait d'échantillonner 10% des arbres (g. 3.10) au lieu de les prendre tous en
compte ne change pas la disposition générale des processus, mais élargit le domaine
de variation de l'indice. Si on prend en compte les quatre plus proches voisins ou
les quatre plus proches voisins dans quatre secteurs du plan tout en faisant un
échantillonnage partiel, il n'y a pas d'amélioration notable.
3.3.3 Indices mesurant un écart à l'étiquetage aléatoire
La méthode 2 de Ripley (g. 3.11) présente un spectre écrasé à cause du
processus ST qui ressort exagérément.
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3.3.4 Conclusion
La plupart des méthodes séparent bien le bloc des processus avec attraction
des processus marginaux (MV, CL, Pa) du bloc des processsus avec répulsion des
processus marginaux (ST, CE, In). En revanche à l'intérieur d'un bloc, les indices
séparent généralement mal les trois processus : l'échelle à laquelle est perceptible la
dépendance (Pa et In correspondent à une grande échelle, CL et CE à une échelle
moyenne, MV et ST à une petite échelle) a donc un rôle moindre que la nature de la
dépendance, bien que certaines méthodes (particulièrement celle de Pielou) soient
plus sensibles à ce qui se passe à grande échelle, et d'autres comme celles de Ripley,
soient plus sensibles à ce qui se passe à petite échelle.
Il est alors intéressant de voir comment se comportent les indices vis-à-vis du
processus Ce, qui présente une attraction à petite échelle et une répulsion à grande
échelle. Seule la méthode de Pielou détache fortement ce processus comme un pro-
cessus avec répulsion des processus marginaux, en accord avec le fait que cet indice
n'est sensible qu'à ce qui se passe à grande échelle. Les autres indices présentent gé-
néralement une large fourchette de valeurs pour ce processus. Les indices mesurant
un écart à l'indépendance mettent ce processus du côté des processus avec attraction
des processus marginaux, tandis que les indices mesurant un écart à l'association le
mettent plutôt du côté des processus avec répulsion des processus marginaux.
Par ailleurs les indices basés sur un échantillonnage partiel présentent toujours
une amplitude de variation plus forte que ceux basés sur un échantillonnage total. On
peut parler de multiplicité statistique pour les indices qui s'appuient sur la collecte
de l'information en un grand nombre de points. Augmenter le nombre de points
d'échantillonnage revient à augmenter la multiplicté statistique. On peut par ailleurs
parler de multiplicité d'échelles pour les indices qui combinent l'information prise
à diérentes échelles. Prendre en compte les k plus proches voisins au lieu du plus
proche voisin revient à augmenter la multiplicité d'échelles. Les méthodes les plus
robustes sont peut-être celles qui, comme les méthodes de Ripley, combinent la
multiplicité statistique à la multiplicité d'échelles.
16
-
0.
6
-
0.
2
0.
2
0.
4
0.
6
0.
8
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Processus
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
-
0.
5
0.
0
0.
5
1.
0
PP
ST
Pa
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
-
0.
5
0.
0
0.
5
CL
PP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
1
:
M
é
t
h
o
d
e
d
e
G
o
o
d
a
l
l
1
7
-
0.
5
0.
0
0.
5
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Processus
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
-
0.
5
0.
0
0.
5
PP
ST
Pa
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
-
0.
5
0.
0
0.
5
CL
PP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
2
:
M
é
t
h
o
d
e
d
e
D
i
g
g
l
e
&
C
o
x
1
8
-
0.
5
0.
0
0.
5
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Indice
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
-
0.
6
-
0.
2
0.
2
0.
4
0.
6
PP
ST
Pa
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
-
0.
5
0.
0
0.
5
CL
PP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
3
:
M
é
t
h
o
d
e
d
e
D
i
g
g
l
e
&
C
o
x
a
v
e
c
4
p
l
u
s
p
r
o
c
h
e
s
v
o
i
s
i
n
s
1
9
-
1.
0
-
0.
5
0.
0
0.
5
1.
0
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Processus
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
-
0.
5
0.
0
0.
5
PP
ST
Pa
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
-
0.
5
0.
0
0.
5
1.
0
CL
PP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
4
:
M
é
t
h
o
d
e
d
e
s
q
u
a
d
r
a
t
s
2
0
-
1
0
1
2
3
4
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Processus
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
-
80
-
60
-
40
-
20
0 PP
ST
Pa
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
-
4
-
2
0
2
CLPP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
5
:
M
é
t
h
o
d
e
d
e
K
e
r
s
h
a
w
2
1
-
0.
06
-
0.
04
-
0.
02
0.
0
0.
02
0.
04
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Processus
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
-
0.
06
-
0.
04
-
0.
02
0.
0 PP
ST
a
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
-
0.
06
-
0.
04
-
0.
02
0.
0
0.
02
0.
04
CL
PP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
6
:
M
é
t
h
o
d
e
1
d
e
R
i
p
l
e
y
2
2
-
0.
5
0.
0
0.
5
1.
0
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Processus
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
-
0.
5
0.
0
0.
5
PP
ST
Pa
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
-
0.
2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
CL
PP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
7
:
M
é
t
h
o
d
e
d
e
P
i
e
l
o
u
2
3
0.
6
0.
8
1.
0
1.
2
1.
4
1.
6
1.
8
2.
0
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Processus
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
1
2
3
4
PP
ST
Pa
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
0.
5
1.
0
1.
5
2.
0
2.
5
CL
PP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
8
:
M
é
t
h
o
d
e
d
u
S
u
p
d
e
l
'
I
n
f
2
4
0.
5
1.
0
1.
5
2.
0
PP PA PR AA AR RR ST CE MV CL Pa In Ce
(a) Processus
In
di
ce
(b) Intensite
In
di
ce
200 400 600 800 1000
1
2
3
4
PP
ST
Pa
(c) Ecart en intensite
In
di
ce
0 100 200 300 400
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
CL
PP
ST
moyenne sur 10 repetitions
ecart type
F
i
g
.
3
.
9
:
M
é
t
h
o
d
e
d
e
s
p
l
u
s
p
r
o
c
h
e
s
v
o
i
s
i
n
s
2
5
0.
5
1.
0
1.
5
PP PA PR AA AR RR ST CE MV CL Pa In Ce
Processus
In
di
ce
Fig. 3.10: Méthode des plus proches voisins avec échantillonnage partiel
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Fig. 3.11: Méthode 2 de Ripley
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Chapitre 4
Applications : étude de
répartitions bivariés dans des
peuplements forestiers de la
côte Nord Ouest du Pacique
et de Guyane
Les pseudo-indices de dissimilarité qui viennent d'être étudiés ont été calculés
pour caractériser des réparitions spatiales bivariées réelles. Deux formations fores-
tières très diérentes ont ainsi servi d'application : d'une part une forêt de la côte
Nord Ouest du Pacique près de Vancouver, Canada, d'autre part la forêt tropicale
humide de Paracou en Guyane française.
La forêt canadienne présente un double intérêt : d'une part c'est une forêt na-
turelle, et l'on peut donc espérer que la répartition spatiale des arbres reète des
phénomènes biologiques et non des travaux de sylviculture ; d'autre part c'est un
système comportant naturellement très peu d'espèces d'arbres, générallement deux
espèces dominantes. On est donc bien dans le domaine d'application des méthodes
statistiques d'étude de répartitions bivariées.
A l'opposé la forêt guyanaise se distingue par sa richesse en espèces d'arbres.
Les interactions spatiales entre espèces ne se ramènent alors sûrement pas à des
interactions deux à deux, et il est donc aussi intéressant de voir ce que donnent les
indices dans une telle situation.
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4.1 Etude de la forêt de Vancouver
4.1.1 Description des peuplements
Huit peuplements ont été étudiés. Leur localisation et leur composition spécique
sont résumées dans le tableau suivant :
Parcelle n

Localisation Espèces principales Espèces minoritaires
1 Capilano watershed Ab, Hw Cw
2  Ab, Hw Cw
3  Ab, Cw, Hw Df
4  Cw, Hw Df
5 Coquitlam watershed Ab, Hw Cw
6  Cw, Hw Df
7  Cw, Hw Ab
8 Furry Creek Ab, Hw -
Le bassin versant de Capilano se situe à une quinzaine de kilomètres au nord de
Vancouver. Le bassin versant de Coquitlam se situe à une trentaine de kilomètres au
nord est de Vancouver. Furry Creek se trouve à 40 km environ au nord de Vancouver,
dans le district de Squamish. Les bassins versants de Capilano et de Coquitlam, qui
alimentent Vancouver en eau potable, sont des zones protégées.
Ab représente Abies amabilis (Dougl.) Forbes (nom vernaculaire: silver r), Hw
représente Tsuga heterophylla (Raf.) Sarg. (nom vernaculaire: western hemlock), Cw
représente Thuya plicata Donn ex D. Don in Lamb (nom vernaculaire: western red
cedar), et Df représente Pseudotsuga menziesii (Mirb.) Franco (nom vernaculaire:
Douglas r).
Sur les huit peuplements, quatre comprennent les deux espèces western hemlock
et silver r, trois comprennent western hemlock et western red cedar, et un comprend
les trois espèces simultanément. Outre ces espèces majoritaires, quelques arbres
épars d'espèces marginales sont généralement présents aussi sur les parcelles. N'ont
été pris en compte que les espèces d'arbres atteignant la canopée.
Les huit peuplements sont issus de la régénération naturelle de zones exploitées
dans les années 1920. Ils appartiennent à la même zone biogéoclimatique, dénommée
Coastal Western Hemlock par Krajina [39]. Les huit parcelles, qui mesurent chacune
environ 10 ha, ont été choisies de manière à ce que chaque parcelle soit homogène,
et qu'il y ait des diérences d'une parcelle à l'autre. Leur relief peut être décrit
qualitativement de la façon suivante :
Parcelle 1 : au bord de la rivière Capilano. Le relief est plat, en terrasses successives
vers la rivière. Le matériau est constitué de bancs d'alluvions.
Parcelle 2 : sur pente régulière moyenne. Des petits torrents creusent des talwegs
peu profonds parallèlement à la pente.
Parcelle 3 : cuvette large, au fond de laquelle se trouve un ruisseau.
Parcelle 4 : pente régulière douce. Site apparemment très homogène.
Parcelle 5 : sommet arrondi.
Parcelle 6 : juxtaposition de collines, aux pentes relativement fortes.
Parcelle 7 : juxtaposition de collines aux pentes douces. Les vallons entre les collines
sont des zones humides.
Parcelle 8 : pente régulière moyenne. Des petits torrents creusent des talwegs peu
profonds.
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4.1.2 Echantillonnage
Ne disposant que d'un temps limité pour faire les mesures, nous avons opté
pour un échantillonnage partiel, ce qui élimine d'emblai les méthodes de Kershaw
et de Ripley. Par ailleurs, il nous paraissait intéressant de disposer d'un indice qui
mesurât un écart à l'indépendance et d'un autre qui mesurât un écart à l'association.
Les méthodes retenues furent donc nalement celles des quadrats, de Diggle & Cox
(avec prise en compte des quatre plus proches voisins), et des plus proches voisins.
Sur chaque parcelle, 100 points d'échantillonnage ont été placés de façon régu-
lière, avec un espacement tel qu'un même arbre ne soit pas pris en compte plus
d'une fois. En chaque point d'échantillonnage ont été mesurés
 les nombres d'arbres de chaque espèce présents dans un rayon de 5 ou 8 m
(selon la densité du peuplement) autour du point d'échantillonnage.
 les distances X
(1)
E
; X
(2)
E
; X
(3)
E
; X
(4)
E
du point d'échantillonnage au premier,
deuxième, troisième, quatrième plus proche arbre de l'espèce E (E=Ab, Cw,
Hw). Ne sont pris en compte que les arbres d'un diamètre à 1,30 m supérieur
ou égal à 7,5 cm.
 les distances Y
EE
0
de l'arbre de l'espèce E (E=Ab, Cw, Hw) le plus proche
du point d'échantillonnage à son plus proche voisin de l'espèce E
0
(E
0
=Ab,
Cw, Hw).
4.1.3 Etude des répartitions univariées
Bien que l'objet de cette étude ne soit pas la caractérisation des répartitions uni-
variées, une brève description des répartitions univariées aide à mieux comprendre
les relations entre espèces.
Densités
La densité est estimée comme le nombre moyen d'arbres par quadrat divisé par
l'aire du quadrat. Elle est exprimée en arbre/ha :
Parcelle n

Ab Cw Hw Total
1 224 - 522 746
2 76 - 378 454
3 522 401 641 1564
4 - 280 393 673
5 261 - 349 609
6 - 554 374 928
7 - 547 620 1167
8 463 - 950 1413
Le hemlock est toujours l'espèce majoritaire par le nombre, excepté dans la parcelle
6. La densité moyenne varie du simple au triple entre la parcelle la moins dense et
la parcelle la plus dense.
Caractérisation de la répartition spatiale
Quatre tests ont été calculés pour tester si la répartition est aléatoire ou non :
le test de Thompson, le test de Holgate, le test de Hines & Hines et le test du 
2
.
Ces tests et leurs résultats sont présentés en annexe G. Les quatre tests donnent des
résultats diérents. Les tests de Thompson, de Hines & Hines et du 
2
ont tendance
à rejeter l'hypothèse d'une répartition aléatoire (pour une répartition agrégée la
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plupart du temps), tandis que le test de Holgate a tendance à l'accepter. Si on
suit les conclusions données par une majorité de tests, les résultats suivants sont
obtenus :
Parcelle 1 Ab: répartition agrégée
Hw: répartition aléatoire
Parcelle 2 Ab: répartition agrégée
Hw: répartition aléatoire
Parcelle 3 Ab: répartition agrégée
Cw: ? (deux tests acceptent H
0
, deux tests le rejettent)
Hw: répartition agrégée
Parcelle 4 Cw: répartition aléatoire
Hw: ? (deux tests acceptent H
0
, deux tests le rejettent)
Parcelle 5 Ab: répartition agrégée
Hw: ?
Parcelle 6 Cw: répartition agrégée
Hw: ?
Parcelle 7 Cw: ?
Hw: ?
Parcelle 8 Ab: répartition agrégée
Hw: répartition aléatoire
Ainsi le silver r est toujours agrégé, tandis que le hemlock est presque toujours
réparti de façon aléatoire. Il est dicile de conclure quant à la répartition du western
red cedar.
4.1.4 Etude des répartitions bivariées
Test de l'indépendance
La répartition bivariée observée est une réalisation d'un processus bivarié. L'hy-
pothèse nulle est que les processus marginaux du processus bivarié sont indépen-
dants. Parmi les méthodes retenues, la méthode des quadrats et celle de Diggle &
Cox permettent de tester l'indépendance des répartitions marginales :
1. Test basé sur les quadrats : soit X
2
la distance du 
2
dénie sur le tableau de
contingence des présences / absences dans les quadrats (voir annexe F). Sous
H
0
, X
2
est distribué comme un 
2
à un degré de liberté.
2. Test de Diggle & Cox : soit X
1(k)
et X
2(k)
les distances d'un point d'échan-
tillonnage au k
eme
plus proche arbre des espèces 1 et 2. Sous H
0
, X
1(k)
et
X
2(k)
sont des variables indépendantes, dont l'indépendance est testée avec le
coecient de corrélation des rangs  de Kendall.
Les résultats des tests sont donnés en annexe G. Le tableau suivant les résume :
Parcelle Test des quadrats Test de Diggle & Cox
1 indépendance indépendance
2  
3 (Ab/Cw)   (sauf pour k = 3)
3 (Ab/Hw)  
3 (Cw/Hw)  
4   (sauf pour k = 4)
5 répulsion répulsion (k = 1; 2; 3; 4)
6   (k = 2; 3)
7   (k = 1; 2; 3; 4)
8   (k = 1; 2; 3; 4)
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Les deux tests concordent : il y a indépendance entre les répartitions margi-
nales pour les peuplements 1,2,3,4, et il y a une association négative entre les deux
répartitions marginales pour les peuplements 5,6,7,8.
Indices de dissimilarité
Trois des pseudo indices de dissimilarité présentés dans la partie 3 ont été calcu-
lés : celui des quadrats, celui de Diggle & Cox avec prise en compte des quatre plus
proches voisins, et l'indice des plus proches voisins. Les valeurs des indices sont don-
nées en annexe G. Elles ont été confrontées à des valeurs obtenues par simulation.
Chacun des treize processus ponctuels dénis en partie I a été simulé 20 fois avec
une valeur de l'intensité égale à celle observée au Canada, et la méthode d'échan-
tillonnage réalisée au Canada a été reproduite dans la simulation. Les résultats sont
présentés sur la gure 4.5. Les boxplots correspondent aux simulations tandis que
les traits horizontaux représentent les valeurs des indices observés au Canada sur
chacune des parcelles.
On peut chercher à mesurer de combien les valeurs des indices calculés pour une
répartition s'écartent des valeurs obtenues par simulation en procédant de la façon
suivante : supposons que l'on dispose de I indices de dissimilarité. Une répartition
bivariée sera donc décrite par I valeurs d
1
; d
2
; :::d
I
. Soit N un processus ponctuel
simulé ; on peut estimer la valeur moyennem
i
et l'écart type 
i
(i = 1:::I) de chaque
indice pour ce processus. En approximant la distribution des indices pour N par
une loi normale, l'écart de la répartition observée àN selon l'indice i peut alors être
mesuré par

i
= 1  2Pr [X
i
< m
i
  jm
i
  d
i
j]
où X
i
est une variable aléatoire qui suit une loi normale N (m
i
; 
i
) ; 
i
est égal à
l'aire de la surface hachurée :
X
m d
Finalement, l'écart de la répartition observée àN peut être mesuré par une moyenne
des 
i
, par exemple  =

P
I
i=1

2
i

1=2
.
Ces calculs ont été faits pour chacun des treize processus ponctuels simulés,
en tenant compte des trois indices calculés. Pour chacun des peuplements, celui
des processus parmi les treize simulés dont l'écart  à la répartition observée est
minimum est indiqué dans le tableau suivant :
Parcelle 1 2 3 (Ab/Cw) 3 (Ab/Hw) 3 (Cw/Hw) 4 5 6 7 8
Processus PA AR AA AA AA PR AR MV MV In
Conclusion sur les simulations Le nombre de processus simulés étant restreint,
et les processus simulés étant de plus des processus simples, il convient de nuancer
les résultats des simulations : la proximité de la valeur d'un indice calculé pour une
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répartition observée aux valeurs de cet indice calculé pour des simulations d'un
processus n'indiquera qu'une tendance de la répartition observée à être décrite par
le processus.
Les gures 4.5a et b ne font que représenter les résultats des tests d'indépendance
des répartitions marginales : les peuplements 1, 2, 3, 4 tombent dans le domaine des
processus avec indépendance des processus marginaux, tandis que les peuplements
5, 6, 7, 8 s'en écartent vers les processus avec répulsion à grande ou moyenne échelle
des processus marginaux (processus CE ou In).
La gure 4.5c apporte de l'information supplémentaire. Comme les valeurs de
l'indice des plus proches voisins calculé pour les parcelles 5 et 8 sont toujours proches
des valeurs obtenues par simulation des processus CE et In, la répartition dans ces
deux parcelles reste compatible avec une association négative des deux espèces à
grande ou moyenne échelle. Mais ce n'est plus le cas pour les parcelles 6 et 7 : la
répartition dans ces parcelles doit être plus compliquée.
Si l'on s'intéresse aux répartitions bivariées avec indépendance des répartitions
marginales (parcelles 1-4), la gure 4.5c montre les résultats suivants :
- la répartition dans la parcelle 1 est compatible avec les processus PA et AR
- la répartition dans la parcelle 2 est compatible avec les processus PA et AR
- la répartition dans la parcelle 3 (Ab / Cw) est compatible avec le processus
AA
- la répartition dans la parcelle 3 (Ab / Hw) est compatible avec le processus
AA
- la répartition dans la parcelle 3 (Cw / Hw) est compatible avec les processus
PA et AR
- la répartition dans la parcelle 4 est compatible avec le processus PP.
Ces résultats sont cohérents avec ceux de l'étude des répartitions univariées.
Les écarts des répartitions aux processus amènent à des conclusions identiques
dans le cas des parcelles 1, 2, 3, 4, 8, mais amènent à des conclusions très diérentes
dans le cas des parcelles 6 et 7 : pour ces deux parcelles en eet, le processus qui
apparaît comme le plus proche est MV, c'est-à-dire un processus avec attraction
à petite échelle des processus marginaux, alors que les méthodes de Diggle & Cox
et des quadrats indiquent au contraire qu'il y a association négative entre les deux
répartitions marginales. Il est donc certainement plus prudent de raisonner indice
par indice.
La densité peut-elle être reliée aux caractéristiques des répartitions?
On peut chercher à voir enn s'il y a un lien entre la densité et la dépendance
/ indépendance des répartitions marginales. Par exemple :
Dépendance Indépendance
des répartitions marginales des répartitions marginales
Densité 349 (parcelle 5) 522 (parcelle 1)
du hemlock 374 (parcelle 6) 378 (parcelle 2)
(arbre/ha) 620 (parcelle 7) 641 (parcelle 3)
950 (parcelle 8) 393 (parcelle 4)
Un test de Wilcoxon-Mann-Whitney appliqué à ces deux échantillons montre qu'il
n'y a pas de lien entre la densité du hemlock et la dépendance / indépendance des
répartitions marginales (U = 9 ; Pr [U  9] = 0; 443).
De la même manière, aucun lien n'apparaît entre la densité totale et la dépen-
dance / indépendance des répartitions marginales (U = 5 ; Pr [U  5] = 0; 829),
pas plus qu'entre la densité de l'espèce autre que le hemlock et la dépendance /
indépendance des répartitions marginales (U = 6 ; Pr [U  6] = 0; 757).
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4.1.5 Etude de la répartition trivariée (parcelle 3)
Seule la parcelle 3 rassemble les trois espèces silver r, western red cedar et
western hemlock simultanément. Nous avons tenté de voir sur cette parcelle si l'in-
teraction entre les trois espèces se ramène ou non aux interactions deux à deux.
Nous venons de voir déjà qu'il y a indépendance entre les espèces prises deux à
deux.
La répartition trivariée a été étudiée à l'aide d'un tableau de contingence à trois
entrées sur la présence / absence des espèces :
Hw présent
Cd présent Cd absent
Ab présent n
111
= 11 n
121
= 18 n
1:1
= 29
Ab absent n
211
= 22 n
221
= 16 n
2:1
= 38
n
:11
= 33 n
:21
= 34 n
::1
= 67
Hw absent
Cd présent Cd absent
Ab présent n
112
= 7 n
122
= 8 n
1:2
= 15
Ab absent n
212
= 13 n
222
= 5 n
2:2
= 18
n
:12
= 20 n
:22
= 13 n
::2
= 33
Hw présent ou absent
Cd présent Cd absent
Ab présent n
11:
= 18 n
12:
= 26 n
1::
= 44
Ab absent n
21:
= 35 n
22:
= 21 n
2::
= 56
n
:1:
= 53 n
:2:
= 47 n = 100
Cent quadrats circulaires de rayon
p
3=, où  est la densité totale d'arbres, ont
été placés sur la zone d'étude ; n
ijk
est le nombre de quadrats qui contiennent aucun
(i = 2) ou au moins un (i = 1) silver r, aucun (j = 2) ou au moins un (j = 1)
western red cedar, et aucun (k = 2) ou au moins un (k = 1) western hemlock.
L'annexe D donne un aperçu de la façon d'analyser un tableau de contingence
222. L'hypothèse nulle la plus forte est celle d'indépendance totale, qui signie
que la répartition de chacune des espèces est indépendante des deux autres.
Le test d'indépendance totale appliquée à la parcelle 3 conduit à accepter cette
hypothèse (G
2
= 5; 863 ; Pr


2
< G
2

= 0; 790 : voir annexe D). D'autres tests
d'hypothèses moins fortes conrment ce résultat.
En n de compte, les occurences des trois espèces sur la parcelle 3 peuvent être
considérées comme complètement indépendantes les unes des autres.
4.1.6 Lien avec les caractéristiques écologiques des espèces
Aucune explication biologique des répartitions observées n'a été testée dans le
cadre de cette étude. Néanmoins, compte tenu des connaissances que l'on a sur
l'écologie des trois espèces, des hypothèses peuvent être avancées pour expliquer les
répartitions observées.
Le western hemlock, le western red cedar et le silver r sont toutes trois des
espèces tolérantes à l'ombre. Mais les rangs de tolérance varient d'un auteur à
l'autre [6, 63, 66]. Ces divergences s'expliquent par le fait que les auteurs n'estiment
pas de la même façon la tolérance à l'ombre, que la tolérance à l'ombre n'est pas
indépendante d'autres facteurs comme l'humidité du sol, la richesse en minéraux
du sol [66], et qu'il y a une grande variabilité intraspécique pour la tolérance à
l'ombre [6].
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Si l'on cherche à comparer le western hemlock au western red cedar, il apparaît
que le western red cedar supporte mieux les sites secs que le hemlock [28, 63]. De
plus le western red cedar supporte également mieux les zones humides mal drainées
que le hemlock [6, 28]. Sa capacité de reproduction végétative par marcottage lui
donne un avantage supplémentaire sur le hemlock dans les zones humides [28]. Le
western red cedar possède également une amplitude écologique plus large que le
hemlock en ce qui concerne les besoins en sels minéraux : les pousses de western red
cedar supportent mieux un faible niveau de sels minéraux que celles de hemlock
[46]; Gregory [24] observe également que l'abondance du red cedar par rapport au
hemlock augmente quand les sols deviennent plus pauvres. Le hemlock a donc une
amplitude écologique plus restreinte que le red cedar, mais à l'intérieur de son rang
écologique il est plus compétitif : Messier [46] montre en eet que lorsque l'humidité
du sol est convenable et que le niveau en sels minéraux est susant, les pousses
de hemlock croissent plus vite que celles de red cedar. Cela rejoint les observations
de plusieurs auteurs [24, 28] comme quoi dans les phénomènes de succession, le
red cedar apparaît en premier, puis est progressivement éliminé par le hemlock.
Daubenmire (in [28]) estime en fait que le red cedar ne peut se maintenir que
sur des habitats qui se situent en dehors du rang écologique du hemlock. Habeck
[28] observe des peuplements mélangés red cedar et hemlock qui restent stables en
composition, et en regardant de plus près il remarque en eet que le red cedar se
maintient dans des micro dépressions mal drainées, tandis que le hemlock domine
sur les pentes bien drainées. Klinka (communication personnelle) fait également
remarquer que dans les peuplements mélangés red cedar / hemlock, le red cedar se
trouve plutôt dans les microhabitats constitués des dépressions mal drainées et des
sommets de buttes.
Ces données peuvent expliquer ce que l'on observe sur les parcelles 6 et 7 : le
relief de ces parcelles est en eet constitué de petites collines ; les vallons entre les
colines sont des zones humides et les sommets de collines sont des zones sèches peu
favorables au hemlock, et où donc le red cedar se maintient ; les pentes sont au
contraire dominées par le hemlock. Les deux espèces apparaissent alors dissociées.
Sur les parcelles 3 et 4, où le relief est beaucoup plus homogène, les deux espèces
apparaissent au contraire réparties indépendamment l'une de l'autre.
Il est en revanche plus dicile de proposer une explication à la relation que l'on
observe entre le hemlock et le silver r. Plusieurs auteurs [48, 66] observent que le
silver r, malgré une croissance plus lente, nit par remplacer le hemlock dans les
peuplements où les deux espèces coexistent. Zobel & Antos [66] montrent que les
pousses de silver r sont plus tolérantes que celles de hemlock à la fois à l'ombre,
à la sécheresse, et à l'enterrement par la litière. La répartition systématiquement
agrégée des silver rs que l'on observe peut s'expliquer par la faible capacité de
dispersion des graines. Klinka (communication personnelle) estime que les graines
de silver r ne se dispersent pas à plus de 15 m, tandis que les graines de hemlock,
plus légères, peuvent aller jusqu'à 3 km. Cela peut aussi être relié à la répartition
souvent aléatoire des hemlocks.
4.2 Etude de la forêt de Paracou
4.2.1 Description du site
Le dispositif sylvicole de Paracou est situé à proximité de la commune de Sin-
namary en Guyane française. Il se compose de douze parcelles carrées de 6,25 ha
chacune, sur lesquelles ont été relevés chaque année depuis 1994 la position, l'es-
sence et le diamètre des tiges de plus de 10 cm de diamètre. La description de ce
dispositif a déjà fait l'objet de plusieurs publications (par exemple [2, 3]).
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4.2.2 Choix des espèces
Pour l'étude des répartitions bivariées, trois espèces ont été retenues, qui sont
représentées par un nombre susamment élevé d'individus sur les parcelles, et qui
présentent un intérêt écologique. Il s'agit de Dicorynia guianensis (l'angélique), de
Pradosia cohlearia (le kimboto) et d'Eperua falcata (le wapa).
L'angélique a une répartition agrégée [Hélène Dessart, thèse en cours], comme il
apparaît sur la gure 4.1. Le dispositif de Paracou contient 576 individus de cette
espèce, avec un minimum de 25 individus sur la parcelle 5 et un maximum de 101
individus sur la parcelle 9.
Fig. 4.1: Répartition de l'angélique sur la parcelle 8
L'angélique, tout comme Eperua falcata, est une espèce plus héliophile que le
kimboto (Vincent Favrichon, communication personnelle). Les données sur ses exi-
gences édaphiques sont contradictoires : Lescure & Boulet [41] estiment que l'espèce
est favorisée sur sol à drainage vertical bloqué et sur sol hydromorphe ; Frédérique
Collinet (thèse en cours) note au contraire un impact négatif de l'hydromorphie
sur sa densité. Il se pourrait que l'espèce n'ait pas d'exigences édaphiques particu-
lières et que sa dynamique de distribution en agrégats soit le principal facteur de
sa répartition spatiale.
Le kimboto a une répartition plus proche d'une répartition aléatoire (voir g. 4.2),
bien qu'il soit beaucoup plus présent sur certaines parcelles que sur d'autres. Sa den-
sité varie entre 17 individus sur la parcelle 2 et 139 individus sur la parcelle 4, pour
un total de 949 individus sur l'ensemble du dispositif.
C'est une espèce sciaphile. Frédérique Collinet note une abondance légèrement
moindre de l'espèce sur les sols hydromorphes, mais ce comportement n'est pas très
tranché.
Le wapa (Eperua falcata) a une répartition par plaques de grandes tailles qui
chevauchent lers parcelles du dispositif de Paracou [2](voir aussi g. 4.3). C'est une
espèce abondante : 1893 individus sont présents sur le site, avec un minimum de 1
individu sur la parcelle 1 et un maximum de 283 individus sur la parcelle 6.
La répartition spatiale du wapa apparaît fortement liée au sol, comme de nom-
breuses études l'ont fait ressortir [2, 3, 58, 59]. Le wapa se retrouve ainsi sur des
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Fig. 4.2: Répartition du kimboto sur la parcelle 8
Fig. 4.3: Répartition du wapa sur la parcelle 4
sols à fortes contraintes physico-hydriques et chimiques : mauvaise aération (bas-
fonds engorgés), présence d'horizons compacts et faibles réserves hydriques (sols à
drainage superciel), toxicité aluminique éventuellement marquée.
4.2.3 Tests de l'indépendance
Quatre tests de l'indépendance des répartitions marginales ont été calculés :
1. Test des quadrats : soit X
2
la distance du 
2
calculée sur le tableau de contin-
gence des présences / absences des espèces dans les quadrats (voir annexe F).
S'il y a indépendance des répartitions marginales,X
2
suit approximativement
un 
2
à un degré de liberté. La méthode d'échantillonnage est la même que
pour les simulations.
2. Test de Diggle & Cox : soit X
i(k)
et X
2(k)
les distances d'un point d'échan-
tillonnage au k
eme
plus proche arbre des espèces 1 et 2. Si les processus sont
homogènes et qu'il y a indépendance des répartitions marginales, alors X
i(k)
et X
2(k)
sont des variables indépendantes dont l'indépendance est testée avec
le coecient de corrélation  de Kendall. La méthode d'échantillonnage est
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la même que pour les simulations, en tenant compte des quatre plus proches
voisins (k = 1; 2; 3; 4).
3. Test de Goodall : soit X
i
la distance d'un point arbitraire à l'arbre de l'espèce
i le plus proche, et Y
ji
la distance d'un arbre arbitraire de l'espèce j à son
plus proche voisin de l'espèce i. Si les processus sont homogènes et qu'il y a
indépendance des répartitions marginales, alors X
i
et Y
ji
sont identiquement
distribués, ce qui peut être testé par la statistique U de Wilcoxon. La méthode
d'échantillonnage est la même que pour les simulations, c'est-à-dire qu'on
réalise en fait quatre tests de Wilcoxon.
4. Test à l'aide de la fonction K
12
de Ripley [30, 42, 50] : la fonction K
12
de
Ripley est calculée pour la répartition observée, et comparée à la fonction
K
12
obtenue par translation arbitraire d'une des répartitions marginales par
rapport à l'autre. Ce test ne constitue pas en fait un test d'indépendance des
processus marginaux : il s'agit d'un test d'indépendance des processus margi-
naux conditionnellement aux répartitions marginales observées. En pratique,
un nombre n (nous avons pris n = 99) de translations aléatoires sont réalisées,
ce qui fournit une enveloppe aux fonctions K
12
, dans laquelle s'inscrit ou ne
s'inscrit pas la fonction K
12
de la répartition observée selon que l'on accepte
ou que l'on rejette l'indépendance des répartitions marginales.
Les tests ont été calculés sur chaque parcelle où les eectifs des espèce dépas-
saient 10 individus, puis globalement en réunissant les données tirées de chaque
parcelle (excepté pour le test de Ripley). Les résultats des tests sont résumés dans
les tableaux suivants :
Angélique et kimboto
Tests
Parcelle Diggle & Cox quadrats Goodall Ripley
1 attraction pour k=1 indépendance indépendance indépendance
2 indépendance   
3    
4    
5   répulsion (1/4) 
6   indépendance 
7    
8    
9    
10    
11    
12    
Global indépendance indépendance indépendance
Les tests s'accordent, excepté sur la parcelle 1 où les test de Diggle & Cox
indique une attraction à grande échelle et sur la parcelle 5 où l'un des quatre tests de
Goodall indique une répulsion. On peut conclure à l'indépendance des répartitions
de l'angélique et du kimboto sur l'ensemble des parcelles.
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Angélique et wapa
Tests
Parcelle Diggle & Cox quadrats Goodall Ripley
3 attraction pour k=1 indépendance indépendance indépendance
4 attraction pour k=3   
5 indépendance   
6 attraction pour k=3,4   
7 indépendance   
8    répulsion pour r>50m
9    indépendance
10 attraction pour k=2   
11 indépendance   
12 attraction pour k=1,2,3,4   
Global attraction pour k=4 indépendance indépendance
Les tests sont moins concluants que pour l'angélique et le kimboto. Les quatre
tests indiquent l'indépendance des répartitions marginales sur les parcelles 5,7,9,11.
Les désaccords entre tests sont faibles sur les parcelles 3,4,6,10, et on peut supposer
qu'il y a aussi indépendance sur ces parcelles. En revanche il est plus étonnant que
le test de Ripley indique une répulsion sur la parcelle 8 et que le test de Diggle &
Cox indique une attraction sur la parcelle 12, alors qu'aucun des autres tests ne
l'indique.
Kimboto et wapa
Tests
Parcelle Diggle & Cox quadrats Goodall Ripley
1
3 indépendance indépendance indépendance indépendance
4    
5    
6   répulsion (1/4) répulsion (600r800)
7   indépendance indépendance
8 répulsion pour k=2 répulsion  répulsion (r300)
9 indépendance indépendance  indépendance
10    
11    
12    
Global indépendance indépendance attraction (1/4)
Les tests s'accordent là encore plus ou moins. Il y a indépendance sur les parcelles
3,4,5,7,9,10,11,12, une tendance à la répulsion sur la parcelle 6, et répulsion sur la
parcelle 8. La gure 4.4, qui représente les répartitions spatiales des deux espèces,
montre en eet que celles-ci se répartissent sur la parcelle 8 comme deux nuages
de points qui ne se recouvrent pas. Par comparaison, sur la parcelle 5 où il y a
indépendance, le wapa est toujours réparti par plaques, mais le kimboto est réparti
de façon beaucoup plus uniforme.
4.2.4 Indices de dissimilarité
Les indices de dissimilarité ont été calculés sur chaque parcelle et comparés à
des simulations de processus ponctuels. Les gures résultantes sont rassemblées à
la n de cette partie (g. 4.7 à 4.9).
Angélique et kimboto. Les gures relatives aux méthodes des quadrats, de
Diggle & Cox, de Goodall, de Kershaw et de Ripley (g.4.7a à d) ne font qu'illustrer
les résultats des tests d'indépendance : les valeurs des indices apparaissent en eet
compatibles avec celles obtenues par simulation de processus ponctuels dont les
processus marginaux sont indépendants.
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Parcelle 8 Parcelle 5
Fig. 4.4: Répartition du wapa (point blancs) et du kimboto (points noirs)
Les indices mesurant un écart à l'association, à savoir les indices de Pielou, du
Sup de l'Inf et des plus proches voisins (g.4.7e à g), montrent que les processus
avec indépendance des processus marginaux qui s'approchent le plus (parmi les
six processus simulés) des répartitions observées sont PA et AR. Cela est cohérent
avec la répartition agrégée de l'angélique et la répartition à peu près aléatoire du
kimboto.
De plus les indices achent une certaine cohérence entre eux. Si l'on prend
l'exemple de la parcelle 12 : les indices mesurant un écart à l'indépendance placent
toujours cette parcelle parmi celles dont la répulsion est la plus marquée (g.4.7a
à d); les indices mesurant un écart à l'association placent toujours cette parcelle
parmi celles qui se rapprochent le plus du processus AA (g.4.7e à g).
Angélique et wapa. Intéressons nous aux parcelles qui posent problème, c'est-à-
dire la 8 et la 12. La parcelle 8 apparaît comme l'une des parcelles où l'indépendance
est nette pour les indices des quadrats, de Goodall et de Diggle & Cox (g.4.8a à
c). En revanche les indices de Ripley et de Kershaw font bien ressortir une répulsion
sur cette parcelle (g.4.8d et e). Quant à la parcelle 12, les indices des quadrats, de
Diggle & Cox et de Kershaw (g.4.8a, b et d) font ressortir une attraction tandis
que les indices de Goodall et de Ripley (g.4.8c et e) laissent plutôt supposer qu'il
y a indépendance.
Par comparaison, le comportement des indices sur la parcelle 10 est moins am-
bigu : tous les indices mesurant l'écart à l'indépendance font ressortir cette parcelle
comme l'une de celles où l'attraction est la plus marquée.
Kimboto et wapa. Si l'on s'intéresse aux parcelles 8, 6 et 5 : la répulsion sur la
parcelle 8 ressort bien (à l'exception de l'indice de Goodall, tous les indices mesurant
un écart à l'indépendance placent cette parcelle comme étant celle où la répulsion
est la plus marquée). De même la parcelle 5 ressort bien comme une parcelle où il
y a indépendance des répartitions marginales (g.4.9a à d).
En revanche les indices tempèrent les résultats des tests pour la parcelle 6 : les
indices semblent indiquer (g.4.9a à d) qu'il y a plutôt indépendance des répartitions
marginales sur la parcelle 6, contrairement à la tendance à la répulsion que les tests
ont fait ressortir.
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4.2.5 Conclusion
Les résultats sont beaucoup moins nets pour la forêt guyanaise que pour la forêt
canadienne : les tests ne concordent pas complètement, et amènent plus à dégager
des tendances que des conclusions ; les indices reètent cette incertitude. Cela n'a
rien d'étonnant,
- pour une raison statistique : les eectifs des espèces sur les parcelles de Paracou
sont faibles (du moins en comparaison avec le Canada), même pour les espèces les
plus abondantes, et les méthodes statistiques sont donc moins puissantes. Quand
on regroupe toutes les parcelles cependant, on atteint des eectifs comparables à
ceux du Canada. Les tests indiquent alors qu'il y a indépendance des répartitions
marginales.
- pour une raison biologique : la forêt guyanaise est bien sûr beaucoup plus com-
plexe que la forêt canadienne. La richesse spécique laisse supposer des interactions
complexes entre espèces, et regarder simplement les interactions entre espèces deux
à deux est certainement trop partiel.
Néanmoins si l'on s'en tient aux résultats obtenus, l'indépendance entre deux
quelconques des trois espèces étudiées ressort presque toujours. Seule la parcelle
8 montre une répulsion entre le kimboto et le wapa. Que cette répulsion soit le
fruit d'une coïncidence, ou qu'elle traduise une divergence écologique entre les deux
espèces, l'examen d'une répartition spatiale ne permet pas de trancher.
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Fig. 4.6: Fonction K
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de Ripley pour les répartitions du kimboto et du wapa sur
deux parcelles de Paracou
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Chapitre 5
Conclusion
Les indices étudiés ne répondent pas aux mêmes questions et demandent des
informations de dièrentes natures, comme cela est résumé dans le tableau suivant :
Indices mesurant Indices mesurant
un écart à l'association un écart à l'indépendance
Méthodes quadrats
par quadrats Kershaw
Méthodes Pielou Diggle & Cox
par distances plus proches voisins Goodall
Sup de l'Inf Ripley (méthode 1)
La démarche pour caractériser la répartition spatiale de deux espèces consiste
d'abord à tester s'il y a indépendance des répartitions marginales, à l'aide d'un
des indices mesurant un écart à l'indépendance. S'il y a indépendance, chaque ré-
partition marginale peut être étudiée séparément. Il paraît intéressant dans tous
les cas de combiner l'information apportée par plusieurs indices. Dans la mesure
où les indices mesurant un écart à l'indépendance et les indices mesurant un écart
l'association apportent des informations de natures diérentes, un indice au moins
de chaque type devrait être calculé.
Les indices ne sont par ailleurs pas tous aussi performants. La méthode des
quadrats donne des résultats plus satisfaisants que la méthode de Kershaw, et est
de plus plus facile à mettre en oeuvre. Parmi les indices par distances mesurant un
écart à l'indépendance, la méthode de Ripley semble la plus performante, mais est
lourde à mettre en oeuvre. La méthode de Diggle & Cox ore un bon compromis
entre performances et facilité de mise en oeuvre. C'est une méthode supérieure à la
méthode de Goodall, et nalement assez comparable par les résultats qu'elle donne à
la méthode des quadrats. Parmi les indices mesurant un écart à l'association, l'indice
de Pielou semble le plus intéressant, suivi de l'indice des plus proches voisins.
Ces indices donnent des résultats satisfaisants pour des systèmes simples comme
celui de la forêt candienne. Pour des systèmes plus complexes comme la forêt guya-
naise, la confrontation des diérents indices est nécessaire et ne permet de dégager
que des tendances.
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Annexe A
Indices de dissimilarité
Soit E un ensemble d'objets. Un indice de dissimilarité d est une application de
E  E dans R
+
vériant les propriétés suivantes :
(1) non-négativité : 8(a; b) 2 E
2
; d(a; b)  0
(2) symétrie : 8(a; b) 2 E
2
; d(a; b) = d(b; a)
(3) normalisation : 8(a; b) 2 E
2
; a = b =) d(a; b) = 0
On peut demander à l'indice de satisfaire une propriété de normalisation (3
0
)
plus forte que (3)
(3
0
) 8(a; b) 2 E
2
; a = b, d(a; b) = 0
On demande aussi parfois à l'indice de satisfaire des propriétés supplémentaires :
(4) inégalité triangulaire : 8(a; b; c) 2 E
3
; d(a; b)  d(a; c) + d(c; b)
(5) inégalité ultramétrique : 8(a; b; c) 2 E
3
; d(a; b)  max [d(a; c) ; d(c; b)]
La propriété (5) implique (4).
Selon que l'indice vérie ou non ces diérentes propriétés, il porte diérents
noms :
Propriétés
(1) (2) (3) (3') (4) (5)
écart semi-métrique X X X
Indices écart métrique X X X X
de écart ultramétrique X X X X
dissimilarité indice de distance X X X
distance métrique X X X X
distance ultramétrique X X X X
Une transformation permet de passer d'un indice de distance à une distance mé-
trique [8, p.53]. Le passage d'un indice de dissimilarité à une distance ultramétrique
est un problème que cherche à résoudre la classication hiérarchique.
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Annexe B
Quelques rappels sur la théorie
des processus ponctuels
B.1 Dénitions
De façon non formelle, un processus ponctuel est un modèle aléatoire qui contrôle
les localisations f~x
i
g d'événements dans un ensemble X  R
d
. On se limitera au
cas d = 2. Une répartition est une réalisation d'un processus ponctuel. La façon
la plus naturelle de dénir une répartition est grâce aux coordonnées ~x
1
; ~x
2
; : : :
des événements dans X. Une façon équivalente de dénir une répartition est de se
donner pour tout sous-ensemble B  X le nombre (B) d'événements qui y sont
situés. De façon formelle : soit X la tribu borélienne de X. Une mesure de comptage
 localement nie sur X est une application de X dans N telle que (B) < 1
pour tout B 2 X borné. Soit  une collection de mesures de comptage localement
nies sur X, et N la plus petite tribu engendrée par les ensembles de la forme
f 2 =(B) = ng ; 8B 2 X ; 8n 2 N. Soit (
;A;P) un espace probabilisé.
Dénition. Un processus ponctuel N sur X est une application mesurable de
(
;A;P) dans (;N ).
Le processus ponctuel N dénit donc une probabilité 
N
sur (;N ) :
8Y 2 N ;
N
(Y ) = Pr (f! 2 
=N (!) 2 Y g)
Un processus ponctuel marqué est, de façon non formelle, un processus ponctuel
tel qu'à chaque événement localisé en ~x est associé une marque aléatoire M (~x).
La marque peut être par exemple la hauteur de l'arbre ou son diamètre. Lorsque
la marque est une variable qualitative, avec un nombre ni de modalités, on parle
plutôt de processus ponctuel multivarié. Par la suite, on ne considérera que des
processus ponctuels bivariés, les deux modalités de la marque correspondant aux
deux espèces d'arbres. De façon formelle : X étant la tribu borélienne de X et
 = (
1
; 
2
) étant une mesure de comptage bivariée, c'est-à-dire une applica-
tion de X dans NN, soit  une collection de mesures de comptage bivariées
localement nies, et N la plus petite tribu engendrée par les ensembles de la
forme f 2 =(
1
(B
1
); 
2
(B
2
)) = (n
1
; n
2
)g ; 8(B
1
; B
2
) 2 X
2
; 8(n
1
; n
2
) 2 N
2
. Soit
(
;A;P) un espace probabilisé.
Dénition. Un processus ponctuel bivarié N = (N
1
; N
2
) sur X est une appli-
cation mesurable de (
;A;P) dans (;N ).
N dénit donc une probabilité 
N
sur (;N ).
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B.2 Propriétés
B.2.1 Processus simple
Un processus ponctuel N est simple si 
N
(f 2 =9~x 2 X; (f~xg) > 1g) = 0
Par la suite on ne considérera que des processus ponctuel simple, conformément à
l'idée intuitive qu'en un même point il ne peut pas pousser plus d'un arbre.
B.2.2 Stationnarité
Pour tout ~s 2 R
2
, soit 
~s
: R
2
! R
2
l'opérateur de translation 
~s
(~x) = ~x ~s. Soit
N : (
;A;P)! (;N ) un processus ponctuel, et soitN
~s
le processus ponctuel déni
de (
;A;P) dans (;N ) par N
~s
(!) = N (!)  
 1
~s
; 8! 2 
. Le processus ponctuel
N est stationnaire (on dit aussi homogène) si 
N
(Y ) = 
N
~s
(Y ); 8Y 2 N ; 8~s 2 R
2
.
Intuitivement, une répartition issue d'un processus ponctuel stationnaire présentera
la même conguration de points quelque soit la région du plan d'où on l'observe.
B.2.3 Isotropie
De même, 

: R
2
! R
2
étant la rotation d'angle  autour de l'origine, N est
isotrope si 
N
(Y ) = 
N

(Y ); 8Y 2 N ; 8 2 [0; 2[, avec N

(!) = N (!)  
 1

; 8! 2

.
B.2.4 Indépendance
Deux processus ponctuels N
1
et N
2
sont indépendants si
N
(Y
1
; Y
2
) = 
N
1
(Y
1
)

N
2
(Y
2
), avec N = (N
1
; N
2
).
B.3 Caractéristiques du premier ordre
B.3.1 Mesure de premier moment
La mesure de premier moment 
N
pour un processus ponctuel N est l'espérance
de la variable aléatoire N(B) représentant le nombre d'événements survenus dans
la région B  R
2
:
8B 2 X ; 
N
(B) = E(N(B)) =
Z

(B)
N
(d)
Pour un processus bivarié N on dénit de même :
8B 2 X ; 
N
i
(B) = E(N
i
(B)) =
Z


i
(B)
N
(d) ; i = 1; 2
B.3.2 Intensité
L'intensité  du processus ponctuel N est dénie par :
(~x) = lim
(d~x)!0

N
(d~x)
(d~x)
(si cette limite existe), où  est la mesure de Lebesgue. Si le processus est simple,
on a de plus :
(~x) = lim
B!f~xg
Pr [N(B) = 1]
(B)
= lim
B!f~xg
Pr [N(B) > 0]
(B)
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où B est une boule centrée en ~x. De même pour un processus ponctuel bivarié :

i
(~x) = lim
(d~x)!0

N
i
(d~x)
(d~x)
Pour un processus stationnaire, l'intensité est constante : (~x) =  et 
N
(B) =
(B).
B.4 Caractéristiques du second ordre
B.4.1 Mesure de second moment
La mesure de second moment 
(2)
N
pour un processus ponctuel N est :
8(B
1
; B
2
) 2 X
2
; 
(2)
N
(B
1
 B
2
) = E (N(B
1
)N(B
2
)) =
Z

(B
1
)(B
2
)
N
(d)
De même pour un processus ponctuel bivarié N :
8(B
1
; B
2
) 2 X
2
; 
(2)
N
i
N
j
(B
1
B
2
) = E(N
i
(B
1
)N
j
(B
2
)) =
Z


i
(B
1
)
j
(B
2
)
N
(d) ; i; j = 1; 2
On dénit également la mesure de second moment factorisé 
(2)
N
:
8(B
1
; B
2
) 2 X
2
; 
(2)
N
(B
1
B
2
) = 
(2)
N
(B
1
B
2
)   
(2)
N
(B
1
\B
2
)
En particulier : 8B 2 X ; 
(2)
N
(B  B) = E [N(B) (N(B)   1)].
B.4.2 Densité produit de second ordre
La densité produit de second ordre 
(2)
d'un processus ponctuel N est :

(2)
(~x; ~y) = lim
(d~x)!0;(d~y)!0

(2)
N
(d~x d~y)
(d~x)(d~y)
dans la mesure où cette limite existe. Intuitivement, 
(2)
(~x; ~y)d~xd~y est la probabilité
que la région innitésimale d~x centrée en ~x et la région innitésimale d~y centrée
en ~y contiennent chacune un événement. Pour un processus stationnaire isotrope,

(2)
n'est fonction que de la distance r = k~x  ~yk. On dénit alors la fonction de
corrélation de paires :
g(r) =

(2)
(r)

2
où  est l'intensité du processus. De même pour un processus ponctuel bivarié, on
dénit la densité produit croisée de second ordre 
(2)
ij
:

(2)
ij
(~x; ~y) = lim
(d~x)!0;(d~y)!0

(2)
N
i
N
j
(d~x d~y)
(d~x)(d~y)
; i; j = 1; 2
Intuitivement, 
(2)
ij
(~x; ~y)d~xd~y est la probabilité que la région innitésimale d~x centrée
en ~x contienne un événement de type i et que la région innitésimale d~y centrée en
~y contienne un événement de type j. Lorsque le processus est stationnaire isotrope,
on dénit la fonction de corrélation de paires croisée :
g
12
(r) =

(2)
12
(r)

1

2
avec r = k~x  ~yk
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B.4.3 Mesure réduite de second moment
On montre [9, p.632] que pour un processus ponctuel stationnaire isotrope N
d'intensité , il existe une mesure K
N
sur (X;X ) , appelée mesure réduite de second
moment, telle que :

N
(A B) = 
2
Z
X


A \B
 
~
h

K
N
(d
~
h) ; 8(A;B) 2 X
2
où B
 
~
h
=
n
~x 
~
h=~x 2 B
o
. La fonction K de Ripley est alors dénie par :
K(r) = K (B(~o; r))
où B(~o; r) est la boule fermée de rayon r centrée à l'origine. Intuitivement, K(r)
est le nombre moyen d'événements situés à une distance inférieure ou égale à r
d'un événement arbitraire. On montre aussi [9] que pour un processus stationnaire,
isotrope et simple :
g(r) =
1
2r
d
dr
K(r)
Demême pour un processus ponctuel bivarié stationnaire isotrope d'intensité (
1
; 
2
),
on peut dénir des fonctions K
ij
(r) ; i; j = 1; 2, telles que 
j
K
ij
(r) est le nombre
moyen d'événements de type j situés à une distance inférieure ou égale à r d'un
événement arbitraire de type i, et :
g
ij
(r) =
1
2r
d
dr
K
ij
(r)
Par ailleurs, K
12
(r) = K
21
(r).
B.5 Processus indépendants et étiquetage aléatoire
B.5.1 Indépendance
Si N
1
et N
2
sont deux processus ponctuels indépendants stationnaires isotropes,
alors
K
12
(r) = r
2
et g
12
(r) = 1 ;
la réciproque étant fausse [9, p.700]. Soit G
ij
la fonction de répartition de la distance
d'un événement arbitraire de type i à l'événement de type j le plus proche, et F
i
la
fonction de répartition de la distance d'un point arbitraire à l'événement de type i le
plus proche (i; j = 1; 2). Soit F la fonction de répartition de la distance d'un point
arbitraire à l'événement le plus proche, quel que soit son type ; 1 F (r) s'interprète
aussi comme la probabilité qu'un cercle de rayon r centré en un point arbitraire ne
contienne aucun événement. Sous les mêmes hypothèses, on a également [14, p.92] :
G
ij
(x) = F
j
(x) ; 8x 2 R
+
; i 2 f1; 2g ; j = 3  i
1  F (x) = (1  F
1
(x)) (1  F
2
(x)) ; 8x 2 R
+
B.5.2 Dépendance
Si N
1
et N
2
sont deux processus ponctuels stationnaires isotropes non indépen-
dants, on parle d'attraction entre les deux processus marginaux lorsque K
12
(r) >
r
2
, et de répulsion lorsque K
12
(r) < r
2
.
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B.5.3 Etiquetage aléatoire
Soit N un processus ponctuel stationnaire isotrope, et N
1
le processus obtenu en
retenant chaque événement de N indépendamment des autres avec une probabilité
p 2 [0; 1] ('random thinning'). Si l'on considère à la fois N
1
et le processus N
2
formé des événements de N non retenus, cela correspond à un étiquetage aléatoire
('random labelling'). On a alors [16] :
K
11
(r) = K
22
(r) = K
12
(r) = K(r) ; 8r
où K est la fonction de Ripley du processus ponctuel N . L'étiquetage aléatoire n'est
équivalent à l'indépendance des processus ponctues marginaux N
1
et N
2
que si N
1
et N
2
sont des processus de Poisson homogènes [14, p.93].
B.6 Processus de Poisson univarié
Les processus ponctuels de Poisson ayant un rôle central dans la théorie des
processus ponctuels, un paragraphe leur est consacré. Les autres processus ponctuels
univariés ne seront pas présentés ; les principaux sont décrits par exemple dans [9,
pp.650-695].
Dénition [60]. Un processus de Poisson homogène est un processus ponctuel
simple, homogène, et qui possède la propriété suivante : quels que soient k (k 2 N)
ensembles de R
2
disjoints deux à deux, les k variables aléatoires donnant le nombre
d'événements présents dans les k ensembles sont statistiquement indépendantes.
Il découle de cette dénition une propriété très souvent utilisée des processus
Poissoniens homogènes : le nombre d'événements présents dans un ensemble B suit
une loi de Poisson de paramètre  (B), où  est l'intensité du processus :
8B 2 X ; Pr [N (B) = n] =
1
n!
((B))
n
e
 (B)
De plus, sachant que B contient n événements, ces n événements sont indépen-
damment et identiquement distribués uniformément sur B. Le processus de Poisson
homogène modélise donc la répartition aléatoire.
Les caractéristiques de second ordre d'un processus de Poisson homogène se
calculent par ailleurs facilement :

(2)
(~x; ~y) = 
2
K(r) = r
2
B.7 Processus ponctuels bivariés
B.7.1 Processus de Poisson bivariés
Un processus de Poisson bivarié est un processus ponctuel bivarié dont les deux
processus marginaux N
1
et N
2
sont des processus de Poisson homogènes, tout en
n'étant pas forcément indépendants. De tels processus modélisent des situations bio-
logiques dans lesquelles les deux espèces interagissent directement dans un habitat
homogène.
Processus des paires liées [17]
C'est un processus de Poisson bivarié montrant de l'attraction entre les processus
marginaux. Le processus est déni de la façon suivante :
1. Les événements de type 1 sont réalisés d'après un processus de Poisson homo-
gène d'intensité .
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2. A chaque événement de type 1 est associé un événement de type 2 dont la
position relative par rapport à l'événement de type 1 suit indépendamment une
loi symétrique radialement autour de l'origine (typiquement une loi normale
symétrique radialement, de variance ). Une variante de ce processus, qui
rend moins nette l'attraction entre les deux répartitions marginales consiste à
rajouter une troisième étape :
3. On casse les liens événement de type1 / événement de type 2 avec une
probabilité p 2 ]0; 1[, et pour chaque lien cassé on replace l'un des deux
événements au hasard.
Processus de Brown et al.
C'est un processus de Poisson bivarié montrant au contraire de la répulsion entre
les deux répartitions marginales. Le processus est déni de la façon suivante :
1. Les événements d'un processus primaire sont réalisés d'après un processus de
Poisson homogène d'intensité .
2. Les cellules de Dirichlet sont construites autour de chaque événement du pro-
cessus primaire.
3. Pour chaque cellule de Dirichlet C, les nombres n
1
et n
2
d'événements de
types 1 et 2 sont déterminés de la façon suivante : n
1
est généré par une loi de
Poisson de paramètre 
1
(C), où  est la mesure de Lebesgue. Le nombre n
2
est alors déterminé de sorte que
Pr [N
2
(C)  n
2
] = 1  Pr [N
1
(C)  n
1
]
où N
1
(C) et N
2
(C) sont des variables aléatoires qui suivent des lois de Poisson
de paramètres respectifs 
1
(C) et 
2
(C).
4. Conditionnellement à n
1
et n
2
, les événements des types 1 et 2 sont identi-
quement et indépendamment distribués d'après une loi uniforme sur C.
5. Le processus nal est constitué des événements des types 1 et 2 seulement.
B.7.2 Processus parents-enfants de Dixon [20]
Ce processus ponctuel bivarié montre de l'attraction entre les événements pa-
rents et les événements enfants. C'est un processus homogène anisotrope, suscep-
tible de modéliser la dispersion des graines. Comme le processus des paires liées, il
est généré en deux étapes :
1. Les événements parents sont réalisés d'après un processus de Poisson homo-
gène.
2. Chaque parent a deux enfants, dont les coordonnées relatives (X
i
;Y
i
)
i=1;2
sont des variables aléatoires indépendantes identiquement distribuées suivant
une loi normale.
B.7.3 Processus d'inhibition mutuelle [17]
C'est un processus montrant de la répulsion entre les répartitions marginales, et
qui peut modéliser la compétition entre deux espèces dans un habitat homogène.
Contrairement au processus de Brown et al. où les répartitions marginales sont
aléatoires, les répartitions marginales sont ici agrégées. Les événements de types 1 et
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2 sont générés un par un en alternance. Chaque événement est provisoirement placé
suivant une distribution uniforme sur la zone d'étude ; s'il se trouve à moins d'une
distance  d'un événement du type opposé déjà en place, une nouvelle localisation
provisoire est générée et la procédure est répétée, sinon la localisation est retenue.
La procédure s'achève quand un nombre prédéni d'événements ont été placés, ou
quand il n'est plus possible de poursuivre. Ce processus peut être généralisé de
plusieurs façons. On peut d'abord distinguer deux distances d'inhibition 
1
et 
2
pour chacune des espèces. On peut aussi rendre la répulsion moins marquée en
dénissant une fonction de survie :
p(r) =

 
r



si r < 
1 si r  
Le (m + 1)
eme
individu de l'espèce 1 reste à la place provisoire qui lui a été tirée
avec la probabilité 
m
j=1
p(r
j
), où r
j
est la distance de cet individu au j
eme
des m
individus de l'espèce 2 déjà en place.
B.7.4 Processus de Poisson isolé [29]
C'est un processus ponctuel bivarié impliquant la répulsion entre les deux pro-
cessus marginaux et pouvant donc modéliser la compétition entre deux espèces
dans un habitat homogène. Contrairement au processus d'inhibition mutuelle et au
processus de Brown et al., l'une des répartitions marginale est régulière et l'autre
agrégée. Le processus est déni de la façon suivante :
1. Un processus ponctuel de Poisson homogène d'intensité  est généré.
2. Chaque événement de ce processus est marqué de la façon suivante : si la
distance de l'événement à son plus proche voisin est plus grande que , il est
du type 1, sinon il est du type 2.
B.7.5 Processus de Cox bivarié [19]
Les processus de Cox bivariés constituent une famille de processus appropriée
pour décrire des répartitions qui résultent de la variabilité du milieu, plutôt que
des interactions directes entre individus. Un processus de Cox bivarié est dirigé par
un champ aléatoire bivarié (~x) = f
1
(~x);
2
(~x)g; le processus N = (N
1
; N
2
) est
alors tel que, étant donné une réalisation f
1
; 
2
g du champ , N
1
et N
2
sont des
processus de Poisson indépendants inhomogènes, d'intensités respectives 
1
(~x) et

2
(~x). Si  est stationnaire isotrope, alors N est stationnaire isotrope ; on a alors :

ij
(u) = 
ij
(u) + 
i

j
avec 
i
= E [
i
(~x)]

ij
(k~x  ~yk) = Cov [
i
(~x);
j
(~y)]
K
ij
(t) = t
2
+
2

i

j
Z
t
0

ij
(u) u du
Processus de Cox lié
Le champ aléatoire  d'un processus de Cox lié vérie 
1
= 
2
, avec  < 0
xé. Il y a alors attraction entre les deux processus marginaux, et :
K
11
(t) = K
22
(t) = K
12
(t) = t
2
+
2

2
2
Z
t
0

22
(u) u du
Les processus de Cox liés modélisent des situations biologiques dans lesquelles les
deux espèces sont convergentes dans un habitat inhomogène.
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Processus de Cox équilibré
Le champ aléatoire  d'un processus de Cox équilibré vérie 
1
+
2
= , avec
 < 0 xé. Il y a alors répulsion entre les deux processus marginaux, et :
K
12
(t) = t
2
 
2

1

2
Z
t
0

22
(u) u du
Les processus de Cox équilibrés modélisent des situations biologiques dans lesquelles
les deux espèces sont divergentes dans un habitat inhomogène.
B.7.6 Processus ponctuel bivarié éclairci [19]
Le processus d'éclaircie permet de dénir un processus ponctuel N à partir d'un
processus de base N
0
. Il permet de rendre compte de la mort et de la survie des
individus. Un processus ponctuel bivarié éclairci, basé sur le processus ponctuel bi-
varié N
0
= fN
01
; N
02
g et dirigé par le champ aléatoire bivarié Z = (Z
1
; Z
2
) est le
processus N = fN
1
; N
2
g obtenu, pour une réalisation z = (z
1
; z
2
) 2 [0; 1]
2
de Z,
en retenant un événement de N
0
en ~x avec la probabilité z(~x), indépendamment
de la rétention des autres événements. Le mécanisme d'éclaircie peut être appli-
qué à n'importe quel type de processus ponctuel. En particulier les processus de
Cox peuvent être générés en appliquant des processus d'éclaircie aux processus de
Poisson homogènes. De plus la composition d'un processus de Cox et d'un proces-
sus d'éclaircie donne à nouveau un processus de Cox. Un exemple intéressant de
processus ponctuel bivarié éclairci est celui donné par Diggle & Milne [19]. Le pro-
cessus ponctuel de base N
0
est un processus de Cox lié, dirigé par le champ aléatoire
 = f
1
;
2
g tel que :

1
(~x) = 
2
(~x) = 
1
X
i=1
h(~x 
~
X
i
)
où les
~
X
i
sont les événements d'un processus de Poisson homogène d'intensité =,
et h est la densité de probabilité de la distribution normale symétrique radialement,
de variance . Le processus N est obtenu à partir de N
0
par éclaircie suivant le
champ Z = (Z
1
; Z
2
) déni de la façon suivante :
Z
1
(~x) =

1   pour ~x 2
S
1
i=1
B(
~
Y
i
; )
 pour ~x =2
S
1
i=1
B(
~
Y
i
; )
Z
2
(~x) = 1  Z
1
(~x)
où les
~
Y
i
sont les événements d'un processus de Poisson homogène d'intensité ! et
 un réel positif. Le processus nal N est un processus de Cox bivarié. Il permet
de traduire (pour des valeurs appropriées des paramètres) une association positive
à petite échelle et une association négative à grande échelle.
B.7.7 Processus de Markov bivarié [14, p.102]
Dénition. Un processus ponctuel déni sur un borné A  R
2
est un processus
de Markov de rang  si son intensité en ~x conditionnellement à la réalisation du
processus sur A f~xg ne dépend que des événements dans B(~x; ) f~xg, où B(~x; )
est la boule fermée de rayon  centrée en ~x.
Les processus de Markov sont bien adaptés pour la modélisation des interac-
tions entre individus. Soit (X ;Y) = (f~x
1
: : : ~x
n
1
g ; f~y
1
: : : ~y
n
2
g) la réalisation d'un
processus de Markov bivarié sur une zone bornée A. La vraisemblance de (X ;Y) par
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rapport à une paire de processus de Poisson homogènes indépendants d'intensités
unité peut se mettre sous la forme [9, p.705] :
f(X ;Y) =
n
1
!n
2
!
C
exp
8
<
:
 
n
1
X
i=1

1
(~x
i
)
n
2
X
j=1

2
(~x
j
) 
X
1i<jn
1
 
11
(k~x
i
  ~x
j
k)
 
X
1i<jn
2
 
22
(k~y
i
  ~y
j
k)  
n
1
X
i=1
n
2
X
j=1
 
12
(k~x
i
  ~y
j
k)
9
=
;
où C est une constante de normalisation. Les potentiels 
1
et 
2
décrivent les eets à
petite échelle. Les potentiels  
11
et  
22
décrivent les interactions entre événements
de même type, tandis que  
12
décrit les interactions entre événements de type 1 et
événements de type 2.
Processus bivariés d'interactions de paires
Les processus bivariés d'interactions de paires ('pairwise interaction process')
sont tels que :
f(X ;Y) = 
n
1
1

n
2
2
exp
8
<
:
 
X
1i<jn
1
 
11
(k~x
i
  ~x
j
k)  
X
1i<jn
2
 
22
(k~y
i
  ~y
j
k)
 
n
1
X
i=1
n
2
X
j=1
 
12
(k~x
i
  ~y
j
k)
9
=
;
La constante de normalisation  n'est pas assurée d'être nie :
 Une condition susante, mais pas nécessaire, pour que  soit nie est que
les énergies potentielles exp f  
ij
(t)g soient bornées et identiquement nulles
à partir d'une distance donnée h
ij
. Les distances h
ij
sont appelées ditances
de noyau dur ('hard core distances') et représentent les distances minimales
entre deux événements. Un exemple de tels potentiels est :
h t
Ce processus à noyaux durs crée une répulsion entre les deux processus ana-
logue à celle d'un processus de Cox équilibré, alors que les hypothèses biolo-
giques sous-jacentes (milieu hétérogène / compétition entre individus) n'ont
rien à voir.
 Une autre condition susante [18, p.100] est que les fonctions d'interaction
 
ij
soient positives ou nulles, et décroîssent sur R
+
. Les processus résultants
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montrent de la répulsion. Des exemples de potentiels sont donnés par Diggle
et al. :
 (t) =

 si t  h
0 si t > h
(processus de Strauss)
h t
 (t) =
(
  ln
h
1  (1  t=h)
2
i
si t  h
0 si t > h
h t
 (t) =   ln
 
1  exp
 
 t
2
=h
2

('Very Soft Core model')
h t
En n de compte, les processus d'interactions de paires sont bien adaptés pour
décrire la régularité ( > 0) mais sont mal adaptés pour l'agrégation ( < 0).
Processus de Strauss bivariés [9, p.705]
Ce sont des processus de Markov bivariés tels que :
f(X ;Y) =
e
 2(A)


n
1
1

n
2
2

Y (11)
11

Y (22)
22

Y (12)
12
où Y (ij) est le nombre de paires distinctes d'événements situés dans la région A,
telles que l'un des événements de la paire soit du type i et l'autre du type j, et que
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la distance entre les deux événements soit inférieure à  (processus de Markov de
rang ). Les potentiels correspondants sont :

i
= 0
 
ij
(t) =

ln 
ij
si t  
0 si t > 
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Annexe C
Calculs pour les indices de
dissimilarité
C.1 Méthode par présence / absence dans des qua-
drats
Soit N le processus bivarié de séparation totale déni de la façon suivante : on
génère un processus de Poisson homogène d'intensité  ; tous les événements dont
l'abscisse est inférieure à
1
2
sont de l'espèce 1, les autres sont de l'espèce 2.
Q
Fig. C.1: Réalisation du processus de séparation totale
La zone d'étude est le carré [0; 1] [0; 1] de R
2
. On place au hasard sur la zone
d'étude un quadrat Q carré de côté a. Soit
A = Pr [N
1
(Q) > 0 et N
2
(Q) > 0]
B = Pr [N
1
(Q) > 0 et N
2
(Q) = 0]
C = Pr [N
1
(Q) = 0 et N
2
(Q) > 0]
D = Pr [N
1
(Q) = 0 et N
2
(Q) = 0]
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oùN
i
(Q) est la variable aléatoire donnant le nombre d'événements du type i présents
dans Q.
A =
Z
1 a
0
Pr [N
1
(Q) > 0 et N
2
(Q) > 0 = X
Q
= x] Pr [x  X
Q
< x+ dx]
où X
Q
est l'abscisse du coin inférieur gauche de Q. Le quadrat étant placé au hasard
sur la zone d'étude, X
Q
suit une loi uniforme sur [0; 1  a]. Donc
A =
1
1  a
Z
1 a
0
Pr [N
1
(Q) > 0 et N
2
(Q) > 0 = X
Q
= x] dx
(1  a)A =
R
1
2
 a
0
Pr [N
1
(Q) > 0 et N
2
(Q) > 0 = X
Q
= x] dx
+
R
1
2
1
2
 a
Pr [N
1
(Q) > 0 et N
2
(Q) > 0 = X
Q
= x] dx
+
R
1 a
1
2
Pr [N
1
(Q) > 0 et N
2
(Q) > 0 = X
Q
= x] dx
Comme 0  X
Q
<
1
2
  a =) N
2
(Q) = 0 et
1
2
 X
Q
< 1  a =) N
1
(Q) = 0
(1  a)A =
Z 1
2
1
2
 a
Pr [N
1
(Q) > 0 et N
2
(Q) > 0 = X
Q
= x] dx
(1  a)A =
Z
1
2
1
2
 a

1  e
 a
(
1
2
 x
)

1  e
 a
(
x+a 
1
2
)

dx
L'intégration conduit à
A =
1
1  a

a

1 + e
 a
2

+
2
a

e
 a
2
  1


De même
(1  a)B =
R 1
2
 a
0
Pr [N
1
(Q) > 0 et N
2
(Q) = 0 = X
Q
= x] dx
+
R
1
2
1
2
 a
Pr [N
1
(Q) > 0 et N
2
(Q) = 0 = X
Q
= x] dx
+
R
1 a
1
2
Pr [N
1
(Q) > 0 et N
2
(Q) = 0 = X
Q
= x] dx
(1  a)B =
R
1
2
 a
0

1  e
 a
2

 1 dx
+
R
1
2
1
2
 a

1  e
 a
(
1
2
 x
)

e
 a
(
x+a 
1
2
)
dx
+
R
1
1
2
0 e
 a
2
dx
B =
1
1  a
"
1
2
  a  
e
 a
2
2
 
1
a

e
 a
2
  1

#
Par symétrie C = B. Enn
(1  a)D =
R
1
2
 a
0
Pr [N
1
(Q) = 0 et N
2
(Q) = 0 = X
Q
= x] dx
+
R
1
2
1
2
 a
Pr [N
1
(Q) = 0 et N
2
(Q) = 0 = X
Q
= x] dx
+
R
1 a
1
2
Pr [N
1
(Q) = 0 et N
2
(Q) = 0 = X
Q
= x] dx
(1  a)D =
R
1
2
 a
0
e
 a
2
 1 dx
+
R
1
2
1
2
 a
e
 a
(
1
2
 x
)
e
 a
(
x+a 
1
2
)
dx
+
R
1
1
2
1 e
 a
2
dx
D = e
 a
2
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C.2 Méthode de Kershaw
On considère le même processus bivarié de séparation totale que précédemment,
et on conserve les mêmes notations. Calculons Cov [N
1
(Q);N
2
(Q)].
E (N
1
(Q)N
2
(Q)) = E [E (N
1
(Q)N
2
(Q) = X
Q
= x)]
=
Z
1 a
0
E (N
1
(Q)N
2
(Q) = X
Q
= x)
dx
1  a
=
Z
1
2
1
2
 a
E (N
1
(Q)N
2
(Q) = X
Q
= x)
dx
1  a
car 0  X
Q
<
1
2
  a =) N
2
(Q) = 0 et
1
2
 X
Q
< 1   a =) N
1
(Q) =
0. Lorsque X
Q
= x 2

1
2
  a;
1
2

, N
1
(Q) suit une loi de Poisson de paramètre
a
 
1
2
  x

, et N
2
(Q) suit indépendamment de N
1
(Q) une loi de Poisson de para-
mètre a
 
x 
1
2
+ a

. Donc
E (N
1
(Q)N
2
(Q)) =
Z
1
2
1
2
 a
a

1
2
  x

 a

x 
1
2
+ a

dx
1  a
=

2
a
5
6(1  a)
Par ailleurs
E (N
1
(Q)) = E [E (N
1
(Q) = X
Q
= x)]
=
Z
1 a
0
E (N
1
(Q) = X
Q
= x)
dx
1  a
Lorsque X
Q
2

0;
1
2
  a

, N
1
(Q) suit une loi de Poisson de paramètre a
2
; lorsque
X
Q
2

1
2
  a;
1
2

, N
1
(Q) suit une loi de Poisson de paramètre a
 
1
2
 X
Q

; lorsque
X
Q
2

1
2
; 1  a

, N
1
(Q) = 0, donc
E (N
1
(Q)) =
Z
1
2
 a
0
a
2
dx
1  a
+
Z
1
2
1
2
 a
a

1
2
  x

dx
1  a
=
a
2
2
Par symétrie, E (N
2
(Q)) = E (N
1
(Q)). Finalement
Cov [N
1
(Q);N
2
(Q)] = E (N
1
(Q)N
2
(Q))  E (N
2
(Q)) E (N
1
(Q))
=

2
a
4
1  a

5a  3
12

C.3 Méthode de Pielou
SoitN un processus bivarié homogène,E un événement pris au hasard, et ppv(E)
le plus proche voisin de E. Soit
A = Pr [E est de type 1 et ppv(E) est de type 1]
B = Pr [E est de type 1 et ppv(E) est de type 2]
C = Pr [E est de type 2 et ppv(E) est de type 1]
D = Pr [E est de type 2 et ppv(E) est de type 2]
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Soit 
1
et 
2
les intensités des processus marginaux de N.
A =

1

1
+ 
2
Pr [ppv(E) est de type 1 / E est de type 1]
B =

1

1
+ 
2
Pr [ppv(E) est de type 2 / E est de type 1]
C =

2

1
+ 
2
Pr [ppv(E) est de type 1 / E est de type 2]
D =

2

1
+ 
2
Pr [ppv(E) est de type 2 / E est de type 2]
Soit X
i
la distance d'un point arbitraire à l'arbre de l'espèce i le plus proche, et Y
ij
la distance d'un arbre arbitraire de l'espèce i à son plus proche voisin de l'espèce j.
Pr [ppv(E) est de type i / E est de type j] = Pr

Y
ji
< Y
j(3 i)

; (i; j) 2 f1; 2g
2
C.3.1 Superposition de deux processus de Poisson homo-
gènes indépendants
Si N est composé de deux processus de Poisson homogènes indépendants, alors
Pr

Y
ji
< Y
j(3 i)

= Pr

X
i
< X
(3 i)

=
Z
1
0
Pr

x < X
(3 i)
et x  X
i
< x+ dx

=
Z
1
0
Pr

x < X
(3 i)

Pr [x  X
i
< x+ dx]
car X
i
et X
(3 i)
sont alors des variables aléatoires indépendantes. Pour un processus
de Poisson homogène d'intensité 
Pr [x < X] = e
 x
2
Pr [x  X < x+ dx] = 2e
 x
2
dx
donc
Pr [ppv(E) est de type i / E est de type j] =
Z
1
0
2
i
xe
 
i
x
2
e
 
(3 i)
x
2
dx
L'intégration conduit à
Pr [ppv(E) est de type i / E est de type j] =

i

1
+ 
2
Finalement
A =

2
1
(
1
+ 
2
)
2
B =

1

2
(
1
+ 
2
)
2
= C
D =

2
2
(
1
+ 
2
)
2
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C.3.2 Superposition de deux réseaux réguliers indépendants
SiN est composé de deux réseaux carrés de côté a, réguliers, indépendants, alors
Pr

Y
ii
< Y
i(3 i)

= Pr

Y
ii
< X
(3 i)

et Y
ii
a une distribution un peu particulière

Y
ii
= a avec le probabilité 1
Y
ii
6= a avec la probabilité 0
Pour un réseau carré régulier de côté a, X  a
p
2
2
, donc
Pr [Y
11
< X
2
] = Pr [Y
22
< X
1
] = 0
Finalement
A = D = 0
B =

1

1
+ 
2
C =

2

1
+ 
2
Remarque :
AD BC
p
(A+B)(A+C)(B+D)(C+D)
=  1 alors qu'il y a indépendance des
processus marginaux : la méthode de Pielou ne mesure pas un écart à l'indépen-
dance.
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Annexe D
Tableaux de contingence
222
Soit trois caractères à deux modalités chacun A = (A
1
; A
2
), B = (B
1
; B
2
),
C = (C
1
; C
2
). Dans une population de taille N , les individus se ventilent entre les
8 caractéristiques possibles obtenues par croisement des trois caractères. Cela peut
être résumé dans un tableau de contingence à trois entrées :
C
1
B
1
B
2
A
1
n
111
n
121
n
1:1
A
2
n
211
n
221
n
2:1
n
:11
n
:21
n
::1
C
2
B
1
B
2
A
1
n
112
n
122
n
1:2
A
2
n
212
n
222
n
2:2
n
:12
n
:22
n
::2
C
1
ou C
2
B
1
B
2
A
1
n
11:
n
12:
n
1::
A
2
n
21:
n
22:
n
2::
n
:1:
n
:2:
N
n
ijk
est le nombre d'individus ayant les caractères A
i
, B
j
et C
k
. Le problème est
d'analyser les interactions entre les trois caractères A, B et C.
On note p
ijk
la fréquence théorique de la caractéristique (A
i
; B
j
; C
k
), et un point
à la place d'un indice signie la sommation sur cet indice (p
:::
= 1).
D.1 Mesure de l'interaction par le rapport 
Tableau de contingence 22 Pour un tableau de contingence croisant deux
caractères à deux modalités chacun, l'interaction entre les deux caractères peut être
mesurée par le rapport  déni par :
B
1
B
2
A
1
n
11
n
12
n
1:
A
2
n
21
n
22
n
2:
n
:1
n
:2
n
::
 =
n
11
n
22
n
12
n
21
On dénit de même un rapport  = p
11
p
22
=p
12
p
21
pour les fréquences théoriques.
L'indépendance entre les deux caractéristiques est dénie par
p
ij
= p
i:
p
:j
On montre que l'indépendance entre les deux caractères est équivalente à  = 1.
Lorsque  > 1, les deux caractères sont associés ; lorsque  < 1, les deux caractères
sont dissociés.
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Tableau de contingence 222 Pour un tableau de contingence à trois entrées,
plusieurs rapports  peuvent être considérés : le lien entre A et B conditionnellement
à C = C
1
est mesuré par

C
1
=
n
111
n
221
n
121
n
211
et le lien entre A et B conditionnellement à C = C
2
est mesuré par

C
2
=
n
112
n
222
n
122
n
212
On dénit de même 
A
1
= n
111
n
122
=n
112
n
121
et 
A
2
= n
211
n
222
=n
212
n
221
qui me-
surent le lien entre B et C conditionnellement à A, et 
B
1
= n
111
n
212
=n
112
n
211
et

B
2
= n
121
n
222
=n
122
n
221
qui mesurent le lien entre A et C conditionnellement à B.
D.2 Absence d'interaction à trois facteurs
Si le lien (mesuré par le rapport ) entre deux quelconques des caractères est le
même quelle que soit la valeur du troisième caractère, alors on dit qu'il n'y a pas
d'interaction à trois facteurs. L'absence d'interaction à trois facteurs s'écrit donc :
8
<
:

A
1
= 
A
2

B
1
= 
B
2

C
1
= 
C
2
Comme
n
111
n
221
n
121
n
211
=
n
112
n
222
n
122
n
212
()
n
111
n
122
n
112
n
121
=
n
211
n
222
n
212
n
221
()
n
111
n
212
n
112
n
211
=
n
121
n
222
n
122
n
221
, il sut
en fait d'avoir une seule de ces égalités.
Test de l'absence d'interaction à trois facteurs Le test de Bartlett [35, 40]
permet de tester s'il y a interaction à trois facteurs. L'hypothèse nulle est
H
0
:
p
111
p
221
p
121
p
211
=
p
112
p
222
p
122
p
212
Le test consiste à résoudre l'équation du troisième degré en x
(n
111
+ x) (n
221
+ x)
(n
121
  x) (n
211
  x)
=
(n
112
  x) (n
222
  x)
(n
122
+ x) (n
212
+ x)
Sous H
0
,
X
2
=
X
ijk
x
2
n
ijk
+ 
ijk
x
suit approximativement un 
2
à un degré de liberté, avec 
ijk
= +1 si k = 1 et
i = j ou si k = 2 et i 6= j, et 
ijk
=  1 si k = 2 et i = j ou si k = 1 et i 6= j.
D.3 Indépendance conditionnelle simple
Une interaction entre les trois caractères plus contraignante que l'absence d'inter-
action à trois facteurs est l'indépendance conditionnelle simple. Il y a indépendance
conditionnelle simple lorsque deux des caractères sont indépendants conditionnelle-
ment au troisième.
Supposons par exemple que A et B sont indépendants conditionnellement à C.
L'indépendance conditionnelle simple s'écrit alors :
8
<
:

C
1
= 
C
2
= 1

B
1
= 
B
2
6= 1

A
1
= 
A
2
6= 1
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ou de façon équivalente
n
ijk
=
n
:jk
n
i:k
n
::k
Lorsque A et B sont indépendants conditionnellement à C, 
A
1
= 
A
2
= 
A
, où

A
= n
:11
n
:22
=n
:12
n
:21
mesure le lien entre B et C sans tenir compte de A. Le lien
entre entre B et C est donc le même que l'on prenne A en compte ou pas, c'est-à-dire
que le tableau de contingence 222 peut être écrasé en un tableau de contingence
22 en éliminant A lorsque l'on s'intéresse au lien entre B et C.
De même lorsque A et B sont indépendants conditionnellement à C, 
B
1
=

B
2
= 
B
, et le tableau de contingence 222 peut être écrasé en un tableau de
contingence 22 en éliminant B.
L'indépendance conditionnelle simple implique l'absence d'interaction à trois
facteurs, et la réciproque est fausse.
Test de l'indépendance conditionnelle [34, p.51] L'hypothèse nulle (en sup-
posant par exemple que l'on veut tester l'indépendance de A et B conditionnellement
à C) est
H
0
: p
ijk
=
p
:jk
p
i:k
p
::k
Sous H
0
,
G
2
=
X
ijk

n
ijk
 
n
:jk
n
i:k
n
::k

2
n
:jk
n
i:k
n
::k
suit approximativement un 
2
à 2 degrés de liberté.
D.4 Indépendance partielle simple
Une interaction entre les trois caractères plus contraignante que l'indépendance
conditionnelle simple est l'indépendance partielle simple. Il y a indépendance par-
tielle simple lorsque deux des caractères sont indépendants du troisième.
Supposons par exemple que B et C sont indépendants de A. L'indépendance
partielle simple s'écrit alors :
8
<
:

C
1
= 
C
2
= 1

B
1
= 
B
2
= 1

A
1
= 
A
2
6= 1
ou de façon équivalente
n
ijk
= n
:jk
n
i::
N
L'indépendance partielle simple implique l'indépendance conditionnelle simple,
et la réciproque est fausse. L'indépendance partielle simple équivaut en fait à une
double indépendance conditionnelle.
Test de l'indépendance partielle simple [34, p.51] L'hypothèse nulle (en
supposant par exemple que l'on veut tester l'indépendance de B et A, et de C et A)
est
H
0
: p
ijk
= p
:jk
p
i::
Sous H
0
,
G
2
=
X
ijk
 
n
ijk
  n
:jk
n
i::
N

2
n
:jk
n
i::
N
suit approximativement un 
2
à 3 degrés de liberté.
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D.5 Indépendance totale
L'hypothèse la plus forte que l'on peut faire sur l'interaction entre les trois
caractères est l'indépendance totale. Il y a indépendance totale lorsque chacun des
trois caractères est indépendant des deux autres, ce qui s'écrit :
8
<
:

C
1
= 
C
2
= 1

B
1
= 
B
2
= 1

A
1
= 
A
2
= 1
ou de façon équivalente
n
ijk
=
n
i::
n
:j:
n
::k
N
2
L'indépendance totale implique l'indépendance partielle simple, et la réciproque
est fausse. L'indépendance totale équivaut en fait à une double indépendance par-
tielle ou à une triple indépendance partielle.
Test de l'indépendance totale [34, p.48] L'hypothèse nulle est
H
0
: p
ijk
= p
i::
p
:j:
p
::k
Sous H
0
,
G
2
=
X
ijk
 
n
ijk
 
n
i::
n
:j:
n
::k
N
2

2
n
i::
n
:j:
n
::k
N
2
suit approximativement un 
2
à 4 degrés de liberté.
D.6 Indépendance marginale simple
Il y a indépendance marginale simple lorsque deux des caractères sont indé-
pendants lorsque l'on ne tient pas compte du troisième caractère (c'est-à-dire en
raisonnant sur le tableau de contingence 22 qui croise ces deux caractères).
Supposons par exemple que A et B sont indépendants lorsque l'on ne prend pas
en compte C. L'indépendance marginale simple s'écrit :

C
= 1
ou de façon équivalente
n
ij:
=
n
i::
n
:j:
N
L'indépendance totale implique la triple indépendance marginale (
A
= 1, 
B
=
1, 
C
= 1). Réciproquement, la triple indépendance marginale plus l'absence d'in-
teraction à trois facteurs impliquent l'indépendance totale.
Test de l'indépendance marginale simple C'est le test habituel du 
2
sur un
tableau de contingence 22. L'hypothèse nulle (en supposant par exemple que l'on
veut tester l'indépendance de A et B sans prendre en compte C) est
H
0
: p
ij:
= p
i::
p
:j:
Sous H
0
,
X
2
=
X
ij
 
n
ij:
 
n
i::
n
:j:
N

2
n
i::
n
:j:
N
suit approximativement un 
2
à un degré de liberté.
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Annexe E
Présentation des treize
processus ponctuels bivariés de
références
Tous les processus ont été générés sur le carré [0; 1] [0; 1] de R
2
. Le logiciel
utilisé pour les programmer est S-PLUS de AT&T.
E.1 Superposition de deux processus de Poisson ho-
mogènes indépendants (processus PP)
Le processus de Poisson homogène est déni en annexe B. Les intensités sont
(
1
; 
2
) = (100; 100).
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E.2 Superposition d'un processus de Poisson homo-
gène et d'un processus de Neyman-Scott indé-
pendants (processus PA)
Le processus (univarié) de Neyman-Scott [9, p.661] est déni de la façon suivante :
1. Les points parents sont générés par un processus de Poisson homogène d'in-
tensité .
2. Chaque parent a un nombre d'enfants qui est donné par une loi de Poisson de
paramètre f .
3. Les coordonnées polaires (R; ) des points enfants par rapport à leur parent
sont des variables aléatoires indépendantes identiquement distribuées de la
façon suivante :  suit une loi uniforme sur [0; 2[; R suit une loi normale
d'espérance nulle et d'écart type .
4. Le processus ne retient que les points enfants.
L'intensité du processus de Poisson est  = 100. Les valeurs des paramètres pour
le processus de Neyman-Scott sont :  = 25, f = 7,  = 0; 05.
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E.3 Superposition d'un processus de Poisson homo-
gène et d'un processus d'inhibition séquentiel
(processus PR)
Le processus d'inhibition séquentielle [15] est déni de la façon suivante : lorsque i
événements ont été placés, la position du (i + 1)
eme
est tirée au hasard. Si le point
ainsi tiré est au moins à une distance h des i événements en place, alors il est retenu,
sinon on tire à nouveau une position au hasard, etc. L'algorithme s'achève quand n
points ont été placés.
L'intensité du processus de Poisson est  = 100. Les paramètres pour le processus
d'inhibition séquentielle valent : n = 100, h = 0; 05.
E.4 Superposition de deux processus de Neyman-
Scott indépendants (processus AA)
Les processus sont dénis comme précédemment. Les valeurs des paramètres sont
les mêmes.
73
E.5 Superposition d'un processus de Neyman-Scott
et d'un processus d'inhibition séquentiel indé-
pendants (processus AR)
Les processus sont dénis comme précédemment. Les valeurs des paramètres sont
les mêmes.
E.6 Superposition de deux processus d'inhibition
séquentiels (processus RR)
Les processus sont dénis comme précédemment. Les valeurs des paramètres sont
les mêmes.
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E.7 Processus de Cox équilibré dégénéré (processus
ST)
Le processus est déni de la façon suivante : les événements de types 1 et 2 sont
générés suivant des processus de Poisson homogènes d'intensités respectives 
1
et

2
. Un événement de type 1 situé en ~x = (x
1
; x
2
) survit avec la probabilité p
1
(~x)
dénie par :
f(x) =
p
x p
1
=
8
<
:
0 si x
2
 f(x
1
) =2
x
2
 f(x
1
)+=2

si f(x
1
) =2 < x
2
 f(x
1
) + =2
1 si x
2
> f(x
1
) + =2
où  est une distance xée. Un événement de type 2 situé en ~x survit avec la
probabilité p
2
(~x) = 1  p
1
(~x).
Les valeurs des paramètres sont les suivants : (
1
; 
2
) = (100; 100),  = 0; 2.
E.8 Processus de Cox équilibré (processus CE)
Le processus est déni de la façon suivante [19] : les événements de types 1 et 2 sont
générés suivant des processus de Poisson homogènes d'intensités respectives 
1
et
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2
. Un événement de type 1 situé en ~x survit avec la probabilité p
eq1
(~x) dénie par :
r = min
i




~x 
~
X
i




p
eq1
=

1   si r  
 si r > 
où  est une distance xée, et les
~
X
i
sont les événements d'un processus de Poisson
homogène d'intensité !. Un événement de type 2 situé en ~x survit avec la probabilité
p
eq2
(~x) = 1  p
eq1
(~x).
Les valeurs des paramètres sont les suivants : (
1
; 
2
) = (300; 300), ! = 40,
 = 0; 075,  = 0.
E.9 Processus de Cox lié dégénéré (processus MV)
Le processus est déni de la façon suivante : les événements de types 1 et 2 sont
générés suivant des processus de Poisson homogènes d'intensités respectives 
1
et

2
. Un événement situé en ~x, quelque soit son type, survit avec la probabilité p(~x)
dénie par :
~a =

0; 3
0; 65

~
b =

1
0

r = min

k~x  ~ak ;



~x 
~
b




p =
8
<
:
1 si 0  r < R
1 
r R
R
si R  r < R+R
0 si r  R+R
où R et R sont des rayons xés.
Les valeurs des paramètres sont les suivants : (
1
; 
2
) = (100; 100), R = 0; 25,
R = 0; 2.
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E.10 Processus de Cox lié (processus CL)
Le processus est déni de la façon suivante [19] : les événements de types 1 et 2 sont
générés suivant des processus de Poisson homogènes d'intensités respectives 
1
et

2
. Un événement situé en ~x, quelque soit son type, survit avec la probabilité p
lie
(~x)
dénie par :
r = min
i




~x 
~
X
i




p
lie
=
8
<
:
1 si 0  r < R
1 
r R
R
si R  r < R+R
0 si r  R+R
, et les
~
X
i
sont les événements d'un processus de Poisson homogène d'intensité .
Les valeurs des paramètres sont les suivants : (
1
; 
2
) = (300; 300),  = 15,
R = 0; 1, R = 0; 02.
E.11 Processus des paires lées (processus Pa)
Ce processus est déni en annexe B. Les valeurs des paramètres sont les suivants :
 = 100,  = 0; 0224, p = 0; 2.
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E.12 Processus d'inhibitionmutuelle (processus In)
Ce processus est déni en annexe B. Les valeurs des paramètres sont les suivants :
n = 100,  = 0; 05.
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E.13 Processus de Cox composé (processus Ce)
Il résulte de la composition des processus de Cox équilibré et de Cox lié présentés
précédemment :
survie p
lie
!
# survie p
eq
& p
eq
 p
lie
# survie p
eq
survie p
lie
!
Les valeurs des paramètres sont les suivants : 
1
= 
2
= 500,  = 15, R = 0; 1,
R = 0; 02, ! = 40,  = 0; 075,  = 0.
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E.14 Caractéristiques des processus
Processus Stationnarité Interaction entre Nature des répartitions Situation biologique
processus marginaux marginales modélisée
PP homogène indépendance aléatoires Pas d'interaction dans
un mileu homogène
PA homogène indépendance aléatoire et agrégée idem
PR homogène indépendance aléatoire et régulière idem
AA homogène indépendance agrégées idem
AR homogène indépendance agrégée et régulière idem
RR homogène indépendance régulières idem
ST inhomogène répulsion à petite par plaques, aléatoires Habitat inhomogène,
échelle à l'intérieur des plaques espèces divergentes
CE homogène répulsion à moyenne agrégées idem
échelle
MV inhomogène attraction à petite par plaque, aléatoires Habitat inhomogène,
échelle à l'intérieur des plaques espèces convergentes
CL homogène attraction à moyenne agrégées idem
échelle
Pa homogène attraction à grande aléatoires Commensalisme dans
échelle habitat homogène
In homogène répulsion à grande agrégées Compétition dans
échelle habitat homogène
Ce homogène attraction à petite agrégées Habitat inhomogène
échelle, répulsion à
grande échelle
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Annexe F
Présentation des indices
F.1 Méthodes par quadrats
Un quadrat est une surface échantillon de taille et forme xées. Les méthodes par
quadrats supposent que l'information collectée est le nombre d'individus présents
dans les quadrats, sans préoccupation de leur position spatiale. Deux méthodes par
quadrats ont été étudiées.
F.1.1 Méthode par présence / absence dans des quadrats
[26, 57, 64]
Un nombre N de quadrats sont répartis sur la zone d'étude. Dans chaque qua-
drat, on regarde si les deux espèces sont présentes, ou si l'une seulement est présente,
ou si aucune des deux n'est présente. L'information peut être rassemblée dans un
tableau de contingence :
espèce 1
présente absente
espèce 2 présente a b m = a+ b
absente c d n = c+ d
r = a+ c s = b+ d N
où a est le nombre de quadrats où les deux espèces sont simultanément présentes,
b est le nombre de quadrats où l'espèce 1 est absente et l'espèce 2 présente, etc.
L'indice de dissimilarité peut être dénie par une distance du 
2
,
X
2
=
(N   1) (jad  bcj   N=2)
2
mnrs
ou par une distance de corrélation de points
 =
ad  bc
p
mnrs
Si les répartitions des deux espèces sont indépendantes, alors a, b, c, d sont peu
diérents de
rm
N
,
ms
N
,
rn
N
,
sn
N
, et X
2
et  s'annulent ; s'il y a association positive,
a et d sont grands devant b et c, donc X
2
et  sont signicativement plus grands
que zéro ; s'il y a association négative, b et c sont grands devant a et d, donc X
2
est signicativement plus grand que zéro et  est signicativement inférieur à zéro.
Il y a intérêt à choisir plutôt la distance de corrélation de points  comme indice
de dissimilarité, puisque  contrairement à X
2
change de signe quand l'association
change de signe, et à utiliser X
2
pour tester l'indépendance.
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Choix du quadrat
Plusieurs questions se posent à ce niveau : combien de quadrats placer? Comment
les répartir? Quelle taille doivent avoir les quadrats? Quelle forme doivent-ils avoir?
On supposera que la forme des quadrats a peu d'incidence sur les résultats, ce qui
n'est vrai en toute rigueur que pour des processus homogènes. Pour les simulations,
les quadrats sont carrés, tous orientés dans le même sens.
Le bon fonctionnement de la méthode nécessite que les comptages dans les qua-
drats soient indépendants. Suivant les recommandations d'Upton & Fingleton [64,
p.229], les quadrats ont été positionnés aux noeuds d'un quadrillage carré de côté R,
la surface des quadrats n'excédant pas
R
2
4
. Cela suppose donc que l'autocorrélation
spatiale est négligeable au delà de la distance R. Une autre façon de procéder serait
de placer les quadrats au hasard, mais le taux de couverture par les quadrats devra
alors être inférieur à 25%.
surface du quadrat
in
di
ce
0.0 0.01 0.02 0.03 0.04 0.05
-
1.
0
-
0.
5
0.
0
0.
5
1.
0
Pairs
PoiPoi
SepTot
moyenne sur 10 repetitions
ecart type
Fig. F.1: Inuence de la taille du quadrat sur la valeur de l'indice
Le nombre N de quadrats placés sur la zone d'étude est donc directement fonc-
tion de la taille des quadrats. Le choix de la taille du quadrat n'est pas anodin.
La gure F.1 montre pour trois processus ponctuels d'intensité totale 200 que l'in-
dice de dissimilarité peut considérablement varier selon la taille choisie (quand le
quadrat devient trop grand, il vient un moment où  n'est plus déni car b, c et d
s'annulent). La gure F.2 montre la dissimilarité calculée en fonction de la taille du
quadrat, pour diérentes intensités du processus, dans le cas du processus ponctuel
de séparation totale déni en annexe C. La taille optimale du quadrat, qui corres-
pond au minimum de la courbe dissimilarité / taille du quadrat, est fonction de
l'intensité du processus, comme le montre la gure F.3.
En prenant un quadrat de surface
2

, où  est l'intensité du processus, on ne
s'écarte pas trop de cet optimum. Dans le cas d'un processus homogène, cette ex-
pression s'interprète comme le fait qu'il y a en moyenne (Q) = 2 événements dans
un quadrat.
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Fig. F.2: Inuence de la taille du quadrat sur la valeur de l'indice (cas théorique)
Lien avec les processus ponctuels
Dans la mesure où les quadrats sont indépendants, a; b; c; d sont les réalisations
d'une loi multinomiale de paramètres N et A;B;C;D, avec :
A = Pr [N
1
(Q) > 0 et N
2
(Q) > 0]
B = Pr [N
1
(Q) > 0 et N
2
(Q) = 0]
C = Pr [N
1
(Q) = 0 et N
2
(Q) > 0]
D = Pr [N
1
(Q) = 0 et N
2
(Q) = 0]
où N
i
(Q) est la variable aléatoire donnant le nombre d'individus de l'espèce i pré-
sents dans le quadrat Q. S'il y a indépendance des processus marginaux :
A = Pr [N
1
(Q) > 0] Pr [N
2
(Q) > 0]
etc:
En particulier pour la superposition de deux processus de Poisson homogènes indé-
pendants d'intensités respectives 
1
et 
2
:
A =
 
1  e
 
1
S
  
1  e
 
2
S

B =
 
1  e
 
1
S

e
 
2
S
C = e
 
1
S
 
1  e
 
2
S

D = e
 (
1
+
2
)S
où S est la surface du quadrat. Un autre exemple de calcul de A;B;C;D est donné
en annexe C. De façon générale, connaissant le processus ponctuel, on peut calculer
A;B;C;D et remonter à la loi de a; b; c; d. Les calculs sont rapidement compliqués.
Variantes de cette méthode
Si les nombres d'individus N
1
(Q) et N
2
(Q) de chaque espèce présents dans les
quadrats sont élevés et que l'on observe rarement des quadrats vides (ce qui cor-
respond donc à des quadrats de plus grande taille), on peut dénir une distance en
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Fig. F.3: Taille optimale du quadrat pour le processus de séparation totale
estimant la covariance de N
1
(Q) et N
2
(Q). Greig-Smith [26] suggère de calculer le
coecient de corrélation linéaire sur les échantillons n
1
(Q
j
) et n
2
(Q
j
), j = 1::N ,
des nombres d'individus des espèces 1 et 2 présents dans les N quadrats Q
1
:::Q
N
,
mais il n'y a aucune raison de supposer la relation linéaire.
Si l'une des espèces est abondante dans les quadrats tandis que l'autre espèce
peut être décrite par sa présence / absence :
espèce 1
présente absente
espèce 2 : nombre d'individus x
1
:::x
r
y
1
:::y
s
r + s = N
comptés dans les quadrat
Greig-Smith suggère de comparer la moyenne des échantillons (x
1
:::x
r
) et (y
1
:::y
s
)
par un test des espérances de Student, ce qui suppose que les comptages sont indé-
pendants et que l'on peut approximer les x
i
par une loi normale.
Un exemple d'application de ces méthodes est donné par Kershaw [37]
F.1.2 Méthode de Kershaw [38]
Le principe de cette méthode est de calculer une estimation de la covariance de
N
1
(Q) et N
2
(Q), où N
i
(Q) est la variable aléatoire représentant le nombre d'événe-
ments de type i présents dans le quadrat Q.
Si les processus marginaux sont indépendants : Cov (N
1
(Q);N
2
(Q)) = 0
S'il y a association positive : Cov (N
1
(Q);N
2
(Q)) > 0
S'il y a association négative : Cov (N
1
(Q);N
2
(Q)) < 0
Soit N(Q) la variable aléatoire représentant le nombre d'événements (sans dis-
tinction d'espèce) présents dans le quadrat Q.
N(Q) = N
1
(Q)+N
2
(Q) =) Cov (N
1
(Q);N
2
(Q)) =
1
2
[Var (N(Q))  Var (N
1
(Q))
  Var (N
2
(Q))]
Pour estimer Cov (N
1
(Q);N
2
(Q)), il sut donc de savoir estimer la variance du
nombre d'événements présents dans un quadrat pour un processsus ponctuel uni-
varié. La méthode de Kershaw consiste à estimer Cov (N
1
(Q);N
2
(Q)) en utilisant
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comme estimation de Var (N(Q)) la variance locale V
k
de Greig-Smith, dénie de la
façon suivante : la zone d'étude est divisée selon une grille régulière de 2
n
(pour les
simulations, n = 8) quadrats de surface u ; les quadrats sont regroupés successive-
ment deux par deux en 2
n 1
quadrats de taille 2u, 2
n 2
quadrats de taille 4u, etc.,
jusqu'à un quadrat de taille 2
n
u, comme indiqué sur la gure :
32u
etc.
8u
16u
2u 4u
u
Soit x
i;k
le nombre d'événements présents dans le i
e
quadrat (i = 1:::2
n k
) de
taille 2
k
u. Par dénition :
V
k
=
1
2
n
0
@
2
n k
X
i=1
2x
2
i;k
 
2
n k 1
X
i=1
x
2
i;k+1
1
A
; k = 0; 1:::(n  1)
(V
k
est en fait une estimation de Var (N(Q)) 
u
(Q)
, où (Q) est la surface du
quadrat Q).
On obtient donc une courbe représentant Cov (N
1
(Q);N
2
(Q))
u
(Q)
en fonction
de (Q), pour des valeurs de
(Q)
u
puissances de deux.
Dénition de la dissimilarité
La question se pose alors de dénir un indice de dissimilarité à partir de cette
courbe. La gure F.4 montre la courbe Cov (N
1
(Q);N
2
(Q)) =(Q) versus (Q) pour
le processus de séparation totale déni en annexe C : pour de petites tailles de
quadrats, la covariance est quasi-nulle ; la courbe passe par un minimum néga-
tif (association négative) pour une taille de quadrat correspondant à la taille des
plaques monospéciques, puis croît brutalement. Il n'est donc pas possible de dénir
la distance comme la valeur extrême de la courbe : dans le cas présent, la valeur
extrême de la courbe est positive alors qu'il y a association négative ! Il n'est pas
non plus possible de dénir la distance comme la valeur de la courbe en une taille
de quadrat donnée, puisque la taille de quadrat pour laquelle la covariance a une
valeur signicative dépend de l'échelle à laquelle est perceptible la dépendance des
processus marginaux.
La distance a donc été dénie comme la moyenne de la covariance estimée pour
les diérentes tailles de quadrats :
d(A;B) =
1
2n
n 1
X
k=0
 
V
(A[B);k
  V
A;k
  V
B;k

où V
X;k
est la variance locale de Greig-Smith calculée en prenant en compte les
événements de type X.
Lien avec les processus ponctuels
Il est en général assez facile de calculer Cov (N
1
(Q);N
2
(Q)) pour un proces-
sus ponctuel bivarié donné. Un exemple de calcul est donné en annexe C pour le
processus de séparation totale évoqué ci-dessus.
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Fig. F.4: Courbe covariance versus taille du quadrat pour le processus de séparation
totale
Il est en revanche très dicile de calculer la distribution de d(A;B), même pour
les processus les plus simples. Pour un processus de Poisson homogène d'intensité
, on remarquera simplement que 2
n k 1
V
k
u
suit approximativement une loi du 
2
à 2
n k 1
degrés de liberté [62].
Variantes de cette méthode
Il existe autant de variantes de cette méthode qu'il y a de façons d'estimer
Var (N(Q)) par une variance locale. Dale & Blundon [11] et Dale & Powell [12]
proposent plusieurs expressions, assez compliquées, de la variance locale lorsque les
quadrats sont répartis sur une grille bidimensionnelle.
Lorsque les quadrats sont répartis non plus sur une grille bidimensionnelle mais
en ligne, on pourra utiliser comme expression de la variance locale celle de Kershaw
[36], de Usher [65], ou celles de Hill [31]. Toutes ces méthodes reposent sur le re-
groupement de quadrats en quadrats de plus en plus grands. Une autre façon de
procéder est d'utiliser des quadrats de taille constante, mais de plus en plus éloignés
les uns des autres. On obtient alors l'expression de la variance locale de Goodall
[23] et de Ludwig & Goodall [43], cette dernière expression étant en fait celle du
variogramme.
Par ailleurs, Besag [4] décrit une autre méthode utilisant des quadrats répartis
sur une grille bidimensionnelle régulière. L'idée, inspirée du test univarié de Mead
[44], consiste à comparer la situation observée à celle que l'on observerait en per-
muttant les quadrats au hasard à l'intérieur de sous-blocs de taille variable.
F.2 Méthodes par distances
Dans les méthodes par distances, l'information collectée est des distances, soit
entre arbres, soit entre des points et des arbres. Certaines méthodes ne nécessitent
qu'un échantillonnage partiel de distances. D'autres au contraire nécessitent un
échantillonnage complet ; il est alors avantageux de réaliser une cartographie de la
zone d'étude, en notant la position spatiale de tous les individus.
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F.2.1 Méthode de Diggle & Cox [17, 64, p.250]
Soit X
i
la distance d'un point arbitraire à l'arbre de l'espèce i le plus proche
(i = 1; 2). Le principe de la méthode de Diggle & Cox est de comparer X
1
à X
2
.
En eet pour des processus ponctuels bivariés homogènes
 si les processus marginaux sont indépendants : X
1
et X
2
sont des variables
aléatoires indépendantes
 s'il y a attraction entre les processus marginaux :X
1
et X
2
sont positivement
corrélés
 s'il y a répulsion entre les processus marginaux : X
1
et X
2
sont négativement
corrélés.
La dissimilarité est dénie comme la valeur du coecient de corrélation des rangs
 de Kendall calculé sur un échantillon (x
1k
; x
2k
)
k=1::n
de taille n de (X
1
; X
2
)
 = 0 correspond à l'indépendance des répartitions marginales
 = 1 correspond à une association positive entre les répartitions marginales
 =  1 correspond à une association négative entre les répartitions marginales.
Comment réaliser l'échantillonnage?
La méthode d'échantillonnage suivie est celle proposée par Diggle & Cox : n
points O
1
:::O
n
sont placés sur la zone d'étude selon un réseau régulier. De chaque
point O
k
sont mesurées les distances x
1k
et x
2k
aux arbres les plus proches des
espèces 1 et 2. Les distances x
1k
et x
2k
ne sont en fait retenues que si elles sont
inférieures à la distance de O
k
au bord de la zone d'étude le plus proche.
La gure F.5 montre les variations de la dissimilarité avec le nombre n de points
d'échantillonnage pour quatre processus ponctuels d'intensité  = 2000. Pour les
simulations, n a été pris égal à 5% du nombre total d'arbres présents dans la zone
d'étude, comme le suggèrent Diggle & Cox.
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Fig. F.5: Variations de l'indice de Diggle & Cox avec le nombre de points d'échan-
tillonnage
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Variantes de cette méthode
On peut chercher d'abord à améliorer la méthode de Diggle & Cox en collec-
tant plus d'information en chaque point d'échantillonnage. Deux façons de procéder
peuvent être envisagées :
 en chaque point d'échantillonnage O
k
sont mesurées les distances x
(l)
ik
au l
eme
plus proche arbre de l'espèce i (i = 1; 2; l = 1:::L). Le coecient de corrélation
des rangs  de Kendall est alors calculé L fois sur les échantillons

x
(l)
1k

k=1::n
et

x
(l)
2k

k=1::n
, et la dissimilarité est dénie comme la moyenne de ces L
valeurs.
 le plan autour de chaque point d'échantillonnage est découpé en L secteurs
égaux. Soit x
(l)
ik
la distance de O
k
à l'arbre de l'espèce i le plus proche dans
le l
eme
secteur du plan. La dissimilarité est alors dénie comme la valeur du
coecient de corrélation des rangs  de Kendall calculé sur les échantillons

x
(l)
1k

k=1::n;l=1::L
et

x
(l)
2k

k=1::n;l=1::L
.
Ces deux variantes ont également été étudiées pour L = 4. Là encore, le taux
d'échantillonnage a été choisi égal pour les simulations à 5% du nombre total
d'arbres présents dans la zone d'étude.
F.2.2 Méthode de Goodall [9, 17, 22, 64]
Soit X
i
la distance d'un point arbitraire à l'arbre de l'espèce i le plus proche, et
Y
ij
la distance d'un arbre de l'espèce i pris au hasard à son plus proche voisin de
l'espèce j. Soit F
i
la fonction de répartition de X
i
, et G
ij
celle de Y
ij
(i = 1; 2; j =
3  i).
Le principe de la méthode de Goodall est de comparer F
i
à G
ij
. En eet, pour
des processus ponctuels bivariés homogènes :
 si les processus marginaux sont indépendants : 8x; F
1
(x) = G
21
(x) et F
2
(x) =
G
12
(x)
 s'il y a attraction entre les processus marginaux : 9x = F
1
(x) > G
21
(x) ou
F
2
(x) > G
12
(x)
 s'il y a répulsion entre les processus marginaux : 9x = F
1
(x) < G
21
(x) ou
F
2
(x) < G
12
(x)
L'indice de dissimilarité est donc déni de la façon suivante : soit (x
ik
)
k=1:::n
un
échantillon de taille n de X
i
et (y
ijk
)
k=1:::m
un échantillon de taillem de Y
ij
, tels que
(x
ik
)
k=1:::n
et (y
ijk
)
k=1:::m
soient des échantillons indépendants. Soit u
i
la valeur de
la statistique U de Wilcoxon calculée sur (x
ik
; y
jik
0
)
k=1:::n;k
0
=1:::m
(i = 1; 2; j = 3 i)
u
i
= 0 correspond une association négative des répartitions marginales
u
i
= mn correspond à une association positive des répartitions marginales
u
i
=
mn
2
correspond à l'indépendance des répartitions marginales
La dissimilarité entre les deux répartitions marginales est donc posée égale à
d(1; 2) =
1
2

2u
1
mn
  1

+

2u
2
mn
  1

=
u
1
+ u
2
mn
  1
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Comment réaliser l'échantillonnage?
Plusieurs questions se posent à ce niveau : quelle doit être la taille des échan-
tillons? Comment placer les points d'échantillonnage? Comment choisir un arbre
au hasard? Comment traiter les eets de bord?
Nous avons suivi pour les simulations la méthode d'échantillonnage proposée par
Diggle & Cox [17, p.17] : 2n
1
points O
1
; O
2
:::O
n
1
; O

1
; O

2
:::O

n
1
sont répartis sur la
zone d'étude selon un réseau régulier. De chaque point O
k
est mesurée la distance
x
1k
à l'arbre de l'espèce 1 le plus proche, ainsi que la distance y
21k
de l'arbre de
l'espèce 2 le plus proche de O
k
à son plus proche voisin de l'espèce 1. On procède
de même pour les points O

k
. On obtient alors deux jeux d'échantillons (x
1k
) et
(y

21k
) d'une part, (x

1k
) et (y
21k
) d'autre part, qui peuvent être considérés comme
indépendants dans la mesure où les distances entre points d'échantillonnage sont
grandes devant la distance à la laquelle est perceptible l'autocorrélation spatiale.
De même 2n
2
points d'échantillonnage Q
1
; Q
2
:::Q
n
2
; Q

1
; Q

2
:::Q

n
2
sont répartis
sur la zone d'étude selon un réseau régulier. De chaque point Q
k
est mesurée la
distance x
2k
à l'arbre de l'espèce 2 le plus proche, ainsi que la distance y
12k
de
l'arbre de l'espèce1 le plus proche de Q
k
à son plus proche voisin de l'espèce 2.
On procède de même pour les points Q

k
. On obtient alors deux jeux d'échantillons
(x
2k
) et (y

12k
) d'une part, (x

2k
) et (y
12k
) d'autre part.
Il y a alors quatre calculs possibles de la statistique U de Wilcoxon. La dissimi-
larité est prise égale à la moyenne des résultats de ces quatre calculs.
Pour respecter l'indépendance des échantillons tout en gardant une puissance
susante, Diggle & Cox suggèrent de prendre un nombre de points d'échantillonnage
n
i
égal à 10% du nombre d'arbres de l'espèce i présents dans la zone d'étude. Comme
rien n'empêche en fait de confondre les points O et Q, le nombre total de points
d'échantillonnage est égal à max(n
1
; n
2
), et varie entre 5 et 10% du nombre total
d'arbres présents dans la zone d'étude. La gure F.6 montre les variations de la
dissimilarité avec le nombre total n = max(n
1
; n
2
) de points d'échantillonnage,
pour quatre processus ponctuels bivariés d'intensités marginales (
1
; 
2
) = (1000;
1000) : l'écart type de la distance diminue lorsque n augmente.
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Fig. F.6: Variations de l'indice de Goodall avec le nombre de points d'échantillon-
nage
Les eets de bord ont été traités de la façon suivante : la distance x
ik
(respec-
tivement y
ijk
) n'est prise en compte que si elle est inférieure à la distance de O
k
89
(respectivement de l'arbre de l'espèce i le plus proche de O
k
) au bord le plus proche.
Lien avec les processus ponctuels
Les fonctions F
i
et G
ij
sont connues pour les processus ponctuels les plus cou-
rants (voir par exemple [51]).
Variantes de cette méthode
Il existe plusieurs statistiques permettant de comparer les fonctions F
i
et G
ij
.
La méthode initialement proposée par Goodall [22] consistait en fait à comparer les
échantillons
 
p
x
1k

k=1::n
et
 
p
y
21k

k=1::n
d'une part,
 
p
x
2k

k=1::n
et
 
p
y
12k

k=1::n
d'autre part par un test des espérances de Student. La méthode proposée ici est
une variante non paramétrique proposée par Diggle & Cox.
Diggle & Cox [17] proposent en outre d'utiliser la statistique de Kolmogorov-
Smirnovmax
x



~
F
i
(x) 
~
G
ji
(x)



(i = 1; 2; j = 3 i), où
~
F
i
et
~
G
ij
sont des estimateurs
de F
i
et G
ij
obtenus à partir des échantillons de X
i
et Y
ij
(Upton & Fingleton [64]
proposent des expressions pour ces estimateurs).
F.2.3 Méthode des plus proches voisins
Comme précédemment, on note Y
ij
la distance d'un arbre arbitraire de l'espèce
i à son plus proche voisin de l'espèce j. L'idée intuitive sur laquelle repose cette
méthode est que si deux nuages de points sont bien séparés, comme sur la gure 2.2a,
alors les distances Y
12
et Y
21
vont être grandes devant les distances moyennes entre
individus des espèces 2 et 1, alors que si les deux nuages de points sont bien mélangés,
comme sur la gure 2.2c, les distances Y
12
et Y
21
vont être du même ordre de
grandeur que les distances moyennes entre individus des espèces 2 et 1. Et s'il y
a association positive entre les deux nuages de points, comme sur la gure 2.2b,
alors les distances Y
12
et Y
21
vont être petites devant les distances moyennes entre
individus des espèces 2 et 1.
La dissimilarité est donc dénie de la façon suivante : soit fE
i1
; E
i2
:::E
in
i
g l'en-
semble des individus de l'espèce i présents dans la zone d'étude, et y
ijk
la distance
de E
ik
à son plus proche voisin de l'espèce j (i = 1; 2; j = 3   i; k = 1:::n
i
). Pour
éliminer les eets de bord, on ne prend en compte que les distances y
ijk
inférieures à
la distance de E
ik
au bord de la zone d'étude le plus proche. Soit
n
E

i1
; E

i2
:::E

in

i
o
l'ensemble des individus de l'espèce i vériant cette condition. La dissimilarité d(1; 2)
entre les deux nuages de points est alors dénie par :
d(1; 2) =
2
n

1
+ n

2
0
@
r
n
2
A
n

1
X
k=1
y

12k
+
r
n
1
A
n

2
X
k=1
y

21k
1
A
où A est la surface de la zone d'étude. La raison de la multiplication par
p
n
1
=A et
p
n
2
=A va être exposée maintenant.
Lien avec les processus ponctuels
Les moyennes

1
n

1
P
n

1
k=1
y

12k

et

1
n

2
P
n

2
k=1
y

21k

peuvent être considérées comme
des estimations de E (Y
12
) et de E (Y
21
). Les nombres n
1
et n
2
peuvent être consi-
dérés comme des estimations des intensités 
1
et 
2
des processus ponctuels mar-
ginaux. La dissimilarité d(1; 2) peut donc être considérée comme une estimation de
la moyenne pondérée par n

1
et n

2
de
E(Y
12
)
(
2
p

2
)
 1
et de
E(Y
21
)
(
2
p

1
)
 1
.
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Connaissant le processus ponctuel bivarié, E(Y
12
) et E(Y
21
) sont connus. En
particulier, si les processus marginaux sont indépendants : G
12
= F
2
et G
21
= F
1
,
donc E(Y
12
) = E(X
2
) et E(Y
21
) = E(X
1
), où X
i
est la distance d'un point arbi-
traire à l'arbre de l'espèce i le plus proche. Pour un processus de Poisson homogène
d'intensité ; E(X) =
1
2
p

.
Donc pour un processus ponctuel bivarié formé de la superposition de deux
processus de Poisson homogènes indépendants
n

1
n

1
+ n

2
E(Y
12
)
 
2
p

2

 1
+
n

2
n

1
+ n

2
E(Y
21
)
 
2
p

1

 1
= 1
De même pour un processus univarié agrégé : E(X) >
1
2
p

pour un processus univarié régulier : E(X) <
1
2
p

Le comportement de la distance dans les six cas de processus ponctuels bivariés
ayant des processus marginaux indépendants peut donc être résumé dans le tableau
suivant :
processus 1
dissimilarité agrégé aléatoire régulier
agrégé  1 > 1 ?
processus 2 aléatoire 1 < 1
régulier  1
Contrairement à toutes les distances vues jusqu'à maintenant, cette méthode
donne des résultats diérents quand il y a indépendance des processus marginaux
selon la nature des processus marginaux.
Si le calcul de E(Y
ij
) est généralement faisable, en revanche le calcul de la dis-
tribution de la distance d(1; 2) est très compliqué. En particulier, comme on prend
en compte tous les arbres, les distances y
12k
et y
21k
ne peuvent pas être considérées
comme les réalisations de variables aléatoires indépendantes.
Variantes de cette méthode
Plutôt que de prendre en compte tous les arbres présents dans la zone d'étude,
on peut faire un échantillonnage partiel de n arbres de chaque espèce, et mesurer
la distance à leur plus proche vosin de l'espèce opposée. Pour rendre cette méthode
plus précise, on peut comme précédemment collecter plus d'information de deux
façons :
 on échantillonne n arbres de chaque espèce ; soit y
(l)
ijk
la distance du k
eme
arbre
(k = 1:::n) de l'espèce i (i = 1; 2) à son l
eme
(l = 1:::L) plus proche voisin
de l'espèce j (j = 3   i). Pour dénir la distance on prendra comme précé-
demment le processus ponctuel bivarié constitué de deux processus de Poisson
homogènes indépendants comme processus de référence. Etant donné un pro-
cessus ponctuel bivarié homogène, soit Y
(l)
ij
la distance d'un arbre arbitraire
de l'espèce i à son l
eme
plus proche voisin de l'espèce j, et X
(l)
i
la distance
d'un point arbitraire au l
eme
plus proche arbre de l'espèce i. Si les proces-
sus marginaux sont indépendants, Y
(l)
ij
et X
(l)
j
sont des variables aléatoires
identiquement distribuées.
Pour un processus de Poisson homogène d'intensité  :
E(X
(l)
) =
1
p

 
 
l +
1
2

  (l)
donc dans le cas de la superposition de deux processus de Poisson homogènes
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indépendants
E(Y
(l)
12
) =
1
p

2

 
 
l +
1
2

  (l)
et E(Y
(l)
21
) =
1
p

1

 
 
l +
1
2

  (l)
La dissimilarité est donc dénie dans ce cas par :
d(1; 2) =
p

2L
L
X
l=1
  (l)
 
 
l +
1
2

 
q
^

2
1
n
n
X
k=1
y
(l)
12k
+
q
^

1
1
n
n
X
k=1
y
(l)
21k
!
où
^

1
et
^

2
sont des estimateurs de l'intensité des processus marginaux.
 on échantillonne n arbres de chaque espèce ; autour de chaque arbre le plan est
découpé en L secteurs égaux. Soit y
(l)
ijk
la distance du k
eme
arbre (k = 1:::n) de
l'espèce i (i = 1; 2) à son plus proche voisin de l'espèce j (j = 3  i) situé dans
le l
eme
secteur du plan. Pour dénir la distance, on prendra encore le processus
ponctuel constitué de la superposition de deux processus de Poisson homogène
indépendant comme processus de référence. Etant donné un processus ponc-
tuel bivarié homogène, soit Y
(l)
ij
la distance d'un arbre arbitraire de l'espèce
i à son plus proche voisin de l'espèce j situé dans le l
eme
secteur du plan, et
X
(l)
i
la distance d'un point arbitraire au plus proche arbre de l'espèce i situé
dans le l
eme
secteur du plan. Si les processus marginaux sont indépendants,
Y
(l)
ij
et X
(l)
j
sont des variables aléatoires identiquement distribuées.
Pour un processus de Poisson homogène d'intensité  :
E

X
(l)

=
p
L
2
p

donc dans le cas de la superposition de deux processus de Poisson homogènes
indépendants
E

Y
(l)
12

=
p
L
2
p

2
et E

Y
(l)
21

=
p
L
2
p

1
La dissimilarité est donc dénie dans ce cas par :
d(1; 2) =
1
L
3=2
L
X
l=1
 
q
^

2
1
n
n
X
k=1
y
(l)
12k
+
q
^

1
1
n
n
X
k=1
y
(l)
21k
!
Ces deux variantes ont également été étudiées. La méthode d'échantillonnage
des arbres est la suivante : n points sont répartis sur la zone d'étude selon un réseau
régulier ; les n arbres d'échantillonnage de l'espèce i sont les arbres de l'espèce i les
plus proches de ces n points d'échantillonnage. Les eets de bord sont traités comme
précédemment. On prend comme estimation des intensités des processus marginaux
le nombre d'arbres de chaque espèce présents sur la zone d'étude. Le nombre n de
points d'échantillonnage a été pris égal pour les simulations à 5% du nombre total
d'arbres présents sur la zone d'étude.
F.2.4 Méthode du Sup de l'Inf [5]
Cette repose sur la même idée que la méthode des plus proches voisins. Si l'on
note comme précédemment
n
E

i1
:::E

in

i
o
l'ensemble des individus de l'espèce i plus
proches de leur plus proche voisin de l'espèce j (j = 3   i) que du bord de la
zone d'étude, et y

ijk
la distance de E

ik
à son plus proche voisin de l'espèce j, la
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dissimilarité est dénie non plus comme une moyenne pondérée des y

ijk
, mais à
partir du maximum des y

ijk
:
d(1; 2) =
1
2

1
C (n

1
; n
2
=A)
max
k=1::n

1
fy

12k
g+
1
C (n

2
; n
1
=A)
max
k=1::n

2
fy

21k
g

avec C(a; b) =
2a
p
b
Z
1
0
u
2
e
 u
2

1  e
 u
2

a 1
du ; 8(a; b) 2 N

R

où n
i
est le nombre d'arbres de l'espèce i présents dans la zone d'étude, et A la
surface de la zone d'étude. La raison de la normalisation par le facteur C est de
rendre la distance moins sensible aux variations d'intensité. Le facteur est en fait
calculé de sorte que que d(1; 2)  1 pour un processus formé de la superposition de
deux processus de Poisson homogènes indépendants d'intensités respectives 
1
et

2
, quels que soient 
1
et 
2
.
Lien avec les processus ponctuels
Conditionnellement à la présence de n

i
individus de l'espèce i dans la zone
d'étude, soit Y

ijk
(k = 1:::n

i
) la distance du k
eme
de ces individus à son plus proche
voisin de l'espèce j (j = 3  i)
Pr

max
k=1::n

i
Y

ijk
 y

= Pr
h
Y

ij1
 y et Y

ij2
 y : : : et Y

ijn

i
 y
i
Pour un processus formé de la superposition de deux processus de Poisson homo-
gènes indépendants d'intensités respectives 
1
et 
2
, les Y

ijk
(i et j xés, k variable)
sont des variables indépendantes identiquement distribuées, donc :
Pr

max
k=1::n

i
Y

ijk
 y

= (Pr [Y
ij
 y])
n

i
où Y
ij
est la distance d'un individu arbitraire de l'espèce i à son plus proche voisin
de l'espèce j. Les processus marginaux étant indépendants, Y
ij
est distribué comme
la distance X
j
d'un point arbitraire à l'individu de l'espèce j le plus proche.
Pour un processus de Poisson homogène d'intensité , Pr [X  x] = 1  e
 x
2
d'où Pr

max
k=1::n

i
Y

ijk
 y

=

1  e
 
j
y
2

n

i
Conditionnellement à n

i
, la densité de probabilité de 
ij
= max
k=1::n

1
Y

ijk
est
donc :
f
ij
(y) = n

i

1  e
 
j
y
2

n

i
 1
2
j
ye
 
j
y
2
D'où conditionnellement à n

i
:
E (
ij
) =
Z
1
0
yf
ij
(y)dy =
2n

i
p

j

Z
1
0
u
2
e
 u
2

1  e
 u
2

n

i
 1
du = C (n

i
; 
j
)
et donc pour un processus bivarié formé de la superposition de deux processus de
Poisson homogènes indépendants d'intensités respectives 
1
et 
2
, conditionnelle-
ment à la prise en compte de n

1
individus de l'espèce 1 et de n

2
individus de l'espèce
2 :
1
2

E(
12
)
C (n

1
; 
2
)
+
E(
21
)
C (n

2
; 
1
)

= 1
Les calculs deviennent très compliqués pour d'autres types de processus, car on ne
peut plus considérer les

Y

ijk

k=1::n

i
comme des variables indépendantes.
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F.2.5 Méthode de Pielou [20, 45, 54, 64, p.242]
Cette méthode permet de comparer le voisinage (c'est-à-dire la nature du plus
proche voisin) des arbres de l'espèce 1 et le voisinage des abres de l'espèce 2. Pour
chaque arbre présent dans la zone d'étude, on relève son espèce et l'espèce de son plus
proche voisin. Cette information peut être résumée dans un tableau de contingence :
plus proche voisin
espèce 1 espèce 2
individu espèce 1 a b
de base espèce 2 c d
Les eets de bord sont pris en compte en ne retenant que les individus qui sont
plus près de leur plus proche voisin que du bord de la zone d'étude. Le nombre a
représente le nombre d'individus de l'espèce 1 ayant comme plus proche voisin un
individu de l'espèce 1, etc.
La dissimilarité est dénie par une distance de corrélation de points sur le tableau
de contingence :
 =
ad  bc
p
(a+ c)(a+ b)(c+ d)(b+ d)
Lorsque les proportions d'individus ayant comme plus proche voisin un individu
de l'espèce 1 ou 2 sont les mêmes pour les deux espèces,  est voisin de zéro ; 
devient signicativement supérieur à zéro lorsque les proportions d'individus ayant
comme plus proche voisin un individu de la même espèce dépasse les proportions
d'individus ayant comme plus proche voisin un individu de l'espèce opposée ;  est
signicativement inférieur à zéro dans la situation inverse de la situation précédente.
Il faut être bien conscient que  ne mesure pas un écart à l'indépendance des pro-
cessus marginaux. On peut avoir  non signicativement diérent de zéro pour un
processus bivarié dont les processus marginaux sont fortement dépendants. Dixon
[20] en donne un exemple frappant. On peut avoir à l'inverse  signicativement
diérent de zéro pour un processus bivarié dont les processus marginaux sont in-
dépendants. Upton & Fingleton [64, p.244] en donnent un exemple. En fait  ne
mesure un écart à l'indépendance des processus marginaux que dans le cas où les
processus marginaux sont des processus de Poisson homogènes.
Lien avec les processus ponctuels
Si au lieu de relever tous les individus présents dans la zone d'étude, on en tire
N au hasard de sorte qu'ils puissent être considérés comme des tirages indépen-
dants : a; b; c; d sont alors les réalisations d'une loi multinomiale de paramètres N
et A;B;C;D, avec :
A = Pr [E 2 e
1
et ppv(E) 2 e
1
]
B = Pr [E 2 e
1
et ppv(E) 2 e
2
]
C = Pr [E 2 e
2
et ppv(E) 2 e
1
]
D = Pr [E 2 e
2
et ppv(E) 2 e
2
]
où E désigne un arbre tiré au hasard, ppv(E) son plus proche voisin, et e
i
l'ensemble
des individus de l'espèce i.
A = Pr [ppv(E) 2 e
1
=E 2 e
1
] Pr [E 2 e
1
]
Pr [E 2 e
1
] =
n
1
n
1
+ n
2
Pr [ppv(E) 2 e
1
=E 2 e
1
] = Pr [Y
11
< Y
12
]
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où n
i
désigne le nombre d'arbres de l'espèce i présents sur la zone d'étude, et Y
ij
est la distance d'un arbre arbitraire de l'espèce i à son voisin de l'espèce j le plus
proche.
Dans le cas général, Y
11
et Y
12
ne sont pas des variables aléatoires indépendantes,
et les calculs sont alors compliqués. Néanmoins :
 Si les processus marginaux sont indépendants, alors il y a indépendance de
Y
11
et Y
12
, et :
Pr [ppv(E) 2 e
1
=E 2 e
1
] = Pr [Y
11
< X
2
]
oùX
i
est la distance d'un point arbitraire à l'arbre de l'espèce i le plus proche.
 Si le processus marginal de l'espèce 1 est un processus de Poisson homogène,
alors il y a indépendance de Y
11
et Y
12
, et :
Pr [ppv(E) 2 e
1
=E 2 e
1
] = Pr [X
1
< Y
12
]
On obtient des expressions similaires pour B;C et D. Les calculs sont menés
jusqu'au bout pour deux exemples en annexe B.
Variantes de cette méthode
Dixon [20] propose une méthode dérivée de celle de Pielou pour tester si la
répartition observée résulte d'un étiquetage aléatoire. Comme Pielou, il s'appuie
sur un tableau de contingence sur les plus proches voisins, et suggère de calculer
C =
z
2
1
+ z
2
2
  2rz
1
z
2
1  r
2
avec r =
Cov(A;D)
p
VarA:VarD
z
1
=
A   E(A)
p
VarA
z
2
=
D   E(D)
p
VarD
où A (respectivement D) est le nombre d'individus de l'espèce 1 (respectivement 2)
ayant un individu de la même espèce comme plus proche voisin. Lorsque l'étiquetage
espèce 1,espèce 2 est aléatoire, C suit approximativement un 
2
à deux degrés
de liberté.
Cuzick & Edwards [10] cherchent à tester également si la répartition observée
peut résulter d'un étiquetage aléatoire. Comme pour la méthode de Pielou, l'infor-
mation récoltée est la nature des individus dans le voisinage d'un individu donné.
Plus précisément, leur test est basé sur le nombre d'individus de l'espèce 1 parmi
les k plus proches voisins d'un individu de base de l'espèce 1, et sur le nombre
d'individus de l'espèce 1 qui sont plus proches de cet individu de base que le k
eme
plus proche individu de l'espèce 2.
F.2.6 Méthodes de Ripley
Les méthodes de Ripley sont basées sur la fonction K de Ripley. Intuitivement
pour un processus ponctuel bivarié homogène, 
j
étant l'intensité du processus N
j
,

j
K
ij
(r) est le nombre moyen d'arbres de l'espèce j situés à une distance inférieure
ou égale à r d'un arbre arbitraire de l'espèce i. On a toujours K
12
= K
21
.
Choix d'un estimateur de la fonction K
Plusieurs estimateurs de K
ij
ont été proposés [9, 42, 64], la principale diculté
venant des eets de bord. Celui qui a été utilisé dans les simulations est l'estimateur
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proposé par Ripley :
^
K
ij
(r) =
A
n
1
n
2
X
i=1::n
1
X
j=1::n
2

ij
(r)
w (~x
i
; ~y
j
)
avec A surface de la zone d'étude
n
i
nombre d'arbres de l'espèce i présents dans la zone d'étude
~x
i
coordonnées du i
e
arbre de l'espèce 1
~y
j
coordonnées du j
e
arbre de l'espèce 2

ij
(r) =

1 si k~x
i
  ~y
j
k  r
0 sinon
w(~a;
~
b) proportion de la circonférence du cercle centré en ~a et passant
par
~
b qui se trouve à l'intérieur de la zone d'étude.
Le rayon r varie entre 0 et r
max
, où r
max
vaut la moitié du plus petit diamètre
de la zone d'étude.
Dénition de la dissimilarité
Les fonctions K permettent de déceler aussi bien un écart à l'indépendance des
processus marginaux qu'un écart à l'étiquetage aléatoire.
Ecart à l'indépendance des processus marginaux (méthode 1) [19, 47, 50]
L'indépendance des processus marginaux implique : K
12
(r) = K
21
(r) = r
2
.
Toute distance entre les deux fonctions K
12
(ou K
21
) et r 7! r
2
donne donc une
mesure de l'écart à l'indépendance. On a toutefois préféré dénir la dissimilarité
entre les deux répartitions marginales par
d(1; 2) =
Z
r
max
0
0
@
s
^
K
12
(r)

  r
1
A
dr
qui ne constitue pas une distance entre les fonctions
^
L
12
(r) =
q
^
K
12
(r)

et r 7! r,
mais qui a l'avantage de changer de signe selon qu'il y a attraction ou répulsion.
En eet, s'il y a attraction entre les processus marginaux à l'échelle 1=r, K
12
(r) =
K
21
(r) > r
2
; s'il y a répulsion entre les processus marginaux à l'échelle 1=r,
K
12
(r) = K
21
(r) < r
2
.
Ecart à l'étiquetage aléatoire (méthode 2) [16]
S'il y a étiquetage aléatoire, alors K
12
(r) = K
21
(r) = K
11
(r) = K
22
(r). Comme
l'on s'intéresse à la relation entre les deux processus marginaux (écart de K
12
ou
K
21
à K
11
et K
22
), et non pas à la comparaison des deux processus marginaux
(écart de K
11
à K
22
), la dissimilarité entre les deux répartitions marginales a alors
été dénie par :
d(1; 2) =
1
2
 
s
Z
r
max
0

^
L
12
(r) 
^
L
11
(r)

2
dr +
s
Z
r
max
0

^
L
12
(r) 
^
L
22
(r)

2
dr
!
avec
^
L
ij
(r) =
s
^
K
ij
(r)

; i; j = 1; 2
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F.3 Autres méthodes
D'autres méthodes encore ont été proposées pour étudier les répartitions spa-
tiales de deux espèces.
La méthode des transects notamment [56] se distingue des méthodes évoquées
jusqu'à présent par la nature de l'information qui est collectée. Elle consiste à suivre
un transect en forêt en notant l'espèce de chaque individu rencontré successivement
sur le transect. On obtient donc une suite du type 111 2 1 22 111 etc., où des
séquences de 1 alternent avec des séquences de 2. S'il y a étiquetage aléatoire des
individus par leur espèce, alors la longueur des séquences de 1 (respectivement 2)
suit une loi géométrique de paramètre p (respectivement q), et p (respectivement
q) est égal à la proportion d'individus de l'espèce 1 (respectivement 2) dans la
population totale.
Des estimations ~p et ~q des paramètres de la loi géométrique peuvent être calculées
à partir de la suite, et l'écart à la situation d'étiquetage est alors mesuré par ~p+~q 1.
D'autres pistes, qui n'ont pas encore été explorées, pourraient être aussi parcou-
rues :
 une approche de type analyse d'image pourrait être tentée. On pourrait par
exemple construire les polygones de Voronoï en aectant une couleur à chaque
espèce, et chercher à analyser la mosaïque bicolore ainsi obtenue.
 la méthode du petit chaperon rouge est une méthode par distances qui
consiste à parcourir la forêt d'arbre en arbre, en se xant des règles, puis
à étudier la suite des distances ainsi obtenue.
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Annexe G
Résultats pour la forêt de
Vancouver
G.1 Etude des répartitions univariées : tests de la
répartition aléatoire
La répartition est considérée comme une réalisation d'un processus ponctuel N.
L'hypothèse nulle est H
0
: N est un processus de Poisson homogène d'intensité .
Les tests sont :
1. Test de Thompson [61]: Soit X
(k)
la distance d'un point d'échantillonnage au
k
eme
plus proche arbre, et
 
X
(k)i

i=1::n
un échantillon de n distances indé-
pendantes ; sous H
0
, 2
P
n
i=1
X
2
(k)i
est distribué comme un 
2
à 2nk degrés
de liberté.
2. Test de Holgate [33]: SoitX
(s)
et X
(t)
(s < t) les distances d'un point d'échan-
tillonnage aux s
eme
et t
eme
plus proches arbres, et
 
X
(s)i
; X
(t)i

i=1::n
un
échantillon de n couples de distances indépendants ; sousH
0
,

P
n
i=1
X
2
(s)i

=

P
n
i=1
X
2
(t)i

est distribué comme une variable  à 2ns; 2n(t  s) degrés de liberté.
3. Test de Hines & Hines [32]: Soit X
(1)
la distance d'un point d'échantillon-
nage au plus proche arbre, et
 
X
(1)i

i=1::n
un échantillon de n distances indé-
pendantes ; sous H
0
, A = n

P
n
i=1
X
2
(1)i

=
 
P
n
i=1
X
(1)i

2
a une distribution
indépendante de , dont les valeurs critiques sont tabulées.
4. Test du 
2
: Soit n quadrats indépendants de surface S placés sur la zone
d'étude ; soit f[i
0
= 0; i
1
  1] ; [i
1
; i
2
  1] ::: [i
I 1
; i
I
  1] ; [i
I
; i
I+1
= +1[g une
partition de N en (I + 1) classes, et soit N
k
(k = 0:::I) le nombre de qua-
drats qui contiennent entre i
k
et i
k+1
  1 arbres

P
I
k=0
N
k
= n

. Soit p
k
=
P
i
k+1
 1
m=i
k
e
 S
(S)
m
m!
, 8k 2 f0; 1; :::Ig. Sous H
0
,
P
I
i=0
(N
i
  np
i
)
2
=np
i
est dis-
tribué asymptotiquement (lorsque n 7! 1) comme un 
2
à I   1 degrés de
liberté.
Pratiquement, la partition de N est choisie de sorte que N
k
 5 ; 8k et que I
soit aussi grand que possible.
Les résultats des test sont donnés dans les tableaux suivants :
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Test de Thompson Les nombres représentent Pr

X
2
 A

, où X
2
est une va-
riable aléatoire distribuée comme un 
2
à 200k degrés de liberté, et A est la valeur
de la statistique calculée à partir des distances observées.
Parcelle 1 k=1 k=2 k=3 k=4
Ab 1.000

1.000

1.000

1.000

Hw 0.948 0.686 0.884 0.965

Parcelle 2 k=1 k=2 k=3 k=4
Ab 1.000

1.000

1.000

1.000

Hw 0.777 0.538 0.791 0.872
Parcelle 3 k=1 k=2 k=3 k=4
Ab 1.000

1.000

1.000

1.000

Cw 0.797 0.955

0.988

1.000

Hw 0.948 0.995

0.996

1.000

Parcelle 4 k=1 k=2 k=3 k=4
Cw 0.997

0.864 0.908 0.945
Hw 0.900 0.802 0.691 0.770
Parcelle 5 k=1 k=2 k=3 k=4
Ab 1.000

1.000

1.000

1.000

Hw 0.980

1.000

0.999

1.000

Parcelle 6 k=1 k=2 k=3 k=4
Cw 1.000

1.000

1.000

1.000

Hw 0.999

1.000

1.000

1.000

Parcelle 7 k=1 k=2 k=3 k=4
Cw 0.994

0.998

1.000

1.000

Hw 0.992

1.000

0.999

1.000

Parcelle 8 k=1 k=2 k=3 k=4
Ab 1.000

1.000

1.000

1.000

Hw 0.677 0.759 0.634 0.926

* : H
0
est rejeté à 5% pour une répartition agrégée.
Test de Holgate Les nombres représentent Pr [B  A], où B est une variabe
aléatoire qui suit une loi  à 200s; 200(t  s) degrés de liberté, et A est la valeur de
la statistique calculée à partir des distances observées.
Parcelle 1 Ab s=1 s=2 s=3 Hw s=1 s=2 s=3
t=2 0.084 t=2 0.969
t=3 0.159 0.660 t=3 0.871 0.201
t=4 0.073 0.279 0.059 t=4 0.792 0.139 0.232
Parcelle 2 Ab s=1 s=2 s=3 Hw s=1 s=2 s=3
t=2 0.118 t=2 0.837
t=3 0.344 0.912 t=3 0.636 0.167
t=4 0.171 0.512 0.044

t=4 0.585 0.163 0.357
Parcelle 3 Ab s=1 s=2 s=3 Hw s=1 s=2 s=3
t=2 1.000

t=2 0.383
t=3 1.000

1.000

t=3 0.546 0.767
t=4 1.000

1.000

1.000

t=4 0.283 0.272 0.024

Cd s=1 s=2 s=3
t=2 0.302
t=3 0.284 0.390
t=4 0.084 0.046

0.007

Parcelle 4 Cd s=1 s=2 s=3 Hw s=1 s=2 s=3
t=2 0.998

t=2 0.827
t=3 0.992

0.501 t=3 0.887 0.773
t=4 0.986

0.475 0.441 t=4 0.851 0.672 0.381
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Parcelle 5 Ab s=1 s=2 s=3 Hw s=1 s=2 s=3
t=2 0.699 t=2 0.283
t=3 0.980

1.000

t=3 0.611 0.948
t=4 0.914 0.944 0.065 t=4 0.311 0.472 0.015

Parcelle 6 Cd s=1 s=2 s=3 Hw s=1 s=2 s=3
t=2 0.420 t=2 0.828
t=3 0.435 0.493 t=3 0.841 0.625
t=4 0.492 0.588 0.645 t=4 0.804 0.550 0.395
Parcelle 7 Cd s=1 s=2 s=3 Hw s=1 s=2 s=3
t=2 0.759 t=2 0.471
t=3 0.770 0.588 t=3 0.715 0.895
t=4 0.559 0.232 0.059 t=4 0.446 0.433 0.028

Parcelle 8 Ab s=1 s=2 s=3 Hw s=1 s=2 s=3
t=2 0.929 t=2 0.470
t=3 0.990

0.978

t=3 0.620 0.764
t=4 0.998

0.998

0.981

t=4 0.380 0.325 0.042

* : H
0
est rejeté à 5% pour une répartition agrégée.
** : H
0
est rejeté à 5% pour une répartition régulière.
Test de Hines & Hines Les nombres sont les valeurs de la statistique A calculées
à partir des distances observées.
Parcelle Ab Cd Hw
1 1.481

- 1.154

2 1.418

- 1.160

3 1.652

1.485

1.375

4 - 1.253 1.144

5 1.562

- 1.322
6 - 1.467

1.382

7 - 1.201

1.264
8 1.428

- 1.271
* : H
0
est rejeté à 5% pour une répartition agrégée.
** : H
0
est rejeté à 5% pour une répartition régulière.
Test du 
2
Les nombres représentent Pr

X
2
 A

, où X
2
est une variable dis-
tribuée comme un 
2
, et A est la valeur de la statistique calculée à partir des
comptages observés.
Parcelle Ab Cd Hw
1 0.000

- 0.222
2 0.035

- 0.931
3 0.000

0.514 0.000

4 - 0.125 0.023

5 0.013

- 0.013

6 - 0.000

0.235
7 - 0.000

0.001

8 0.000

- 0.000

* : H
0
est rejeté à 5%.
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G.2 Etude des répartitions bivariées
G.2.1 Résultats des tests de l'indépendance
1. Test basé sur les quadrats : les nombres sont Pr

X
2
 A

, où X
2
est une
variable aléatoire distribuée comme un 
2
à un degré de liberté, et A est la
valeur de la statistique calculée à partir des comptages observés. Le tableau
contient aussi le coecient de corrélation de points .
Parcelle Pr

X
2
 A


1 0.669 -0.121
2 0.883 -0.189
3 (Ab / Cw) 0.860 -0.169
3 (Ab / Hw) 0.103 0.009
3 (Cw / Hw) 0.606 -0.107
4 0.562 -0.100
5 0.961

-0.228
6 0.982

-0.260
7 0.996

-0.311
8 0.999

-0.363
* : H
0
est rejeté à 5%. Comme  < 0, il y a association négative entre les deux
répartitions marginales.
2. Test de Diggle & Cox : les nombres sont Pr [T > jtj], où T est une variable
aléatoire distribuée comme comme le coecient de corrélation  de Kendall
pour deux échantillons indépendants, et t est la valeur de  calculée à partir
des distances observées. Le tableau contient aussi t.
Parcelle 1 Pr [T > jtj] t Parcelle 4 Pr [T > jtj] t
k=1 0.335 -0.065 k=1 0.501 -0.046
k=2 0.854 -0.013 k=2 0.106 -0.109
k=3 0.986 -0.001 k=3 0.162 -0.095
k=4 0.520 -0.043 k=4 0.001

-0.229
Parcelle 2 Pr [T > jtj] t Parcelle 5 Pr [T > jtj] t
k=1 0.394 -0.058 k=1 0.003

-0.205
k=2 0.821 -0.015 k=2 0.001

-0.232
k=3 0.388 -0.059 k=3 0.000

-0.274
k=4 0.224 -0.082 k=4 0.000

-0.267
Parcelle 3 (Ab / Cw) Pr [T > jtj] t Parcelle 6 Pr [T > jtj] t
k=1 0.055 -0.130 k=1 0.053 -0.131
k=2 0.075 -0.121 k=2 0.049

-0.134
k=3 0.026

-0.151 k=3 0.027

-0.149
k=4 0.131 -0.102 k=4 0.064 -0.126
Parcelle 3 (Ab / Hw) Pr [T > jtj] t Parcelle 7 Pr [T > jtj] t
k=1 0.849 0.013 k=1 0.006

-0.185
k=2 0.981 0.002 k=2 0.020

-0.158
k=3 0.770 -0.020 k=3 0.001

-0.219
k=4 0.844 -0.013 k=4 0.000

-0.297
Parcelle 3 (Cw / Hw) Pr [T > jtj] t Parcelle 8 Pr [T > jtj] t
k=1 0.138 -0.101 k=1 0.001

-0.218
k=2 0.155 -0.097 k=2 0.011

-0.172
k=3 0.872 -0.011 k=3 0.000

-0.274
k=4 0.761 -0.021 k=4 0.000

-0.334
* : H
0
est rejeté à 5%. Comme t < 0, il y a association négative entre les deux
répartitions marginales.
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G.2.2 Valeurs des indices de dissimilarité
Parcelle 1   d
1 -0.121 -0.031 1.356
2 -0.189 -0.046 1.245
3 (Ab / Cw) -0.169 -0.126 1.626
3 (Ab / Hw) +0.009 -0.005 1.534
3 (Cw / Hw) -0.107 -0.057 1.147
4 -0.100 -0.120 1.087
5 -0.228 -0.245 1.293
6 -0.260 -0.135 1.160
7 -0.311 -0.215 1.167
8 -0.363 -0.249 1.375
 est l'indice des quadrats,  est l'indice de Diggle & Cox, d est l'indice des plus
proches voisins.
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