In this paper, we develop a new method for sensitivity analysis of discrete event dynamic systems. The method is based on the observation that event lists under nominal system parameters can be shared by simulations with slightly perturbed parameters. Thus the simulation on different system configurations may be more efficient. The resulting algorithm is exact for Markovian systems, and approximate for non-Markovian systems. Experimental results are given to study the new algorithms.
AB S T R A CT
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I N T R O D U C T I O N .
Modelling, analysis, and optimization of discrete event dynamic systems (DEDS) are gaining more interest from both research institutions and industry. A typical discrete event system evolves from one state to the other driven by a large set of events occurring in discrete times. The occurrence of these events may be affected by the required logical conditions as well as the random phenomenon in the system. This is a common feature of most modern manmade systems such as flexible manufacturing systems.
Examples of random discrete events in these systems are:
"parts arrival", "machine down", etc.
P e r t u r b a t i o n Analysis (PA), among others, is a relatively new technique aiming at more efficient use of simulation data for sensitivity analysis and optimization of DEDS (Ho (1987 (Ho ( ,1988 ). Given a simulated or observed sample path of a discrete event dynamic system, PA attempts to derive information about perturbed systems without additional simulation or observation. Recently, the concepts of state matching and event matching have been proposed, leading to the Extended Perturbation Analysis (EPA) (Ho and Li (1988) , Li (1989) ) and the Event Matching Algorithm (EMA) (Ho, Li, and Vakili (1988) ). The motivation of these methods is to overcome the limitations of infinitesimal perturbation analysis (IPA) (Heidelberger et al (1988) ). Although EPA and e v e n t matching algorithm extend the applicability of IPA, they construct a perturbed sample path by selectively cut and paste portions of the nominal sample path, wasting some usable simulation data.
In this paper, we provide a new method, which extends the idea of EPA and EMA. The new method uses all portions of nominal sample path. The algorithm is exact for Markovian systems, and approximate for n o nMarkovian systems.
The paper is organized as follows: In section 2, we formulate our problem in the discrete event simulation model. In section 3, we present our main alogrithms.
S i m u l a t i o n results are presented in section 4 to experimentally validate the new algorithms. The paper ends with a concluding remark.
PROBLEM FORMULATION.
Let x(t,0) be a random process parameterized by a real number 0. Our purpose is to construct a realization of the perturbed process x(t,0+60) from a given realization of the nominal process x(t,0).
We assume that the sample realization of the nominal process is generated by discrete event simulation. Sensitivity can be calculated from the nominal and the perturbed paths. To assist the presentation, we review the basic concept of discrete event simulation based on the generalized semi-markov process (GSMP) model (Barbour and Sehassberger (1981) ).
The basic building blocks of a discrete event simulation consist of a countable state space X, an allowable finite event list F(x) for each state x£X, a transition probability p(o;x,e) for x£X and e£ F(x), and event life time
During simulation, at any time t, a current state x(t) and event list E(t) are maintained. A realization (path) can be generated as follows: At the initial time, the system is in state x(0)=x 0 with its event list E(0)=F(x0). For each e in E(0), event life time t(e) is generated according to doe'S. Let t* and e* represent the smallest event time and the corresponding event respectively. Simulation clock is then advanced to the triggering time t*. At t*, e* triggers the next transition to a new state x(t*)=x 1 chosen according to the transition probability p(o;x0,e*). The new event list E(t*) is updated according the event scheduling rule F(xl). For any events e,e* in E(0), and e~ F(xl), e is alJowed to continue in E(t*) with event time t(e)-t*. New event times are generated in E(t*) for those events in F(x 1)
but not in E(0) according to dOe'S. With the new state and event list, the simulation continues in a similar fashion.
In order to make the above meaningful, we assume that all events in F(x) are different, and that at any time t, the event activation times are all different almost surly so that a unique triggering event is defined.
With the above GSMP formulation, we are in a position to discuss the main results.
A SIMPLE EXAMPLE.
In this section, we study a simple example to introduce the marked event idea.
Consider a simple Markov process (described in GSMP We call the above b r a n c h i n g o1" states. When a branching of states occurs, neither states nor event lists on NP and PP are the same. Let us now describe the idea of constructing a PP from the NP. At any time t, let the event lists be ENP(t) and EPP(t) on NP and PP, respectively. Let us study case i) first. Suppose at time t, both NP and PP are on state 2k-l, i.e. ENP(t)=EPP(t), and that at the transition time t*, the next states on NP and PP are 2k and 2k-l, respectively.
Thus, E N P ( t * ) = F ( 2 k ) = { e l , e 2 } , and E P P ( t * ) = F ( 2 k -1 ) = {el }. An immediate observation is E P P ( t * )~ ENP(t*). This shows that the nominal sample path carries all the information about events of the the perturbed path. To make use of this, we can simply m a r k the event e 1 in ENP(t*). Then we know that EPP(t *) equals to the marked subset of ENP(t*). Thus we do not have to generate additional events for PP. However we still have to generate the state on PP, or at least to remember t h e difference from NP. Let us call such algorithm the Marked Event Method (MEM). To compare with other algorithms, we apply EPA (Ho and Li (1988) and Event Matching Algorithm (Ho,Li, and Vakili (1989) ) to the same problem as shown in Figures 3 and 4. We see that MEM makes more use of the given nominal data.
MARKED EVENT METHOD.

An important concept is the so called s t a t i s t i c a l
similarity discussed in Ho and Li (1988) . Two s a m p l e realizations are called statistical similar if they obey the same probabilistic law. In the construction of a perturbed path, the minimum requirement is that the constructed perturbed path is statistically similar to the one from brute
To generalize the idea discussed in the previous section, force simulation.
we need to address the following two problems: First, from The property for justifying the marked event procedure
is based on the property of Markov process. Let there be m events at time t in the event list E(t), and that the residule life times of these events are: Rl(t) ... Rm(t). Suppose we replace RJ(t), for some l~j~m by a new random variable RJ(t) independently generated from the same distribution.
Clearly RJ(t)*RJ(t) a.s. Thus the sample path g e n e r a t e d
However, it may not be the case for general systems. In after this single replacement is different from the original this section, we answer these questions and present the one. The point is that the two paths are statistically main algorithm. ~ii~::~!iiii~:: 
They are: A=ENP(t) nEPP(t), B=ENP(t) N [EPP(t)] c (where the superscript c denotes complement of a set), and C=[ENP(t)]CnEPP(t).
If C is empty, we can use the marked event procedure discussed in section 2 to construct the perturbed path. On the other hand, if C is not empty, we can simply generate those events in C, and mark them only for the perturbed path. This procedure is again justified by the invariance property. Perturbed system I.[. We modify the nominal system as follows: Let P(ai+ 1 ;ai,e2 )= 1-Ap, and P(ai;ai, e2)=Ap,
To show a case that C is not empty, let us consider the following example.
Example 4.1. Consider the same system as in section 3.
Let us define the following perturbed system: i=2,4 ..... 2N. In this case, if both NP and PP are at state 2k and event e 2 triggers the next transition on NP, the next NP state will be 2k+ 1 and the next PP state will be 2k with probability Ap. Thus C={e2}. An implementation of the above idea of generating new events is shown in We show how we identify a branching of states. At each jump time t*, the next state x' is determined by the triggering event e*, the current state x, and the routing probability as: x'=y, if ~ y_<x,,y E Xp 0(Y;x,e*)_<U<~y<x,,y E XP0(Y;x,e*) (4.1)
where we assume there is a total ordering on the state space X, and u is a uniform random variable in [0, 11. To identify a branching of states, we use the same u, and apply (4.1) to p0,(o;x,e*).
With the above mechanism to identify a possible branching of states, we give the following schematic algorithm to construct a perturbed path: Thus N jobs share minimal amount of data in the simulation, offering more efficiency than simulating N jobs separately. We believe that this kind algorithm may also find application in a multiprocessor environment (another interpretation of parallel simulation).
We have seen that the Marked Event Method has the advantage of making use of the whole nominal trajectory, as opposed to earlier algorithms such as EPA and e v e n t matching algorithms. Hence, intuitively it is more efficient. The algorithm should be more advantageous for
GSMPs which have large sets of events and simpler state specification. The efficiency also depends on how the simulation is implemented (e.g. the algorithm for updating states and events etc.). We do not intend to provide a theoretical evaluation at the present time. Instead, we will validate our intuition by simulation experiments.
EXPERIMENTAL RESULTS.
In this section, we perform several experiments to test The input parameters and experimental results are shown in Table 1 in the Appendix. The data is also plotted in Fig.6 .
It is readily seen that MEM is the most efficient one. Table   5 .2. The results show that MEM offers more savings than EPA and Event Matching method. D Experiment 3. This network has been studied in Ho and Li (1988) . In that paper, because of large number of states, approximate EPA has to be used. Let us simulate this system by MEM. There will be no approximation necessary by using MEM. The system is a closed multiple class queueing network. Each service station consists of a single server, a infinite buffer with FCFS discipline.
Service time at a station is the same for all classes. Let s i be the mean service time at the ith server. Performance measure is the throughput of class 3 at server 3. We calculate the throughput sensitivity with respect to routing parameter changes. Table 5 
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