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Q-CURVATURE FLOW ON CLOSED MANIFOLDS OF EVEN DIMENSION
QU ´ˆOC ANH NGOˆ AND HONG ZHANG
Abstract. The primary objective of the paper is to use a negative gradient flow method
to study the problem of prescribing Q-curvature on even dimensional manifolds with sign-
changing curvature candidate f . Under some proper assumptions on f , we are able to
prove that the flow exists globally and converges sequentially to a conformal metric. This
limit metric has λ∞ f as its Q-curvature for some suitable constant λ∞. As byproducts,
various existence theorems for prescribed Q-curvature problem can be derived.
1. Introduction
On a closed manifold (Mn, g) of dimension n > 3, a formally self-adjoint geometric
differential operator Ag of the metric g is called conformally covariant of bidegree (a, b) if
Agw (ϕ) = e
−bwAg(eawϕ) (1.1)
for all ϕ ∈ C∞(Mn), where gw := e2wg is a conformal metric to g.
A typical geometric differential operator in conformal geometry is the second-order
conformal Laplacian which is defined by
Lg := −∆g +
n − 2
4(n − 1)Rg,
where Rg is the scalar curvature of g. Lg is conformally covariant of bidegree ((n−2)/2, (n+
2)/2) since
Lgw (ϕ) = e
−(n+2)w/2Lg(e(n−2)w/2ϕ) (1.2)
for all ϕ ∈ C∞(Mn). If we write u4/(n−2) = e2w, then Eq. (1.2) reads
Lgw (ϕ) = u
−(n+2)/(n−2)Lg(uϕ)
for all ϕ ∈ C∞(Mn). By setting ϕ ≡ 1, we get, under the conformal change of metric
gu = u
4/(n−2)g, the transformation law of the scalar curvature Rg
− 4(n − 1)
n − 2 ∆gu + Rgu = Rguu
(n+2)/(n−2). (1.3)
In the literature, Eq. (1.3) is closely related to the prescribed scalar curvature problem
with the prescribed function Rgu . This challenging problem has already captured much
attention by many mathematicians during the last few decades. Notice that when Rgu is
constant, the prescribed scalar curvature problem becomes the famous Yamabe problem.
Since the readers can easily find the literature for these two problems, we do not mention
any particular reference here.
The first higher order example of conformal operators is the fourth-order Paneitz oper-
ator P4 on (M4, g), discovered by [Pan83]. This operator is given as follows
P4g = (−∆g)2 · −divg
((2
3
Rgg − 2Ricg
)
d ·
)
, (1.4)
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where d is the differential and Ricg denotes the Ricci tensor ( Note that the superscript
4 does not denote the dimension of the underlying manifold but the order of the Paneitz
operator). The Paneitz operator P4g is conformally covariant of bidegree (0, 4) because
under the conformal change gu = e
2ug, there holds
P4gu(ϕ) = e
−4uP4g(ϕ) (1.5)
for all ϕ ∈ C∞(M4). Upon letting ϕ ≡ 1, we deduce that
Q4gu = e
−4u(P4gu + Q
4
g),
where the quantity Q4g is defined by
Q4g = −
1
6
(∆Rg − R2g + 3|Ricg |2).
The quantity Q4g, discovered by Branson [Bra85], is called the Q-curvature associated with
the Paneitz operator P4 on (M4, g). One of many interesting features of the Q-curvature,
by the Gauss–Bonnet–Chern theorem, is that it obeys the following identity∫
M
Q4gdµg +
1
4
∫
M
|Wg|2g dµg = 8π2χ(M),
where χ(M) is the Euler characteristic of M4 and Wg is the Weyl tensor. Since the Weyl
tensor Wg is conformally invariant, the total Q-curvature
∫
M
Q4gdµg is also conformally
invariant; that is the value
k4 :=
∫
M
Q4gdµg
does not depend on the metric g but the conformal class [g] represented by g. As Aubin’s
threshold in the Yamabe problem, there is a threshold 16π2 for k4 in the Q-curvature prob-
lems on M4. (The number 16π2, which is 3!vol(S4), is exactly equal to
∫
S4
Q4g
S4
dµg
S4
being
calculated with respect to the standard metric gS4 on S
4.)
For general even dimension n > 4, Graham, Jenne, Mason and Sparling [GJMS92]
discovered a similar operator Png which is also a conformally invariant self-adjoint operator
of order n with leading term (−∆)n/2. This operator is commonly known as the GJMS
operator. The work [GJMS92] was based on an earlier one by Fefferman and Graham
[FG85]. The GJMS operator is conformally covariant of bidegree (0, n) in the sense that
under the conformal change gu = e
2ug, there holds
Pngu(ϕ) = e
−nuPng(ϕ) (1.6)
for all ϕ ∈ C∞(Mn). As in the fourth order case, the higher order operator Png has an
associated curvature quantity Qng ( see [Bra93, page 11] ). The quantity Q
n
g satisfies a
similar transformation law as Q4g does, namely
Qngu = e
−nu(Pngu + Q
n
g). (1.7)
To proceed further, let us first describe the prescribed Q-curvature problem. Assume
that (Mn, g0) is a closed manifold of even dimension n with background metric g0 and that
f is a smooth function on M. Then one may ask if there exists a pointwise conformal
metric g, that is g = e2ug0 for some smooth function u, such that f can be realized as the
Q-curvature of g. Now, thanks to the rule (1.7), this geometric problem is equivalent to
solving the higher order nonlinear equation
P0u + Q0 = f e
nu, (1.8)
where we set P0 := P
n
g0
and Q0 := Q
n
g0
. In consequence, we also set Pg := P
n
g and Qg := Q
n
g
for brevity.
For f > 0, Brendle [Bre03] used a flow approach to show that Eq.(1.8) has a solution
under two assumptions: (1) P0 is (weakly) positive with kernel consisting of the constant
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functions and (2)
∫
M
Q0 dµg0 =: kn < (n− 1)!ωn, where ωn is the volume of unit sphere Sn
in Rn+1. By the positivity of P0 we mean∫
M
u · P0u dµg0 > λ1(P0)
∫
M
(u − u)2 dµg0 > 0 (1.9)
for all smooth function u. Here λ1(P0) is the first nontrivial eigenvalue of the operator P0
and
u =
1
vol(M, g0)
∫
M
u dµg0
denotes the average of u calculated with respect to g0. (In the rest of our paper, by vol(K)
we mean that the volume of K(⊂ M) is calculated with respect to g0. If we want to empha-
size that the metric g is being used to calculate the volume of K, we shall write vol(K, g).)
Given any initial data u0, Brendle considered the evolution of metrics as follows
∂g(t)
∂t
= −
(
Qg(t) −
∫
M
Q0 dµg0∫
M
f dµg0
f
)
g(t) for t > 0,
g(0) =e2u0g0.
(1.10)
Then, he proved that the flow (1.10) has a solution which is defined to all time and con-
verges at infinity to a metric g∞ with
Qg∞ =
∫
M
Q0 dµg0∫
M
f dµg0
f .
For f changing sign, Baird et al. [BFR06] considered the problem of prescribing Q-
curvature on 4-manifolds. They adopt an abstract negative gradient flow which is different
from (1.10). To be precise, they considered the functional
J[u] =
∫
M
u · P0u dµg0 + 2
∫
M
Qou dµg0 ,
on the Sobolev space H = H2(M, g0) under the constraint
u ∈ X :=
{
u ∈ H :
∫
M
e4u f dµg0 =
∫
M
Q0 dµg0
}
.
Then, they studied the following negative gradient flow of functional J with respective to
hypersurface X of Sobolev space H  ∂tu = −∇
X J(u)
u(0) = u0 ∈ X.
(1.11)
If the flow (1.11) exists for all time and converges at infinity, then the limit function u∞
yields a solution to (1.8) with n = 4.
For general manifolds of even dimension, there were two ways to improve Brendle’s
result. One way, provided by Baird et al. [BFR09], is to relax the assumption on the
positivity of P0 and allow f to take zero value. However, they kept using the assumption
that P0 has the trivial kernel. The other way, given by the same research group, Fardoun et
al. [FR12] is to allow the positive operator P0 to have non-trivial kernel in the sense that
its kernel has dimension at least 2.
Inspired by the work [BFR06] for sign-changing candidates in 4 dimension and by the
work [Bre03] for positive candidates in higher dimensions, the aim of the paper is to study
the prescribedQ-curvature problem on all even dimensional manifolds where the candidate
curvature f is allowed to change sign. The method we used here is again the negative
gradient flow which is analogous to (1.10) (see also [NX15]). Now, let us describe our
flow method and state the main results of the paper.
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As in [BFR06], we consider the following energy functional
E [u] =
n
2
∫
M
u · P0u dµg0 + n
∫
M
Q0u dµg0 (1.12)
on the Sobolev space Hn/2(M, g0) under the following constraint
u ∈
{
u ∈ Hn/2(M, g0) :
∫
M
f enu dµg0 =
∫
M
Q0 dµg0
}
=: Y. (1.13)
Because P0 has the leading term (−∆)n/2, it is not hard to see that there exists a positive
constant C depending only on M, such that for any u ∈ Hn/2(M, g0) we have
C−1
∫
M
u · (−∆0)n/2u dµg0 6
∫
M
u · P0u dµg0 6 C
∫
M
u · (−∆0)n/2u dµg0 . (1.14)
Notice that an usual norm for Hp(M, g0) is given by
‖u‖2Hp(M,g0) =
∫
M
|(−∆0)p/2u|2 dµg0 +
∫
M
u2 dµg0 . (1.15)
However, in view of (1.14), we may define an equivalent norm on Hn/2(M, g0)
‖u‖2
Hn/2(M,g0)
=
∫
M
u · P0u dµg0 +
∫
M
u2 dµg0 . (1.16)
Now, we define our negative gradient flow for the functional (1.12) under the constraint
(1.13) as follows
∂
∂t
g(t) = −2(Qg(t) − λ(t) f )g(t), (1.17)
where the parameter λ is chosen, instead of preserving the volume of metric g(t) in (1.10),
to fix the quantity
∫
M
f dµg(t) for all time. A direct calculation for
d
dt
∫
M
f dµg(t) = 0 shows
that ∫
M
f (λ(t) f − Qg(t)) dµg(t) = 0. (1.18)
Hence, the natural choice of λ is
λ(t) =
∫
M
f Qg(t) dµg(t)∫
M
f 2 dµg(t)
. (1.19)
Consequently, the constraint (1.13) is preserved along the flow. Up to this point, we can
state our first main result:
Theorem 1.1. Let (M, g0) be a compact, oriented n-dimensional Riemannian manifold
with n even. Assume that the GJMS operator P0 is positive with kernel consisting of con-
stant functions. Moreover, assume that the metric g0 satisfies∫
M
Q0 dµg0 < (n − 1)!ωn.
Also, we choose the initial metric g(0) = e2u0g0 with u0 ∈ Y and let f be a smooth function
on M such that
(i) supx∈M f (x) > 0 if
∫
M
Q0 dµg0 > 0,
(ii) supx∈M f (x) > 0 and infx∈M f (x) < 0 if
∫
M
Q0 dµg0 = 0,
(iii) supx∈M f (x) 6 C0 and infx∈M f (x) < 0 if
∫
M
Q0 dµg0 < 0,

(1.20)
where C0 is a positive constant depending only on f
−
= max(− f (x), 0), u0, g0, and M.
Then, the flow (1.17) has a smooth solution on [0,+∞). In addition, there exists a smooth
function u∞ and a real number λ∞ such that, for a suitable time sequence (t j) j with t j →
Q-CURVATURE FLOW 5
+∞ as j → +∞, there hold (i) ||u(t j) − u∞||C∞(M,g0) → 0, (ii) |λ(t j) − λ∞| → 0, and (iii)
||Qg(t j) − λ∞ f ||C∞(M,g0) → 0, as j → +∞.
We now consider the case M = Sn, the standard n-sphere, equipped with the standard
metric gSn . Notice that on S
n, the GJMS operator PgSn is positive with kernel consisting of
constant functions; see Appendix C. LetG be a group of isometries of Sn. Then a function
f is said to be G-invariant if it satisfies
f (σx) = f (x)
for all σ ∈ G and x ∈ Sn. Furthermore, we say that a conformal metric g to gSn is G-
invariant if u is a G-invariant function when g is written as g = e2ugSn . Let Σ be the set of
fixed points of G, that is,
Σ = {x ∈ Sn : σx = x for all σ ∈ G}.
Our next result reads
Theorem 1.2. Let f be a smooth and G-invariant function on Sn with supx∈Sn f > 0.
Choose the initial metric g(0) = e2u0gSn with u0 ∈ Y being G-invariant. If either
(a) Σ = ∅ or
(b)
sup
x∈Σ
f (x) 6 (n − 1)! exp
(
− E [u0]
(n − 1)!ωn
)
,
then the flow (1.17) has a solution which is defined to all time. In addition, there exists a
smooth function u∞ such that, for a suitable time sequence (t j) j with t j → +∞ as j → +∞,
there hold (i) ||u(t j)−u∞||C∞(M,g0) → 0, (ii) |λ(t j)−1| → 0, and (iii) ||Qg(t j)− f ||C∞(M,g0) → 0,
as j → +∞.
Remark 1.3. In view of Theorems 1.1 and 1.2, we do not obtain the uniform but sequential
convergence of our flow. This is because the Lojasiewicz-Simon inequality may not hold
in our setting. In view of a similar situation by Struwe [Str17] for the curvature flow on
torus, we believe, in fact, that “bubbling” phenomena of the flow (1.17) may appear. The
”bubbling” might give rise to infinitely many different sub-sequential limits of the flow as
t → +∞ in a certain limit regime. This is our forthcoming paper [NZ18].
Although the uniform convergence in time t is not guranteed in general, it indeed holds
true in some special cases.
Theorem 1.4. Assume all hypotheses in Theorems 1.1 and 1.2 . If
∫
M
Q0 dµg0 , 0, then
there hold ||Qg(t)− f ||C∞(M,g0) → 0 and |λ(t)−1| → 0 as t → +∞. While
∫
M
Q0 dµg0 < 0 and
f 6 0, one has (i) ||u(t)−u∞||C∞(M,g0) → 0, (ii) |λ(t)−1| → 0, and (iii) ||Qg(t)− f ||C∞(M,g0) → 0
exponentially fast, as t → +∞.
Before stating direct consequences of Theorems 1.1 and 1.2, let us mention that, as
already shown in [Li95, Section 5], there exists a conformal diffeomorphism
φy,r : S
n → Sn
associated with y ∈ Sn and r > 0. To be more precise, the diffeomorphism φy,r is given by
φy,r(x) = π
−1
y (rπy(x)), (1.21)
where πy : S
n → Rn is the stereographic projection, with y as the north pole, to the
equatorial plane of Sn. Then we have the following result.
Corollary 1.5. Let (M, g0) be a compact, oriented n-dimensional Riemannian manifold
with n even. Assume that the GJMS operator P0 is positive with kernel consisting of
constant functions. Let f be a non-constant, smooth function on M. Then, we have the
following claims:
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(i) Assume that
∫
M
Q0 dµg0 < 0 and that f satisfies two assumptions:
(a) infx∈M f (x) < 0 and
(b) there exists a positive constant C depending only on f −, g0, and M such that
supx∈M f (x) 6 C.
Then there exists a conformal metric to g0 with Q-curvature f . In particular, the
assertion holds for f 6 0.
(ii) Assume that
∫
M
Q0 dµg0 = 0. Then there exists a conformal metric to g0 with
Q-curvature α f for α ∈ {−1, 1} provided supx∈M f (x) > 0, infx∈M f (x) < 0, and∫
M
f dµg0 , 0.
(iii) Assume that 0 <
∫
M
Q0 dµg0 < (n − 1)!ωn. Then there exists a conformal metric
to g0 with Q-curvature f if and only if supx∈M f (x) > 0.
(iv) Let M = Sn and f be a G-invariant function on Sn with supx∈Sn f > 0. If either
(a) Σ = ∅ or
(b) there exist y0 ∈ Σ and r0 > 0 such that
sup
x∈Σ
f (x) 6 max
{
1
ωn
∫
Sn
f ◦ φy0,r0 dµSn , 0
}
, (1.22)
then there exists a G-invariant conformal metric to g0 with Q-curvature f . In
particular, if
sup
x∈Σ
f (x) 6 max
{
1
ωn
∫
Sn
f dµSn , 0
}
,
then there exists a G-invariant conformal metric to g0 with Q-curvature f .
In view of Corollary 1.5 (ii) above, we are unable to get rid of the multiple α as the
sign of λ∞ cannot be determined. However, if we further assume that f satisfies an extra
assumption ∫
M
f e4u˜ dµg0 = 0 (1.23)
for some suitable u˜ ∈ C2(M), then Baird et al. showed that α = −sgn
( ∫
M
f dµg0
)
; see
[BFR06, Corollary 2.4]. Unfortunately, their proof seems to be effective only for 4-
dimension. Later on, Ge and Xu [GX08] used a variational approach to remove the extra
condition (1.23) for all even dimensional case; see Appendix A.
Before closing this section, we note that, as in [BFR06] and [Bre03], the metric g0 in
Theorem 1.1 is limited to the so-called “subcritical” case in the sense kn < (n−1)!ωn. When
kn > (n−1)!ωn, the analysis is delicate since blow-up phenomenamay occur. This answers
why in Theorem 1.2 we require several extra conditions. We note that on the standard
model Sn, hence kn = (n − 1)!ωn, a lot of attempts by different methods have already
been performed. For interested readers, we refer to [WX98, Bre03, Bre06, MS06, CX11,
Ho12] and the references therein. Other sources of useful information for the problem of
prescribing Q-curvature can also be found, for example, in [DM08, LLL12, GM15].
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2. The flow equation and its energy functional
The purpose of this section is to derive a flow equation for the conformal factor u. Using
this flow equation, we shall show that the energy functional E is non-increasing along the
flow.
Since the evolution equation (1.17) preserves the conformal structure, we may write
g(t) = e2u(t)g0 for some real-valued function u. Then, we have
∂
∂t
u(t) = λ(t) f − Qg(t) (F)
for all t > 0. Thanks to (1.7), we also obtain
∂
∂t
u(t) = −Pg(t)u − e−nuQ0 + λ(t) f
for all t > 0. By easy calculations, we also obtain the formulae for ∂tQg(t) and ∂tλ(t) along
the flow.
Lemma 2.1. Suppose that u(t) is a solution to the flow (F). Then, we have the following
claims:
∂
∂t
Qg(t) = −Pg(t)(Qg(t) − λ(t) f ) + nQg(t)(Qg(t) − λ(t) f )
and
λ′(t) =
( ∫
M
f 2 dµg(t)
)−1 ∫
M
(
Pg(t) f − nλ(t) f 2
)(
λ(t) f − Qg(t)
)
dµg(t)
where, as always, Pg(t) = e
−nuP0 is the GJMS operator with respective to the conformal
metric g(t).
Proof. Since this is just a routine calculation, we leave the proof to the reader. 
Lemma 2.2. Suppose that u(t) is a solution to the flow (F). Then, one has
dE [u]
dt
= −n
∫
M
(Qg(t) − λ(t) f )2 dµg(t).
In particular, the energy functional E [u] is non-increasing along the flow.
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Proof. It follows from the flow equation (F), (1.7), and (1.18) that
dE [u]
dt
=
n
2
∫
M
ut · P0u + u · P0ut dµg0 + n
∫
M
Q0ut dµg0
= − n
∫
M
(Qg(t) − λ(t) f )Qg(t) dµg(t)
= − n
∫
M
(Qg(t) − λ(t) f )2 dµg(t) + nλ(t)
∫
M
f (λ(t) f − Qg(t)) dµg(t)
= − n
∫
M
(Qg(t) − λ(t) f )2 dµg(t).
The proof is complete. 
Before going further, let us recall some important inequalities that will be used in the
paper. First, we recall the Gagliardo–Nirenberg interpolation inequality∫
M
|∇ jϕ|p dµg0 6 C p
( ∫
M
|∇mϕ|r dµg0
)pα/r( ∫
M
|ϕ|q dµg0
)p(1−α)/q
(2.1)
for someC > 0 with 0 < α < 1 6 q, r 6 +∞ satisfying 1/p = j/n+(1/r−m/n)α+(1−α)/q.
Since the operator P0 is self-adjoint and positive with kernel consisting of constant
functions, we can apply Adam’s inequality [Ada88, Theorem 2] to get∫
M
exp
(
n!ωn
2
(u − u)2∫
M
u · P0u dµg0
)
dµg0 6 CA (2.2)
for some constant CA > 0. A detailed explanation for the validity of (2.2) can be found,
for example, in [Bre03, page 330]. As a consequence of (2.2), we obtain the following
Trudinger-type inequality∫
M
exp
(
α(u − u)) dµg0 6CA exp ( α22n!ωn
∫
M
u · P0u dµg0
)
(2.3)
for all real number α. Finally, when working on Sn, instead of using Adam’s inequality
(2.2), we shall use the following sharp Beckner’s inequality
1
ωn
∫
Sn
enu dµg0 6 exp
( n
2(n − 1)!ωn
∫
Sn
u · P0u dµg0 +
n
ωn
∫
Sn
u dµg0
)
(2.4)
see [CY92, Eq. (4.1”)].
3. Boundedness of u(t) in Hn/2(M, g0) for 0 6 t 6 T
In this section, we aim to show that u(t) is uniformly bounded in Hn/2(M, g0) for all t in
the maximal interval of existence. To see this, we will split our argument into four cases
depending on the sign and value of
∫
M
Q0 dµg0 .
3.1. The case
∫
M
Q0 dµg0 = 0. Since u0 ∈ Y and ddt
∫
M
f dµg(t) = 0, we conclude that∫
M
f dµg(t) = 0 for all t > 0. Using this property, we obtain the following result.
Lemma 3.1. Along the flow (F), the volume of g(t) denoted by vol(M, g(t)) is preserved.
Hence, if we set V0 =
∫
M
enu0 dµg0 , then
∫
M
enu(t) dµg0 = V
0 for all t.
Proof. Clearly, we have
d
dt
∫
M
enu(t) dµg0 =n
∫
M
ut dµg(t) = n
∫
M
(
λ(t) f − Qg(t)
)
dµg(t)
=n
(
λ(t)
∫
M
f dµg(t) −
∫
M
Q0 dµg0
)
= 0.
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Hence
∫
M
enu(t) dµg0 is constant along the flow; this proves the assertion. 
Lemma 3.2. There exists a uniform constant C > 0 such that
‖u(t)‖Hn/2(M,g0) 6 C
for all time t in the maximal interval of existence.
Proof. From Lemma 2.2, it follows that
n
2
∫
M
u · P0u dµg0 + n
∫
M
Q0(u − u) dµg0 6 E [u0]. (3.1)
Using the Poincare´-type inequality (1.9), we get∫
M
(u − u)2 dµg0 6
1
λ1(P0)
∫
M
u · P0u dµg0 ,
which together with Young’s inequality implies that∣∣∣∣∣n
∫
M
Q0(u − u) dµg0
∣∣∣∣∣ 6 n4
∫
M
u · P0u dµg0 +
n
λ1(P0)
∫
M
Q20 dµg0 . (3.2)
By substituting (3.2) into (3.1), we have∫
M
u · P0u dµg0 6
4
n
E [u0] +
4
λ1(P0)
∫
M
Q20 dµg0 , (3.3)
Hence, in view of (1.16), to bound ‖u(t)‖Hn/2(M,g0), it suffices to bound
∫
M
u(t) dµg0 . By
Jensen’s inequality and Lemma 3.1, we have that
enu 6
1
vol(M)
∫
M
enu dµg0 =
V0
vol(M)
.
Therefore,
u 6
1
n
log
( V0
vol(M)
)
.
To bound u from below, we apply the Trudinger-type inequality (2.3) and (3.3) to get∫
M
exp
(
n(u − u)) dµg0 6 CA exp ( 2E [u0](n − 1)!ωn + 2nλ1(P0)(n − 1)!ωn
∫
M
Q20 dµg0
)
.
Since
∫
M
enu dµg0 = V
0, we conclude that
exp
( − nu) 6 CA
V0
exp
( 2E [u0]
(n − 1)!ωn
+
2n
λ1(P0)(n − 1)!ωn
∫
M
Q20 dµg0
)
.
Hence, we get
u > −
(1
n
log
(CA
V0
)
+
2
λ1(P0)(n − 1)!ωn
∫
M
Q20 dµg0 +
2E [u0]
n!ωn
)
.
Our proof is thus complete by combining all estimates above. 
3.2. The case 0 <
∫
M
Q0 dµg0 < (n − 1)!ωn. Notice that
∫
M
f enu dµg0 =
∫
M
Q0 dµg0 for
all t > 0. Therefore,∫
M
Q0 dµg0 =
∫
M
f enu dµg0 6 (sup
M
f )
∫
M
enu dµg0 .
Hence, ∫
M
enu dµg0 >
1
supM f
∫
M
Q0 dµg0 . (3.4)
Combining (2.3) and (3.4) gives
n/2
(n − 1)!ωn
∫
M
u · P0u dµg0 > log
∫
M
exp
(
n(u − u)) dµg0 − logCA
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> log
(
1
CA supM f
∫
M
Q0 dµg0
)
− nu.
Thus, we have
u > − n/2
n!ωn
∫
M
u · P0u dµg0 +
1
n
log
(
1
CA supM f
∫
M
Q0 dµg0
)
. (3.5)
Using (3.5) and Lemma 2.2, we get
E [u0] >
n
2
∫
M
u · P0u dµg0 + n
∫
M
Q0(u − u) dµg0 + nu
∫
M
Q0 dµg0
>
n
2
(
1 −
∫
M
Q0 dµg0
(n − 1)!ωn
) ∫
M
u · P0u dµg0 + n
∫
M
Q0(u − u) dµg0
+
∫
M
Q0 dµg0 log
(
1
CA supM f
∫
M
Q0 dµg0
)
.
(3.6)
Since
∫
M
Q0 dµg0 < (n − 1)!ωn, we have by Young’s inequality and (1.9) that∣∣∣∣∣n
∫
M
Q0(u − u) dµg0
∣∣∣∣∣ 6 n4
(
1 −
∫
M
Q0 dµg0
(n − 1)!ωn
) ∫
M
u · P0u dµg0
+
n
∫
M
Q2
0
dµg0
λ1(P0)
(
1 − (
∫
M
Q0 dµg0
)
/(n − 1)!ωn
) .
(3.7)
By substituting (3.7) into (3.6), we conclude that there exists a uniform constant C2 > 0
such that ∫
M
u · P0u dµg0 6 C2. (3.8)
Now substituting (3.8) into (3.5) yields that
u > C3, (3.9)
for some uniform constant C3. To obtain an upper bound for u, we notice that (3.2) still
holds in this case. Hence by substituting (3.2) into the first inequality in (3.6), by the
positivity of P0, and by the fact that
∫
M
Q0 dµg0 > 0, we get
u 6
(n/λ1(P0))
∫
M
Q2
0
dµg0 + E [u0]
n
∫
M
Q0 dµg0
. (3.10)
By plugging (3.8), (3.9), and (3.10) into (1.9), we conclude that there exists a uniform
constant C4 > 0 such that ∫
M
u2 dµg0 6 C4. (3.11)
The assertion follows by combining (3.8) and (3.11).
3.3. The case
∫
M
Q0 dµg0 < 0. To achieve our goal, we first need an analogue of [BFR06,
Lemma 4.1] whose proof is provided in Appendix B for completeness.
Lemma 3.3. Let K be a measurable subset of M with vol(K) > 0. Then there exist two
constants α > 1 depending on M and g0 and CK > 1 depending on M, g0, and vol(K) such
that ∫
M
enu dµg0 6 CK exp
(
α‖u0‖2Hn/2(M,g0)
)
max
{( ∫
K
enu dµg0
)α
, 1
}
.
With help of this lemma, we are able to obtain a uniform bound for vol(M, g(t)) along
the flow.
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Lemma 3.4. Suppose the flow (F) is defined on [0, T ) for some T > 0. Also, assume that
there exists a constant C0 depending on f
−, u0, g0, and M such that supM f 6 C0. Then,
there exists a uniform constant γ > 0 such that∫
M
enu(t) dµg0 6 γ
for all t ∈ [0, T ).
Proof. Let f + = max( f , 0) and define
K =
{
x ∈ M : f (x) 6 1
2
inf
M
f
}
.
Notice that K , ∅ due to the fact that infM f < 0. Hence, by the continuity of f , we
conclude vol(K) > 0. Since u0 ∈ Y, we have
−
∫
M
Q0 dµg0 = −
∫
M
f enu0 dµg0 =
∫
M
f −enu0 dµg0−
∫
M
f +enu0 dµg0 6 − inf
M
f
∫
M
enu0 dµg0 ,
which implies that
1
(infM f )
∫
M
Q0 dµg0 6
∫
M
enu0 dµg0 .
From (2.3) and Young’s inequality we know that∫
M
enu0 dµg0 6CA exp
(
n
2(n − 1)!ωn
∫
M
u0 · P0u0 dµg0 +
n
vol(M)
∫
M
u0 dµg0
)
6CA exp
( n!ωn
2vol(M)
)
exp
( n
2(n − 1)!ωn
∫
M
[
u0 · P0u0 + u20
]
dµg0
)
6C2 exp
(
C2‖u0‖2Hn/2(M,g0)
)
,
(3.12)
where C2 is a constant depending on M and g0. Here, we may assume that C2 > 1.
Therefore, we get
1
infM f
∫
M
Q0 dµg0 6 C2 exp
(
C2‖u0‖2Hn/2(M,g0)
)
. (3.13)
Now choose the constant C0 in the lemma such that
C0 =
− infM f
8αCKC
α−1
2
· exp ( − (α(C2 + 1) −C2)‖u0‖2Hn/2(M,g0)),
where CK and α are those constants in Lemma 3.3. Moreover, set
γ = 2Ck(8C2)
α exp
(
(C2 + 1)α‖u0‖2Hn/2(M,g0)
)
.
Now, we claim that ∫
M
enu dµg0 6 γ, (3.14)
for all t ∈ [0, T ). To see this, we let
I =
{
t ∈ [0, T ) :
∫
M
enu(s) dµg0 6 γ for all s ∈ [0, t]
}
.
From (3.12), we have that 0 ∈ I. Set β = sup I. Suppose that β < T . Then by continuity,
we have ∫
M
enu(β) dµg0 = γ. (3.15)
Notice that u(t) ∈ Y for all t ∈ [0, T ). Hence, in particular, u(β) ∈ Y. In the following, we
split our argument into two cases.
Case 1. Suppose that ∫
M
f +enu(β) dµg0 6
1
2
∫
M
f −enu(β) dµg0 .
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Then the fact that u(β) ∈ Y gives
−
∫
M
Q0 dµg0 =
∫
M
(− f )enu(β) dµg0 =
∫
M
f −enu(β) dµg0 −
∫
M
f +enu(β) dµg0
>
1
2
∫
M
f −enu(β) dµg0 .
This together with the fact that 2 f − > − infM f for all x ∈ K yields∫
K
enu(β) dµg0 6
4
infM f
∫
M
Q0 dµg0 . (3.16)
Combining (3.13) and (3.16) gives∫
K
enu(β) dµg0 6 8C2 exp
(
C2‖u0‖2Hn/2(M,g0)
)
.
From Lemma 3.3, it follows that∫
M
enu(β) dµg0 6CK exp
(
α‖u0‖2Hn/2(M,g0)
)
max
{( ∫
K
enu(β) dµg0
)α
, 1
}
6CK exp
(
α‖u0‖2Hn/2(M,g0)
)
max
{
(8C2)
α exp
(
αC2‖u0‖2Hn/2(M,g0)
)
, 1
}
6CK(8C2)
α exp
(
(C2 + 1)α‖u0‖2Hn/2(M,g0)
)
=γ/2,
which contradicts (3.15).
Case 2: Suppose that ∫
M
f +enu(β) dµg0 >
1
2
∫
M
f −enu(β) dµg0 .
Again by using the fact that 2 f − > − infM f for all x ∈ K and (3.15), we can estimate∫
K
enu(β) dµg0 6
2
− infM f
∫
M
f −enu(β) dµg0
6
4
− infM f
∫
M
f +enu(β) dµg0 6
4γ supM f
− infM f
.
By the choice of γ and C0, we then have∫
M
enu(β) dµg0 6 8C2 exp
(
C2‖u0‖2Hn/2(M,g0)
)
.
Thus, by arguing as above, we obtain a contradiction once more. Hence, the claim (3.14)
holds and the lemma is proved. 
Lemma 3.5. Suppose that the flow (F) is defined on [0, T ). Then, there exists a uniform
constant C > 0 such that
‖u(t)‖Hn/2(M,g0) 6 C
for all t ∈ [0, T ).
Proof. From Lemma 3.4 and Jensen’s inequality, it follows that
u 6
1
n
log
∫
M
enu dµg0
vol(M)
6
1
n
log
γ
vol(M)
. (3.17)
By Lemma 2.2, we get
n
2
∫
M
u · P0u dµg0 + n
∫
M
Q0(u − u) dµg0 + nu
∫
M
Q0 dµg0 6 E [u0]. (3.18)
Substituting (3.2) into (3.18) yields
n
4
∫
M
u · P0u dµg0 + nu
∫
M
Q0 dµg0 6 E [u0] +
n
λ1(P0)
∫
M
Q20 dµg0 . (3.19)
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By (3.17) and (3.19), we have∫
M
u · P0u dµg0 6 −
4
n
log
γ
vol(M)
∫
M
Q0 dµg0 +
4E [u0]
n
+
4
λ1(P0)
∫
M
Q20 dµg0︸                                                                           ︷︷                                                                           ︸
=:C3
. (3.20)
By the Poincare´-type inequality (1.9), we have∫
M
(u − u)2 dµg0 6
1
λ1(P0)
∫
M
u · P0u dµg0 6
C3
λ1(P0)
.
To finish the proof of the lemma, it remains to get a lower bound for u. Indeed, from the
positivity of P0, (3.19), and
∫
M
Q0 dµg0 < 0, we know that
u >
(n/λ1(P0))
∫
M
Q2
0
dµg0 + E [u0]
n
∫
M
Q0 dµg0
.
We thus conclude that there exists a uniform constant C4 > 0 such that∫
M
u2 dµg0 6 C4. (3.21)
Combining (3.20) and (3.21) yields the assertion. 
3.4. The case M = Sn. In this subsection, we consider the case when (M, g0) is the stan-
dard sphere Sn equipped with the standard metric gSn . In this scenario, it is well-known
that Q0 ≡ (n − 1)!.
As we have already seen before, the strict inequality
∫
M
Q0 dµg0 < (n − 1)!ωn is cru-
cial in Subsections (3.1)–(3.3). However, this is no longer the case in this new setting.
Therefore, to obtain the uniform boundedness of u(t) in Hn/2(Sn), we need the following
concentration–compactness lemma whose proof is provided in Appendix B.
Lemma 3.6. We have the following alternatives:
(i) Either there exists a uniform constant C > 0 such that
‖u(t)‖Hn/2(Sn ,gSn ) 6 C
for all t ∈ [0, T ) or
(ii) there exists a sequence tk → T as k → +∞ and a point x∞ ∈ Sn such that there
holds
lim
k→+∞
∫
Br(x∞)
f enu(tk ) dµSn = (n − 1)!ωn, (3.22)
for all r > 0. Here Br(x∞) is the geodesic ball in Sn with radius r and centered at
x∞. In addition, there holds
lim
k→+∞
∫
Br(y)
f enu(tk) dµSn = 0, (3.23)
for all y ∈ Sn\{x∞} and all 0 6 r < dist(y, x∞).
Note that Lemma 3.6 is a higher dimensional analogue of [BFR06, Lemma 4.2]. With
help of this lemma, we can conclude that u(t) is uniformly bounded in Hn/2(Sn, gSn).
Lemma 3.7. Suppose that the flow (F) is defined on [0, T ). Then, there exists a uniform
constant C > 0 such that
‖u(t)‖Hn/2(Sn ,gSn ) 6 C,
for all t ∈ [0, T ).
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Proof. Since u0 is G-invariant and the solution u(t) is unique, it is not hard to see that u(t)
is also G-invariant. Moreover, the uniqueness of u(t) also helps us to assume that
E [u(t)] < E [u0] (3.24)
for t > 0. We now prove the lemma by way of contradiction. Suppose that u(t) is not
uniformly bounded in Hn/2(Sn) for t ∈ [0, T ). It follows from Lemma 3.6 that there exists
x∞ ∈ Sn satisfying (3.22) for all r > 0. We have the following two possible cases:
Case 1. The case Σ = ∅. In this scenario, we can find σ ∈ G such that σ(x∞) , x∞. From
the fact that u(t) is G-invariant we have
lim
k→+∞
∫
Br(σ(x∞))
f enu(tk) dµSn = lim
k→+∞
∫
Br(x∞)
f enu(tk ) dµSn = (n − 1)!ωn,
which contradicts (3.23).
Case 2. The case Σ , ∅. Observe that if x∞ < Σ, then we arrive at a contradiction in the
same way as above. Therefore, we are left with x∞ ∈ Σ. In this scenario, we can estimate∫
Br(x∞)
f enu(tk ) dµSn 6
(
sup
x∈Br(x∞)
f
) ∫
Br(x∞)
enu(tk) dµSn
6max
(
sup
x∈Br(x∞)
f , 0
) ∫
Sn
enu(tk)
(3.25)
for all r > 0. From Beckner’s inequality (2.4) and Lemma 2.2, it follows that
1
ωn
∫
Sn
enu(tk) dµSn 6 exp
( E [u(t1)]
(n − 1)!ωn
)
. (3.26)
Plugging (3.26) into (3.25) and letting k → +∞ yield
(n − 1)! 6 max
(
sup
x∈Br(x∞)
f , 0
)
exp
( E [u(t1)]
(n − 1)!ωn
)
.
Letting r ց 0 in the above inequality gives
(n − 1)! 6 max ( f (x∞), 0) exp ( E [u(t1)]
(n − 1)!ωn
)
.
Consequently, we have f (x∞) > 0 and therefore we get
(n − 1)! 6 f (x∞) exp
( E [u(t1)]
(n − 1)!ωn
)
.
Thanks to (3.24), we deduce from the preceding estimate that
f (x∞) > (n − 1)! exp
(
− E [u0]
(n − 1)!ωn
)
,
which contradicts the hypothesis of Theorem 1.2. The proof is now complete. 
4. Boundedness of u(t) in Hn(M, g0) for 0 6 t 6 T
To obtain a global existence of the flow (F), we have to bound u(t) in Hn(M, g0) uni-
formly in every fixed time interval regardless of the size of
∫
M
Q0 dµg0 .
As the first step, we will show that λ(t) is uniformly bounded on the maximal interval
of existence of the flow.
Lemma 4.1. There exists a uniform constant Cℓ > 0 such that
|λ(t)| 6 Cℓ
for all t on the maximal interval of existence.
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Proof. From the definition of λ(t) in (1.19), to bound λ(t) it suffices to bound
∫
M
f Q dµg(t)
from above and
∫
M
f 2 dµg(t) from below positively away from zero. By the expression of
Q-curvature in (1.7) and the boundedness of u(t) in Hn/2(M, g0) proved in Section 3, we
conclude that there exists a uniform constant C2 > 0 such that∣∣∣∣∣
∫
M
f Qg(t) dµg(t)
∣∣∣∣∣ =
∣∣∣∣∣
∫
M
f (P0u + Q0) dµg0
∣∣∣∣∣ =
∣∣∣∣∣
∫
M
[
u · P0 f + f Q0
]
dµg0
∣∣∣∣∣
6 sup
M
(|P0 f |)‖u‖Hn/2(M,g0)√vol(M) + sup
M
| f Q0|vol(M) 6 C2.
(4.1)
Thus (4.1) provides us an upper bound for
∫
M
f Qg(t) dµg(t). To bound
∫
M
f 2 dµg(t) from
below, first we denote σ =
∫
M
f 2 dµg0 > 0. Then, by Jensen’s inequality and again by the
boundedness of u(t) in Hn/2(M, g0), there exists a uniform constant C3 > 0 such that∫
M
f 2 dµg(t) =
∫
M
enu f 2 dµg0 = σ
( 1
σ
∫
M
enu f 2 dµg0
)
>σ exp
( n
σ
∫
M
u f 2 dµg0
)
>σ exp
(
− n
2σ
∫
M
[
u2 + f 4
]
dµg0
)
>σ exp
(
− n
2σ
(
‖u‖2
Hn/2(M,g0)
+ sup
M
( f 4)vol(M)
))
> C3.
(4.2)
Now, the proof follows from (4.1) and (4.2). 
Next, we follow the argument in [Bre03] to bound ‖u(t)‖Hn(M,g0). To this end, we make
use of the positivity of the operator P0. Therefore, it suffices to bound
∫
M
(P0u)
2 dµg0 from
above. Let T be fixed, positive real number and assume that u(t) is defined on [0, T ]. For
brevity, we let
v = −enu/2(Qg(t) − λ(t) f ).
Then it is not hard to verify that

∂
∂t
u = e−nu/2v,
P0u = −enu/2v − Q0 + enuλ(t) f ,
∂
∂t
P0u = P0
( ∂
∂t
u
)
= P0
(
e−nu/2v
)
.
Consequently, we can compute the time derivative of
∫
M
(P0u)
2 dµg0 as follows
d
dt
( ∫
M
(P0u)
2 dµg0
)
=2
∫
M
P0u · P0
(
e−nu/2v
)
dµg0
= − 2
∫
M
enu/2v · P0
(
e−nu/2v
)
dµg0
− 2
∫
M
Q0P0
(
e−nu/2v
)
dµg0
+ 2λ(t)
∫
M
enu fP0
(
e−nu/2v
)
dµg0 .
(4.3)
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To be able to examine this time derivative, we further estimate (4.3) as follows
d
dt
( ∫
M
(P0u)
2 dµg0
)
= − 2
∫
M
(−∆0)n/4
(
enu/2v
)
(−∆0)n/4
(
e−nu/2v
)
dµg0
− 2
∫
M
(
(−∆0)n/4Q0
)
(−∆0)n/4
(
e−nu/2v
)
dµg0
+ 2λ(t)
∫
M
(−∆0)n/4
(
enu f
)
(−∆0)n/4
(
e−nu/2v
)
dµg0
+ lower order terms.
(4.4)
Note that the right-hand side of (4.3) involves derivatives of u and v of order at most
n/2 and the total number of derivatives is at most n. By adopting the convention that
(−∆0)m+1/2 = ∇0(−∆0)m for all integers m and in view of Lemma 4.1, we obtain
d
dt
( ∫
M
(P0u)
2 dµg0
)
6 − 2
∫
M
(
(−∆0)n/4v
)2
dµg0
+ C
∑
k1,...,km
∫
M
|∇k1
0
v| |∇k2
0
v| |∇k3
0
u| · · · |∇kmu| dµg0
+ C
∑
l1,...,lm
∫
M
|∇l1
0
v| |∇l2
0
u| · · · |∇lmu|eα(l1,...,lm)u dµg0 .
(4.5)
Note that in (4.5), the first sum is taken over all m-tuples (k1, ..., km) with m > 3 satisfying
0 6 ki 6 n/2 for 1 6 i 6 2 and 1 6 ki 6 n/2 for 3 6 i 6 m with
∑m
i=1 ki 6 n and the
second sum is taken over all m-tuples (l1, ..., lm) with m > 1 satisfying 0 6 l1 6 n/2 and
1 6 li 6 n/2 for 2 6 i 6 m with
∑m
i=1 li 6 n.
Next, we estimate the right hand side of (4.5) term by term. Following [Bre03, Section
4], we obtain the following two fundamental estimates
−1
2
∫
M
(
(−∆0)n/4v
)2
dµg0 + C
∑
k1,...,km
∫
M
|∇k1
0
v||∇k2
0
v||∇k3
0
u| · · · |∇kmu| dµg0
6 C‖v‖2
L2(M,g0)
(‖u‖2Hn(M,g0) + 1)
(4.6)
and
−1
2
∫
M
(
(−∆0)n/4v
)2
dµg0 + C
∑
l1,...,lm
∫
M
|∇l1
0
v||∇l2
0
w| · · · |∇lmu|eαu dµg0
6 C
(‖v‖2
L2(M,g0)
+ 1
)(‖u‖2Hn(M,g0) + 1).
(4.7)
Then combining (4.5), (4.6), and (4.7) gives
d
dt
( ∫
M
(P0u)
2 dµg0
)
6 C
(‖v‖2
L2(M,g0)
+ 1
)(‖u‖2Hn(M,g0) + 1)
for some constant C independent of t. Observe that
‖v‖2
L2(M,g0)
= 4
∫
M
enu
(
Qg(t) − λ(t) f
)2
dµg0
and, by the positivity of the operator P0, that
‖u‖2Hn(M,g0) 6 C
∫
M
(P0u)
2 dµg0 .
Hence,
d
dt
( ∫
M
(P0u)
2 dµg0 + 1
)
6 C
(
1 +
∫
M
(
Qg(t) − λ(t) f
)2
dµg(t)
)(
1 +
∫
M
(P0u)
2 dµg0
)
,
which implies
d
dt
log
( ∫
M
(P0u)
2 dµg0 + 1
)
6 C
(
1 +
∫
M
(
Qg(t) − λ(t) f
)2
dµg(t)
)
.
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Upon integrating both sides of the preceding inequality over [0, T ] and using Lemma 2.2,
we conclude that ∫
M
(P0u)
2 dµg0 6 C(T ) (4.8)
for all t ∈ [0, T ]. Thus, combining (1.9) and (4.8) we have proved that u(t) is uniformly
bounded in Hn(M, g0) as claimed. Thus, we have just proved the following result.
Lemma 4.2. For any solution u(t) to the flow (F), there exists a constant C (T ) > 0 such
that
sup
06t6T
‖u(t)‖Hn(M,g0) 6 C (T ).
Note that if the solution u(t) to the flow is uniformly bounded in Hn(M, g0) for every
fixed time interval [0, T ], then by Sobolev’s inequality it is easy to show that along the flow
u(t) is also pointwise bounded in [0, T ]. Therefore we have the following simple corollary.
Corollary 4.3. For any solution u to (F), there exists a constant C (T ) > 0 such that
sup
06t6T
|u(t)| 6 C (T ).
5. Boundedness of u(t) in H2k(M, g0) for 0 6 t 6 T
The aim of this section is to strengthen the uniform boundedness obtained in Section
4 above. What we are going to prove is that u(t) is uniformly bounded in H2k(M, g0) for
any k > 2, which is crucial to claim that the flow is defined to all time. Again, it is worth
noting that the argument below does not depend on the size of
∫
M
Q0 dµg0 . To realize this,
we follow the argument in [Bre03].
In view of (1.15), to estimate u(t) in H2k-norm, we need to estimate
∫
M
|(−∆0)ku|2 dµg0 .
Using the flow equation ∂tu(t) = λ(t) f − Qg(t), for some constant C > 0, we obtain
d
dt
(∫
M
|(−∆0)ku|2 dµg0
)
=2
∫
M
(−∆0)ku(−∆0)k
(
∂tu
)
dµg0
= − 2
∫
M
(
(−∆0)ku
)
(−∆0)k
(
e−nuP0u
)
dµg0
− 2
∫
M
(
(−∆0)ku
)
(−∆0)k
(
e−nuQ0
)
dµg0
+ 2λ(t)
∫
M
(
(−∆0)ku
)
(−∆0)k f dµg0
6 − 2
∫
M
e−nu
∣∣∣(−∆0)k+n/4u∣∣∣2 dµg0
+ C
∑
k1,...,km
∫
M
|∇k1u| · · · |∇kmu| dµg0
(5.1)
for all t > 0. Here the sum is taken for all tuples (k1, ..., km) with m > 3 satisfying 1 6
ki 6 2k + n/2 and
∑m
i=1 ki 6 4k + n. We now choose real numbers pi ∈ [2,+∞) such that
ki 6 2k + n/pi and
∑m
i=1 1/pi = 1. Then we set
θi = max
{
ki − n/pi − n/2
2k − n/2 , 0
}
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for each i = 1, ..,m. Since m > 3, we immediately have
∑m
i=1 θi < 2. Now we estimate (5.1)
First, in view of Corollary 4.3, we can further estimate the left hand side of (5.1) to obtain
d
dt
(∫
M
|(−∆0)ku|2 dµg0
)
6 − C
∫
M
|(−∆0)k+n/4u|2 dµg0
+ C
∑
k1,...,km
∫
M
|∇k1u| · · · |∇kmu| dµg0
(5.2)
for some new constant C . By repeatedly using (5.2) for suitable k and Ho¨lder’s inequality,
we arrive at
d
dt
‖u‖2
H2k(M,g0)
6 − C ‖u‖2
H2k+n/2(M,g0)
+ C
∑
k1,...,km
‖∇k1u‖Lp1 (M,g0) · · · ‖∇kmu‖Lpm (M,g0) (5.3)
for some new constant C . Thanks to (2.1), we obtain
‖∇kiu‖Lpi (M,g0) 6 C ‖u‖Hki−n/pi+n/2(M,g0).
Again, we apply (2.1) to obtain
‖u‖Hki−n/pi+n/2(M,g0) 6 C ‖u‖1−θiHn(M,g0)‖u‖
θi
H2k+n/2(M,g0)
.
By combining the last two estimates above and the boundedness of u(t) in Hn(M, g0) es-
tablished in Lemma 4.2, we get
‖∇kiu‖Lpi (M,g0) 6 C ‖u‖θiH2k+n/2(M,g0).
This together with (5.3) implies that
d
dt
‖u‖2
H2k(M,g0)
6 − C ‖u‖2
H2k+n/2(M,g0)
+ C
∑
k1,...,km
‖u‖θ1+···θm
H2k+n/2(M,g0)
. (5.4)
Since
∑m
i=1 θi < 2, we have by Young’s inequality that
d
dt
‖u‖2
H2k(M,g0)
6 −C ‖u‖2
H2k+n/2(M,g0)
+ C 6 −C ‖u‖2
H2k(M,g0)
+ C ,
where in the last estimate, we have used the embeddingH2k+1(M, g0) →֒ H2k(M, g0). From
this, it is routine to get
‖u‖H2k(M,g0) 6 CH(k, T )
for some constant CH(k, T ) as claimed. Thus, we have just finished proving the following
result.
Lemma 5.1. For any solution u(t) to the flow (F), there exists a constant CH(k, T ) depend-
ing on k and T such that
sup
06t6T
‖u(t)‖H2k(M,g0) 6 CH(k, T )
for any k > 1.
An immediate consequence of Lemma 5.1 above is that the flow (F) is defined to all
time.
Corollary 5.2. For any initial data u0, the flow (F) has a smooth solution which is defined
to all time.
As byproducts of the global existence of the flow (F), various estimates can be derived.
For example, we have the following corollary.
Corollary 5.3. Suppose that u(t) is a solution to the flow (F). Then there is an universal
constant C > 0 such that
(i)
∫
M
eαu(t) dµg0 6 C, for all t > 0 and all real number α;
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(ii)
∫
+∞
0
∫
M
(λ(t) f − Qg(t))2 dµg0dt 6 C.
Proof. Part (i) follows from Trudinger’s inequality (2.3) and the boundedness of u(t) in
Hn/2(M, g0) established in Section 3. Part (ii) follows from Lemma 2.2 and the fact that
E [u(t)] is uniformly bounded. 
6. Convergence
For brevity, we set
F2(t) =
∫
M
(
Qg(t) − λ(t) f
)2
dµg(t).
Corollary 5.3 (ii) implies that
∫
+∞
0
F2(t)dt converges. In the following, we shall improve
this estimate. Let 0 < ε ≪ 1 be arbitrary and choose t0 > 0 in such a way that F2(t0) 6 ε.
We shall show that F2(t) 6 3ε for all t > t0. By way of contradiction, we may assume that
there is a finite number t1 defined by
t1 := inf{t > t0 : F2(t) > 3ε}.
Then by using (1.7), Lemma 4.1, and the estimate
|Qg(t)|2 6 2|Qg(t) − λ(t) f |2 + 2|λ(t)|2 f 2
we deduce that ∫
M
e−nu
(
Q0 + P0u
)2
dµg0 6 C
for all t0 6 t 6 t1. Here the constantC is independent of t0 and t1. Thanks to Corollary 5.3,
we know that ∫
M
e3nu dµg0 6 C
for all t > 0. Then the Ho¨lder’s inequality implies that∫
M
|Q0 + P0u|3/2 dµg0 6
( ∫
M
e−nu
(
Q0 + P0u
)2
dµg0
)3/4( ∫
M
e3nu dµg0
)1/4
.
From all three estimates above, we deduce that∫
M
|P0u|3/2 dµg0 6 C
for all t0 6 t 6 t1. By using Sobolev’s inequality, we obtain
|u| 6 C
for all t0 6 t 6 t1. Here the constant C is also independent of t0 and t1. It follows from
Lemma 2.1 that Qg(t) − λ(t) f satisfies the evolution equation
∂
∂t
(
Qg(t) − λ(t) f ) = − Pg(t)(Qg(t) − λ(t) f ) + nQg(t)(Qg(t) − λ(t) f ) + λ′(t) f .
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From this we can estimate the time derivative of F2(t) as follows
d
dt
F2(t) =2
∫
M
(
Qg(t) − λ(t) f
) ∂
∂t
(
Qg(t) − λ(t) f )dµg(t) + n
∫
M
(
λ(t) f − Qg(t)
)3
dµg(t)
= − 2
∫
M
(
Qg(t) − λ(t) f
)
Pg(t)(Qg(t) − λ(t) f )dµg(t)
+ 2n
∫
M
(
Qg(t) − λ(t) f
)
Qg(t)(Qg(t) − λ(t) f )dµg(t)
+ 2λ′(t)
∫
M
f
(
Qg(t) − λ(t) f
)
dµg(t) + n
∫
M
(
λ(t) f − Qg(t)
)3
dµg(t)
= − 2
∫
M
(
Qg(t) − λ(t) f
)
Pg(t)(Qg(t) − λ(t) f )dµg(t)
+ 2nλ(t)
∫
M
f
(
Qg(t) − λ(t) f
)2
dµg(t) + n
∫
M
(
Qg(t) − λ(t) f
)3
dµg(t).
Here we have used (1.18) to drop off the term involving λ′(t). Next we apply the Gagliardo–
Nirenberg interpolation inequality (2.1) to get∫
M
∣∣∣λ(t) f − Qg(t)∣∣∣3dµg(t) 6 C( ∫
M
(
λ(t) f − Qg(t)
)2
dµg(t)
)
‖λ(t) f − Qg(t)‖Hn/2(M,g(t)),
where the norm can be taken with respect to g(t) due to the uniform boundedness of u on
[t0, t1]. From this, we easily get∫
M
∣∣∣λ(t) f − Qg(t)∣∣∣3dµg(t) 6C( ∫
M
(
λ(t) f − Qg(t)
)2
dµg(t)
)
×
( ∫
M
(
Qg(t) − λ(t) f
)
Pg(t)
(
Qg(t) − λ(t) f
)
dµg(t)
)1/2
+C
( ∫
M
(
λ(t) f − Qg(t)
)2
dµg(t)
)3/2
for some constant C independent of t. By using Young’s inequality, we further get∫
M
∣∣∣λ(t) f − Qg(t)∣∣∣3 dµg0 6C(
∫
M
(
λ(t) f − Qg(t)
)2
dµg0
)2
+
1
n
∫
M
(
Qg(t) − λ(t) f
)
Pg(t)
(
Qg(t) − λ(t) f
)
dµg(t)
+ C
( ∫
M
(
λ(t) f − Qg(t)
)2
dµg(t)
)3/2
for some constant C independent of t. Thus, we have just shown that
d
dt
F2(t) 6 CF2(t)
2
+CF2(t)
3/2
+ CF2(t)
for all t ∈ [t0, t1]. Since 0 < ε ≪ 1, the preceding inequality gives F′2(t) 6 CF2(t) for all
t ∈ [t0, t1]. Integrating both sides of the inequality: F′2(t) 6 CF2(t) over [t0, t1] gives
2ε 6 F2(t1) − F2(t0) 6 C
∫ t1
t0
F2(t)dt.
Now by Corollary 5.3, we can select t0 ≫ 1 in such a way that C
∫
+∞
t0
F2(t)dt < ε. Hence
we obtain 2ε < ε, which is impossible. Thus we have just finished proving the following
lemma.
Lemma 6.1. We have ∫
M
(
Qg(t) − λ(t) f
)2
dµg(t) ց 0
as t → +∞.
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Lemma 6.1 implies that there exists some constant C > 0 such that
F2(t) 6 C
for all t > 0. From this and Lemma 4.1, we deduce that∫
M
Q2g(t)dµg(t) 6 C
for all t > 0 for some new constant C > 0. Equivalently, there holds∫
M
e−2nu
(
Q0 + P0u
)2
dµg0 6 C
for all t > 0, thanks to (1.7). In other words, we know that∫
M
|P0u|3/2 dµg0 6 C
for all t > 0. By Sobolev’s inequality, we obtain
|u| 6 C (6.1)
for all t > 0. As a consequence of (6.1), we deduce that∫
M
(
Q0 + P0u
)2
dµg0 6 C
for all t > 0. Hence, we have just improved Lemma 4.2 as follows.
Lemma 6.2. For any solution u to the flow (F), there holds
sup
t
‖u(t)‖Hn(M,g0) 6 C ,
where C > 0 is a uniform constant.
By repeating all arguments in Section 5, we conclude the following.
Lemma 6.3. For any solution u(t) to the flow (F), there exists constant CH(k) > 0 depend-
ing on k such that
sup
t
‖u(t)‖H2k(M,g0) 6 CH(k)
for any k > 1.
A direct consequence of this lemma is the following sequential convergence of the flow
(1.17).
Corollary 6.4. There exist a function u∞ ∈ C∞(M, g0) and a real number λ∞ such that,
for a suitable time sequence (t j) j with t j → +∞ as j → +∞, there hold (i) ||u(t j) −
u∞||C∞(M,g0) → 0, (ii) |λ(t j) − λ∞| → 0, and (iii) ||Qg(t j) − λ∞ f ||C∞(M,g0) → 0 as j → +∞.
Proof. The assertion follows from the Lemmas 6.1 and 6.3, Sobolev embedding theory and
Gagliardo-Nirenberg inequality. Since the proof is rather standard, we omit the detail. 
The next result shows that when
∫
M
Q0 dµg0 , 0, one indeed has the uniform conver-
gence in time t for the quantities Qg and λ(t).
Proposition 6.5. If
∫
M
Q0 dµg0 , 0, then ||Qg(t) − f ||C∞(M,g0) → 0 and |λ(t) − 1| → 0 as
t → +∞.
Proof. We first claim that
||Qg(t) − f ||L2(M,g0) → 0
as t → +∞. By way of contradiction, let us assume that there exists a time sequence
(t j) j ⊂ [0,+∞) with t j → +∞ as j → +∞ such that
||Qg(t j) − f ||L2(M,g0) > ε (6.2)
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for j large. Now, we consider the associated sequence of functions u(t j) and sequence of
numbers λ(t j). By Lemma 6.3, we know that ||u(t j)||H2k(M,g0) is bounded for all k. Hence,
from Sobolev embedding theory, it follows that exists a function u∞ ∈ Cn,α with 0 < α < 1
such that, up to a subsequence, there holds ||u(t j) − u∞||Cn,α → 0, as j → +∞. This implies
that u∞ ∈ Y. Also, there exists a number λ∞ such that , up to a subsequence, |λ(t j)−λ∞| → 0
as j → +∞. By Lemma 6.1 and (1.7), we conclude that u∞ satisfies
P0u∞ + Q0 = λ∞ f enu∞ .
By integrating the above equality and using the fact that u∞ ∈ Y, we can obtain that λ∞ = 1.
Then by Lemma 6.1 again and the boundedness of u(t j), we have
||Qg(t j) − f ||L2(M,g0) 6 C(||Q(t j) − λ(t j) f ||L2(M,g(t j)) + |λ(t j) − 1|)→ 0.
This contradicts with (6.2). So, we get that ||Qg(t) − f ||L2(M,g0) → 0 as t → +∞. Now, from
Gagliardo-Nirenberg inequality and the boundedness of u(t), it follows that
‖Qg(t) − f ‖Hk(M,g0) 6 C‖Qg(t) − f ‖1/2H2k(M,g0)‖Qg(t) − f ‖
1/2
L2 (M,g0)
6 C‖Qg(t) − f ‖1/2L2(M,g0),
for all k. Hence ‖Qg(t) − f ‖Hk(M,g0) → 0 as t → +∞ for all k. Moreover, from the proof
above, we can see that there holds |λ(t) − 1| → 0 as t → +∞. 
In the final part of this section, we want to study the uniform convergence of the flow
(1.17) and its rate under the assumptions
∫
M
Q0 dµg0 < 0 and f 6 0. However, we try to
prove a more general result which provides a sufficient condition on the exponentially fast
convergence. we should point out that the result below is inspired by Struwe [Str17].
Theorem 6.6. Suppose that u∞ is a strictly relative minimizer of L in the sense that for
some constant c0 > 0 there holds
d2Lu∞(h, h) =
∫
M
(
h · P0h − nλ∞ f enu∞h2
)
dµg0 > 2c0‖h‖2Hn/2(M,g0) (6.3)
for all h ∈ Tu∞Y, where for u ∈ Y we let
TuY =
{
h ∈ Hn/2(M, g0) :
∫
M
f enuh dµg0 = 0
}
,
and where for u = u(t) or u = u∞ with λ = λ(t) or λ = λ∞ we let
Lu(3) =
1
2
∫
M
3 · P03 dµg0 +
∫
M
Q03 dµg0 −
λ
n
∫
M
f en3 dµg0 .
Then u(t) → u∞ and λ(t) → λ∞ exponentially fast as t → +∞ in the following sense: with
a constant C depending only on the initial data u0, there holds
‖Qg(t) − λ(t) f ‖L2(M,g(t)) 6 Ce−2c0t (6.4)
for all time and hence
|λ(t) − λ∞| + ‖u(t) − u∞‖C∞(M,g0) 6 Ce−
c0
2
t (6.5)
for all t.
Proof. Set
w(t) = |λ(t) − λ∞| + ‖u(t) − u∞‖Hn(M,g0).
Let 0 < ε ≪ 1 be an arbitrary positive number. From Corollary 6.4, it follows that there
exists some t0 > 0 such that w(t0) 6 ε. Then we claim that w(t) 6 3ε for all t > t0. We may
assume by contradiction that there exists a finite number t1 such that
t1 := inf{t > t0 : w(t) > 3ε}.
This implies that
w(t) 6 3ε for t0 6 t 6 t1. (6.6)
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. Now, we recall that
1
2
d
dt
F2(t) = −
∫
M
(
Qg(t) − λ(t) f
)
Pg(t)(Qg(t) − λ(t) f )dµg(t)
+ nλ(t)
∫
M
f
(
Qg(t) − λ(t) f
)2
dµg(t) +
n
2
∫
M
(
Qg(t) − λ(t) f
)3
dµg(t).
By Ho¨lder’s inequality, the equivalence between g(t) and g0, and the embeddingH
n/2(M, g0) →֒
L4(M, g0), we have
∫
M
∣∣∣Qg(t) − λ(t) f ∣∣∣3dµg(t) 6
=o(1)︷                               ︸︸                               ︷( ∫
M
∣∣∣Qg(t) − λ(t) f ∣∣∣2dµg(t))1/2 ( ∫
M
∣∣∣Qg(t) − λ(t) f ∣∣∣4dµg(t))1/2
6o(1)
∫
M
(
Qg(t) − λ(t) f
)
Pg(t)(Qg(t) − λ(t) f )dµg(t)
+ o(1)
∫
M
(
Qg(t) − λ(t) f
)2
dµg(t)
with error o(1) → 0 as t → +∞. Therefore, the time derivative of F2(t) can be estimated
further as follows
1
2
d
dt
F2 6 − (1 + o(1))
∫
M
(
Qg(t) − λ(t) f
)
Pg(t)(Qg(t) − λ(t) f )dµg(t)
+ nλ(t)
∫
M
f
(
Qg(t) − λ(t) f
)2
dµg(t) + o(1)F2
= − (1 + o(1))d2Lu(ut, ut) + o(1)F2,
where
d2Lu(ut, ut) =
∫
M
utP0ut − nλ(t) f u2t enu dµg0 .
Notice that we can find δ(t) ∈ R such that ut + δ(t) f ∈ Tu∞Y. In fact, one only needs to
solve the following equation with g∞ = e2u∞g0
0 =
∫
M
(ut + δ(t) f ) f dµg∞ =
∫
M
ut f (e
n(u∞−u) − 1) dµg(t) + δ(t)
∫
M
f 2 dµg∞ .
Here we have used the fact that ut ∈ Tu(t)Y due to (1.18). It follows from (6.6) and (4.2)
that
|δ| 6 C||u(t) − u∞||L∞
√
F2 6 Cε
√
F2,
for t0 6 t 6 t1. In consequence, we set h0 = ut + δ(t) f for brevity. Then we have
d2Lu(ut, ut) =
∫
M
utP0ut − nλ(t) f u2t enu dµg0
=d2Lu∞ (h0, h0) + I + II > 2c0||h0||2Hn/2 + I + II
with error terms
I =
∫
M
(utP0ut − h0P0h0) dµg0 = −δ
∫
M
P0 f (2ut + δ f ) dµg0
= − 2δ
∫
M
utP0 f dµg0 − δ2
∫
M
fP0 f dµg0 = O(εF2)
and
II =n
∫
M
(λ∞ f h20e
nu∞ − λ(t) f u2t enu) dµg0
=nλ∞
∫
M
f (h20e
nu∞ − u2t enu) dµg0 − n(λ(t) − λ∞)
∫
M
f u2t e
nu dµg0
=nλ∞
∫
M
f ((h20 − u2t ) + u2t (1 − en(u−u∞)) dµg∞ + O(εF2) = O(εF2),
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for t0 6 t 6 t1. Moreover, similar computations and Lemma 6.3 yield
||h0||2L2(M,g0) = ||ut||
2
L2(M,g0)
+ O(εF2)
for t0 6 t 6 t1. Therefore, for sufficiently small ε > 0 and t0 6 t 6 t1 we have
1
2
d
dt
F2 6 −c0F2 (6.7)
for some c1 > 0. Hence we find that
F2(t) 6 F2(t0) exp(−2c0(t − t0)) (6.8)
for t0 6 t 6 t1. Now, from Lemma 2.1 we have
λ′(t) =
( ∫
M
f 2 dµg(t)
)−1[ ∫
M
(Pg(t) f )ut dµg(t) + n
∫
M
λ(t) f 2
(
Qg(t) − λ(t) f
)
dµg(t)
]
.
The term
∫
M
(Pg(t) f )ut dµg(t) can be estimated as follows∣∣∣∣∣
∫
M
(Pg(t) f )ut dµg(t)
∣∣∣∣∣ 6 C‖ f ‖Cn ‖ut‖L2(M,g(t)).
For the term
∫
M
λ(t) f 2
(
Qg(t) − λ(t) f
)
dµg(t), we can use the Ho¨lder’s inequality and Lemma
4.1 to get ∣∣∣∣∣
∫
M
λ(t) f 2
(
Qg(t) − λ(t) f
)
dµg(t)
∣∣∣∣∣ 6 C‖λ(t) f − Qg(t)‖L2(M,g(t)).
Hence, from (6.7), we have
|λ′(t)| 6 C
√
F2(t0) exp(−c0(t − t0)),
and for t0 < t 6 t1 we obtaim
|λ(t) − λ(t0)| 6
∫ t
t0
|λ′(s)|ds 6 C
√
F2(t0). (6.9)
To estimate ‖u(t) − u∞‖L2(M,g0), we use Lemma 6.3 to get
‖u(t) − u(t0)‖L2(M,g0) 6 C
∫ t
t0
‖ut‖L2(M,g(t))ds 6 C
√
F2(t0).
This together with the Gagliardo-Nirenberg inequality and Lemma (6.3) implies that
||u(t) − u(t0)||Hn(M,g0) 6 C||u(t) − u(t0)||1/2H2n(M,g0)||u(t) − u(t0)||
1/2
L2(M,g0)
6 CF2(t0)
1/4, (6.10)
Combining (6.9) and (6.10) gives
|λ(t) − λ(t0)| + ||u(t) − u(t0)||Hn(M,g0) 6 CF2(t0)1/4, (6.11)
for t0 6 t 6 t1. From this and the fact that w(t0) 6 ε, it follows that w(t) 6 CF2(t0)
1/4
+ ε,
for t0 6 t 6 t1. Now, choose t0 sufficiently large such that CF2(t0)
1/4
6 ε. Then, by the
definition of t1, we obtain that 3ε 6 w(t1) 6 2ε, which is a contradiction. Hence, we have
w(t) 6 3ε for all t > t0. However, this will imply that (6.8) holds true for all t > t0. Then,
one has
|λ(t) − λ(t0)| + ||u(t) − u(t0)||L2(M,g0) 6 C
√
F(t0)
for all t > t0. Now, by setting t = t j in the above equality and then sending t j to +∞, we
see that
|λ∞ − λ(t0)| + ||u∞ − u(t0)||L2(M,g0) 6 C
√
F(t0),
for all sufficiently large t0 > 0. By Gagliardo-Nirenberg inequality and Lemma (6.3), we
obtain
||u∞ − u(t0)||Hk(M,g0) 6 C||u∞ − u(t0)||1/2H2k(M,g0)||u∞ − u(t0)||
1/2
L2(M,g0)
6 CF2(t0)
1/4,
for all k > 1. Hence, we have
|λ∞ − λ(t0)| + ||u∞ − u(t0)||C∞(M,g0) 6 CF2(t0)1/4
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Renaming t0 as t and choosing t0 > 0 such that (6.8) holds for all t > t0, we then complete
the proof. 
By following the arguments in [Ga17, Lemma 2.2], we obtain that the inequality (6.3)
holds true if f 6 0. Moreover, we have λ∞ = 1 if
∫
M
Q0 dµg0 < 0. Hence, we have the
following corollary
Corollary 6.7. If
∫
M
Q0 dµg0 < 0 and f 6 0, then there hold (i) ||u(t) − u∞||C∞(M,g0) → 0,
(ii) |λ(t) − 1| → 0, and (iii) ||Qg(t) − f ||C∞(M,g0) → 0 exponentially fast, as t → +∞.
7. Proof of Theorems 1.1, 1.2, 1.4 and Corollary 1.5
7.1. Proof of Theorems 1.1, 1.2 and 1.4. By combining Corollary 6.4, Proposition 6.5
and Corollary 6.7, we thus complete the proof of the three theorems. 
7.2. Proof of Corollary 1.5. Clearly, parts (i) and (iii) are straightforward. For part (ii),
by choosing a new background metric if necessary, we may assume that Q0 ≡ 0. Then u∞
satisfies
P0u∞ = λ∞ f enu∞ .
First we rule out the possibility of λ∞ = 0. Indeed, if this is not the case, then we get from
the preceding equation that P0u∞ = 0. From this we conclude that u∞ ≡ C. Thus
0 , enC
∫
M
f dµg0 =
∫
M
f enu∞ dµg0 =
∫
M
Q0 dµg0 = 0,
which is a contradiction. Hence, there holds λ∞ , 0. Now, if λ∞ > 0, then the new function
v∞ = u∞ +
1
n
log λ∞
satisfies P0v∞ = f env∞ ; while if λ∞ < 0, then the function
v∞ = u∞ +
1
n
log(−λ∞)
satisfies P0v∞ = − f env∞ . Thus, for either case, e2v∞g0 is the metric we need.
Now we consider part (iv). If Σ = ∅, then the conclusion follows immediately from
Theorem 1.2. Assume that Σ , ∅ and let f satisfies the inequality (1.22). Then we consider
the following two cases:
Case (a1). Suppose
∫
Sn
f ◦ φy0,r0 dµSn 6 0. In this case, the condition (b) in Theorem 1.2
obviously holds. Hence the conclusion follows.
Case (a2). Suppose
∫
Sn
f ◦ φy0,r0 dµSn > 0. In this scenario, we set
u0 =
1
n
log(det dφ−1y0,r0) +C,
where C is a constant chosen in such a way that
enC
∫
Sn
f ◦ φy0,r0 dµSn = (n − 1)!ωn.
With this choice of C, we conclude that u0 ∈ Y. Since y0 ∈ Σ, it is not hard to see that u0 is
G-invariant. Moreover, the well-known fact
E
[1
n
log
(
det dφ−1y0,r0
)]
= 0
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implies that E [u0] = n!ωnC. From this, it follows that
sup
x∈Σ
f (x) 6
1
ωn
∫
S n
f ◦ φy0,r0 dµSn = (n − 1)! exp{−nC}
=(n − 1)! exp
(
− E [u0]
(n − 1)!ωn
)
.
From this the conclusion follows by applying Theorem 1.2 (b). 
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Appendix A. An alternative proof of Ge–Xu’s result
In this appendix, we provide an alternative proof of [GX08, Theorem 3.2]. Using our
notation and conventions, we shall reprove the following result.
Theorem A.1 (see [GX08]). Let (M, g0) be a compact, oriented n-dimensional Riemann-
ian manifold with n even. Assume that the GJMS operator P0 is positive with kernel con-
sisting of constant functions. Moreover, assume that the metric g0 satisfies∫
M
Q0 dµg0 = 0.
If f is a smooth function on M such that
∫
M
f dµg0 < 0, then there exists a conformal metric
g ∈ [g0] such that Qg = f .
To prove Theorem A.1 above, we also use variational techniques; however, the differ-
ence between our approach and that of [GX08] is the constraint. Thanks to the resolution of
the problem of prescribing constant Q-curvature [Ndi07], we can assume at the beginning
that g0 has Q0 ≡ 0. From this fact, to conclude Theorem A.1, it is equivalent to solving
P0u = f e
nu (A.1)
for u.
Step 1. Inspired by Lemma 3.1, we let
H =
{
u ∈ Hn/2(M, g0) :
∫
M
f enu dµg0 = 0,
∫
M
enu dµg0 = vol(M)
}
. (A.2)
As can be easily observed, the condition
∫
M
u dµg0 = 0 in [GX08] is replaced by the con-
dition
∫
M
enu dµg0 = vol(M) in (A.2).
As always, we shall minimize the following functional energy
E [u] =
∫
M
u · P0u dµg0 (A.3)
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in H . Following the method in [GX08], it is not hard to see that the set H is non-empty,
thanks to
∫
M
f dµg0 < 0. Since H is non-empty and E is bounded from below by 0, we
know that
µ = inf
u∈H
E (u)
is finite and non-negative. As in (1.16), we still use
‖u‖Hn/2(M,g0) =
( ∫
M
u · P0u dµg0 +
∫
M
u2 dµg0
)1/2
as an equivalent norm on Hn/2(M, g0). Suppose that (uk)k ⊂ H is a minimizing sequence
for µ. Clearly,
∫
M
uk · P0uk dµg0 is bounded. Hence, to bound the sequence (uk)k in
Hn/2(M, g0), it suffices to bound
∫
M
u2
k
dµg0 . However, this can be easily obtained, in the
same fashion of Lemma 3.2, since we can easily bound
∫
M
uk dµg0 . Therefore, up to subse-
quences, there exists some u∞ ∈ Hn/2(M, g0) such that
• uk ⇀ u∞ weakly in Hn/2(M, g0) and
• uk → u∞ almost everywhere in M
as k → +∞. Clearly,
E [u∞] 6 lim inf
k→+∞
E [uk].
From this we conclude that E [u∞] = µ and that u∞ is an optimizer for µ since u∞ ∈
H , thanks to Trudinger’s inequality. By Lagrange’s multiplier theorem, there exist two
constants α and β such that∫
M
ϕ · P0u∞ dµg0 = α
∫
M
enu∞ϕ dµg0 + β
∫
M
f enu∞ϕ dµg0 (A.4)
for any test function ϕ ∈ Hn/2(M, g0). Testing (A.4) with ϕ ≡ 1 gives α = 0 and hence
β , 0.
Step 2. To realize that our equation (A.1) has a solution, it is necessary to prove that β > 0.
To this purpose, we minimize E over the set
H˜ =
{
u ∈ Hn/2(M, g0) :
∫
M
f enu dµg0 > 0,
vol(M)
2
6
∫
M
enu dµg0 6
3vol(M)
2
}
. (A.5)
Clearly H ⊂ H˜ . Let
µ˜ = inf
u∈H˜
E (u).
Clearly, µ˜ 6 µ. Using the same argument as before, there exists some function u˜∞ ∈ H˜
such that µ˜ = E (˜u∞). (Note that the positive boundedness away from zero of
∫
M
enu dµg0
will be enough to guarantee an upper bound for u; see Lemma 3.2.) Suppose that µ˜ < µ,
again by Lagrange’s multiplier theorem, there holds∫
M
ϕ · P0u˜∞ dµg0 = 0 (A.6)
for any ϕ ∈ Hn/2(M, g0). By testing (A.6) with ϕ ≡ u˜∞ we deduce that u˜∞ is constant.
From this we obtain a contradiction because u˜∞ ∈ H˜ \H and
0 <
∫
M
f enu˜∞ dµg0 = e
nu˜∞
∫
M
f dµg0 < 0.
Thus, we have just shown that µ˜ = µ. By contradiction, suppose that β < 0. Then by (A.4),
we have
E [u∞] = µ = β
∫
M
f enu∞u∞ dµg0 ,
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which implies that
∫
M
f enu∞u∞ dµg0 < 0. Set
l(t) =
∫
M
f entu∞ dµg0 .
Clearly, l(1) = 0 and l′(1) < 0. Hence there exists some λ ∈ (0, 1) closed to 1 such that
l(λ) > 0 and
vol(M)
2
6
∫
M
enλu∞ dµg0 6
3vol(M)
2
.
In other words, we conclude that λu∞ ∈ H˜ which implies that
µ˜ 6 E [λu∞] = λ2E [u∞] < E [u∞] = µ˜.
This contradiction shows β > 0 as we wish.
Step 3. Once we can show that β > 0, it is immediate to verify that u∞ + (log β)/n solves
(A.1). The proof is complete.
Appendix B. Proof of Lemmas 3.3 and 3.6
B.1. Proof of Lemma 3.3. We prove that for a measurable subset K ofM with vol(K) > 0,
there are two constants α > 1 and CK > 1 such that∫
M
enu(t) dµg0 6 CK exp
(
α‖u0‖2Hn/2(M,g0)
)
max
{( ∫
K
enu(t) dµg0
)α
, 1
}
. (B.1)
Here α depends on (M, g0) and CK depends on (M, g0) and vol(K). Fix t > 0 and denote
u = u(t) if no confusion occurs.
Step 1. Borrowing the idea in [BFR06], in this step we prove that∫
M
u dµg0 6
∣∣∣E [u0]∣∣∣ + C
vol(K)
+
4vol(M)
vol(K)
max
{ ∫
K
u dµg0 , 0
}
(B.2)
for some (uniform) constant C > 0. Suppose that
∫
M
u dµg0 > 0, otherwise (B.2) is trivial.
By the definition of E and Lemma 2.2, there holds∫
M
P0u · u dµg0 6
2
n
E [u0] − 2
∫
M
Q0u dµg0 .
One way to bound
∫
M
u dµg0 from above is to bound
∫
M
u2 dµg0 from above. Following this
strategy, by Poincare´’s inequality (1.9), we first obtain∫
M
u2 dµg0 6
2
nλ1(P0)
E [u0] −
2
λ1(P0)
∫
M
Q0u dµg0 +
1
vol(M)
( ∫
M
u dµg0
)2
. (B.3)
Depending on the sign of
∫
K
u dµg0 , we consider the following two cases.
Case 1. Suppose that
∫
K
u dµg0 6 0. Then it is easy to see that( ∫
M
u dµg0
)2
6
( ∫
M\K
u dµg0
)2
6 vol(M\K)
∫
M
u2 dµg0 .
From this and (B.3) we obtain the following
vol(K)
vol(M)
∫
M
u2 dµg0 6
2
nλ1(P0)
E [u0] −
2
λ1(P0)
∫
M
Q0u dµg0 . (B.4)
Applying Young’s inequality gives∣∣∣∣ 2
λ1(P0)
∫
M
Q0u dµg0
∣∣∣∣ 6 2vol(M)
λ1(P0)2vol(K)
∫
M
Q20 dµg0 +
vol(K)
2vol(M)
∫
M
u2 dµg0 .
Hence, combining this and (B.4) gives∫
M
u2 dµg0 6
4vol(M)
nλ1(P0)vol(K)
E [u0] +
4
λ1(P0)2
vol(M)2
vol(K)2
∫
M
Q20 dµg0 ,
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which then yields( ∫
M
u dµg0
)2
6
4vol(M)2
nλ1(P0)vol(K)
E [u0]︸                    ︷︷                    ︸
6E [u0]2+
(
2vol(M)2
nλ1(P0)vol(K)
)2
+
4
λ1(P0)2
vol(M)3
vol(K)2
∫
M
Q20 dµg0 . (B.5)
Thus we have just shown from (B.5) that∫
M
u dµg0 6
∣∣∣E [u0]∣∣∣ + 2vol(M)2
nλ1(P0)vol(K)
+
2
λ1(P0)
vol(M)3/2
vol(K)
( ∫
M
Q20 dµg0
)1/2
.
This establishes (B.2) in the first case.
Case 2. Suppose that
∫
K
u dµg0 > 0. In this scenario, we first rewrite (B.3) as follows∫
M
u2 dµg0 6
2
nλ1(P0)
E [u0] −
2
λ1(P0)
∫
M
Q0u dµg0
+
1
vol(M)
(( ∫
K
u dµg0
)2
+
( ∫
M\K
u dµg0
)2)
+
2
vol(M)
( ∫
K
u dµg0
)( ∫
M\K
u dµg0
)
.
By Young’s inequality and the inequality( ∫
M\K
u dµg0
)2
6 vol(M\K)
∫
M
u2 dµg0 ,
we obtain
2
vol(M)
( ∫
K
u dµg0
)( ∫
M\K
u dµg0
)
6
2vol(M\K)
vol(K)vol(M)
( ∫
K
u dµg0
)2
+
vol(K)
2vol(M)
( ∫
M
u2 dµg0
)
.
Hence∫
M
u2 dµg0 6
2
nλ1(P0)
E [u0] −
2
λ1(P0)
∫
M
Q0u dµg0
+
vol(K) + 2vol(M\K)
vol(K)vol(M)
( ∫
K
u dµg0
)2
+
vol(K) + 2vol(M\K)
2vol(M)
( ∫
M
u2 dµg0
)
,
which implies
vol(K)
2vol(M)
∫
M
u2 dµg0 6
2
nλ1(P0)
E [u0] −
2
λ1(P0)
∫
M
Q0u dµg0 +
2
vol(K)
( ∫
K
u dµg0
)2
Again applying Young’s inequality gives∣∣∣∣ 2
λ1(P0)
∫
M
Q0u dµg0
∣∣∣∣ 6 4vol(M)
λ1(P0)2vol(K)
∫
M
Q20 dµg0 +
vol(K)
4vol(M)
∫
M
u2 dµg0 .
Therefore,∫
M
u2 dµg0 6
8
nλ1(P0)
vol(M)
vol(K)
E [u0] +
16vol(M)2
λ1(P0)2vol(K)2
∫
M
Q20 dµg0 +
8vol(M)
vol(K)2
( ∫
K
u dµg0
)2
,
which yields
( ∫
M
u dµg0
)2
6
6E [u0]
2
+
(
4vol(M)2
nλ1(P0)vol(K)
)2︷                       ︸︸                       ︷
8
nλ1(P0)
vol(M)2
vol(K)
E [u0]
+
16vol(M)3
λ1(P0)2vol(K)2
∫
M
Q20 dµg0 +
8vol(M)2
vol(K)2
( ∫
K
u dµg0
)2
.
(B.6)
30 Q.A. NGOˆ AND H. ZHANG
Thus we have just shown from (B.6) that∫
M
u dµg0 6 E [u0] +
4vol(M)2
nλ1(P0)vol(K)
+
4
λ1(P0)
vol(M)3/2
vol(K)
( ∫
M
Q20 dµg0
)1/2
+
2
√
2vol(M)
vol(K)
( ∫
K
u dµg0
)
.
This establishes (B.2) in the second case.
Step 2. By the definition of E and Lemma 2.2, there holds∫
M
P0u · u dµg0 6
2
n
E [u0] − 2
( ∫
M
Q0 dµg0
)
u − 2
∫
M
Q0(u − u) dµg0 .
By making use of Young’s inequality and Poincare´’s inequality (1.9), we obtain∫
M
P0u · u dµg0 6
2
n
E [u0] − 2
( ∫
M
Q0 dµg0
)
u
+
2
λ1(P0)
( ∫
M
Q20 dµg0
)
+
λ1(P0)
2
( ∫
M
(u − u)2 dµg0
)
6
2
n
E [u0] − 2
( ∫
M
Q0 dµg0
)
u +
2
λ1(P0)
( ∫
M
Q20 dµg0
)
+
1
2
∫
M
P0u · u dµg0 .
Thus, we have just proved that
1
2
∫
M
P0u · u dµg0 6
2
n
E [u0] − 2
( ∫
M
Q0 dµg0
)
u +
2
λ1(P0)
( ∫
M
Q20 dµg0
)
.
Thanks to (3.12), we can estimate∫
M
enu dµg0 6CA exp
( n
2(n − 1)!ωn
∫
M
u · P0u dµg0 +
n
vol(M)
∫
M
u dµg0
)
6CA exp

2
(n − 1)!ωn
E [u0]
+
n
vol(M)
(
1 − 2
(n − 1)!ωn
∫
M
Q0 dµg0
)( ∫
M
u dµg0
)
+
n
(n − 1)!ωn
2
λ1(P0)
( ∫
M
Q20 dµg0
)

.
Note that
E [u0] 6
n
2
‖u0‖2Hn/2(M,g0) +
∫
M
Q20 dµg0 .
Therefore, we can further estimate
∫
M
enu dµg0 as follows
∫
M
enu dµg0 6CA exp

n
(n − 1)!ωn
‖u0‖2Hn/2(M,g0)
+
2
(n − 1)!ωn
(
1 +
n
λ1(P0)
) ∫
M
Q20 dµg0
+
n
vol(M)
(
1 − 2
(n − 1)!ωn
∫
M
Q0 dµg0
)( ∫
M
u dµg0
)

6C exp
(
n
(n − 1)!ωn
‖u0‖2Hn/2(M,g0) + B
∫
M
u dµg0
)
.
(B.7)
Here B andC are positive constants depending only on (M, g0). Combining (B.2) and (B.7)
gives ∫
M
enu dµg0 6C
′
K exp
(
A1‖u0‖2Hn/2(M,g0) +
B1
vol(K)
max
{ ∫
K
u dµg0 , 0
})
. (B.8)
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Again A1 and B1 are positive constants depending on (M, g0) and C
′
K
> 0 depends on
(M, g0) and vol(K). Clearly, we may assume that B1 > n by replacing it with max{n+1, B1},
if necessary. Therefore, by letting α = max{A1, B1/n} > 1, we deduce that∫
M
enu dµg0 6C
′
K exp
(
α‖u0‖2Hn/2(M,g0)
)
exp
(
α
vol(K)
max
{ ∫
K
nu dµg0 , 0
})
. (B.9)
By Jensen’s inequality, we have
exp
(
α
vol(K)
∫
K
nu dµg0
)
6
(
1
vol(K)
∫
K
enu dµg0
)α
.
From this we know that
exp
(
α
vol(K)
max
{ ∫
K
nu dµg0 , 0
})
=max
{
exp
(
α
vol(K)
∫
K
nu dµg0
)
, 1
}
6max
{(
1
vol(K)
∫
K
enu dµg0
)α
, 1
}
.
(B.10)
Plugging (B.10) into (B.9) gives∫
M
enu dµg0 6C
′
K exp
(
α‖u0‖2Hn/2(M,g0)
)
max
{(
1
vol(K)
)α
, 1
}
max
{( ∫
K
enu dµg0
)α
, 1
}
=CK exp
(
α‖u0‖2Hn/2(M,g0)
)
max
{( ∫
K
enu dµg0
)α
, 1
}
,
which is the desired estimate (B.1). The proof is complete.
B.2. Proof of Lemma 3.6. As shown in [Li95, Section 5], for every smooth positive func-
tion u(t), there exist some y(t) ∈ Sn and some r(t) > 0 such that the normalized companion
of u(t) defined by
wy(t),r(t) = u(t) ◦ φy(t),r(t) +
1
n
log(det dφy(t),r(t)),
where φy(t),r(t) : S
n → Sn is the conformal diffeomorphism given in (1.21) enjoys the
following ∫
Sn
xenwy(t),r(t) dµSn = 0. (B.11)
Furthermore, if u(t) smoothly depends on the time t, then so do y(t) and r(t). For simplicity,
we set
w(t) = wy(t),r(t).
By conformal invariance there holds
E [w(t)] = E [u(t)];
see for instance [WX98, Lemma 2.2]. To emphasize that we are working on Sn, let us
denote P0 by PSn . Then by Lemma 2.2 and the preceding identity, we have
n
2
∫
Sn
w(t) · PSnw(t) dµSn + n!
∫
Sn
w(t) dµSn 6 E [u0], (B.12)
which implies that ∫
Sn
w(t) dµSn 6
E [u0]
n!
. (B.13)
Since u0 ∈ Y, we obtain∫
Sn
f ◦ φy(t),r(t)enw(t) dµSn =
∫
Sn
f enu(t) = (n − 1)!ωn.
In particular, this gives ∫
Sn
enw(t) dµSn >
(n − 1)!ωn
supx∈Sn f
. (B.14)
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Since w satisfies (B.11), we can apply [WX98, Theorem 2.6] and use (B.12) and (B.14) to
get
(n − 1)!
supx∈S n f
6
1
ωn
∫
Sn
enw(t) dµSn
6 exp
[
1
(n − 1)!ωn
(
an
2
∫
Sn
w(t) · PSnw(t) dµSn + n!
∫
Sn
w(t) dµSn
)]
6 exp
[
n(a − 1)
2(n − 1)!ωn
∫
Sn
w(t) · PSnw(t) dµSn +
E [u0]
(n − 1)!ωn
]
,
(B.15)
for some 0 < a < 1. From this it follows that there exists a uniform constant C1 > 0 such
that ∫
Sn
w(t) · PSnw(t) dµSn 6 C1. (B.16)
Plugging (B.16) into (B.15) yields∫
Sn
w(t) dµSn >
ωn
n
log
( (n − 1)!
supx∈S n f
)
− aC1
2(n − 1)! . (B.17)
Combining (B.13) and (B.17), we obtain that there exists a uniform constant C2 > 0 such
that ∣∣∣∣∣
∫
Sn
w(t) dµSn
∣∣∣∣∣ 6 C2, (B.18)
It follows from (B.16), (B.18), and Poincare’s inequality (1.9) that∫
Sn
w2(t) dµSn 6 C3
for some uniform constant C3 > 0, which together with (B.16) implies that there exists a
uniform constant C4 > 0 such that
‖w(t)‖Hn/2(Sn) 6 C4. (B.19)
Now we have two possibilities:
Case 1. Suppose that r(t) is bounded in [0, T ). We shall prove that part (i) occurs. Indeed,
there are two constants C1 and C2 depending on T such that
0 < C1 6 det(dφy(t),r(t)) 6 C2.
By Beckner’s inequality (2.4), there holds
sup
[0,T )
∫
Sn
enγ|w(t)| dµSn 6 C(γ).
From this and the bounds for det(dφy(t),r(t)), we deduce that
sup
[0,T )
∫
Sn
enγ|u(t)| dµSn 6 C(γ).
In particular, applying Jensen’s inequality gives∫
Sn
|u(t)| dµSn 6 C, (B.20)
which together with Lemma 2.2 implies that∫
Sn
u · PSnu dµSn 6 C. (B.21)
Now it follows from Poincare´’s inequality, (B.20), and (B.21) that
‖u(t)‖Hn/2(Sn) 6 C
for some constant C > 0.
Case 2. Suppose that r(t) is unbounded in [0, T ). In this scenario, we can find a sequence
tk ր T in such a way that r(tk) ր +∞ and that y(tk) → x∞ as k → +∞ for some point
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x∞ ∈ Sn. In view of (B.19), there exists a subsequence of tk, still denoted by tk, and some
function w∞ ∈ Hn/2(Sn) such that
w(tk) ⇀ w∞
weakly in Hn/2(Sn) and strongly in L2(Sn). Let r > 0 be arbitrary but fixed and set
Bk = (φy(tk),r(tk))
−1(Br(x∞)).
Then by Ho¨lder’s inequality, we get∣∣∣∣∣
∫
Sn\Bk
f ◦ φy(tk),r(tk)enw(tk) dµSn
∣∣∣∣∣ 6 (sup
Sn
| f |)
(
vol(Sn\Bk)
∫
Sn
e2n|w(tk)| dµSn
)1/2
6 C
√
vol(Sn\Bk).
(B.22)
To obtain the last inequality in (B.22), we have used (B.19) and Beckner’s inequality (2.4).
Notice that, one can easily verify that as k → +∞, there holds
φy(tk),r(tk) → φx∞,∞ ≡ x∞
uniformly in Sn \ Bδ(y∞) with any sufficiently small δ > 0. Next, we need to estimate
vol(Bk) for large k.
Claim. There holds
lim
k→+∞
vol(Bk) = ωn.
Proof of Claim. For each ε > 0 sufficiently small but fixed, because φy(tk),r(tk) → x∞ uni-
formly in Sn \ Bε(x∞), there is some N > 1 independent of x such that
d
(
φy(tk),r(tk)(x), x∞
)
< r
for all k > N and all x ∈ Sn \ Bε(x∞). In particular, there holds
S
n \ Bε(x∞) ⊂ φ−1y(tk),r(tk)
(
Br(x∞)
)
= Bk
for all k > N. Thus, we have just shown that
S
n \ Bε(x∞) ⊂ Bk ⊂ Sn,
for large k, which immediately implies
vol(Sn \ Bε(x∞)) 6 lim inf
k→+∞
vol(Bk) 6 lim sup
k→+∞
vol(Bk) 6 vol(S
n).
Letting εց 0 gives the desired result. 
As a consequence of Claim, we get
lim
k→+∞
vol(Sn\Bk) = 0.
Keep in mind that ∫
Br(x∞)
f enu(tk) dµSn =
∫
Bk
f ◦ φy(tk),r(tk)enw(tk) dµSn .
This fact together with (B.22) and the fact u(t) ∈ Y implies that
lim
k→+∞
∫
Br(x∞)
f enu(tk) dµSn = (n − 1)!ωn
for all r > 0. Now, let y ∈ Sn\{x∞} and 0 6 r < dist(y, x∞). Then we have
lim
k→+∞
vol
(
φ−1y(tk),r(tk)(Br(y))
)
= 0.
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However, as in (B.22), we can estimate∣∣∣∣ ∫
Br(y)
f enu(tk ) dµSn
∣∣∣∣ =∣∣∣∣ ∫
φ−1
y(tk ),r(tk )
(Br(y))
f ◦ φy(tk),r(tk)enw(tk) dµSn
∣∣∣∣
6(sup
Sn
| f |)
( ∫
Sn
e2n|w(tk)| dµSn
)1/2( ∫
φ−1
y(tk ),r(tk )
(Br(y))
dµSn
)1/2
.
Keep in mind that, by Beckner’s inequality (2.4), the term
∫
Sn
e2n|w(tk)| dµSn is uniformly
bounded. Therefore, we get
lim
k→+∞
∫
Br(y)
f enu(tk) dµSn = 0.
This establishes part (ii) of the lemma. 
Appendix C. The kernel of the 2n-order operator PSn on S
n
only consists of constant
functions
This appendix is devoted to a proof of the fact that the kernel of PSn on (S
n, gSn) only
consists of constant functions. We believe that this fact is already known but we are unable
to find a reference for it. To see this, first we recall
PSn =
n/2−1∏
k=0
(−∆Sn + k(n − 1 − k)).
Note that all numbers k(n− 1− k) with k = 0, 1, ..., n/2− 1 are non-negative. Therefore, as
a polynomial of −∆Sn , the polynomial PSn has positive coefficients, which can be rewritten
as
PSn =
n/2∑
m=1
cm(−∆Sn)m
for some positive numbers cm. Hence, if a function u belongs to the kernel of PSn , then
integration by parts gives
0 =
∫
Sn
u · PSnu dµSn =
n/2∑
m=1
cm
∫
Sn
u(−∆Sn)mu dµSn .
Since ∫
Sn
u(−∆Sn)mu dµSn =
∫
Sn
|(−∆Sn)m/2u|2 dµSn > 0
if m is even and ∫
Sn
u(−∆Sn)mu dµSn =
∫
Sn
|∇(−∆Sn)(m−1)/2u|2 dµSn > 0
if m is odd, we deduce that u must be constant. 
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