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Abstract-In this paper, we establish an equivalence of oscillation for the first-order nonlinear 
neutral delay difference equation 
and its corresponding linear equation 
A(271 -pZn-r) + 24iZn-ci = 0 
i=l 
under weaker conditions on fi. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Consider the nonlinear neutral delay difference equation 
A(xn -P%-7) + ~%fihL) = 0, 12 2 120, (1.1) 
i=l 
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and its corresponding linear equation 
A(xc, - PA-~) + 2 qixn-cc = 0, 
i=l 
n 1 no, (1.2) 
where P E [O, l), h E C(R,R), qi E (O,m), T,C~ E {0,1,2,. .}, i = l,.. .,m, and A is the 
forward difference operator; that is, Axe, = x,+1 - x,. 
Equation (1.1) can be seen as the discrete form of the neutral differential equation 
$(x(t) - px(t - T)) + g !d(x(t - 4) = 0, 
i=l 
t 1 to, (1.3) 
Chose linearized oscillations were studied by Tang and Yu [l] recently. 
It is a known fact, see [2], that every solution of (1.2) oscillates if and only if its characteristic 
equation 
F(X) = (A - 1) (1 - $7) + 2 q&” = 0 (1.4) 
i=l 
has no real positive roots. 
For p = 1 in (1.3), Gyori and Ladas [3] related the oscillation of the nonlinear equation (1.3) 
to the oscillation of the corresponding linear equation. Indeed, they proved that if p = 1 and the 
following conditions hold: 
(Hi) ufi(u) > 0, u # 0, and lim+,c fi(u)/u = 1, i = 1,. . . , m; 
(Hz) there exists a b > 0 such that either 
h(u) I u, UE [0,6), i=l,..., m 
or 
j-i(U) 2 u, uE(-6,0], i=l,..., m; 
then every solution of (1.3) oscillates if and only if every solution of its corresponding linear 
equation oscillates. 
We remark that, as Tang and Yu [l] pointed out in the corresponding differential equation, 
(Hz) is an additional condition to the linearized condition (Hi), which restricts by u the tendency 
for functions fi(u) to vary in a neighborhood of the origin, and so cause many known equations 
to fail to satisfy it. For example, the delay logistic equation 
AZ, + gpi (e"i"n-u~ - 1) = 0 (1.5) 
i=l 
issuchanequation,wherepi,oiE(O,oo),aiE{O,1,2 ,... },fi(~)=o~~(e~*~-l),i=l,..., m. 
For this reason, (Hz) reduces the scope of applicability of the above equivalence theorem. On the 
other hand, the example given in [4] shows that (H 2 cannot be removed in general. Therefore, ) 
it is valuable and necessary to relax the condition (Hz) in studying of the difference equation as 
well as the differential equation. 
In this paper, we will investigate the equivalence of oscillations of (1.1) and (1.2) for p E [0, 1) 
in two cases: noncritical case and critical case. As a consequence, it is shown that (Hz) can be 
replaced by the following condition (Hs). 
(Hs) There exist r > 0, b > 0, and K > 0 such that for each i = 1,. . . , m, fi(u) is nondecreasing 
in (-6, b) and either 
fi(U) I u + K1uI1+v, UE [0,6), i=l,..., 772, 
or 
fi(U) 2 u - KIull+v, UE(--6,0], i=l,..., m. 
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It is easy to see that (Hi) implies that f,(O) = 1, i = 1,. . . ,m. Therefore, under (Hi), it is a 
harmless condition that fi is nondecreasing in some neighborhood of the origin; moreover, (Hs) is 
also easily satisfied. For example, the functions fi(u) = cry’ (eaiu - 1) in (1.5) (i = 1,. . , m) 
satisfy (Hs) but not (Hz). Indeed, functions fi (i = 1, . . . , m) always satisfy (Hs) whenever fi 
are twice differentiable continuously in some neighborhood of the origin and f,!(O) = 1 for i = 
1,. . ,m. 
For consideration in the case p = 1, we refer to [4]. 
DEFINITION. If there exists a Xs E (0, oo) such that 
F(Xo) = 0 and F(X) > 0, for A E (0, X0) u 00, m), (1.6) 
then we say (1.1) or (1.2) is in a critical state. Otherwise, (1 .l) or (1.2) is called in a noncritical 
state. 
REMARK. Taking notice of that 
F(1) > 0 
and 
F(X) > (A - l)(l - px-‘) > 0, for X E (l,+co), 
we see that if (1.1) or (1.2) is in a critical state, then the number X0 in the above definition must 
be in the interval (0,l). 
In a noncritical state, we have either 
w > 0, for X E (0, oo), (1.7) 
Or 
F(X*) < 0, for some X* E (0, co). (1.8) 
As is customary, a solution {zn} is called oscillatory if the terms z, of the sequence are not 
eventually positive or eventually negative. Otherwise it is called nonoscillatory. 
2. NONCRITICAL CASE 
As the discrete version of the lemmas in [l], the following lemmas hold. 
LEMMA 2.1. Every solution of (1.2) oscillates if and only if the following inequality: 
m 
A(xn - PXteT) + c wn-c; I 0, n 2 no, 
i=l 
(2.1) 
has no eventually positive solution. 
LEMMA 2.2. Every solution of (1.2) oscillates if and only if the characteristic equation (1.4) has 
no real positive roots. 
LEMMA 2.3. Assume that (Hi) holds. Then every solution of (1.2) oscillates implies that every 
solution of (1.1) oscillates. 
THEOREM 2.1. Assume that (Hi) and either (1.7) or (1.8) hold. Then every solution (1.1) 
oscillates if and only if every solution of (1.2) oscillates. 
PROOF. First assume that (1.7) holds. In view of Lemmas 2.2 and 2.3, every solution of both (1.1) 
and (1.2) oscillates. 
Next, assume that (1.8) holds. Then there exists a X* E (O,+oo) such that F(X*) < 0. 
Since limx+s+ F(X) = limx,+, F(X) = +oo, it follows that (1.4) has a real positive root at 
least. Hence, Lemma 2.2 implies that (1.2) has an eventually positive solution. The proof will be 
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complete if we show that (1.1) also has an eventually positive solution. To this end, let EO E (0,l) 
such that ~0 czl qiX*-‘Ti < -F(A*). Set 
F,t;(X) = (A - 1) (1 - px-‘) + (1 + Ec) 2 qK”‘. 
i=l 
Then 
F; (A*) = (A* - 1) (1 -Px”-‘) + (1 +E~)~~~X*-~~ = F(X*) +Eo~qix*-o’ < 0. 
i=l i=l 
It follows that there exists a Xi E (0, +oo) such that FL(Xi) = 0. By (Hi), we may choose 61 > 0 
such that 
h(u) I (1+ Co)% u E [O,U i= l,...,m. (2.2) 
Hence, it follows in a manner similar to that in the proof of [3] that (1.1) has an eventually 
positive solution. The proof is complete. 
3. CRITICAL CASE 
Consider the following nonlinear nonautonomous delay difference equation: 
A(xc, -Pz,,)+~q~x,_,,+f(n,s,-a,,-~.,s,-a,)=0, n 1720, (3.1) 
i=l 
where p E [0, l), qi E (O,m), ~,oi E {0,1,2,. . .}, i = 1,. . ,m; Sj E {0,1,2,. ,6}, j = 1.. , k, 
6 E Z+; f E C([no,oo) x Rn, R). 
In this section, we first establish an equivalence of oscillation for (3.1) and the following second- 
order difference equation: 
A2y,+l + cC$,-~-~~ (n, ~I~‘+~Q/~,. . . , Xo”-bkyn) = 0, n 2 no, (3.2) 
under the critical state (1.5). And then, we apply this equivalence theorem to (1.1) to conclude 
the condition which guarantees (1.1) and (1.2) have the same oscillatory behavior. 
THEOREM 3.1. Assume that (1.6) and the following condition (Hd) hold: 
(Hd) for any n 1 no, 
(i) f(n,ul,...,uk)LO,ul,...,uk>O,f(n,ul,..., uk)<O,ul,..., uk<O; 
(ii) f(n, 211,. , uk) is nondecreasing in ul,. , uk. 
Then every solution of (3.1) oscillates if and only if every solution of (3.2) oscillates. 
PROOF. If f(n,ui,. . , Uk) E 0 for large n and ui,. . . ,uk > 0 or ul,..., uk < 0, it is cay 
to see that both (3.1) and (3.2) h ave nonoscillatory solutions. In the sequel, we assume that 
f(n, ui, , ?&) $ 0 for large n and ~1 . uj > 0, j = 1,. . . , k. Set c = max{ai,as, ,cm}, 
p = max{r, o,6}, and 
CX = 2 
( 
2p7XO-’ + (1 - XO)p7(7 + 1)Xc-TT-1 + cqifli(Qi + l)Xa-Oi-l 
i=l > 
-1 
It follows from (1.6) that 
or 
F(Xo) = 0 and F/(X0) = 0 
(1 - X0)(1 - pxo-7) = FqJo-“’ and pXomTml (X0 - X07 + T) + 2 qilTiXO-ui-l = 1. (3.3) 
i=l is1 
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SUFFICIENCY. If not, let z,., be an eventually positive solution of (3.1). Then there exists an 
nr 2 no such that zn > 0 for n 2 ni. Set V, = Xcmnz, for n 1 nr. Then w, > 0 for n 2 ni. 
From (3.1) and (3.3), we have 
A 
[ 
n-1 m 7X-l 
w, - px(-J-‘w,-, - (1 - xiJ)pxo-T-’ c uj - ~qJo-“‘-l c “j 
j=n-T i=l j=n-0, 1 (3.4 
+x0 +-lf (n, X0n-61w,-61r.. , Ao~-~~w~~~,) = 0, n 2 n1+ p. 
Let 
n-1 II-1 
IL, = 21, - pxo-7w,-, - (1 - x&Ao-7-1 c wj - ~qixo-o’-l c wj. (3.5) 
j=n-7 i=l j=Tl-L7; 
Similar to the proof of 15, Lemma 11, one can easily show that there exists an n2 > n1 + p such 
that 
%l > 0, Au, 5 0, n 2 122. (3.6) 
Set M = 2-l min{w, ] ns - p 5 n 5 ns}. Then it follows from (3.3), (3.5), and (3.6) that 
n 1 122 - p. (3.7) 
Let lirnnda, u,, = 1. There are two possible cases. 
CASE 1. 1 = 0. Let ns > ns such that U, < (M/2)(p + 1)~ for n 2 ns. Then for any ?i 2 ns, we 
have 
n+P 
21, > a CUj7 - - n E [n, n + p] 
j=?=L 
CASE 2. 1 > 0. Noting that Au, 5 0 for n 2 n2, we have U, 2 1 for n 2 ns. From (3.3), (3.5), 
and (3.7), we get 
w, 2 1+ pXo-rw,-, + (1 - Xo)pXo-r-l 
j=n-0, 
>l+M, n 2 122. 
By induction, one can easily show that 
v,, 1 sl + M, n 1 n2 + (s - l)p, s= 1,2,... 
and so limnda, w, = co, which implies that there exists an n4 2 ns such that 
n4 I n I n4 + p. 
Combining Cases 1 and 2, we see that there exists an N 2 ns such that 
Vn LaCuj, N<n<N+p. 
j=N 
Next, we prove that 
(3.8) 
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If (3.8) does not hold, then there exists an N* > N + p such that 
n+P N’-kp 
.un2apj, for N 5 n 5 N’ - 1 and vN* < cr c uj. 
j=N j=N 
BY (3.3), (3.5), (34, and by using the fact that u,, is nonincreasing for n 2 n2, we have 
N’-kp N.-l N.-l 
a c uj > u (N*) +JIX~-~ UN*-7 + (1 - &)p&T-l c Vj + -&ixo-u’-1 c vJ 
j=N j=N* -7 i=l N--U, 
N’+p N’+p 
1 u (N*) + cypX~-~ c un - 1 U¶ 
n=N n=N*+p-r+l 1 
N'-1 j+p 
+ a(1 - x&&-~-1 c c Un + a&iXO-ai-l Ne’ Jg u, 
j=N*--7 n=N i=l N’-oi n=~ 
N’+p 
= u(N*) +wXO-~ C u, 
n=N*+p-r+l 1 
N’+P N’+p 
+ cr(1 - X&IXo-T-1 7 c un - n=N-p-T’n + T- - N* - P)‘LL~ 
n=N l 
I  
+ f2~qiXOmu’-l 
[  
N’+P N’+p 
Ui C 21, - 1 (n + oi - N* - P)U, 
i=l n=N n=N’+p--oi 1 N’+p 
=u(N*)+a c u, 
n=N 
- Q do- 
[ 
N’+p N’+p 
c un + (1 - XO)~XO-~-’ c (n + T - N* - p)un 
n=N’+p-r+l n=N*+p-T 
m N’+P 
+ c q&--l c (n + ui - N* - p)u, 
i=l n=N’+p-a, I 
N’+P 
2 u(N*) + Q c u, 
n=N 
[ 
N’+p 
- au(N*) p~Xo-~ + (1 - xo)pxo-7-1 x (n+~-N*-p) 
n=N’+p-r 
m N’+p 
+ c qJo--l C (n + Oi - N* - p) 
i=l n=N’+p-CT; 1 
N-i-p =a c ‘11,. 
n=N 
This contradiction implies that (3.8) holds. From (3.8), we obtain 
nZN+p, s=l,...,k. 
j=N 
(3.9) 
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Let Ye = (Y Cy=, uj. Then Ayrr-l = au,,, A2yn-1 = CYAU, for n 2 N. From (Hd), (3.4), (3.5), 
and (3.9), we have 
A’yn-l+ CL&,-@ f (n,Xplyn,. . . , xp”y,) 5 0, n>N+p. (3.10) 
This shows that inequality (3.10) has an eventually positive solution. Similar to the proof of [6, 
Corollary lo] or [7], it is easy to show that the corresponding equation (3.2) also has an eventually 
positive solution. We lead to a contradiction. 
NECESSITY. If not, without loss of generality, let yn be an eventually positive solution of (3.2). 
Then there exists an N 1 no such that 
&..-I > 0, Ay,,.-1 > 0, and A2ynm1 5 0, n 1 N. 
Set u, = Ayn-l for n 2 N. Then u, > 0 and Au, 5 0 for n 1 N, and 
yn= 5 Uj + YN-17 n 1 N. 
j=N 
Let 
wn=~ (guj+YN-1) 7 n2N. 
Then for n > N + p, 
(3.11) 
(3.12) 
(3.13) 
n-l 
PXO-7W,-, + (1 - XO)fJXO-‘-’ C Wj + 2 
n-1 
r-l qJo-~'-l C wj 
j=n-7 '- j=n-cr; 
n--7 n-l j 
= apxo-T ~Uj+41-~o)l&-r-1 C CU8 
j=N j=n-7 s&V 
+ a 2 qixo--’ ne 2 u, + ayj,,-1 
i=l j=n-o, s=N 
.9=Tl--7 
+ 2 qixo-ui-l 
n 
C (S +Oi -?I) 
i=l ti=TZ--0i 1 
=w,-uu,, 
or 
n-1 
w7I 1 un +Pxo-‘w,-, + (1 - xo)pxo-‘-l c wj 
j=n-r 
m n-1 (3.14) 
+ CQiXO-ui-l C Wj, n>N+p. 
i=l j=n-0; 
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Define a sequence {wl,,,}& as follows: 
wo,n = wn, n 2 N, 
I 
n-1 
% +P~O-7211-l,n-T + (1 - xo)pxo-‘-l c Wl-lj 
j=n-T 
n-1 
w,n = + g qJo-oi-l c Wl-l,j, nlN+p+l, 1= 1,2,..., 
i=l j=n--a; 
From (3.14), by induction we have 
Then for n 2 N, w, = liml,, wl,, exists, and 
and 
n-1 
% = %I+ pxo-‘w,-, + (1 - xs)pxo-~-’ c wj 
j=n--7 
m n-1 
+ CQiXO-bi-l C Wj, nZN+p+l. 
i=l j=n-ui 
(3.15) 
(3.16) 
By (3.12), (3.13), and (3.15), we have 
%-6j I wn-4, .=c w, = ayn, n>N+p+l, j=l,..., k. (3.17) 
It follows from (Hd), (3.2), (3.16), and (3.17) that 
n-1 
A W, -PXoe7W,-, - (1 - XO)PXO-‘-’ 1 Wj - eqiAc-“‘-’ ne Wj 
j=n-T i=l j=n-u; 1 (3.18) 
+ crA07-~f 
( 
72, a-1X0n-61wn-61,. . . , ~~~~~~~~~~~~~~ 
> 
5 0, nLN+p+l. 
Set 5, = crW1w,Xcn for n 1 N. Then 5, > 0, n 1 N, and from (3.3) and (3.18) we have 
A[xn - P~-~I + 2 a~,-,~ + f (n, x,+, . , ~~-6~) L 0, nZN+p+l. (3.19) 
i=l 
This shows that inequality (3.19) h as an eventually positive solution. Similar to the proof of [8, 
Theorem 11, one can show that the corresponding equation (3.1) also has an eventually positive 
solution, which leads to a contradiction. The proof is complete. 
For the sake of simplicity, we now let 
f*(n, u) = 2 ~P-X~-~ + (1 - Xo)p7(7 + 1)x~--7-~ + Fqigi(ci + 1)x0---l 
> 
-1 
i=l (3.20) 
x x0 +-lf (n, XOnmslu,. . . , Xonmaku) 
Clearly, if (Hh) holds, then ~f*(n,u) 2 0 and f*( n u is nondecreasing in u for n 2 no. , ) 
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THEOREM 3.2. Assume that (1.6) and (Hd) hold. Let 4 E C(R, R) be nondecreasing and satisfy 
that Us > 0 for u # 0, and 
If there exist CO > 0 and K > 0 such that 
liminff’(n’> K(f*(n,Q)l, 
M-+- ddu) - 
then every solution of (3.1) oscillates if and only if 
/-&f*(n,c)dt/ = co, for c E [-cc), 0) u (0, co]. 
(3.21) 
(3.22) 
(3.23) 
PROOF. SUFFICIENCY. Suppose, to the contrary, that (3.1) has a nonoscillatory solution. By 
Theorem 3.1, (3.2) also has a nonoscillatory solution. We can assume, without loss of generality, 
that (3.2) has an eventually positive solution {y,}. Then there exists an N 2 no such that 
Yn > 0, Ayn-1 > 0, and A2yn-r < 0, n 2 N. (3.24) 
There are two possible cases to consider. 
CASE 1. limn-,cxr yn = p < co. It follows from (3.24) that yN I yn < p for n 2 N. Summing 
up (3.2) from n 2 N to 00 and using the fact that f*(n,u) is nondecreasing in u, we obtain 
Ayn-1 1 ~f*(~di) 2 xf"(i,yN), n > N. 
i=n i=n 
Summing up again both sides of the above from N to co, we obtain 
P-!/N-l> 2 &‘(i,yN)= &-N+l)f*(n,yN). 
n=N i=n n-N 
It follows that c,“,,(n - N + l)f*(n, yN) < co, which contradicts (3.23). 
CASE 2. lim,,, yn = co. Summing up (3.2) from n > N to 00 yields 
Ayn-I 2 2 f*(i, yi), n 2 N, 
and so 
n 2 N. 
In view of (3.22) and the fact limn--roo yn = 00, we may choose Nr 2 N such that 
Hence, summing up (3.25) from Nr to co and using (3.26), we have 
(3.25) 
(3.26) 
O” Ay,,-i K O” m 
(3.27) 
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On the other hand, it follows (3.21) and the nondecreasing of 4(u) and {yn} that 
(3.28) 
Equation (3.28), together with (3.27), implies that c,“==,, nlf*(n,c~)j < 00, which contra- 
dicts (3.23). 
NECESSITY. Suppose, to the contrary, that (3.23) does not hold. Without loss of generality, 
assume that there exists c E (0, cg) such that 
It follows that 
2 2f’(i,c) < 00. (3.29) 
n=no i=n 
Let N be large so that Cr& CE”=, f*(i, c) < c/2. Define a sequence z,, as follows: 
z, = ; + 2 fy(i,c), n 2 N. 
j=N i=j 
(3.30) 
Clearly, 2, satisfies 
; 5 &I I c, n 1 N. 
Substituting this into (3.30) and using the fact that f *(n, u) is nondecreasing in u, we obtain 
n 2 N. (3.31) 
j=N i=j 
From (3.31), it is not difficult to show that the corresponding equation 
Yn = ; + 2 .gf*(i,Yi), n 2 N, (3.32) 
j=N i=j 
has a solution {yn} which satisfies c/2 5 y,, 5 z,. Clearly, {yn} is also an eventually positive 
solution of (3.2). In view of Theorem 3.1, (3.1) has an eventually positive solution. The proof is 
complete. 
THEOREM 3.3. Assume that (1.6), (HI), and (Hs) hold. Then every solution of (1.1) oscillates 
if and only if every solution of (1.2) oscillates. 
PROOF. Clearly, equation (1.2) has a nonoscillatory solution zr, = Xcn. To complete our proof, 
we will show (1.1) also has a nonoscillatory solution. In (3.1), let k = m, Sj = aj, j = 1,. . . , m, 
f(n,ul,. . , Urn) = C,“=, qjlUj(l+' sign Uj. Then (Hd) holds. Moreover, if taking 4(u) = Iu~‘+~ 
sign u, then 4(u) satisfies the conditions in Theorem 3.2, and 
f*(n,u) = 
[( 
2 2p~Xc-~ + (1 - Xc)pr(r + 1)X0-7-1 + cq@i(oi + l)&~-~‘-l 
> 
-1 
i=l 
x (~qj&-(l+Y)uj)] XOnr-lIu(l+rsign u 
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It is easy to see that ) C” np,I < 00. In view of Theorem 3.2, the following first-order neutral 
delay difference equation: 
A h - px,-,) + e Q~x,-,~ + 2 qi lxn-oi I1+r sign x,-,, = 0 
i=l i=l 
has a nonoscillatory solution. It follows from (Hs) that either the inequality 
A (xrz -I-G-,) + CQifi (x,-o;) 5 0, n 2 no, 
i=l 
has an eventually positive solution, or the inequality 
(3.33) 
A (2, - pxn-7) + 2 afi (zn-oil 2 0, n 2 no, (3.34) 
i=l 
has an eventually negative solution. Similar to the proof of [8, Theorem 11, it is easy to show 
that (1.1) also has a nonoscillatory solution. The proof is complete. 
THEOREM 3.4. Assume that (1.6) and (Hd) hold. If for any M # 0, 
Co 
cl XrJ-n-lf (?I, MXOn-y.. . , MAon+) 1 = cm, 
then every solution of (3.1) oscillates. 
PROOF. Suppose, to the contrary, that (3.1) has a nonoscillatory solution. By Theorem 3.1, 
equation (3.2) also has a nonoscillatory solution. We can assume, without loss of generality, 
that (3.2) has an eventually positive solution {yn}. Then there exists an N 2 7~0 such that (3.24) 
holds, and yn 2 ye for n 2 N. It follows from (3.2) and (Hd) that 
2 f*(n,wv) i AYN-1 < 00, 
n=N 
which yields 00 
cl 
n=N 
XC,-*-‘f (n, yN&n-61,. . . ,y&,,n-ak) 1 < 00. 
This contradicts (3.35) and so the proof is complete. 
4. SOME REMARKS 
From Theorems 2.1 and 3.3, we immediately have the following theorem. 
THEOREM 4.1. Assume that (HI) and (Hs) hold. Then every solution of (1.1) oscillates if and , 
only if every solution of (1.2) oscillates. 
The following example shows that (Hz) is an essential condition which guarantees ( 
have the same oscillatory behavior in the critical case. 
EXAMPLE 4.1: Consider the following nonlinear equation: 
1.1) and (1.2) 
and its corresponding linear equation 
(4.1) 
(4.2) 
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where p = l/2, q = l/16, r = 0 = 1, and 
0, u = 0, 
U 
g(u) = i In lul ’ 0 1 < 1’111 5 1, - (4.3) 
U, lul > 1. 
It is easy to see that (4.1) and (4.2) are in a critical state, since the characteristic equation 
has a unique real root Xe = 314, and F(X) > 0 for A # 314. 
For any A4 # 0, set NO = max{O, [l - In [MI/ In Xc], we have 
2 pw7-1g (MAO”-‘)/ = 2 IMIXO-~ 
n=No n=No 1 + I lnXcj(n - 1) - In IMI = O”’ 
This shows (3.35) holds. By Theorem 3.4, every solution of (4.1) oscillates. However, (4.2) has an 
eventually positive solution 2, = (3/4)n. Consequently, (4.1) and (4.2) have different oscillatory 
behavior. 
Trace something to its source, because (4.1) does not satisfy (Hs). In fact, for r > 0, 
Id4 I 
;iojpT = 
1 
7% J@(l - In lul) = O”’ 
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