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With the development of microarray–based high–
throughput technologies for examining genetic and
biological information en masse, biologists are now
faced with making sense of large lists of genes identi-
fied from their biological experiments. There is a vital
need for “system biology” approaches which can allow
biologists to see new or unanticipated potential rela-
tionships which will lead to new hypotheses and even-
tual new knowledge. Finding and understanding re-
lationships in this data is a problem well suited to vi-
sualisation. We augment genes with their associated
terms from the Gene Ontology and visualise them us-
ing kernel Principal Component Analysis with both
specialised linear and Gaussian kernels. Our results
show that this method can correctly visualise genes
by their functional relationships and we describe the
difference between using the linear and Gaussian ker-
nels on the problem.
Keywords: kernel–based visualization, Gene Ontol-
ogy, biomedical datasets.
1 Introduction
It is well recognised that improvements in health are
universally driven by gains in understanding of the
biology behind human disease. With the comple-
tion of the Human Genome Project and the devel-
opment of microarray–based high–throughput tech-
nologies for examining genetic and biological infor-
mation en masse, biologists are now seeking to assess
systems of biological information rather than single
genes. Consequently they have to deal with large
amounts of information such as lists of hundreds or
even thousands of genes. There is a vital need for
tools which not only relate this mass of data to cur-
rent knowledge through bioinformatic approaches but
can assess this data to allow us to see new or unantici-
pated potential relationships within the system which
will lead to new hypotheses and eventual new knowl-
edge. In other words, “systems biology” approaches
are required. Finding relationships in this morass of
data is a problem that is well suited to unsupervised
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data mining methods such as visualisation. Unsu-
pervised learning methods deal with similarity mea-
sures between items of interest, in this case genes.
To find similarities, lists of genes must be augmented
with additional information. In this paper, we will
augment genes with their associated terms from the
Gene Ontology (GO) (Ashburner et al. 2000), which
is a massive Internet database curated by biologists
that defines over 25000 terms in a controlled vocab-
ulary describing genes and gene products.These gene
terms fit into three disjoint hierarchies or subontolo-
gies: cellular components, molecular functions and
biological processes. Terms in the cellular component
hierarchy are associated with the physical structure of
gene products and generally relate to where the gene
product is found in the cell. Terms in the molecular
function hierarchy describe the biochemical activity of
gene products. Finally, terms in the biological process
hierarchy relate to the biological objective to which
genes or gene products contribute. The Gene Ontol-
ogy takes the form of a large database and allows GO
terms to be found for specific genes and gene prod-
ucts. Other information, including cross references
to other bio–databases, may also be found for genes.
We calculate the similarity between genes using the
similarity between their component terms.
1.1 Related Work
Several other researchers have explored the problem
of applying unsupervised learning methods to lists of
genes. Work generally falls into three main areas: de-
scribing groups of genes in terms of their annotations;
measures for calculating similarity between genes us-
ing GO annotations; and clustering and visualisation
of genes using GO annotations. The last two of these
are similar because clustering and visualisation meth-
ods require similarities to be calculated for the genes.
Methods to describe groups of genes from GO an-
notations include methods that view the Gene Ontol-
ogy as a simple collection of terms without exploiting
too much the structural interrelationships (eg. Gat-
Viks et al. (2003) or Shah & Fedoroff (2004)). Oth-
ers including Beißbarth & Speed (2004) and Zeeberg
et al. (2003) use statistical methods to analyze the GO
categories. Cheng et al. (2004) use the Bootstrap Test
on GO cliques to determine the statistical categoriz-
ing of GO categories. Lee et al. (2004) introduced an
algorithm to find the significant biological features
of a gene cluster or group of interest through the tree
structure of the Gene Ontology. They applied a trans-
formation of the GO directed acyclic graph structure
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with a distance function. Their graph theoretic algo-
rithm extracts common or representative GO terms
for a gene cluster by taking the multi–functionality
of genes into account. Popescu et al. (2004) con-
struct a functional summary of clusters of genes using
GO terms. They build a “most representative term”
(MRT) for each cluster by making a hierarchical clus-
tering of the genes and then applying fuzzy methods
to find the GO terms of highest frequency. Liu et al.
(2005) describe a tool called DYnGO, which allows
users to conduct batch retrieval of GO annotations
for a list of genes and semantic retrieval of genes and
gene products sharing similar GO annotations. Re-
sults are shown in a tree format sorted by GO term.
Similarity measures usually use the hierarchical
structure of the Gene Ontology. Mathur & Di-
nakarpandian (2007) describe an approach to com-
puting gene product similarity by considering both
the hierarchical nature of GO and the co–occurrence
of GO terms in annotations. Their approach con-
siders numbers of annotations and differences in the
frequency of usage of GO terms with a set–based sim-
ilarity function. Sanfilippo et al. (2007) categorise
GO based similarity approaches into two main cate-
gories: similarities based on hierarchical relationships
within a GO subontology (of which there are three
subontologies) and similarities based on associative
relationships of genes across the three subontologies.
This latter approach predicts annotations in a sub-
ontology for a specific gene based on annotations for
similar genes. They propose a method called cross–
ontological analytics that merges these approaches.
They also integrate textual data from biomedical lit-
erature with GO knowledge.
Clustering and visualisation approaches go further
and apply gene similarity measures to understand-
ing the natural structure of groups of genes and gene
products. Lee et al. (2005) propose an ontology–
based clustering algorithm (CLUGO) that identifies
clusters of significant GO terms within a distribution
of terms (eg. that arise from some previous cluster-
ing exercise). Kennedy & Simoff (2003) describe a
technique for clustering genes based on GO terms us-
ing the MBSAS clustering algorithm. However, the
method is sensitive to gene order and does not scale
to large numbers of genes.
Speer et al. (2005) and Fro¨hlich et al. (2007) de-
scribe a kernel–based approach to clustering genes us-
ing Gene Ontology annotations. They define a ker-
nel based on information–theoretic measures to cal-
culate similarities between genes (based on the max-
imum similarity between terms). They state that
their information–theoretic approach better models
the variable branching and density of the GO graph
and that it should perform better than link distance
based measures like the one we use. They apply a
dual k–means clustering to groups of genes and pro-
vide an R tool.
Like Fro¨hlich et al. (2007) we devise a kernel func-
tion. However, our measure is link distance based
rather than information–theoretic. Also, Fro¨hlich
et al. (2007) focusses on clustering, specifically a dual
k–means clustering approach. Our motivation, on the
other hand, is to visualise the genes with the longer
term goal of explaining why a particular set group the
way they do.
The rest of this paper is organised as follows. Sec-
tion 2 elaborates on our approach to visualising a list
of genes. Section 3 details the dataset used in this pa-
per to validate our approach: a dataset derived from
the KEGG (Kanehisa et al. 2008) database. Also, in
section 3 we describe a series of experiments apply-
ing variants of our approach together with results. In
section 4 we list potentially fruitful areas for future
research. Finally, section 5 concludes the paper.
2 Method
This section describes our approach to visualisation
of lists of genes. First we describe in more detail the
Gene Ontology and the type of data we extract from
it. Then we describe the unsupervised visualisation
approach we apply, namely kernel Principal Compo-
nent Analysis (kPCA).
2.1 Gene Ontology
The Gene Ontology provides a controlled vocabulary
to describe genes and gene product attributes in many
organisms. It is a collaborative effort beginning in
1998 and spans many organisms including but not
limited to Drosophila, Saccharomyces, mouse and hu-
man.
The building blocks of the Gene Ontology are
the terms. Each entry in GO has (i) a unique al-
phanumerical identifier (GO :#######); (ii) term
name, e.g. cell, fibroblast growth factor receptor
binding or signal transduction; (iii) synonyms (if ap-
plicable); and (iv) a definition. Each term is also as-
signed to one of the three hierarchies, which are struc-
tured as directed acyclic graphs. Most terms have a
textual definition, with references stating the source
of the definition. If any clarification of the definition
or remarks about term usage is required, these are
held in a separate comments field.
Each gene has one or more terms related to it and
a term may have multiple parents on the tree. The
terms provide us with a description of the functional-
ity of a gene.
Table 1 shows three example genes with their re-
lated terms. Following each term name is the Gene
Ontology accession number for the term. One of the
challenges with using terms from the Gene Ontology
is that terms give different amounts of information.
For example, the gene Aldh1a7 in Table 1 contains
some very specific terms such as “retinal metabolic
process” or “aldehyde dehydrogenase (NAD) activ-
ity” which give specific and useful information along
with other terms such as “cytoplasm” or “metabolic
process” which are more general (high in the hierar-
chy) and shared by many other genes. These latter
terms do not confer much useful information. Also,
some genes have been investigated thoroughly and
have many annotations (such as Aldh1a7) whilst oth-
ers are not well annotated (such as Srpx2). In short,
the information associated with genes in the Gene On-
tology is of mixed quality. This presents challenges for
its use in augmenting lists of genes.
Table 1: Example of three genes from the Gene On-
tology.









Srpx2 electron transport (GO:0006118)
extracellular region (GO:0005576)
Tspan7 biological process (GO:0008150)
molecular function (GO:0003674)
integral to membrane (GO:0016021)
membrane attack complex
(GO:0005579)
As illustrated in Fig. 1, GO terms are related in
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two main ways: “is–a” and “part–of”. The “is–a” re-
lationship is the main relationship seen in the Gene
Ontology and represents a simple class–subclass rela-
tionship. For example, the figure shows that the term
“extracellular space” is an “extracellular region part”
and that an “extracellular region part” is a “cellular
component”. Cellular component is the root of the
hierarchy. Less commonly seen is the “part–of” rela-
tionship which signals containment. If C is “part–of”
D it means that whenever C is present, it is always
a part of D, but that C does not always have to be
present. For example, in the figure “extracellular re-
gion part” is part of “extracellular region”.
The Gene Ontology database allows SQL queries
of the terms associated with genes, the relationships
between terms (parent and child) as well as finding
the distance between terms in number of “hops”.














Figure 1: Example of small part of the hierarchical
structure of GO terms. Solid lines represent “is–a”
relationships and dashed line represents a “part–of”
relationship.
2.2 Kernel Principal Component Analysis
The visualisation approach we use in this paper is a
kernel–based extension to Principal Component Anal-
ysis (PCA) (Jolliffe 2004, Haykin 1999). Principal
Component Analysis is a well known data transforma-
tion method that rotates a dataset into a different co-
ordinate system. The coordinates of the transformed
dataset (called principal components) are orthogonal
linear combinations of the original coordinates. The
principal components are ordered in descending order
by the amount of variance they explain in the data.
Generally, most of the variance in the dataset can be
explained by many fewer coordinates than in the orig-
inal dataset (e.g. less than ten) with the last principal
coordinates often associated with noise components of
the original data. Consequently, PCA is often used
for compression of data or feature selection. Principal
Component Analysis allows visualization of datasets
by plotting the first two or three principal compo-
nents of the data. However, due to the fact that the
principal components are linear combinations of the
original dataset, PCA has the limitation that it can
model only linear relationships in the data.
When applying PCA the dataset can be viewed
as a matrix X ∈ Rn×d where n is the number of
data items each containing d attributes and the d–
dimensional row vector xi represents each data item.
The principal components of the dataset are the
eigenvectors of the covariance or correlation matrix of
X ordered by decreasing value of the associated eigen-
value. So the first principal component is the eigen-
vector of the covariance/correlation matrix with the
largest eigenvalue. The data is transformed into the
principal component space by projecting each data
item xi along the principal components.
Several approaches have been devised to extend
PCA to recognise nonlinear relationships among
data attributes. One approach is kernel PCA
(kPCA) (Mu¨ller et al. 2001, Haykin 1999, Shawe-
Taylor & Cristianini 2004) which transforms the
datasetX into a feature space using a (nonlinear) ker-
nel function κ before the PCA is done. Kernel PCA
returns the principal components of the data items in
the feature space. The input to kPCA is a Gram ker-
nel matrix K ∈ Rn×n which is a representation of the
original dataset transformed with the kernel function.
Each element kij of the kernel matrix can be viewed
as a similarity between the data items xi and xj and
is defined as
kij = κ(xi, xj) = 〈φ(xi),φ(xj)〉 (1)
where xi and xj are the data items, φ(xi) is the trans-
formation of xi into the “feature” space and 〈·, ·〉 is
the dot product operator. Generally it is not neces-
sary to compute φ(xi) explicitly. Instead, K is com-
puted directly from the dataset. This is called the
“kernel trick” and it means that the feature space
can be very large without making generation of K in-
efficient. It also means that non–vectorial data types
can be handled using special kernels such as string
kernels (e.g. (Leslie et al. 2004)). In kPCA the prin-
cipal components are the eigenvectors of the kernel
matrix.
Two common kernel functions are the linear kernel
and the Gaussian kernel. The linear kernel is defined
as
κ(xi, xj) = 〈xi, xj〉 (2)
and is simply the dot product of the two data items.
The whole linear kernel matrix K can be easily com-
puted asK = XX′ where X′ denotes the transpose of
X. Kernel PCA using the linear kernel is analogous
to the standard (linear) PCA.
The Gaussian kernel explicitly considers the dis-
tance between data items and is defined as







where σ is a control parameter governing the “width”
of the Gaussian curve. The Gaussian kernel can
also be viewed as a series of transformations ap-
plied to the linear kernel. Specifically, κ(xi, xj) =
exp
(〈xi, xj〉/σ2) and then normalised (Shawe-Taylor
& Cristianini 2004).
In this study, we employ kPCA with both linear
and Gaussian kernel matrices. However, as described
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below, we use a slightly different linear kernel ma-
trix to be able to use the Gene Ontology data. Also,
before applying kPCA, we centre and normalise the
data through the kernel matrix.
2.3 The Kernel Function for the Gene Ontol-
ogy Data
Given a set of genesG, we query the Gene Ontology to
find all GO terms directly associated with the genes.
Define T as the set of GO terms directly associated
with any of the genes in G.
From a list of genes we create a matrix X ∈ Rn×t
where n is the number of genes (ie. |G|) and t is the
number of GO terms (ie. |T |). Each element xij of
X has the value 1 if the gene i is directly associated
with term j and 0 otherwise. This kind of scheme is
similar to approaches used in computational linguis-
tics where genes are replaced by documents and terms
are replaced by words.
The linear kernel matrix would normally be de-
fined as XX′ except that this ignores relationships
between the GO terms. Therefore, we create an ad-
ditional matrix P ∈ Rt×t called the proximity matrix
with each element pij representing the proximity (or
similarity) between GO term i and j. Terms with a
close relationship have values close to 1, with the di-
agonal elements pii = 1. The proximity between GO
terms is based on the number of links (or distance)





where dij is the minimum distance between terms i
and j over the hierarchy. The distance can be ex-
tracted from the Gene Ontology. Clearly P is sym-
metric.
The kernel matrix for the gene data, then, is de-
fined as
K = XPP′X′ (5)
The proximity matrix weights up GO terms inX that
are close to one another. Proximity matrices have
been used before for text kernels (eg. (Shawe-Taylor
& Cristianini 2004)).
The Gaussian extension to this kernel is straight-
forward as alluded to in the last section. Working
from equation (5) we simply scale by σ2, take the
exponent and normalise.
Consequently, in this paper we apply a linear ker-
nel for comparing genes based on their GO terms us-
ing equation (5) and a Gaussian kernel based on the
linear kernel.
3 Experiments
In this section we describe several experiments val-
idating our method. First we describe the KEGG
data set we used. Following this we give results for
kernel PCA visualisation of the dataset using linear
and Gaussian kernels.
3.1 Dataset
In this study we visualise a subset of genes from the
Internet KEGG database. The KEGG dataset con-
tains a list of genes classified into different classes of
behaviour. The rationale behind using this dataset is
to validate our approach with genes of known func-
tional similarity.
The Kyoto Encyclopedia of Genes and Genomes
(KEGG) (Kanehisa et al. 2008) is a biological re-
source which aims to link genomes to the biological
systems they govern. The resource takes the form of
a series of interconnected databases of biological sys-
tems that interrelate (i) genes and proteins, (ii) chem-
ical building blocks, (iii) molecular interaction path-
way diagrams and (iv) hierarchies and relationships
of biological objects. We are interested in the last of
these databases (KEGG BRITE) which links genes
into a functional hierarchy called the KEGG Or-
thology (KO). Importantly, this hierarchy is differ-
ent to that of the Gene Ontology and has been con-
structed independently. This allows us to validate
our visualisation by extracting genes that are sim-
ilar according to their KO terms and then to vi-
sualise them using their GO terms. Consequently,
our KEGG dataset contains a subset of genes from
five classes of KO: ribosome (ko03010), RNA poly-
merase (ko03020), transcription (ko01210), pentose
phosphate pathway (ko00030) and pentose and glu-
coronate interconversions (ko00040). Table 2 shows
the interrelationships between the classes in terms of
the parent KO terms to the selected classes. From
these interrelationships we expect to see that classes
1, 2 and 3 are similar (with classes 2 and 3 more sim-
ilar to one another than to class 1). Classes 4 and 5
should also be similar to one another but different to
the other three classes.
A subset of genes was chosen from the lists given
by KEGG. From the list of genes on KEGG, we chose
those that were also accessible in the Gene Ontology
database. The number of genes chosen for each class
is given in Table 2.
3.2 Visualising the KEGG dataset
Initially we visualised the KEGG dataset with a lin-
ear kernel. This is equivalent to applying linear Prin-
cipal Component Analysis to the dataset. For the
genes listed in the KEGG dataset, we extracted the
GO terms associated with the genes and generated X
and P matrices as described in Section 2.3. Next, us-
ing equation (5) we generated the basic kernel matrix
K. Finally, we applied kernel PCA to this kernel as
described in section 2.2.
Figure 2 shows a plot of the eigenvalues (λ) found
for the principal components. These values are as-
sociated with the variance of the data explained by
the corresponding principal component. As can be
seen, the first principal component is very large com-
pared to the rest. This is often a sign of one attribute
dominating the principal component (or use of a co-
variance matrix rather than a correlation matrix). As
described in section 2.2 above, we scale the kernel ma-
trix which is equivalent to using a correlation matrix.
Also, since we “fold” the original data attributes into
kernel values we can no longer easily investigate the
original principal component vectors to see whether
one term dominates.
However, investigation of the terms associated
with the genes suggests that the first principal com-
ponent is a “size” component as described in Jol-
liffe (2004). “Size” components are found in (Jolliffe
2004) by checking the values of the principal compo-
nent vector. When all (or most) values in the vector
are strongly positive for each attribute then Jolliffe
suggests that the principal component measures the
general size of the data items. We cannot check the
values of the principal component vector for each of
the attributes because we are using a kernel–based
approach rather than standard PCA and the origi-
nal data attributes (ie. the terms) are hidden in the
kernel value.
In Fig. 3 we plot the genes in the KEGG dataset
according to principal component axes PC1 and PC2.
The graph shows two groups of genes separated by
principal component 1. The separation along PC1
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Table 2: Description of the 5 classes of genes in our KEGG dataset. Column 1 contains the class identifier and
the symbol used in our graphs. Column 2 gives the list of KO terms leading to the class and column 3 lists
the number of genes in the class.
Class KO structure Count
1 + genetic information processing : translation : ribosome 20
2 × genetic information processing : transcription : RNA polymerase 19
3 ◦ genetic information processing : transcription 11
4 ! metabolism : carbohydrate metabolism : pentose phosphate pathway 11
5 • metabolism : carbohydrate metabolism : pentose and glucoronate interconversions 8










Figure 2: Sorted eigenvalues λ associated with the
first 20 principal components of the visualisation of
the KEGG dataset using the linear kernel. The first
eigenvalue is very high compared to the rest.
does not reflect the KEGG class of the gene, although
PC2 does discriminate by class to some extent. Inves-
tigation of the genes in each of the two clusters along
PC1 show that genes on the left hand side have fewer
terms associated with them compared to genes on the
right hand side and that genes in the middle have a
count of associated terms mid way between the ex-
tremes. For example, the four genes on the extreme
left hand side of Fig. 3 are NUSG (with one associ-
ated GO term) and RPMF, RPSF and RPLD (each
with 2 GO terms). The four genes on the extreme
right hand side are RHO (27 terms), Elp3 (20 terms),
Eda (18 terms) and Clpx (17 terms). This suggests
that our interpretation of PC1 as a “size” component
is the correct one for this dataset.
Consequently, in Fig. 4 we plotted the genes ac-
cording to the next two principal components: PC2
and PC3. This figure shows that PCs 2 and 3 result in
a visualisation that reflects the classes of genes. Genes
that are similar to one another (ie. fall within a class)
group together and those that are different are gener-
ally separated. Genes in classes 4 (!, pentose phos-
phate pathway) and 5 (•, pentose and glucoronate
interconversions) group very closely together as ex-
pected. These are generally far apart from the genes
in the other classes except for some overlap at the ori-
gin. Genes in class 1 (+, ribosome) cluster tightly and
there is a closer relationship between genes in class 2
(×, RNA polymerase) and class 3 (◦, transcription)
than the translation related genes of class 1. Principal
component 2 contrasts the carbohydrate metabolism
related genes with the genetic information processing
Figure 3: Plot of genes from KEGG dataset according
to PC1 and PC2 using the linear kernel. Key: + =
ribosome, × = RNA polymerase, ◦ = transcription,
! = pentose phosphate pathway, • = pentose and
glucoronate interconversions.
related genes. This accords well with what we would
a priori expect to be the main variance in the genes.
Principal component 3 then contrasts the different
kinds of genetic processing related genes.
Next, we applied the Gaussian kernel to the linear
kernel K generated above as described in section 2.3.
We explored various settings of the σ parameter and
empirically found that when σ = 3 it starts show-
ing different clusters but σ = 10 gave reasonable vi-
sualisations where the genes did not end up on top
of one another or spread out like the linear kernel.
Plotting the eigenvalues (λ) does not make sense in
this case because the principal components relate to
the infinite dimensional feature space induced by the
Gaussian kernel. Figure 5 plots the genes according
to principal components 1 and 2. The genes at the
ends of the tails in Fig. 5 are the same as those in
Fig. 3 which again suggests that the first principal
component contrasts the number of GO terms asso-
ciated with the genes. Specifically, the gene marked
◦ at the end of the left hand tail of Fig. 5 is RHO
(27 terms). The next is ELP3 (20 terms) followed
by EDA (18 terms) and Clpx (17 terms). These are
the same as in the linear diagram and are ordered by
the number of terms. At the other end are NUSG (1
term), RPMF, RPSF and RPLD (2 terms).
Figure 6 graphs the genes by the second and third
principal components. As with the linear case, the
genes cluster mostly according to functionality and
KEGG class. Genes that were at the origin of the
linear graph (Fig. 4), however, have moved to the
left hand “spike” of the Gaussian graph (Fig. 6). The
grouping of RNA polymerase genes (×) at the top left
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Figure 4: Plot of genes from KEGG dataset according
to PC2 and PC3 using the linear kernel. Key: + =
ribosome, × = RNA polymerase, ◦ = transcription,
! = pentose phosphate pathway, • = pentose and
glucoronate interconversions.
Figure 5: Plot of genes from KEGG dataset according
to PC1 and PC2 using the Gaussian kernel with σ =
10. Key: + = ribosome, × = RNA polymerase, ◦ =
transcription, ! = pentose phosphate pathway, • =
pentose and glucoronate interconversions.
Figure 6: Plot of genes from KEGG dataset according
to PC2 and PC3 using the Gaussian kernel with σ =
10. Key: + = ribosome, × = RNA polymerase, ◦ =
transcription, ! = pentose phosphate pathway, • =
pentose and glucoronate interconversions.
of Fig. 4 still cluster separately (top right of Fig. 6)
and the small group of pentose phosphate pathway
(!) and pentose and glucoronate interconversions (•)
genes at the right hand side of Fig. 4 have grouped
more closely in the bottom right of Fig. 6.
We also examined visualisations of the data with
different σ values. Specifically, we examined σ = 0.1,
1, 1.5, 2, 2.5, 3, 5, 7, 25, 50, 75, 100, 500, 1000. Using
the value of 0.1 condensed the genes on top of one
another. At value 2 genes starts to open up and at σ
= 3 the genes start to make shape.Values of 50, 75,
100, 500 and 1000 look the same as the linear kernel,
as expected. Figures 7 and 8 show visualisations us-
ing σ = 1 of the first two principal components and
the second two components respectively. Many of the
genes sit on top of one another so jitter (small random
adjustments) has been added to the genes on these
figures. With σ = 1, the first principal component no
longer seems to act as a “size” component. However,
the first two principal components contrast most of
the ribosome (+) and transcription (◦) genes from the
others, as does the third principal component. The
fourth principal component expresses the variance as-
sociated to the RNA polymerase (×) genes. Although
not shown, it is not until later principal components
that the carbohydrate metabolism genes get distin-
guished from the others. Since there are many more
genetic information processing genes in the dataset
compared to the carbohydrate metabolism genes (see
Table 2) it is expected that the earlier principal com-
ponents are concerned with this variation. Also, the
narrower focus of the σ gives a finer grained distinc-
tion between genes. This suggests that use of the
Gaussian kernel rather than the linear kernel (ie. or-
dinary PCA) is important for distinguishing between
different genes. The statistical properties of the Gaus-
sian kernel are useful to the visualisation. Choice of
the σ parameter is anticipated to be problematic for
datasets where the relationship between genes is un-
known and tuning of this parameter will be the sub-
ject of a future investigation.
Finally, we also explored use of a different dis-
tance function between terms to generate the prox-
imity matrix P. Rather than simply counting the
links between the terms using equation (4) we instead
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Figure 7: Plot of genes from KEGG dataset accord-
ing to PC1 and PC2 using the Gaussian kernel with
σ = 1 with a small amount of jitter applied to the
values. Key: + = ribosome, × = RNA polymerase,
◦ = transcription, ! = pentose phosphate pathway,
• = pentose and glucoronate interconversions.
weighted down long paths. The motivation behind
doing this is to emphasise close relationships between
genes rather than distant relationships (where terms
are related only through the very high level and overly
general GO terms). The discounting distance func-





where dij is the distance between terms reported by
the Gene Ontology and c ∈ [0, 1] is a discounting con-
stant set to 0.9 in our experiments. However, the vi-
sualisations were very similar for both the linear and
Gaussian kernels so we do not show them here. A
more appropriate way to discount the distance would
be to weight down the distance to the closest parent of
the terms i and j following equation (6). However, the
distance to the closest common parent term was not
easily accessible from the Gene Ontology database, so
we did not pursue the approach.
4 Future Work
There are several areas that we think warrant fur-
ther investigation. The most important involves in-
vestigating how to decide whether one visualisation
is “better” than another. This is useful because it al-
lows tuning of parameters and should be used to de-
cide on whether one algorithm is better than another.
Along these lines we plan to investigate the “trustwor-
thiness” metric of Venna & Kaski (2007) which uses
notions based on precision and recall to compare vi-
sualisations of microarray data. Once a “ruler” for
comparing visualisations is established we can turn
to tuning of the σ parameter for the Gaussian kernel.
We plan also to compare our similarity measure with
others, most notably the information–theoretic one of
Speer et al. (2005) to see which gives better visuali-
sations. We plan also to examine other kernel–based
visualisation methods and variants of the discount-
ing distance function given in equation (6). Finally,
but not least importantly, we will visualise datasets
Figure 8: Plot of genes from KEGG dataset accord-
ing to PC3 and PC4 using the Gaussian kernel with
σ = 1 with a small amount of jitter applied to the
values. Key: + = ribosome, × = RNA polymerase,
◦ = transcription, ! = pentose phosphate pathway,
• = pentose and glucoronate interconversions.
from experiments by biologists to gain a better under-
standing of their needs and the questions they want
answered.
5 Conclusion
This paper describes an approach to visualising genes
using kernel Principal Component Analysis. We de-
fine a specialised linear kernel based on computa-
tional linguistics and a Gaussian variant that was
able to find similarities between genes using terms
from the Gene Ontology. Functional relationships be-
tween genes chosen from classes within KEGG were
correctly visualised with the technique.
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