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Abstract
The design of communication systems capable of processing and exchanging information through
molecules and chemical processes is a rapidly growing interdisciplinary field, which holds the promise
to revolutionize how we realize computing and communication devices. While molecular communication
(MC) theory has had major developments in recent years, more practical aspects in designing components
capable of MC functionalities remain less explored. Motivated by this, we design a microfluidic MC
system with a microfluidic MC transmitter and a microfluidic MC receiver based on chemical reactions.
Considering existing MC literature on information transmission via molecular pulse modulation, the
proposed microfluidic MC transmitter is capable of generating continuously predefined pulse-shaped
molecular concentrations upon rectangular triggering signals using chemical reactions inspired by how
cells generate pulse-shaped molecular signals in biology. We further design a microfluidic MC receiver
capable of demodulating a received signal to a rectangular output signal using a thresholding reaction
and an amplifying reaction. Our chemical reactions-based microfluidic molecular communication system
is reproducible and well-designed, and more importantly, it overcomes the slow-speed, unreliability, and
non-scalability of biological processes in cells. To reveal design insights, we also derive the theoretical
signal responses for our designed microfluidic transmitter and receiver, which further facilitate the
transmitter design optimization. Our theoretical results are validated via simulations performed through
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2the COMSOL Multiphysics finite element solver. We demonstrate the predefined nature of the generated
pulse and the demodulated rectangular signal together with their dependence on design parameters.
Index Terms
Molecular communication, microfluidics, microfluidic transmitter, microfluidic receiver, chemical
reaction, chemical circuits, genetic circuits.
I. INTRODUCTION
The possibility of harnessing information processing and communication functionalities from
physical and chemical processes at the level of molecules has been at the basis of a great
bulk of research in recent years on Molecular Communication (MC) [1]–[3]. The physical
processes of molecule propagation usually include diffusion and convection, which govern the
molecule transport and can usually be described by a convection-diffusion equation [4], [5].
Meanwhile, chemical reactions may occur during molecule propagation via enzyme reaction [6],
or at the reception of molecule via reversible absorption reaction [7] or ligand binding reaction
[8]. To capture the molecule behaviour at any time, existing research has mainly focused on
mathematically modelling and theoretical analysis of these physical and chemical processes,
such as the channel response modelling [7], [9], channel capacity calculation [10], [11], and bit
error probability derivation [6], [12].
Despite substantial research outcomes in the above theoretical study, the design and prototyping
of components with MC functionalities has been less explored except from some works [13]–
[19], partly because of the highly interdisciplinary technical knowledge and tools required to
engineer these systems in practice. Existing MC prototypes can be classified into macroscale
MC prototypes [13]–[15] and nanoscale or microscale MC prototypes [16]–[19]. The macroscale
testbeds in [13]–[15] considered the information sharing over a distance via alcohol and odor
particles, but these macroscale testbeds are inapplicable or inappropriate to be operated in very
small dimensions or in specific environment, such as in the water or in the human body. Besides,
the detection of signaling molecules heavily relies on electrical devices, including sensors and
mass spectrometry (MS), where the signal processing over chemical signals has been less
explored in the molecular domain.
For microscale MC testbeds, the authors in [16] proposed a Hydrodynamic Controlled Mi-
crofluidic Network (HCN) and demonstrated how to realize a pure hydrodynamic microfluidic
switching function, where the successful routing of payload droplets was achieved by designing
the geometry of microfluidic circuits. In [17], the genetically engineered Escherichia coli (E.
3coli) bacteria, housing in a chamber inside a microfluidic device, serves as a MC receiver
using fluorescence detection upon the receipt of the signaling molecule C6-HSL. Note that
the microfluidic channel in [17] was only used as a propagation pathway for C6-HSL molecule,
and the authors did not analytically evaluate the response of the C6-HSL molecule transport
inside microfluidics. Furthermore, the microfluidic designs in [16], [17] did not realize any
signal processing functions, such as modulation and demodulation, in molecular domain.
Signal processing functions performed over electrical signals or devices usually involves a
highly complex procedure, and the utilization of electrical devices faces challenges, such as
unbiocompatibility and invasiveness, for biomedical-related applications. This motivates us to
perform signal processing directly over chemical signals. In general, signal processing functions
over chemical signals can be achieved using two approaches: 1) biological circuits [20] in engi-
neered living cells, and 2) chemical circuits [21] based on non-living chemical reactions. Existing
works in [18] have already designed biological circuits to realize the parity-check encoder and
decoder. However, the utilization of biological cells for MC currently faces challenges such as
slow speed, unreliability, and non-scalability, which motivates our initial work [19]. In [19],
we designed a chemical reaction-based transmitter for MC, where the transmitter is capable of
generating a molecular concentration pulse upon a rectangular triggering signal, thus realizing
the modulation function. This work is inspired by how cells generate pulse-shaped molecular
signals in biology, and motivated by a bulk of MC literature on information transmission via
molecular pulse modulation [22], [23]. In this paper, we expand our previous work and make
the following contributions:
• We first present our designed microfluidic transmitter capable of generating a molecular
concentration pulse upon a rectangular triggering signal. To ensure the successfully pulse
generation, we define three chemical reactions, where the sequence of each reaction is
controlled by the microfluidic channel geometry.
• We then propose the microfluidic receiver design capable of demodulating a received signal
to a rectangular output signal. This demodulation is realized via two chemical reactions,
where a thresholding reaction is proposed to first deplete the received signal below the
threshold, and an amplifying reaction converts the residual received signal into the output
signal.
• Unlike [17], our microfluidic design is supported by both analytical and numerical simula-
tion results. We derive the channel responses of the straight convection-diffusion-reaction
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Fig. 1. Overall scheme of the proposed transmitter and receiver for MC.
channels with rectangular and Gaussian inlet concentration, which can be reduced to that
of straight convection-diffusion channels.
• To optimize the system performance, we propose a reaction channel length optimization flow
to provide detailed instructions on how to control the maximum concentration of a generated
pulse, which provides an insight into the dependence of the maximum concentration on
design parameters. In addition, we analyse the restricted time gap between two consecutive
input signals to ensure a continuous transmission of non-distorted pulses. Finally, the
analytical results are validated against simulations performed in the COMSOL Multiphysics
finite element solver.
The rest of the paper is organized as follows. In Sec. II, we present the microfluidic trans-
mitter and receiver design in terms of chemical reactions and microfluidic components. Sec. III
introduces microfluidic characteristics and theoretically analyses convection-diffusion channels
and convection-diffusion-reaction channels. In Sec. IV and V, we not only present the analysis
and design for the proposed microfluidic transmitter and receiver, respectively, but also provide
numerical simulation results performed in COMSOL Multiphysics. In Sec. VI, we combine
the microfluidic transmitter with the receiver to show a basic end-to-end MC system. Finally,
Sec. VII concludes the paper.
II. SYSTEM MODEL
The overall scheme of the proposed transmitter and receiver for MC is shown in Fig. 1. At the
microfluidic transmitter, a rectangular input molecular signal composed of the molecular species
X in a fluid with concentration CX(t) enters the microfluidic transmitter that upon a variation
in CX(t) produces an output another molecular signal composed of molecular species Y with
5concentration CY (t) by following a predefined pulse shape. After diffusion of emitted pulse
CY (t), a microfluidic receiver is designed to demodulate the received pulse to a rectangular
output signal using species O with concentration CO(t). Here, both the pulse shape and the
demodulated signal shape are dependent on the values of parameters in the microfluidic device
implementation. As the fluids flow through microfluidic device channels, a series of chemical
reactions occur to generate the molecules of species Y and species O, which guarantee the
successful pulse generation and the signal demodulation. In the following, we first introduce these
chemical reactions at the transmitter side and receiver side, and then describe the microfluidic
components of the transmitter and receiver.
A. Chemical Reactions Design for the Microfluidic MC Devices
1) Chemical Reactions Design for the Microfluidic Transmitter: Gene regulatory networks
are sets of interconnected biochemical processes in a biological cell [24], where DNA genes are
linked together by activation and repression mechanisms of certain biological macromolecules
that regulate their expressions into proteins. Each DNA gene contains coding sequences and
regulatory sequences, which are sites the proteins (transcription factor) can bind and control the
rate of the gene expression, either by increasing (activation) or decreasing (repression) the rate
of protein synthesis. In gene regulatory networks, genes are interconnected such that the proteins
produced by one or more genes regulate the expression of one or more genes, which results in
complex protein expression dynamics.
Gene regulatory networks can be abstracted with nodes representing the genes, interconnected
by directed edges that correspond to the control of a gene (edge destination) expression by
a transcription factor encoded by another gene (edge source). Network motifs are patterns of
nodes and directed edges that occur more frequently in natural gene transcription networks than
randomized networks [25]. The Feed Forward Loop (FFL) is a family of network motifs among
all three-node patterns frequently observed in nature [25], [26]. In the structure of FFL, the
transcription factor protein X regulates the genes expressing other two proteins, namely, P and
Y , where P is also a transcription factor that regulates the gene expressing protein Y . Depending
on the types of these regulations, either activation or repression, there are 8 different FFLs [27].
Among all the FFLs found in nature, the I1-FFL results in a pulse-like dynamics of its output
Y [26]. As shown in Fig. 2, an input gene expresses the protein X , which is a transcription factor
for the genes expressing Y and P . In presence of X , the expressions of the genes encoding
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Fig. 2. The I1-FFL network motif.
protein Y and protein P are activated, resulting in the build up of the concentrations of protein Y
and protein P , respectively. On its turn, the protein P is another transcription factor that works
as a repressor for the gene encoding protein Y . The AND input to the gene that encodes Y
corresponds to a situation where this gene is activated when the transcription factor X binds to
the regulatory sequence, but it is inactivated whenever transcription factor P binds to the same
sequence independently from the presence of X . In such a way, protein X initializes the rapid
expression of the gene encoding protein Y first, and after a delay, enough P accumulates and
represses the production of protein Y , whose concentration will continuously decrease because
of natural degradation. This generates a pulse shape for the concentration of protein Y as a
function of the time.
One example of I1-FFL is the galactose system of E. coli, where the galactose utilization
operon (a cluster of genes sharing the same regulatory sequences and expressed together) galETK
is regulated in an I1-FFL by the activator CRP (X), and the repressor galS (P ) [28]. Results
showed that in nature we can observe a pulse-like expression of the galETK genes, which is
initiated by a step variation of active CRP mediated by the molecular species cAMP .
In this paper, we take inspiration from the I1-FFL to design a transmitter in the molecular
domain. Although the discipline of synthetic biology is opening the road to the programming
of functionalities in the biochemical environment through genetic engineering of biological
cells [29], there are a number of factors that encouraged an alternative technology for the design
of a MC transmitter in this paper, such as the small number of molecules involved for each
cell together with difficulties in coordinating multiple cells, the added complexity of cellular
behavior, including cell growth, evolution, and biological noise, and the slow response time of
genetic regulatory networks such as the I1-FFL, whose output pulse shape is usually realized in
nature in the order of cell generation time (hours) as indicated in [28, Fig. 4].
7Inspired by the I1-FFL mechanism in gene regulation networks, we explore the realization
of I1-FFL via mass action chemical reactions, i.e., processes that convert one or more input
molecules (reactants) into one or more output molecules (products). Reactions may proceed
in forward or reverse directions, which are characterized by forward (kf ) and reverse (kr)
reaction rates, respectively. Within the scope of this paper, we assume unbalanced reactions
where the forward reaction rate is much greater than the reverse rate. A chemical reaction
network is defined as a finite set of reactions involving a finite number of species [21], where
these reactions occur in a well-stirred environment, aiming to realize a function or algorithm via
mass action chemical reactions. Specific chemical reaction networks have already been designed
for signal restoration, noise filtering, and finite automata, respectively, through a discipline known
as molecular programming [30].
To execute the same functionality of an I1-FFL with a chemical reaction network, we define
three chemical reactions as follows:
Reaction I : X + Sy → Y, (1)
Reaction II : X + Sp → P, (2)
and Reaction III : Y + P → Z, (3)
where these reactions involve the input molecular species X , the molecular species Sp and Sy,
the intermediate product molecular species P , and the output molecular species Y .
In the I1-FFL gene regulation network, the active X first activates the gene expressing the
protein Y , and only when P accumulates sufficiently, it suppresses the expression of the protein
Y , generating the aforementioned pulse-like concentration signal. Here, the molecular species
X , Sp, and Sy are only injected at t = 0, and the chemical reactions in (1), (2), and (3) happen
simultaneously with a much quicker speed under well-stirred environment than that of the I1-
FFL gene regulation network dynamics, which may not result in the pulse-like output signal Y
when these three reactions have the same reaction rate. One way to cope with it is to adjust the
reaction rate to be different among these reactions.
However, in practice, we want to design the molecular communication system with the pulse-
like output triggered by the rectangular pulse input representing bit-1 transmission. In such a
way, the output pulse only occurs inside the duration of a rectangular pulse input, and every bits
are modulated to their corresponding pulses as shown in Fig. 1. To control the rectangular pulse
input signals, the sequence of each reaction, and the delayed arrival of product P after Reaction
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Fig. 3. Novel Design of the microfluidic MC transmitter and receiver.
II in (2), we propose a microfluidic transmitter to realize the same functionality of I1-FFL as in
gene regulation network in Fig. 3 and containing the reactions (1), (2), and (3).
2) Chemical Reactions Design for the Microfluidic Receiver: According to the demodulation
requirement of traditional communication systems, we aim to design a microfluidic receiver
capable of demodulating the received pulse to a rectangular signal. To do so, we design the
chemical reactions as follows:
Reaction IV : Y + ThL→ Waste, (4)
and Reaction V : Y + Amp→Y +O, (5)
where these reactions involve the input molecular species Y , the molecular species ThL and
Amp, intermediate product molecular species Waste, and the output molecular species O. Once
the species Y arrives at the receiver, the Reaction IV is immediately activated, resulting in a
depletion of species Y that is below the concentration of species ThL. Then, any remaining Y
catalyses the conversion of species Amp into the output species O. Obviously, output species O
will only be produced when the concentration of Y is greater than the concentration of ThL, so
we regard the concentration of ThL as a threshold and name Reaction IV as the thresholding
reaction. Reaction V refers to an amplifying reaction. Similar to the chemical reactions at the
transmitter, the sequence of Reaction IV and Reaction V is controlled by the microfluidic receiver
geometry design, which will be presented next.
B. Microfluidic Device Design
In this subsection, we describe each component of our proposed microfluidic transmitter and
receiver, in Fig. 3. A microfluidic device is a system that can process or manipulate small (10−9 to
10−18 litres) amount of fluids using channels in dimensions of tens to hundreds of micrometres
9[31]. Recently, an increasing number of biological and chemical experiments are conducted
in microfluidic or lab-on-a-chip (LOC) devices, due to inherent advantages in miniaturization,
integration, portability and automation with low reagents consumption, rapid analysis, and high
efficiency [32]. According to whether a chemical reaction occurs in a microfluidic channel,
we classify microfluidic components as two types: 1) convection-diffusion channel, and 2)
convection-diffusion-reaction channel.
1) Convection-Diffusion Channel:
• Y Junction at the microfluidic transmitter: The reactions between reactants require
mixing to occur in a short distance, which can be facilitated by diffusion in Y junctions. Y
junctions are configured by one outlet and two inlets, i.e., Y junction I and Y junction II
in Fig. 3, where the outlet width is doubled compared with each inlet width, and the angle
between the main channel and the first inlet starting anticlockwise from the main channel
is 145o. The fluid flow containing input reactant X with concentration C IIX0 and C
III
X0
is
injected into the Inlet II and Inlet III using syringe pumps, which can be described by a
rectangular pulse signal, as in Fig. 1, with the width equalling to the length of injection time
TON, whereas the reactant Sy with concentration C ISy0 and reactant Sp with concentration
C IVSp0 are continuously injected into Inlet I and Inlet IV, respectively. By doing so, the flows
from Inlet I and Inlet IV can flush the microfluidic device continuously without influencing
Reaction III in (3).
• T Junction at the microfluidic receiver: T junctions are chosen at the receiver equipping
with the same functionality as Y junctions. A T Junction has one outlet and two inlets,
i.e., T junction I and T junction II in Fig. 3, where the angle between the second inlet
starting anticlockwise from the first inlet is 90o, and one inlet of T junction II is merged
into a convection-diffusion-reaction channel. After diffusion, the transmitted molecules
from microfluidic transmitter propagate to enter the receiver, and the reactant ThL with
concentration CVIThL and Amp with concentration C
VII
Amp are continuously injected into the
Inlet VI and Inlet VII, respectively.
• Straight Convection-Diffusion Channel: This channel is used to connect the transmitter
with the receiver and provides a propagation pathway for a generated pulse.
2) Convection-Diffusion-Reaction Channel: For simplicity, in the following, we refer to the
channel in which Reaction i happens as the Reaction i channel.
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• Transmitter
Straight Reaction I channel: The outflow of Y junction I passes through the Reaction
I channel with length L1 to realize the Reaction I in (1) to generate the output signal Y .
Serpentine Reaction II channel: The outflow of Y junction II passes through the
Reaction II channel to generate P according to the Reaction II in (2). To realize the pulse-
shaped concentration of emitted signal Y , the Reaction II channel is designed to be longer
than the Reaction I channel, with the result of delaying the contact between species P and
Y , and therefore delaying the Reaction III. Furthermore, a serpentine channel is designed
and replaced a straight reaction channel to delay the arrival of species P in a compact
space within the microfluidic transmitter. The width and height of the serpentine channel
is denoted as Ls and Hs, respectively. The design in Fig. 3 is conventionally denoted as
containing 2 delay lines, due to its two bended tubes with height Hs in the serpentine
channel. The equivalent straight channel length of this serpentine channel is denoted as L2
and can be calculated as L2 = L21 + L22 + L23 + 4Hs + 3Ls.
Straight Reaction III channel: Once P arrives at the Reaction III channel with length
L3, Reaction III in (3) occurs to decrease the output signal Y .
• Receiver
Straight Reaction IV channel: The outflow of T junction I flows through the Reaction
IV channel with length L4 to deplete Y below the concentration of species ThL according
to Reaction IV in (4).
Straight Reaction V channel: When the remaining Y arrives at the Reaction V channel
with length L5, Reaction V in (5) is activated to convert the species Amp into output species
O.
III. BASIC MICROFLUIDIC CHANNEL ANALYSIS
In this section, we first describe the basic characteristics of microfluidics, and then use 1D
model to approximate and derive analytical expressions for convection-diffusion channels and
convection-diffusion-reaction channels. Numerical results are provided to verify our theoretical
analysis.
A. Basic Characteristics of Microfluidics
The nature of the flow highly depends on the Reynolds number, which is the most famous
dimensionless parameter in fluid mechanics. For flow in a pipe, the Reynolds number is defined
11
as [5]
Re =
ρveffDH
µ
, (6)
where ρ is the fluid density, veff is the fluid mean velocity, DH is the hydraulic diameter of the
channel, and µ is the constant fluid viscosity. When we scale down standard laboratory channels
from decimeter scale to microscopic scale, Reynolds number is usually very small (Re < 1),
which indicates that flows become laminar flows, such that an ordered and regular streamline
pattern can be experimentally observed [33]. Applying a long, straight, and rigid microfluidic
channel to a flow and imposing a pressure difference between the two ends of the channel, the
flow is referred to as the Poiseuille flow [5]. When the cross section of the microfluidic channel
is circle-shaped , the flow velocity profile can be described as
v(r) = 2veff(1− r
2
R2
), (7)
where r is the radial distance, and R is the radius of the cross section.
B. Convection-Diffusion Channels
For one type of molecular species flowing in a 3D straight convection-diffusion channel with
rectangular cross section whose height is h and width is w, its concentration C(x, y, z, t) can
be described by the 3D convection-diffusion equation as [34]
∂C(x, y, z, t)
∂t
= D∇2C(x, y, z, t)− v · ∇C(x, y, z, t), (8)
where ∇ is the Nabla operator, and v is the flow velocity that can be solved by Navier-
Stokes equation [5]. When the flow falls into dispersion regime, the interaction between cross-
sectional diffusion and non-uniform convection can lead to an uniform molecule distribution
along the cross-section, i.e., ∂C(x,y,z,t)
∂y
= ∂C(x,y,z,t)
∂z
= 0, such that (8) can be simplified into a
1D convection-diffusion equation [35]
∂C(x, t)
∂t
= Deff
∂2C(x, t)
∂x2
− veff∂C(x, t)
∂x
, (9)
where Deff = (1 +
8.5v2effh
2w2
210D2(h2+2.4hw+w2)
) is the Taylor-Aris effective diffusion coefficient [36].
C. Convection-Diffusion-Reaction Channels
Unlike a convection-diffusion channel, the molecular transport is not only affected by convection-
diffusion, but also affected by reactions in a reaction channel. To quantitatively describe the
chemical reaction and dispersion of molecules at a straight microfluidic channel, we introduce
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the 1D convection-diffusion-reaction equation. For a general reaction A+B → AB, the spatial-
temporal concentration distribution of species A and AB can be described as
∂CA(x, t)
∂t
= Deff
∂2CA(x, t)
∂x2
− veff∂CA(x, t)
∂x
− kCA(x, t)CB(x, t), (10)
∂CAB(x, t)
∂t
= Deff
∂2CAB(x, t)
∂x2︸ ︷︷ ︸
Diffusion
− veff∂CAB(x, t)
∂x︸ ︷︷ ︸
Convection
+ kCA(x, t)CB(x, t)︸ ︷︷ ︸
Reaction
, (11)
where k is the rate constant. Assuming species B with concentration CB0 is continuously injected
at the inlet of the channel at x = 0 and t = 0 with velocity veff, we solve the above convection-
diffusion-reaction equations in the following two theorems when species A is injected with a
rectangular concentration profile and a Gaussian concentration profile.
Theorem 1. With species A following a rectangular concentration distribution
CA(0, t) = CA0 [u(t)− u(t− TON)] (12)
being injected at the inlet of a straight microfluidic channel at x = 0 and t = 0 using velocity
veff, the concentration distributions of A and AB are derived as
CA(x, t) =
g(x, t), 0 ≤ t ≤ TONg(x, t)− g(x, t− TON), t > TON, (13)
and
CAB(x, t) =
h(x, t)− g(x, t), 0 ≤ t ≤ TON[h(x, t)− g(x, t)]− [h(x, t− TON)− g(x, t− TON)], t > TON, (14)
where g(x, t) = C0
2
{
exp
[
(veff−α)x
2Deff
]
erfc
[
x−αt
2
√
Defft
]
+exp
[
(veff+α)x
2Deff
]
erfc
[
x+αt
2
√
Defft
]}
, h(x, t) =
CA0
2
[erfc( x−vefft
2
√
Defft
) + e
veffx
Deff erfc( x+vefft
2
√
Defft
)] with C0 = min {CA0 , CB0} and α =
√
veff2 + 4kC0Deff.
Proof. See the Appendix A.
Theorem 2. With species A following a Gaussian concentration distribution
CA(0, t) =
CA0√
2piσ2
e−
(t−µ)2
2σ2 (15)
being injected at the inlet of a straight microfluidic channel at x = 0 and t = 0 using velocity
veff and CB0 > max {CA(0, t)}, the concentration distribution of A can be approximated as
CA(x, t) ≈ CAppro1A (x, t) =
CA(0, t−
x
veff
)− CB0 , t1 + xveff ≤ t ≤ t2 + xveff ,
0, otherwise.
(16)
13
Fig. 4. The concentration of species AB in Theorem 1 with
different channel length L.
Fig. 5. The concentration of species A in Theorem 2 with
L = 540µm and different CB0 .
or CA(x, t) ≈ CAppro2A (x, t) =
1
2pi
∫ ∞
0
[e−jωtC˜Appro2A (x, ω) + e
jωtC˜Appro2A (x, ω)]dw, (17)
where
C˜Appro2A (x, s) = l(s)e
veff−
√
veff
2+4Deffs
2Deff
x
, (18)
l(s) = CA0e
−sµ+ (σs)2
2 [Q(
t1 + σ
2s− µ
σ
)−Q(t2 + σ
2s− µ
σ
)]− CB0
s
(e−st1 − e−st2), (19)
t1 = µ−
√
−2σ2 ln CB0
√
2piσ2
CA0
, (20)
and t2 = µ+
√
−2σ2 ln CB0
√
2piσ2
CA0
. (21)
Proof. See the Appendix B.
Our result CAppro2A (x, t) can be easily computed using Matlab. Importantly, (13), (16), and (17)
reduce to solutions of a convection-diffusion equation when CB0 = 0.
In Fig. 4 and 5, we plot the analytical outlet concentrations of species AB in Theorem
1, species A in Theorem 2 and their simulation results using COMSOL, where we use Ana.
and Sim. to abbreviate Analytical and Simulation, respectively, and this notation is also used
throughout the rest of this paper. We set the parameters: CA0 = CB0 = 1.5mol/m
3, CA0 =
3mol/m3, µ = 2, σ2 = 0.25, Deff = 10−8m2/s, k = 400m3/(mol·s), TON = 2s. The simulation
points are plotted using the outlet of a straight microfluidic channel with rectangular-shaped
cross section, h = 10µm and w = 20µm, where the species A and B are both injected with
the same velocity veff = 0.2cm/s. In Fig. 4, it clearly demonstrates a close match between the
14
analytical curves and the simulation points with different channel length L. In Fig. 5, we observe
that both approximation methods capture the residual concentration variation of A after reaction
A+B → AB. When CA approaches to zero, the curve using the second approximation method
is smoother than that using the first approximation method due to the consideration of diffusion
effect.
IV. MICROFLUIDIC MC TRANSMITTER ANALYSIS AND DESIGN OPTIMIZATION
In this section, we first analyse the Y Junction and three reaction channels, and then we
provide the microfluidic transmitter design in terms of the optimal design of the reaction II
channel length and the restricted time gap between two consecutive input bits, which enable us
to control the maximum concentration of a generated pulse and ensure a continuous transmission
of non-distorted pulses, respectively.
A. Microfluidic MC Transmitter Analysis
1) Y Junction: The fluid flow containing input reactant X with concentration
C IIX(x, t) = C
II
X0
[u(t)− u(t− TON)] (22)
and C IIIX (x, t) = C
III
X0
[u(t)− u(t− TON)] (23)
is injected into Inlet II and Inlet III using syringe pumps, whereas the reactant Sy with concen-
tration C ISy0 and reactant Sp with concentration C
VI
Sp0
are continuously injected into Inlet I and
Inlet IV, respectively. We let the inlets of a Y Junction as the location origin (x = 0) and let the
time that species are injected at Y Junction inlets as the time origin (t = 0). For Y Junction I,
the outlet concentration of species X can be expressed using (13) in Theorem 1 with CB0 = 0
and a substitution of C IIX0 for CA0 . However, the complicated form of (13) will make Reaction
I channel intractable since the outlet concentration of species X at Y Junction I is an initial
boundary condition for the convection-diffusion-reaction equation describing Reaction I channel.
Take into account that the Y Junction length is shorter than the Reaction I channel length, for
simplicity, we assume the outlet concentration of species X is only a time shift of its injected
concentration due to the travelling of Y Junction I, that is
CX(LY , t) ≈ C IIX0 [u(t− tY)− u(t− TON − tY)], (24)
where tY =
√
2LY
veff
is the travelling time of a Y Junction (LY is marked in Fig. 3). Apparently,
the above analysis can also be applied to Y junction II.
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Fig. 6. The concentration of species Y at Reaction I channel outlet with Y Junction I.
2) Straight Reaction I Channel: The outflow of Y junction I enters Reaction I channel
to activate Reaction I in (1). The simultaneous flush of independent X and Sy leads to a
concentration dilution, which can be treated as diluting species X using Sy or diluting species
Sy using X . Hence, with the assumption of (24), the concentration of species X and Sy at the
inlet of Reaction I channel become 1
2
CX(LY , t) and 12C
I
Sy0
, respectively. Based on this, the outlet
concentration of species Y can be expressed using (14) in Theorem 1 by substituting CA0 and
CB0 with C
II
X0
and C ISy0 , that is
CY (LY + L1, t) ≈ 1
2
CAB(L1, t− tY). (25)
Fig. 6 plots the concentration of species Y at Reaction I channel outlet with Y Junction I.
We set the parameters: CX0 = CY0 = 3mol/m
3, Deff = 10−8m2/s, k = 400m3/(mol·s), TON = 2s,
veff = 0.2cm/s, LY = 60µm, h = 10µm and w = 10µm. It is evident that simulation points are
in agreement with theoretical analysis in (25) under different L1, which validates the analysis
of straight Reaction I channel.
3) Serpentine Reaction II Channel: The analysis of straight Reaction I channel can also be
applied to serpentine Reaction II channel, which yields
CP (LY + L1, t) ≈ 1
2
CAB(L2, t− tY). (26)
This can be explained by the following reasons: 1) although turning corners in the serpentine
channel usually cause different laminar flows propagating different distances, we can approximate
outlet concentrations of the serpentine channel as those of a straight channel with equivalent
length when fluids are in low Reynolds number with very small side length tube, and 2) the
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form of the convection-diffusion-reaction equation and its initial boundary conditions stills hold
with only a substitution of CP (x, t), C IVSp0 , and C
III
X0
for CY (x, t), C ISy0 , and C
II
X0
, respectively.
4) Straight Reaction III Channel: The generated species Y and P mix with each other at a
conjunction with length LC and leads to a concentration dilution before flowing to the Reaction
III channel. Therefore, at the inlet of straight Reaction III channel, the concentrations of species
Y and P are
CY (LY + L1 + LC , t) ≈ 1
4
CAB(L1, t− tY − tC), (27)
and CP (LY + L1 + LC , t) ≈ 1
4
CAB(L2, t− tY − tC), (28)
where tC = LCveff is the travelling time of the conjunction. When both species Y and P appear
in Reaction III channel, Reaction III in (3) is activated, and the corresponding convection-
diffusion-reaction equations can be constructed as (10) and (11). Unfortunately, it is foreseeable
that deriving the spatial-temporal concentration distribution of species Y , exactly the distribution
of the generated pulse, is intractable, since the initial condition with the form of CAB in (14) is
too complicated. However, it is possible to obtain the maximum concentration of the generated
pulse, which will be presented in the next subsection.
B. Microfluidic MC Transmitter Design
1) Optimal Design of the Reaction II Channel Length: As stated earlier, the maximum con-
centration of a generated pulse, denoted as max {CTX}, can be obtained, although the convection-
diffusion-reaction equation describing Reaction III channel cannot be theoretically solved. In fact,
there are many factors affecting max {CTX}, such as the rate constant k and reaction channel
lengths L1, L2, and L3. However, if we assume that the rate constant k and reaction channel
lengths collectively ensure that reactants are fully converted into a product in each reaction, the
Reaction II channel length L2 will be the only parameter affecting max {CTX}.
At the transmitter, the design of channel length L2 > L1 allows species Y to first enter the
Reaction III channel with a result of the concentration increase of a generated pulse, while the
late arrival of species P prevents this increase, and leads to a decrease of the generated pulse,
as Y will be immediately depleted by P as soon as P appears in Reaction III channel (shown
in Fig. 7). Let us denote the arriving and leaving time of a general species A at Reaction III
channel inlet as tSAi and t
E
Ai
for the ith input bit, and the time that species A reaches its maximum
concentration at Reaction III channel inlet as tmaxAi . There are two situations that lead to different
max {CTX}.
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Fig. 7. The generated pulses with different arriving time of species P at Reaction III channel. t3 is the travelling time over
Reaction III channel.
• If tSPi < t
max
Yi
, the generated pulse will be consumed by P before reaching max{CY (LY +
L1 + LC , t)}, causing max {CTX} < max {CY (LY + L1 + LC , t)}.
• If tSPi > t
max
Yi
, the generated pulse will reach max {CY (LY + L1 + LC , t)}, where the reaction
between Y and P only influences the tail shape of the generated pulse.
Therefore, we conclude max {CTX} = ζCY (LY + L1 + LC , t) with ζ ∈ [0, 1]. Meanwhile, the
arriving time of species P is determined by the length of Reaction II channel L2. As such, we can
flexibly control max {CTX} by choosing different L2. Based on this, we propose a step-by-step
L2 optimization flow as follows:
Initialization: Give L1, ζ , and initial concentrations C ISy0 , C
II
X0
, C IIIX0 , and C
IV
Sp0
.
Step 1: Search for the time tmaxYi to satisfy
0 ≤ dCY (LY + L1 + LC , t)
dt
≤ δ, t ≤ tmaxYi , (29)
−δ ≤ dCY (LY + L1 + LC , t)
dt
≤ 0, t > tmaxYi , (30)
where CY (LY + L1 + LC , t) is given in (27).
Step 2: Calculate the maximum concentration of a generated pulse that max {CTX} = ζCY (LY +
L1 + LC , t
max
Yi
).
Step 3: Calculate the time tmaxTXi to satisfy CY (LY + L1 + LC , t
max
TXi) = max {CTX}.
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(a) 0 delay line, max {CTX}
= 1
3
CY (LY + L1 + LC , t).
(b) 1 delay line, max {CTX}
= 2
3
CY (LY + L1 + LC , t).
(c) 2 delay lines, max {CTX}
= CY (LY + L1 + LC , t).
Fig. 8. Optimized transmitter implementations with different numbers of delay lines in COMSOL.
TABLE I
THE PARAMETERS OF THE PROPOSED MICROFLUIDIC TRANSMITTER.
Channel Length(µm) Width(µm) Depth(µm)
Y Junction LY = 60 10 10
Conjunction LC = 20 20 10
Reaction I Channel L1 = 740 20 10
Reaction III Channel L3 = 400 20 10
TABLE II
THE PARAMETERS OF SERPENTINE REACTION II CHANNEL IN FIG. 8.
Channel L2(µm) L21(µm) L22(µm) L23(µm) Ls(µm) Hs(µm) ζ δ 
0 delay line 887 / / 137 / / 1/3 0.13 10−1
1 delay line 1019 200 300 157 250 56 2/3 0.13 3× 10−2
2 delay lines 1516 200 325 177 75 147.25 1 0.13 10−3
Step 4: Calculate the Reaction II channel length L2 via searching for
CP (LY + L1 + LC , t
max
TXi) ≥ , x ≤ L2, (31)
CP (LY + L1 + LC , t
max
TXi) < , x > L2, (32)
where CP (LY + L1 + LC , t) is given in (28).
Here, we introduce two small variables, δ and , to numerically find tmaxYi and L2, as it is
difficult to analytically solve dCY (LY +L1+LC ,t)
dt
= 0 and CP (LY + L1 + LC , tmaxTXi) = 0.
To examine the proposed L2 optimization flow, we implement three designs with different
numbers of delay lines in COMSOL to achieve different max {CTX}. The implementation is
shown in Fig. 8 and geometric parameters are listed in Table I and Table II. Other parameters
are set following: C ISy0 = C
II
X0
= 3mol/m3, C IIIX0 = C
IV
Sp0
= 4mol/m3, Deff = 10−8m2/s, k =
400m3/(mol·s), TON = 2s, veff = 0.2cm/s. Here, we modify max{CY (LY + L1 + LC , t)} from
0.75 to 0.7498. As shown in Fig. 6, when L1 = 740µm, CY (LY +L1, t) rapidly reaches 1.4995
at 0.55s and then increases very slowly to the maximum concentration 1.5 at 0.9511s. It takes
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Fig. 9. The concentrations of generated pulses for different
transmitter implementations.
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Fig. 10. The concentrations of species Y and P at Reaction
III channel inlet with different time gaps.
0.4s to reach the maximum concentration from 1.4995, while the concentration increase is less
than 0.001. In order to generate a pulse that both two sides of the maximum concentration show
a distinct increase or decrease, we modify max {CY (LY + L1, t)} and tmaxYi as 1.4995 and 0.55s,
respectively, thus max {CY (LY + L1 + LC , t)} = 12 max {CY (LY + L1, t)} = 0.7498.
In Fig. 9, we plot the concentrations of generated pulses for implementations in Fig. 8.
As expected, the output pulses are generated successfully during TON, and all the maximum
concentrations of the pulses reach their corresponding analytical values (marked in black dash-
dot lines). It is also seen that the longer the Reaction II channel is, the wider the generated pulse,
because of the longer time given to reach a higher maximum concentration. These observations
reveal the dependency of the maximum concentration of a generated pulse on the Reaction II
channel length L2, show how the predefined shaping of the pulse can be controlled, and highlight
the importance of deriving theoretical signal responses in design stage.
2) Optimal Design of the Restricted Time Gap: The design that the Reaction II channel
is longer than the Reaction I channel (L2 > L1) is also likely to cause distorted pulses if the
time gap ∆T between two consecutive input bits is not chosen appropriately. Assuming that
species Y generated by the (i + 1)th input bit arrives earlier than the leaving time of species
P generated by the ith input bit at Reaction III channel inlet, Y will be immediately consumed
according to Reaction III when they simultaneously enter the Reaction III channel so that the
maximum concentration of the generated pulse for the (i + 1)th input bit is distorted and less
than max {CTX}. To prevent this, the time gap ∆T should be restricted.
Remind that the arriving and leaving time of a general species A at Reaction III channel inlet
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are denoted as tSAi and t
E
Ai
for the ith input bit. As shown in Fig. 10, species Y generated by the
(i + 1)th input bit can appear earlier in Case I or later in Case II than species P generated by
the ith input bit via adjusting ∆T . In Case I, the earlier arriving of Y makes itself react with
the tail of P , thus breaking the principle that Y should increase to max {CTX} and then drop to
zero. To avoid this, ∆T needs to satisfy
∆T ≥ tEPi − tSYi , (33)
where tSYi and t
E
Pi
can be numerically solved by
CY (LY + L1 + LC , t) ≤ τ, t ≤ tSYi , CY (LY + L1 + LC , t) > τ, t > tSYi ; (34)
CP (LY + L1 + LC , t) ≥ τ, t ≤ tEPi , CP (LY + L1 + LC , t) < τ, t > tEPi . (35)
Here, τ is a small variable to find tSYi and t
E
Pi
that CY (LY + L1 + LC , tSYi) = 0 and CP (LY +
L1 + LC , t
E
Pi
) = 0, respectively.
In Fig. 11, we plot the concentrations of species Y and P at Reaction III channel inlet and
the generated pulses with different ∆T . We use the parameters for Fig. 8 (c) and τ = 10−3. We
numerically solve (34), (35) and obtain ∆T ≥ 2.75s. Fig. 11 (c) shows that the second pulse
is distorted compared with the first pulse because ∆T = 2.3s leading to the earlier arriving
of species Y generated by the 2nd input bit, and thus a twice consumption of Y , being first
consumed by the tail of P generated by the 1st input bit and then by the arriving of P generated
by the 2nd input bit. On the contrary, Fig. 11 (d) illustrates a generation of two non-distorted
and identical-shaped pulses with a satisfied ∆T .
V. MICROFLUIDIC MC RECEIVER ANALYSIS AND DESIGN
In this section, we analyse the T Junction and two reaction channels, and then provide some
guidelines on how to design a microfluidic MC receiver.
A. Microfluidic MC Receiver Analysis
1) T Junction: After information propagation, the transmitted molecules Y from microfluidic
transmitter propagates to enter the receiver through Inlet V. Here, we set the location of Inlet V
as the position origin and the time that species Y flows into Inlet V as the time origin. Since
the transmitted pulse cannot be theoretically characterized, let us assume that a received pulse
follows a Gaussian concentration distribution with mean µ and variance σ2, that is
CY (0, t) =
CVY0√
2piσ2
e−
(t−µ)2
2σ2 . (36)
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(a) The durations of two consecutive input bits are [0.1, 2.1]
and [2.4, 4.4]
(b) The durations of two consecutive input bits are [0.1, 2.1]
and [3.1, 5.1].
(c) The generated pulses of (a). (d) The generated pulses of (b).
Fig. 11. The concentrations of species Y and P at Reaction III channel inlet and their generated pulses with different ∆T .
As the length of one T junction branch LT is much shorter than that of the following reaction
channel, and no reaction happens in a T junction, we further assume the concentration of species
Y at T junction I outlet as
CY (LT + LC , t) ≈ 1
2
CY (0, t− tT), (37)
where the 1
2
describes the dilution of species Y by species ThL who is continuously injected
into Inlet VI with concentration CVIThL, and tT =
LT+LC
veff
is the travelling time over T junction I
via average velocity veff. Similarly, the outlet concentration of species ThL is assumed as
CThL(LT + LC , t) ≈ 1
2
CVIThL, t ≥ tT. (38)
2) Straight Reaction IV Channel: The outflow of T junction I flows through the Reaction
IV channel with length L4 to proceed Reaction IV (the thresholding reaction) in (4), where the
portion of species Y , whose concentration below 1
2
C IVThL, is depleted by reactant ThL. With
assumptions of (37) and (38), the concentration of species Y at Reaction IV channel outlet can
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Fig. 12. The proposed microfluidic receiver
implementation in COMSOL.
TABLE III
THE PARAMETERS OF THE PROPOSED MICROFLUIDIC RECEIVER.
Channel Length(µm) Width(µm) Depth(µm)
T Junction LT = 80 20 10
Conjunction LC = 20 20 10
Reaction IV Channel L4 = 520 20 10
Reaction V Channel L5 = 470 20 10
be expressed using (16) or (17) in Theorem 2 by substituting CA0 and CB0 with CVY0 and C
VI
ThL,
which yields
CY (LT + LC + L4, t) ≈ 1
2
CAppro1A (L4, t− tT) or
1
2
CAppro2A (L4, t− tT). (39)
3) Straight Reaction V Channel: After Reaction IV, the remaining species Y flows into the
Reaction V channel and catalyses the conversion of species Amp into output species O, where
Amp is continuously infused with constant concentration CVIIAmp into Inlet VII. As a catalyst,
species Y does not react with species Amp, and the produced quantity of species O equals
the reacting concentration of Amp according to their stoichiometric relation. Considering the
dilution at T junction II, the reacting concentration of Amp is diluted to one third of its injected
concentration by flows injected at Inlet V and Inlet VI. Based on this and ignoring the diffusion
effect in Reaction V channel, the demodulated signal containing species O can be approximated
as
CO(t) =

1
3
CVIIAmp, CY (LT + 2LC + L4 + L5, t− LC+L5veff ) ≥ 0
0, otherwise.
(40)
4) Simulation Results: To examine the microfluidic receiver analysis, we implement the
receiver design in COMSOL (shown in Fig. 12) with geometric parameters listed in Table III.
We set the parameters: CVY0 = 3mol/m
3, µ = 2, σ2 = 0.25, k = 400m3/(mol·s), Deff = 10−8m2/s,
and veff = 0.2cm/s.
Fig. 13 compares the concentration of species Y at Reaction IV channel outlet with the two
approximations in (39). We observe that the two approximations have short delay compared
with simulation results due to the propagation during T junction I. The reason for this difference
is that even though the T Junction length is shorter than the Reaction IV channel length, the
concentration of species Y at T Junction I outlet is not merely a time shift of the received
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Fig. 13. The concentration of species Y at Reaction IV channel outlet with T Junction I.
Fig. 14. The concentrations of species Y and O at Reaction
V channel outlet with different CVIThL, where the concentra-
tion of species O is normalized to 1mol/m3.
Fig. 15. The outlet concentrations of species O at Reaction
V channel with different CVIIAmp.
Gaussian concentration in (36) as the diffusion effect can broaden the Gaussian concentration
through travelling T Junction I.
Fig. 14 demonstrates the significant role of CVIThL on the width of the demodulated signal CO(t).
As CVIThL increases, the width of the demodulated signal decreases. If C
VI
ThL > max {CY (0, t)}, we
expect that there is no residual Y in Reaction V channel, so that species O cannot be produced.
Fig. 15 plots the concentrations of species O at Reaction V channel outlet with different CVIIAmp.
As expected, the outlet concentration of species O varies with CVIIAmp, and approximately equals
1
3
CVIIAmp, which reveals that it is possible to reach any level CO via adjusting C
VII
Amp.
B. Microfluidic MC Receiver Design
Based on the simulation results in Fig. 14 and 15, we conclude two receiver design guidelines.
First, the results in Fig. 14 reveal that the demodulated signal width is dependent on CVIThL, and
CVIThL cannot exceed the maximum concentration of a received pulse, which in turn highlights
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Fig. 16. The transmitter input signals, transmitter output pulses, and receiver output signals for the basic end-to-end MC
implementation.
the necessity and importance to study the maximum concentration control of a generated pulse
in Sec. IV-B1. Second, the results in Fig. 15 present the relation between CVIIAmp and CO follows
CO =
1
3
CVIIAmp. This insight is helpful in concentration detection. If concentration is detected
through fluorescence, the relation CO = 13C
VII
Amp enables us to determine how much C
VII
Amp should
be injected to ensure fluorescent species O to be captured by a microscopy.
VI. AN END-TO-END MICROFLUIDIC MC IMPLEMENTATION
In this section, we combine the microfluidic transmitter with the receiver as proposed in
Fig. 3 to form a basic end-to-end MC system, where the transmitter and the receiver share the
same design parameters as implementations in Fig. 11 (b) and Fig. 12, and the propagation
channel is a straight convection-diffusion channel with length 1000µm. Considering the reacting
concentration of species Amp is diluted to one fourth of its injected concentration CVIIAmp by
flows from Y Junction I outlet, Y Junction II outlet, and Inlet VI, we set CVIIAmp = 12mol/m
3
for the purpose of restoring the output concentration level to input concentration of species X
injected at Inlet II (C IIX0 = 3mol/m
3).
Fig. 16 plots the transmitter input signals, transmitter output pulses, and receiver output signals.
It is clear that two consecutive rectangular signals are successfully demodulated, and this result
demonstrates the validity of the end-to-end MC system. Moreover, we observe that although the
concentrations of transmitter output pulses are much lower than concentrations of transmitter
input signals due to two dilutions occurred on Y Junction output and the conjunction between
Reaction I/II channel and Reaction III channel, the concentrations of receiver output signals can
approximately restore to the same concentration level of input signal via adjusting CVIIAmp.
25
VII. CONCLUSION
In this paper, we expanded our previous work on the design and analysis of a microfluidic
MC transmitter capable of generating a pulse-shaped molecular concentration upon a rectangular
triggering input with chemical reactions. We further proposed a microfluidic receiver design based
on a thresholding reaction and an amplifying reaction to realize a function of demodulating
a received signal into a rectangular output signal. Both the proposed designs were based on
microfluidic systems with standard and reproducible components, and these microfluidic com-
ponents were analytically characterized to reveal the dependence of the generated pulse and the
demodulated signal on design parameters. For transmitter design optimization, we proposed a
reaction channel length optimization flow to control the maximum concentration of output pulse
at the transmitter, and then derived a time gap constraint between two consecutive input bits
to ensure a continuous transmission of non-distorted and identical-shaped pulses. Finally, we
implemented an end-to-end microfluidic MC system through connecting the transmitter with the
receiver, and simulation results performed in COMSOL Multiphysics demonstrated successfully
pulse generation and signal demodulation, thus effectiveness of the proposed designs. Notably,
our proposed microfluidic transceiver will act as fundamental building blocks in the design of
future micro/nanoscale MC systems. More importantly, the methodology presented in this paper
will inspire the design of additional MC blocks inspired by biochemical processes and based on
microfluidic systems.
APPENDIX A
PROOF OF THEOREM 1
To solve the spatial-temporal concentration distributions of species A and AB, we first de-
fine some initial boundary conditions. Species A and B are injected at the inlet of a straight
microfluidic channel x = 0, the first initial boundary condition is
CA(0, t) = min {CA0 , CB0} = C0, 0 ≤ t ≤ TON
= C0[u(t)− u(t− TON)].
(41)
Here, it must be careful that CA(0, t) may not equal its injected concentration. This is because
the one-to-one stoichiometric relation between species A and B in A+B → AB determines that
either the reacting concentration of species A or B equals the smaller supplied concentration,
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i.e., CA(0, t) = min {CA(0, t), CB0}. At t = 0, the concentration of species A in any positions
is zero, thus the second initial boundary condition being
CA(x, 0) = 0, x ≥ 0. (42)
As the concentration change over locations far away from the source equals zero so that the
third boundary condition is
∂CA(∞, t)
∂x
= 0, t ≥ 0. (43)
The concentration distribution can be obtained by taking the Laplace transform of (10), (41),
and (43) using
C˜A (x, s) =
∫ ∞
0
e−stCA (x, t) dt. (44)
The Laplace transform of (10) satisfying (42) is
Deff
∂2C˜A(x, s)
∂x2
− veff∂C˜A(x, s)
∂x
= (s+ kC0) C˜A(x, s). (45)
The Laplace transforms of (41) and (43) can be expressed
C˜A(0, s) =
C0
s
(1− e−TONs), (46)
and
∂C˜A(∞, s)
∂x
= 0. (47)
Combining (45), (46), and (47), we derive
C˜A(x, s) =
C0(1− e−TONs)
s
exp
[
veffx
2Deff
− x
√
veff2
4Deff
2 +
s+ kC0
Deff
]
. (48)
Taking the inverse Laplace transform of (48), we derive
CA(x, t) =
g(x, t), 0 ≤ t ≤ TONg(x, t)− g(x, t− TON), t > TON, (49)
where
g(x, t) =
C0
2
{
exp
[
(veff − α)x
2Deff
]
erfc
[
x− αt
2
√
Defft
]
+ exp
[
(veff + α)x
2Deff
]
erfc
[
x+ αt
2
√
Defft
]}
with α =
√
veff2 + 4kC0Deff.
To derive the concentration of species AB, we combine (10) and (11) as
Deff
∂2Cs(x, t)
∂x2
− veff∂Cs(x, t)
∂x
=
∂Cs(x, t)
∂t
, (50)
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where Cs(x, t) = CA(x, t) + CAB(x, t). Interestingly, this equation is the convection-diffusion
equation for the total concentration distribution of molecule A and AB. The sum concentration
of A and AB follows the three boundary conditions
Cs(0, t) = C0, 0 ≤ t ≤ TON, (51)
Cs(x, 0) = 0, x ≥ 0, (52)
and Cs(∞, t) = 0, t ≥ 0. (53)
Following [37, eq. (11)], we can derive the molecular concentration as
Cs(x, t) =
h(x, t), 0 ≤ t ≤ TONh(x, t)− h(x, t− TON), t > TON, (54)
where h(x, t) = C0
2
[
erfc
(
x−vefft
2
√
Defft
)
+ e
veffx
Deff erfc
(
x+vefft
2
√
Defft
)]
. Taking the deduction of CA(x, t) in
(49) from Cs (x, t), we derive the concentration of AB as
CAB(x, t) =
h(x, t)− g(x, t), 0 ≤ t ≤ TON[h(x, t)− g(x, t)]− [h(x, t− TON)− g(x, t− TON)], t > TON. (55)
APPENDIX B
PROOF OF THEOREM 2
Similar to the Proof of Theorem 1, we first define initial boundary conditions. On the condition
of CB0 > max {CA(0, t)} and due to the one-to-one stoichiometric relation between A and B,
the first initial condition varies with CB0 , and can be expressed as
CA(0, t) =

CA(0, t), 0 ≤ t < t1
CB0 , t1 ≤ t < t2
CA(0, t), t2 ≤ t,
(56)
where t1 and t2 are obtained through solving CA(0, t) = CB0 , and finally t1 = µ−
√
−2σ2 ln CB0
√
2piσ2
CA0
and t2 = µ+
√
−2σ2 ln CB0
√
2piσ2
CA0
. The second and third initial boundary conditions are the same
with (42) and (43), respectively. Next, we introduce two approximation methods to solve (10),
where we split the fully coupled convection-diffusion-reaction process into two sequential pro-
cesses: 1) the reaction process (described by a reaction equation), and 2) the convection/convection-
diffusion process (described by a convection/convection-diffusion equation). Under the assump-
tion that A + B → AB has been finished as soon as species A and B enter a straight
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microfluidic channel, we can use the solution of the reaction equation as an initial condition
for the convection/convection-diffusion equation.
A. The First Approximation Method
The first method splits (10) into a reaction equation and a convection equation by ignoring
the diffusion term. The residual concentration of species A is the portion whose concentration
is greater than CB0 , and is expressed as
CA(0, t)− CB0 , t1 ≤ t ≤ t2. (57)
The subsequent transport of species A will be only affected by convection. It has also shown in
[38] that the convection effect is merely a shift of initial specie profiles in time with velocity
veff and without any change of shape, so the outlet concentration of A at the reaction channel
can be expressed as
CAppro1A (x, t) =
CA(0, t−
x
veff
)− CB0 , t1 + xveff ≤ t ≤ t2 + xveff ,
0, otherwise.
(58)
B. The Second Approximation Method
Different from the first approximation method, the second one takes the diffusion effect into
account. The convection-diffusion equation with initial condition in (57) and other boundary
conditions can be constructed as
∂CAppro2A (x, t)
∂t
= Deff
∂2CAppro2A (x, t)
∂x2
− veff∂C
Appro2
A (x, t)
∂x
, (59)
CAppro2A (0, t) = CA(0, t)− CB0 , t1 ≤ t ≤ t2, (60)
CAppro2A (x, 0) = 0, x ≥ 0, (61)
and
∂CAppro2A (x, t)
∂x
|x=∞= 0, t ≥ 0. (62)
We take the Laplace transform of (59) with respect to t and obtain
Deff
∂2C˜Appro2A (x, s)
∂x2
− veff∂C˜
Appro2
A (x, s)
∂x
− sC˜Appro2A (x, s) = 0. (63)
The solution of this second order differential equation satisfying the Laplace transforms of (60)
and (62) is
C˜Appro2A (x, s) = l(s)e
veff−
√
veff
2+4Deffs
2Deff
x
, (64)
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where l(s) is a coefficient function and is the Laplace transform of (60), which is
l(s) =
∫ t2
t1
[CA(0, t)− CB0 ]e−stdt
= CA0e
−sµe
(σs)2
2 [Q(
t1 + σ
2s− µ
σ
)−Q(t2 + σ
2s− µ
σ
)]− CB0
s
(e−st1 − e−st2),
(65)
where Q(.) is the Q-function.
In order to obtain CAppro2A (x, t), it is necessary to take the inverse Laplace transform of
(64). However, due to the complexity of (65), we cannot derive the closed-form expression
L−1
{
CAppro2A (x, s)
}
. Hence, we employ the Gil-Pelaez theorem [9], [39]. Considering that the
Fourier transform of a probability density function (PDF) is its characteristic function, (64) is
firstly converted to Fourier transform C˜Appro2A (x, ω) by substituting jω for s, and then we regard
C˜Appro2A (x, ω) as the characteristic function of L−1
{
CAppro2A (x, s)
}
. The corresponding cumulative
distribution function (CDF) can be given in terms of C˜Appro2A (x, ω) as
F (t) =
1
2
− 1
pi
∫ ∞
0
e−jωtC˜Appro2A (x, ω)− ejωtC˜Appro2A (x, ω)
2jω
dw. (66)
Taking the derivative of F (t), we derive the inverse Laplace transform and obtain the outlet
concentration of speceies A as
CAppro2A (x, t) =
1
2pi
∫ ∞
0
[e−jωtC˜Appro2A (x, ω) + e
jωtC˜Appro2A (x, ω)]dw. (67)
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