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Abstract
Motivated by the current high interest in the field of warm dense matter research, in this article we review the
uniform electron gas (UEG) at finite temperature and over a broad density range relevant for warm dense matter
applications. We provide an exhaustive overview of different simulation techniques, focusing on recent developments
in the dielectric formalism (linear response theory) and quantum Monte Carlo (QMC) methods. Our primary focus
is on two novel QMC methods that have recently allowed us to achieve breakthroughs in the thermodynamics of
the warm dense electron gas: Permutation blocking path integral MC (PB-PIMC) and configuration path integral
MC (CPIMC). In fact, a combination of PB-PIMC and CPIMC has allowed for a highly accurate description of the
warm dense UEG over a broad density-temperature range. We are able to effectively avoid the notorious fermion
sign problem, without invoking uncontrolled approximations such as the fixed node approximation. Furthermore,
a new finite-size correction scheme is presented that makes it possible to treat the UEG in the thermodynamic
limit without loss of accuracy. In addition, we in detail discuss the construction of a parametrization of the
exchange-correlation free energy, on the basis of these data – the central thermodynamic quantity that provides a
complete description of the UEG and is of crucial importance as input for the simulation of real warm dense matter
applications, e.g., via thermal density functional theory.
A second major aspect of this review is the use of our ab inito simulation results to test previous theories, includ-
ing restricted PIMC, finite-temperature Green functions, the classical mapping by Perrot and Dharma-wardana,
and various dielectric methods such as the random phase approximation, or the Singwi-Tosi-Land-Sjo¨lander (both
in the static and quantum versions), Vashishta-Singwi and the recent Tanaka scheme for the local field correction.
Thus, for the first time, thorough benchmarks of the accuracy of important approximation schemes regarding vari-
ous quantities such as different energies, in particular the exchange-correlation free energy, and the static structure
factor, are possible. In the final part of this paper, we outline a way how to rigorously extend our QMC studies to
the inhomogeneous electron gas. We present first ab initio data for the static density response and for the static
local field correction.
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1. Introduction
1.1. The uniform electron gas at zero temperature
The uniform electron gas (UEG), often referred to as “jellium”, is one of the most important model sys-
tems in physics and quantum chemistry, and consists of Coulomb interacting electrons in a positive neutraliz-
ing background [1]. Therefore, it constitutes the quantum mechanical analogue of the classical one-component
plasma (OCP) [2] and qualitatively reproduces many physical phenomena [3] such as Wigner crystallization, spin-
polarization transitions, and screening. Often, it is used as a simple model system for conducting electrons in
alkali metals [1, 4]. The investigation of the UEG at zero temperature has lead to several key insights, like the
BCS theory of superconductivity [5], Fermi liquid theory [6, 1], and the quasi-particle picture of collective exci-
tations [7, 8]. Further, as a continuous correlated electronic quantum system, it has served as a workbench for
the development of countless computational many-body methods, most prominently dielectric approximations, e.g.,
Refs. [8, 9, 10, 11, 12, 13, 14] and quantum Monte Carlo (QMC) methods [15, 16, 17, 18, 19, 20, 21, 22]. Even
though the UEG itself does not represent a real physical system, its accurate description has been of paramount
importance for the unrivaled success of density functional theory (DFT) [23, 24], the working horse of modern many-
body simulations of realistic materials in solid state physics, quantum chemistry, and beyond [25, 26, 27]. Within
the DFT framework, the complicated interacting many-electron system is mapped onto an effective one-particle
(non-interacting) system via the introduction of an effective potential containing all exchange and correlation ef-
fects. While exact knowledge of the latter would require a complete solution of the many-body problem so that
nothing was gained, it can often be accurately approximated by the exchange-correlation energy of the UEG, using
a parametrization in dependence of density [28, 29, 30].
The first accurate data of the ferromagnetic and paramagnetic UEG were obtained in 1980 by Ceperley and
Alder [16], who carried out ground state QMC simulations (see Ref. [17] for a review) covering a wide range of
densities. Subsequently, these data were used as input for parametrizations, most notably by Vosko et al. [28] and
Perdew and Zunger [29]. Since then, these seminal works have been used thousands of times for DFT calculations in
the local (spin-)density approximation (L(S)DA) and as the basis for more sophisticated gradient approximations,
e.g., Refs. [31, 32]. Note that, in the mean time, there have been carried out more sophisticated QMC simulations [33,
34, 35, 36, 37, 38], with Spink et al. [38] providing the most accurate energies available.
In addition to the exchange-correlation energy, there exist many parametrizations of other quantities on the
basis of QMC simulations such as pair distribution functions and static structure factors [39, 40, 41, 42] and the
momentum distribution [34, 35, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54]. Finally, we mention the QMC
investigation of the inhomogeneous electron gas [55, 56, 57, 58, 59], which gives important insights into the density
response formalism, see Sec. 9 for more details.
1.2. Warm dense matter
Over the last decades, there has emerged a growing interest in the properties of matter under extreme conditions,
i.e., at high temperature and densities exceeding those in solids by several orders of magnitude. This exotic state
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Figure 1: Temperature-density plane around the warm dense matter (WDM, orange) regime – Shown are lines of constant density
parameter rs (blue) and reduced temperature θ (green). Purple and grey bubbles schematically sketch experimental and astrophysical
applications, respectively. The various parameter ranges have been taken from Refs. [60, 61].
is usually referred to as warm dense matter (WDM) and is characterized by two parameters being of the order of
unity: (i) the density parameter (Wigner-Seitz radius) rs, and (ii) the reduced temperature θ
rs aB =
(
3
4pin
)1/3
, θ =
kBT
EF
, (1)
with EF being the Fermi energy defined in Eq. (5). Here rs plays the role of a quantum coupling parameter: at
high density (rs → 0), the electrons behave as an ideal Fermi gas and towards low density, the Coulomb repulsion
predominates, eventually leading to a Wigner crystal [62, 63, 64, 37]. Further, θ can be understood as the quantum
degeneracy parameter, where θ  1 indicates a classical system (typically characterized by the classical coupling
parameter Γ = 1/(rsaBkBT ), cf. the red line in Fig. 1); for an overview on Coulomb correlation effects in classical
systems, see ref. [65]. On the other hand, the case θ . 1 characterizes a strongly degenerate quantum system.
Thus, in the WDM regime, Coulomb coupling correlations, thermal excitations, and fermionic exchange effects are
equally important at the same time. Naturally, this makes an accurate theoretical description of such systems most
challenging [66].
In nature, WDM occurs in astrophysical objects such as giant planet interiors [67, 68, 69, 70, 71, 72, 73, 74, 75,
76, 77], brown and white dwarfs [78, 79, 80, 81, 82] and neutron star crusts [83], see Refs. [60, 84] for a recent review.
Further areas of interest contain the physics of meteor impacts [81] and nuclear stewardship [85]. Another highly
important aspect of warm dense matter research is the concept of inertial confinement fusion [86, 87, 88, 89, 90, 91],
which could become a potentially nearly infinite source of clean energy in the future.
WDM conditions are now routinely realized at large research facilities such as the national ignition facility
(NIF) at Lawrence Livermore National Lab, California [92, 93], the Z-machine at the Sandia National Labs in
New Mexico [94, 95, 96, 97, 98], the Linac Coherent Light Source (LCLS) in Stanford, California [99, 100, 101],
FLASH and the European X-FEL (free electron laser) in Hamburg, Germany [102, 103] and other laser and free
electron laser laboratories. Moreover, we mention shock-compression experiments, e.g. [104, 105, 95]. Of particular
importance is X-ray Thomson scattering (XRTS), e.g. Refs. [106, 107, 108, 109, 110, 102, 111], which provides
a widespread diagnostics for warm dense matter experiments, see Ref. [112] for a review. More specifically, it
allows for the direct measurement of the dynamic structure factor, which can subsequently be used to obtain, for
example, the temperature [112]. Finally, we stress that WDM experiments allow for the investigation of many other
quantities, such as the dielectric function [113, 114], electrical and thermal conductivities [115, 116, 117, 118], the
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electron-ion temperature equilibration [119] and even the formation of transient nonequilibrium states [120, 117].
As a schematic overview, in Fig. 1 various important applications are depicted in the density-temperature plane
around the warm dense matter regime. For a recent text book overview we refer to [121].
Despite the remarkable experimental progress, a thorough theoretical description of warm dense matter is still
lacking (even in the case of thermodynamic equilibrium), and it is well-known that simple analytic models do not
sufficiently reproduce experimental measurements [122, 123]. Naturally, an exact quantum mechanical treatment
that incorporates all correlation and excitation effects is not feasible. Unfortunately, quantum Monte Carlo methods
which often allow for accurate results in the ground state are not straightforwardly extended to the simulation of
fermionic matter at finite temperature. More specifically, exact fermionic path integral Monte Carlo (PIMC)
simulations (see Sec. 5.2) are severely hampered by the so-called fermion sign problem; nevertheless, there has been
made some progress in direct fermionic QMC simulations by Filinov and co-workers [124, 125, 126, 127, 128, 129,
130, 131, 132]. To avoid the fermion sign problem, usually the fixed node approximation is utilized [133, 134, 135]
(also “Restricted PIMC”, RPIMC, see Sec. 5.3) breaks down at low temperature and high density. Therefore,
RPIMC is not available over substantial parts of the warm dense regime, and the accuracy is, in general, unknown.
The probably most widespread simulation technique for warm dense matter is the combination of molecular
dynamics (for the heavy ions) with a thermal density functional theory description of the electrons [136, 137, 138],
usually denoted as DFT-MD [139, 140, 141, 142, 143]. Naturally, the decoupling of the ionic and electronic systems
according to the Born-Oppenheimer approximation might not be appropriate in all situations. In addition, similar
to the ground state, the accuracy of the DFT calculation itself strongly relies on the specific choice of the exchange-
correlation functional [144, 145]. An additional obstacle for thermal DFT calculations is the explicit dependence
of the exchange-correlation functional on temperature [146, 147], a topic which has only recently attracted serious
attention, but might be crucial to achieve real predictive capability [66, 148]. Even worse, at moderate to high
temperature, the usual thermal Kohn-Sham (KS) treatment of DFT becomes unfeasible, due to the increasing
number of orbitals necessary to reach convergence. For this reason, Militzer and co-workers have proposed to
combine RPIMC at high temperature with DFT elsewhere, and successfully applied this idea to the simulations of
many different materials at warm dense matter conditions [149, 150, 151, 152, 153, 154]. A possible extension of
KS-DFT towards stronger excitations is given by the so-called orbital free (OF) DFT [155, 156, 157, 158, 159, 160],
where the total electronic density is not represented by Kohn-Sham orbitals. While being computationally cheap
and, in principle, still exact, in practice orbital free DFT relies on an approximation for the ideal part of the (free)
energy [161], whereas the latter is treated exactly within KS-DFT. Since the ideal part usually constitutes the
largest contribution, it is widely agreed that OF-DFT does not provide sufficient accuracy, and, therefore, cannot
give a suitable description of warm dense matter [160]. A recent, more promising, strategy to extend KS-DFT
towards higher temperature has been introduced by Zhang and co-workers, see Refs. [162, 160, 163] for details.
On the other hand, even at relatively low temperature, when the electrons are in the ground state, a DFT
description for the electronic component is often not sufficient [144, 145]. For this reason, Ceperley, Pierleoni
and co-workers proposed to combine a classical Monte Carlo (instead of MD) for the heavy ions, with highly
accurate ground-state QMC calculations for the electrons. This so-called coupled electron-ion QMC (CEIMC)
method [164, 165, 166, 167] has subsequently been applied, e.g., to the (controversially discussed, see also the recent
experiments in Ref. [168]) liquid-liquid phase transition in hydrogen [169, 170]. Note that, within the CEIMC
approach, quantum effects of the ions can easily be included, e.g., Refs. [170]. In a similar spirit, Sorella and
co-workers [171, 172, 173, 174, 175, 176] introduced a combination of electronic ground state QMC calculations
with classical MD for the ions, although, to our knowledge, no consensus with CEIMC (and, for that matter, with
DFT-MD) simulations has been reached so far regarding liquid hydrogen.
In addition, there has been remarkable recent progress in the development of real time-dependent DFT calcula-
tions [177, 178, 179, 180], which would also give direct access to the dynamic properties of the electrons, although
this topic remains in its infancy due to the high computational cost of accurate exchange correlation functionals.
Finally, we mention the possiblity of so-called quantum-classical mappings employed by Dharma-wardana et
al. [181, 182, 183, 184], where the complicated quantum mechanical system of interest is mapped onto a classical
model system with an effective “quantum temperature”, see Sec. 4.2 for more details.
1.3. The warm dense electron gas
Of particular interest for the theoretical description of WDM are the properties of the warm dense uniform
electron gas. As mentioned above, an accurate parametrization of the exchange-correlation free energy with respect
to temperature θ, density rs, and spin-polarization ξ is of paramount importance for thermal DFT simulation both
in the local (spin) density approximation or as a basis for more sophisticated gradient approximations [185, 32].
Further, direct applications of such a functional include astrophysical models [186, 187, 188, 189, 190, 191], quantum
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hydrodynamics [192, 193, 194], and the benchmark for approximations, such as finite-temperature Green function
methods [195, 196], for a recent study see Ref. [197].
However, even the description of this simple model system, without an explicit treatment of the ionic component,
has turned out to be surprisingly difficult. Throughout the eighties of the last century, Ebeling and co-workers [198,
199, 200, 201, 202] proposed various interpolations between different known limits (i.e., high temperature, weak
coupling, and the ground state). A more sophisticated approach is given by the dielectric formalism, which, at
finite temperature, has been extensively developed and applied to the UEG by Ichimaru, Tanaka, and co-workers,
see Refs. [203, 204, 205, 206, 207, 208]. For a more comprehensive discussion of recent improvements in this field,
see Sec. 3. In addition, we mention the classical-mapping based scheme by Perrot and Dharma-wardana [209, 210],
the application of which is discussed in Sec. 4.2.1. Unfortunately, all aforementioned results contain uncontrolled
approximations and systematic errors of varying degrees, so that their respective accuracy has remained unclear.
While, in principle, thermodynamic QMC methods allow for a potentially exact description, their application
to the warm dense UEG has long been prevented by the so-called fermion sign problem, see Sec. 5. For this
reason, the first QMC results for this system were obtained by Brown et al. [211] in 2013 by employing the fixed
node approximation (i.e., RPIMC). While this strategy allows for QMC simulations without a sign problem, this
comes at the cost of the exact ab-initio character and it has been shown that results for different thermodynamic
quantities are not consistent [212]. Nevertheless, these data have subsequently been used as the basis for various
parametrization [213, 212, 214].
This overall unsatisfactory situation has sparked remarkable recent progress in the field of fermionic QMC
simulations of the UEG at finite temperature. The first new development in this direction has been the configuration
path integral Monte Carlo method (CPIMC, see Sec. 5.5), which, in contrast to standard PIMC, is formulated in
second quantization with respect to plane waves, and has been developed by Schoof, Groth and co-workers [215, 216,
217]. In principle, CPIMC can be viewed as performing a Monte Carlo simulation on the exact, infinite perturbation
expansion around the ideal system. Therefore, it excels at high density and strong degeneracy, but breaks down
around rs ∼ 1 and, thus, exhibits a complementary nature with respect to standard PIMC in coordinate space.
Surprisingly, the comparison of exact CPIMC data [218] forN = 33 spin-polarized electrons with the RPIMC data by
Brown et al. [211] revealed systematic deviations exceeding 10% towards low temperature and high density, thereby
highlighting the need for further improved simulations. Therefore, Dornheim and co-workers [219, 220] introduced
the so-called permutation blocking PIMC (PB-PIMC, see Sec. 5.4) paradigm, which significantly extends standard
PIMC both towards lower temperature and higher density. In combination, CPIMC and PB-PIMC allow for an
accurate description of the UEG over the entire density range down to half the Fermi temperature [217, 221]. Soon
thereafter, these results were fully confirmed by a third independent method. This density matrix QMC (DMQMC,
see Sec. 5.6) [222, 223, 224] is akin to CPIMC by being formulated in Fock space. Hence, there has emerged a
consensus regarding the description of the electron gas with a finite number of particles [225]. The next logical step
is the extrapolation to the thermodynamic limit, i.e., to the infinite system at a constant density, see Sec. 6. As it
turned out, the extrapolation scheme utilized by Brown et al. [211] is not appropriate over substantial parts of the
warm dense regime. Therefore, Dornheim, Groth and co-workers [221, 226] have developed an improved formalism
that allows to approach the thermodynamic limit without the loss of accuracy over the entire density-temperature
plane.
Finally, these first ab initio results have very recently been used by the same authors to construct a highly
accurate parametrization of the exchange-correlation free energy of the UEG covering the entire WDM regime [227],
see Sec. 8. Thereby, a complete thermodynamic description of the uniform electron gas at warm dense matter
conditions has been achieved.
1.4. Outline of this article
• In Sec. 2, we start by providing some important definitions and physical quantities that are of high relevance
for the warm dense UEG. Further, we discuss the jellium Hamiltonian for a finite number of electrons in a
box with periodic boundary conditions, and the corresponding Ewald summation.
• In Sec. 3, we give an exhaustive introduction to the dielectric formalism within the density-density linear
response theory and its application to the uniform electron gas, both in the ground state and at finite tem-
perature. Particular emphasis is put on the STLS approach, which is extensively used throughout this work.
Most importantly, it is a crucial ingredient for the accurate extrapolation of QMC data to the thermodynamic
limit, see Sec. 6. In addition, we summarize all relevant equations that are required for the implementation
and numerical evaluation of various dielectric approximations.
• In Sec. 4, we briefly discuss other approximate methods that have been applied to the warm dense UEG. This
includes the finite-temperature Green function approach, as well as two different classical mapping formalisms.
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• In Sec. 5, we provide an all-encompassing discussion of the application of quantum Monte Carlo methods
to the uniform electron gas at warm dense matter conditions. We start with a brief problem statement
regarding the calculation of thermodynamic expectation values in statistical physics. The solution is given by
the famous Metropolis algorithm, which constitutes the backbone of most finite-temperature quantum Monte
Carlo methods (Sec. 5.1). Undoubtedly, the most successful among these is the path integral Monte Carlo
method (Sec. 5.2), which, unfortunately, breaks down for electrons in the warm dense matter regime due to the
notorious fermion sign problem (Sec. 5.2.3). Two possible workarounds are given by our novel permutation
blocking PIMC (Sec. 5.4) and configuration PIMC (Sec. 5.5) methods, which we both introduce in detail.
Further mentioned are the approximate restricted PIMC method (Sec. 5.3) and the recent independent density
matrix QMC approach (Sec. 5.6). The section is concluded with a thorough comparison between results for
different quantities by all of these methods for a finite number of electrons (Sec. 5.7).
• In Sec. 6, we discuss the extrapolation of QMC data that has been obtained for a finite number of electrons to
the thermodynamic limit. A brief introduction and problem statement (Sec. 6.1) is followed by an exhaustive
discussion of the theory of finite-size effects (Sec. 6.2). Due to the demonstrated failure of pre-existing
extrapolation schemes, in Sec. 6.3 we present our improved finite-size correction and subsequently illustrate
its utility over the entire warm dense matter regime (Sec. 6.4).
• In Sec. 7, we use our new data for the thermodynamic limit to gauge the accuracy of the most important
existing approaches, both for the interaction energy and the static structure factor.
• In Sec. 8, we give a concise introduction (Sec. 8.1) of the state of the art of parametrizations of the exchange-
correlation energy of the warm dense uniform electron gas, and of their respective construction (Sec. 8.2).
Particular emphasis is put on the parametrization of the spin-dependence, Sec. 8.3. Finally, we provide
exhaustive comparisons (Sec. 8.4) of fxc itself, and of derived quantities, which allows us to gauge the accuracy
of the most widely used functionals.
• In Sec. 9, we extend our QMC simulations to the inhomogenous electron gas. This allows us to obtain highly
accurate results for the static density response function and the corresponding local field correction (Sec. 9.1).
As a demonstration, we give two practical examples at strong coupling using PB-PIMC (Sec. 9.3.1) and at
intermediate coupling using CPIMC (Sec. 9.3.2). Further, we employ our parametrization of fxc to compute
the long-range asymptotic behavior of the local field correction via the compressibility sum-rule and find
excellent agreement to our QMC results.
• In Sec. 10, we provide a summary and give an outlook about future tasks and open questions regarding the
warm dense electron gas.
2. Important quantities and definitions
2.1. Basic parameters of the warm dense UEG
In the following, we introduce the most important parameters and quantities regarding the warm dense electron
gas. Observe, that Hartree atomic units are assumed throughout this work, unless explicitly stated otherwise. Of
high importance is the above mentioned density parameter (often denoted as Wigner-Seitz radius, or Brueckner
parameter)
rs =
(
3
4pin
)1/3
, (2)
which is independent of temperature and spin-polarization and solely depends on the combined density of both
spin-up and -down electrons, n = n↑ + n↓. The spin-polarization parameter ξ is defined as
ξ =
n↑ − n↓
n
∈ [0, 1] , (3)
where it is implicitly assumed that n↑ ≥ n↓. Thus, ξ = 0 corresponds to the unpolarized (paramagnetic) case,
whereas ξ = 1 is being referred to as the spin-polarized (ferromagnetic) case. For completeness, we mention that rs
and ξ are sufficient to fully determine the thermodynamics of the UEG in the ground state. At warm dense matter
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conditions, we also require information about the temperature, usually characterized by the quantum degeneracy
parameter
θ =
kBT
EF
, (4)
with
EF =
(k↑F)
2
2
(5)
denoting the Fermi energy. Observe that we always define EF with respect to the Fermi wave vector of the spin-up
electrons,
k↑F = (6pi
2n↑)1/3 . (6)
Hence, for an ideal electron gas at zero temperature EF defines the maximum energy of the occupied one-particle
orbitals. Note that in the relevant literature, there exists another possible definition of EF, where the Fermi wave
vector is computed with respect to the total electron density, i.e., using kF = (3pi
2n)1/3 in Eq. (4).
The warm dense matter regime, to which the present work is devoted, is roughly characterized by 0.1 ≤ rs ≤ 10
and 0 ≤ θ ≤ 10.
2.2. The Jellium Hamiltonian: Coordinate representation
The description of an infinite system based on a quantum Monte Carlo simulation of a finite number of electrons
N in a finite simulation box with volume V = L3 is usually realized by making use of periodic boundary conditions.
In addition to the Coulomb interaction of the electrons in the simulation cell, one also includes the interaction with all
electrons in the infinitely many images (the same applies to the positive homogeneous background). Unfortunately,
such an infinite sum with diverging positive and negative terms is only conditionally convergent, i.e., the result
depends on the ordering of the terms and is not well defined [228]. In practice, one usually employs the Ewald
summation technique (see Ref. [229] for a recent accessible discussion), which corresponds to the solution of Poisson’s
equation in periodic boundary conditions [230, 231]. The full Hamiltonian is then given by
Hˆ = −1
2
N∑
i=1
∇2i +
N∑
i=1
N∑
k>i
WE(ri, rk) +
N
2
ξM , (7)
with the periodic Ewald pair potential being defined as [231]
WE(r, s) =
1
V pi
∑
G6=0
(
G−2e−
pi2G2
κ2
+2piiG·(r−s)
)
− pi
κ2V
+
∑
R
erfc(κ|r− s + R|)
|r− s + R| , (8)
where G = nL and R = mL−1 denote reciprocal and real lattice vectors, respectively (n,m ∈ Z3). Furthermore,
ξM is the so-called Madelung constant, which takes into account the interaction of a charge with its own background
and array of images,
ξM = lim
r→s
(
WE(r, s)− 1|r− s|
)
(9)
=
1
V pi
∑
G6=0
G−2e−
pi2G2
κ2 − pi
κ2V
+
∑
R 6=0
erfc(κR)
R
− 2κpi− 12 . (10)
Observe that both Eqs. (8) and (9) are independent of the specific choice for the Ewald parameter κ, which can
be exploited for optimization. Further, we note that in Eq. (7) there appear no additional terms describing the
uniform positive background as the average value of WE(r, s) within the simulation box vanishes [231].
Let us conclude this section with some practical remarks. Obviously, a direct evaluation of the infinite sums in
reciprocal and real space in Eq. (8) is not possible. Fortunately, the optimal choice of the free parameter κ leads
to a rapid convergence of both sums. Furthermore, there exist numerous schemes to accelerate the computation
of the Ewald potential that are advisable in different situations, such as multipole expansions [232] or using a
basis of Hermite interpolants [233], see, e.g., Refs. [230, 234] for an overview. Finally, we mention the possibility
for pre-averaged pair potentials, e.g., Refs. [235, 236, 237, 238], which can potentially get rid of “artificial crystal
effects” due to the infinite periodic array of images, and are computationally cheap. Recently, this idea has been
applied to quantum Monte Carlo simulations of an electron gas by Filinov and co-workers [130].
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2.3. The Jellium Hamiltonian: Second quantization
Second quantization is an efficient way to incorporate the symmetry or anti-symmetry of quantum particles in
a many-particle description. Due to the indistinguishability of quantum particles the relevant observables are the
occupation numbers of individual single-particle orbitals |i〉 which are solutions of the one-particle problem. Here
we will concentrate on the UEG where the natural choice of orbitals are plane waves spin states. For a general
introduction to the theory of second quantization we refer the reader to standard text books, e.g. [195, 239].
In case of the UEG, the quantization is naturally performed with respect to plane wave spin orbitals, |i〉 → |kiσi〉,
with the momentum and spin eigenvalues ki and σi, respectively. In coordinate representation they are written as
〈rσ |kiσi〉 = 1L3/2 eiki·rδσ,σi with k = 2piL m, m ∈ Z3 and σi ∈ {↑, ↓} so that the UEG Hamiltonian, Eq. (7), becomes
Hˆ =
1
2
∑
i
k2i aˆ
†
i aˆi +
∑
i<j,k<l
i 6=k,j 6=l
w−ijklaˆ
†
i aˆ
†
j aˆlaˆk +N
ξM
2
. (11)
Here, the creation (annihilation) operator aˆ†i (aˆi) creates (annihilates) an electron in the i-th spin orbital, and for
electrons (fermions) the operators obey the standard anti-commutation relations. Also, w−ijkl = wijkl−wijlk denotes
the antisymmetrized two-electron integral with
wijkl =
4pie2
L3(ki − kk)2 δki+kj ,kk+klδσi,σkδσj ,σl , (12)
and we used the Fourier representation of the Coulomb potential. Further, the N−particle states are given by
Slater determinants
|{n}〉 = |n1, n2, . . . 〉 , (13)
with the fermionic occupation number ni ∈ {0, 1} of the i-th plane wave spin-orbital. Obviously, the second
quantization representation of the UEG Hamiltonian has two practical advantageous compared to its coordinate
representation: 1) the Ewald interaction only enters in a trivial way via the Madelung constant, ξM, thus not
requiring any elaborate evaluation of the interaction part, and 2), the correct Fermi statistics are automatically
incorporated via the usual fermionic anti-commutator relations of the creation and annihilation operators.
3. Dielectric Approximations and Linear Response Theory
3.1. Introduction
Before the advent of the first exact but computationally highly demanding quantum Monte Carlo simulations of
the UEG in the late 1970s, the approximate approaches based on the dielectric formulation [11, 12, 13, 14, 1] have
arguably constituted the most vital tool for gaining crucial insights into correlated quantum many-body systems.
In the ground state, a seminal work in this direction have been provided by Bohm and Pines with the formulation
of the random phase approximation (RPA) [8, 14, 240], which becomes exact in both the long wavelength and high
density limit and thus sufficiently describes long-range phenomena. Later, an alternative derivation of the RPA has
been performed by Gell-Mann and Brueckner [241] through a summation of Feynman diagrams leading to the first
exact expansion of the correlation energy of the UEG in the high density regime. However, at metallic densities,
rs ≈ 1.5, . . . , 7, the RPA dramatically overestimates short-range correlations between the electrons resulting in
significantly too low correlation energies and an unphysical negative value of the pair-correlation function at zero
distance. To overcome these shortcomings, Singwi, Tosi, Land and Sjo¨lander (STLS) [9] proposed a self-consistent
scheme that allows for an approximate but greatly improved treatment of the short-range exchange and correlation
effects. Most notably, the STLS scheme predicted the exchange-correlation energies that have later been accurately
computed by Ceperley and Alder [15, 16] with an impressive accuracy of ∼ 1% even up to densities rs ∼ 20 (see
e.g. Ref. [242]). Nevertheless, the obtained pair-correlation functions still become slightly negative at densities
rs ≥ 4, but, compared to the RPA, the magnitude of this error is strongly reduced. A further issue regarding the
STLS scheme is the violation of the exact compressibilty sum rule, Eq. (39). Vashishta and Singwi (VS) could
modify the self-consistent scheme by also taking the density derivative of the pair-correlation function into account
so that the compressibility sum rule is almost exactly verified [10, 243], though this lead to a reduced quality of the
pair-correlation function and exchange-correlation energy.
All of the mentioned schemes beyond RPA rely on a static (frequency-independent) approximation of the so-
called local field correction, the central quantity in the dielectric formulation. There have been many attempts to
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further increase the overall accuracy of the static dielectric methods (for an overview see e.g. Ref. [13]), and even the
extension to a more consistent formulation based on a dynamical local field correction has been achieved [244, 245].
However, regarding the interaction energy, the static STLS scheme turned out to give the most accurate results.
Due to a former lack of experimental motivation, the extension of some of the dielectric approaches to finite
temperature and their application to the UEG were carried out much later. The first calculations in the RPA
have been carried out by Gupta and Rajagopal [246, 247, 137], which have later been revised and parametrized by
Perrot and Dharma-wardana [248]. After that, countless important contributions to this field have been made by
Tanaka and Ichimaru [203, 204, 205, 206, 207, 208], who applied many of the static dielectric methods, i.e. with
some static ansatz for the LFC, to the quantum and classical UEG at finite temperature. Among these works is the
finite temperature STLS scheme [204], which, likewise to the ground state, predicted the exact exchange-correlation
energy [227, 242, 249] with a similar impressive accuracy of ∼ 1%, cf. Sec. 7. However, a consistent extension of
the static finite temperature VS scheme [250] could only be achieved much later [213], since the fulfillment of the
compressibility sum rule turned out to be more elaborate here. Furthermore, Schweng and Bo¨hm developed the
finite temperature version of the dynamical STLS scheme [251] and successfully used it for a detailed investigation
of the static LFC of the UEG, while a generalization to arbitrary spin-polarization of this formalism has been
provided only very recently [252].
We mention that, regarding the benefits and merits of the specific variants of the dielectric methods, the
qualitative statements for the ground state given above also apply to their finite temperature extensions. Moreover,
in addition to its predictive capabilities prior to the advent of the more accurate QMC simulations, in particular
the RPA and STLS approach played an important role in the extrapolation of the results obtained from a finite
simulation system (finite particle number N and simulation box with volume V ) to the thermodynamic limit,
i.e. N,V
n=const−−−−−→ ∞ (see Sec. 6). In addition, very recently, the temperature dependence of the STLS interaction
energy has been successfully used to bridge the gap between the ground state and finite temperature QMC data
which are available only above half the Fermi temperature (see Sec. 8).
3.2. Density response, dielectric function, local field correction, and structure factor
The dielectric formulation is derived within the framework of the linear density-density response theory, where
we are interested in the change of the electron density when a periodic (both in space and time) external potential
with wavenumber q, frequency ω, and amplitude Φ(q, ω) is applied to the system, i.e.,
Φext(r, t) =
1
V
Φ(q, ω) ei[qr−(ω−iη)t] + c.c. (14)
The infinitesemal positive constant η = 0+ ensures that the perturbation vanishes at t → −∞ so that we can
assume that the system has been in thermal equilibrium in the past and the external field has been switched on
adiabatically. Provided that the amplitude is sufficiently small and the unperturbed system is homogeneous, one
can show that the resulting change in the electron density is given by [1, 207]
δn(r, t) = n(r, t)− n(r)0 = 1
V
Φ(q, ω)χ(q, ω)ei(qr−ωt) + c.c. , (15)
where we have introduced the Fourier transform of the density-density response function
χ(ω,q) = lim
η→0
∫ ∞
−∞
dτ e(iω−η)τ χ˜(q, τ) . (16)
with its standard definition1
χ˜(q, τ) = −i 〈[nˆ(q, τ), nˆ(−q, 0)]〉0 Θ(τ) . (17)
Here, 〈·〉0 denotes the ensemble average of the unperturbed system, and the time dependence of the Fourier transform
of the density operator nˆ(q) =
∑
i e
−iqrˆi is determined by the Heisenberg picture with respect to the unperturbed
Hamiltonian, i.e., nˆ(q, t) = eiHˆ0tnˆ(q)e−iHˆ0t. From Eq. (15) we immediately see that the amplitude of the induced
density fluctuations is simply
n(q, ω) =
1
V
Φ(q, ω)χ(q, ω) . (18)
1Note that we restrict ourselves to the unpolarized case throughout the present section. Therefore, the response function χ is equal
to the total response function of both spin-up and -down electrons.
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Hence, all information of the system’s response to the external perturbation, Eq. (14), is contained in the density-
density response function χ(q, ω). Via the polarization potential approach [207] it can be shown that the exact
density response function can always be expressed in terms of the ideal (Lindhard) response function, χ0, and the
so-called local field correction (LFC), G, as
χ(q, ω) =
χ0(q, ω)
1− 4piq2 [1−G(q, ω)]χ0(q, ω)
, (19)
where the RPA response function is recovered when setting G ≡ 0, i.e.,
χRPA(q, ω) =
χ0(q, ω)
1− 4piq2 χ0(q, ω)
. (20)
Thus, the LFC covers all correlation effects in the response of the system to a weak external potential. The imaginary
part of the response function is linked to the dynamic structure factor S(q, ω) via the fluctuation dissipation
theorem [1]
Imχ(q, ω) = − pi
V
(
1− e−βω)S(q, ω) , (21)
which can in turn be utilized to express the static structure factor
S(q) =
1
N
∫
dω S(q, ω) =
1
N
〈nˆ(q)nˆ(−q)〉0 (22)
in terms of the response function
S(q) = − 1
2pin
P
∫ ∞
−∞
dω coth
( ω
2T
)
Imχ(q, ω) , (23)
where P denotes the principal value, which is necessary due to the poles of the integrand on the real axis. Thereby
we have obtained a direct connection between the dynamic properties of the system, i.e., within the linear response
regime, and its thermodynamic properties. Note that the response function obeys the Kramers-Kronig relations
Reχ(q, ω) =
2
pi
P
∫ ∞
0
dν
ν Imχ(q, ω)
ν2 − ω2 , (24)
Imχ(q, ω) = −2ω
pi
P
∫ ∞
0
dν
Reχ(q, ω)
ν2 − ω2 ,
and hence, the real part of the response function can always be computed from its imaginary part and vice versa.
The central idea of all dielectric approaches consists in deriving an approximate expression for the LFC so that it is
expressed as a functional of the static structure factor, i.e. G = G[S]. Then, together with Eqs. (19) and (24), one
has a closed set of equations, which, in principal can be solved iteratively starting from the RPA (G = 0), where
the real and imaginary part of the ideal (Lindhard) response function, χ0, are readily evaluated numerically [1].
However, from a numerical point of view this approach is highly inconvenient due to the infinitely many poles of the
integrands in the Eqs. (23) and (24). A solution to this problem has been provided by Tanaka and Ichimaru [204],
who reformulated the aforementioned set of equations for the complex valued density-density response function
defined by
χ˜(q, z) :=
∫ ∞
−∞
dν
pi
Imχ(q, ν)
ν − z , (25)
which, under the frequency integral, fulfills 2iImχ(q, ω) = limη→0+ χ˜(q, ω + iη) − χ˜(q, ω − iη), so that Eq. (23)
becomes
S(q) = − 1
4piin
P lim
η→0
∫ ∞
−∞
dω coth
( ω
2T
)
[χ˜(q, ω + iη)− χ˜(q, ω − iη)] . (26)
Now the integral can be interpreted as a closed contour integral
S(q) = − 1
4piin
lim
→0+
lim
η→0+
lim
R→∞
∮
C
dz coth
( z
2T
)
Imχ˜(q, z) , (27)
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Figure 2: Illustration of the integration contour C in Eq. (27). Crosses indicate the poles of the hyperbolic cotangent.
with the explicit form of the contour being depicted in Fig. 2, where the limit R → ∞ is taken prior to the
integration whereas , η → 0+ is taken afterwards. Since the integrand is analytic on C, the contour integral can
be solved by applying the residue theorem yielding
S(q) = −T
n
∞∑
l=−∞
χ˜(q, zl) , (28)
with the Matsubara frequencies zl representing the poles of the cotangent hyperbolic function on the imaginary
axis,
zl = 2piilT . (29)
Hence, the frequency integral in Eq. (23) can be replaced by a sum over the Matsubara frequencies, which is much
more convenient for numerical evaluation.
Similar to the real frequency dependent response function, cf. Eq. (19), the exact complex valued response
function can be rewritten in terms of the complex valued ideal response function and LFC [203, 251],
χ˜(q, z) =
χ˜0(q, z)
1− 4piq2 [1− G˜(q, z)]χ˜0(q, z)
. (30)
In the thermodynamic limit2, the finite temperature complex valued ideal response function is given by
χ˜0(q, z) = −2
∫
dk
(2pi)3
f(k + q)− f(k)
z − k+q + k , (31)
with k = k
2/2 and f being the Fermi distribution
f(k) =
1
ek2/(2T )−α + 1
, (32)
2As usual, replacing 1
V
∑
q by
∫ dq
(2pi)3
transforms the expressions for the finite system (with periodic boundary conditions) to the
thermodynamic limit.
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where the reduced chemical potential α = µ/T is determined by the normalization condition∫
dk
(2pi)3
f(k) =
n
2
. (33)
For numerical evaluation of the ideal response function at the different Matsubara frequencies the following form is
most suitable [203, 204]:
χ˜0(q, zl) = −2
q
∫ ∞
0
dk
(2pi)2
k
ek2/(T2)−α + 1
ln
[
(4pilT )2 + (q2 + 2qk)2
(4pilT )2 + (q2 − 2qk)2
]
. (34)
3.3. Approximations for the local field correction
In the static dielectric approaches one approximates the dynamic LFC by its static value, i.e., replacing G˜(q, z)
by G˜(q, 0) in Eq. (30), which turns out to be highly accurate in many cases. The most successful and widely used
approximation for the static LFC is given by the one utilized in the STLS scheme [9]
GSTLS(q, 0) = − 1
n
∫
dk
(2pi)3
q · k
k2
[S(q− k)− 1] (35)
= − 1
n
∫ ∞
0
dk
(2pi)2
k2[S(k)− 1]
[
q2 − k2
4kq
ln
(
(q + k)2
(q − k)2
)
+ 1
]
.
This expression is derived from the classical equation of motion of the one-particle distribution function, f(r1,p1, t),
by making the following product ansatz for the two-particle distribution function3:
f(r1,p1, r2,p2, t) ≈ f(r1,p1, t)f(r2,p2, t)geq(r1 − r2) , (36)
where geq(r) denotes the exact equilibrium pair-distribution function. Since the two-particle distribution function
couples to the three-particle distribution function and so on, Eq. (36) serves as a closure relation of the hierarchy.
The equations (28), (30), and (35) now form a closed set of equations, which are self-consistently solved as
follows:
1. Compute the reduced chemical potential α by solving Eq. (33).
2. Compute and store the values of the ideal response function, χ0(q, zl), for sufficiently large values of l ensuring
that Eq. (28) always converges throughout the iteration.
3. Compute the response function from Eq. (30), initially by setting G = 0.
4. Compute the static structure factor S(q) from Eq. (28).
5. Compute the new LFC GSTLS(q, 0) from Eq. (35).
6. Repeat steps 3 to 5 until convergence is reached.
For completeness we mention that, in particular at low temperature, the sum in Eq. (28) may only converge for
extremely large values of l, but this obstacle can be overcome by separating those contributions for which the
summation can be performed analytically beforehand, see Ref. [203] for details.
Naturally, from the converged static structure factor we directly obtain the interaction energy (per particle) for
the corresponding temperature and density parameter,
v(θ, rs) =
1
pi
∫ ∞
0
dk [S(k; rs, θ)− 1] , (37)
which can in turn be used to compute the exchange-correlation free energy via the standard coupling constant
integration
fxc(rs, θ) =
1
r2s
∫ rs
0
dr¯s v(θ, r¯s) . (38)
As mentioned before, both in the ground state and at finite temperature, the STLS scheme provides highly accurate
interaction energies, which is partly the result of a favourable error cancellation in Eq. (37) as the STLS static
3Note that this ansatz can be further improved by considering an explicitly time-dependent pair distribution function, see Refs. [253,
254].
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structure factor tends to be slightly too large for small k-vector and vice versa, see Fig. 31 in Sec. 6. It is important
to note that, compared to the RPA, the STLS structure factor and related thermodynamic properties are of
substantially higher accuracy. In particular, the negative values of the pair-distribution function at zero distance,
g(0), are significantly reduced, although it still becomes slightly negative at lower densities [204]. However, there
is a well-known drawback regarding the consistency of the STLS results: the compressibility sum rule (CSR) is
violated. The CSR is an exact property of the UEG linking the long-wavelength limit of the static LFC G(q, 0) to
the second derivative of the exchange-correlation free energy:
lim
q→0
G(q, 0) = − q
2
4pi
∂2
∂n2
(nfxc) . (39)
Substituting GSTLS(q, 0) and fSTLSxc on the left- and right-hand side of Eq. (39) gives different results, which
demonstrates that the STLS scheme does not provide a consistent physical description of the UEG. Moreover, the
long range limit of the LFC differs significantly from the exact QMC result, which is shown in Fig. 43 in Sec. 9. In
the ground state, Vashishta and Singwi [10] proposed to modify the STLS expression, Eq. (35), for the LFC such
that
GVS(q, 0) =
(
1 + an
∂
∂n
)
GSTLS(q, 0) , (40)
where the right choice of the additional free parameter a, in principle, allows for the exact fulfillment of Eq. (39). In
fact, they empirically found that setting a = 2/3 reasonably satisfies the CSR for all densities in the ground state.
Only recently, Sjostrom and Dufty [213] successfully extended this approach to the finite temperature UEG. They
even refined the approach by making the free parameter dependent on density and temperature, i.e., a = a(rs, θ),
and actually included the CSR, Eq. (39), into the self-consistent scheme, which requires to simultaneously perform
calculations for different values of rs. Thereby, the obtained results are physically more consistent in that they do
exactly fulfill the CSR. However, the overall quality of the thermodynamic quantities is decreased compared to the
STLS scheme; for example, g(0) becomes more negative [213].
Since the accuracy of the STLS scheme decreases when the density parameter becomes too large, rs & 20, there
have been many attempts to derive more refined expressions for the static LFC that perform better in the strong
coupling regime (see e.g. [206, 13]). Among them are the so-called (modified) convolution [(M)CA] and hypernetted
chain approximations [(M)HNC] for the LFC. Both are known to be highly accurate for the description of the
classical one-component plasma over the entire fluid regime [206]. While the MCA scheme has been used earlier
for the construction of a temperature, density, and spin-dependent parametrization of the exchange-correlation
free energy of the UEG [205], the HNC scheme has only recently been applied to the UEG at warm dense matter
conditions [242] and, compared to the STLS scheme, showed overall improved results for the thermodynamic
properties but not for the interaction energy. The LFC in the HNC approximation is derived from the hypernetted
chain equation for classical liquids [255, 256], which yields [242]
GHNC(q, 0) = GSTLS(q, 0) +
1
n
∫
dk
(2pi)3
q · k
k2
[S(q− k)− 1][G(k, 0)− 1][S(k)− 1] , (41)
where the CA expression is recovered by setting G(k, 0) ≡ 0 on the left-hand side of Eq. (41). Further, the
corresponding modified versions, MCA and MHNC, are obtained by replacing S(q− k) by a screening function
S¯(q) =
q2
q2 + q2s
. (42)
The screening parameter qs is determined consistently from the condition
1
2
∫
dq
(2pi)3
4pi
q2
[S¯(q)− 1] = 1
2
∫
dq
(2pi)3
4pi
q2
[S(q)− 1] , (43)
so that S and S¯ must correspond to the same interaction energy. Using the modified versions with the screening
function has the practical advantage that, like the STLS contribution to the total LFC, cf. Eq. (35), also the second
term in Eq. (41) can be recast into a one-dimensional integral [242], i.e.,
GMHNC(q, 0) = GSTLS(q, 0) +
q2s
n
∫ ∞
0
dk
(2pi)2
[
1 +
k2 + q2 + q2s
4qk
ln
(
(k − q)2 + q2s
(k + q)2 + q2s
)]
[G(k)− 1][S(k)− 1] , (44)
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which significantly speeds up the convergence process. Unfortunately, this is not possible for the full HNC LFC,
Eq. (41), and thus, one actually must carry out the three dimensional integration.
At this point it is important to note that all the above static dielectric schemes are somewhat classical in spirit
since the utilized approximate expressions for the static LFC are all derived within purely classical theories. In
other words, the discussed methods may be interpreted as being quantum mechanically only on the level of the
RPA, while correlation effects are treated classically. In accordance to Eqs. (19) and (34) the exact LFC must
also depend on the frequency. First, Hasegawa and Shimizu [244] performed the formal derivation of the dynamic
STLS LFC by closing the hierarchy for the equation of motion of the Wigner distribution with the same product
ansatz, Eq. (36), that has been used in the static STLS formalism for the classical distribution function. Due to its
consistent quantum mechanical derivation, this approach has been termed quantum STLS (qSTLS). In the ground
state, the first numerical calculations and detailed investigations have been carried out by Holas and Rahman [245].
Later, the qSTLS scheme has also been applied to the finite temperature UEG, and more recently, it has been
generalized to allow for the calculation of spin-resolved quantities [251, 252]. The dynamical LFC in the qSTLS
scheme is given by
GqSTLS(q, zl) = − 1
n
∫
dk
(2pi)3
χ¯0(q,k, zl)
χ¯0(q, zl)
k2
q2
[S(k− q)− 1] , (45)
with the generalized response function (two arguments) being defined as
χ0(q,k, zl) = −2
∫
dp
(2pi)3
f(p + k/2)− f(p− k/2)
z − p+q/2 + p−q/2 (46)
= −2
q
∫ ∞
0
dp
(2pi)2
p f(p) ln
[
(4pilT )2 + (2pq + qk)
(4pilT )2 + (2pq − qk)
]
.
For practical purposes, the qSTLS LFC, Eq. (45), can be reduced to a three-dimensional integral [251]. Overall,
compared to the static STLS approach, the qSTLS approach significantly improves the short-range behavior of the
pair-correlation function. Most notably, the obtained results for the static LFC are physically more reasonable as
they can exhibit important physical features. For example, they can actually have a maximum larger than one, a
necessary condition for the occurrence of charge density waves [251]. This is in stark contrast to the static dielectric
approaches where the static LFC usually converges monotonically to unity with increasing k−vector. Yet, the
improvement of the interaction energy due to the qSTLS scheme is rather small.
An exhaustive overview of comparison between the dielectric approximation and recent, highly accurate quantum
Monte Carlo data can be found in Sec. 7 for the static structure factor and the interaction energy and, in Sec. 9,
for the static density response function and local field correction.
4. Other approximate approaches
4.1. Finite-temperature (Matsubara) Green functions
An alternative derivation of the dielectric function encountered in the previous section can be achieved within
the framework of quantum kinetic theory [239]. In this formalism, correlation effects are usually incorporated by
approximating the collision integrals, which take the role of the local field correction in the dielectric formulation. For
instance, completely neglecting collisions gives the random phase approximation, whereas invoking the relaxation
time approximation [257, 258] leads to the well-known Mermin dielectric function.
A closely related strategy is used in Green functions theory where a suitable approximation of the so-called
self-energy is used to truncate the Martin-Schwinger hierarchy [259]. In the following, we briefly outline the
approximation introduced by Montroll and Ward [260] and also the additional e4-contribution (see Ref. [218] for
a recent application to the warm dense UEG). For simplicity, we restrict ourselves to the spin-polarized case and
write the total energy as a perturbation expansion with respect to coupling strength (dropping terms beyond second
order) as [195, 196]
E = Eid0 (T, αe) + E
HF + EMW + Ee
4
. (47)
Here E0 denotes the ideal energy
E0 =
3
2
T
λ3DB
I3/2(α) , (48)
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with λDB =
√
2pi~2β/m being the thermal wavelength, and EHF corresponds to the well-known Hartree-Fock energy
EHF = λ−4DB
∫ α
−∞
dα′ I2−1/2(α
′)− 3
2λ4DB
I−1/2(α)I1/2(α) , (49)
where Ik is the Fermi integral of order k, see, e.g., Ref. [195], and α = βµ. As usual, the chemical potential µ is
defined by the normalization of the Fermi function to the total density, see Eq. (33). To compute the Montroll-Ward
(MW) and e4-contribution, it is convenient to utilize the pressure p, which is connected to the different parts of the
total energy by
Ej = −pj + T ∂
∂T
pj , j = MW, e4. (50)
The MW-component of the pressure is then given by
pMW =
−1
4pi3
∞∫
0
dp p2 P
∞∫
0
dω coth
(
βω
2
)[
arctan
Im εRPA(p, ω)
Re εRPA(p, ω)
− Im εRPA(p, ω)
]
, (51)
with εRPA(p, ω) denoting the dielectric function in the random phase approximation, see Sec. 3. Therefore, neglecting
the e4-term in Eq. (47) gives the total energy in the RPA. To include second order contributions, we compute
pe
4
=
∫
dpdq1dq2
64pi7
1
p2(p + q1 + q2)2
fq1fq2 f¯q1+pf¯q2+p − fq1+pfq2+pf¯q1 f¯q2
q21 + q
2
2 − (p + q1)2 − (p + q2)2
(52)
with fp = [exp(βp
2/2−βµ)+1]−1 being the Fermi function, and f¯p = [1−fp] denotes the Pauli blocking factor.
Detailed benchmarks of the energy computed from Eq. (47) will be presented in Sec. 7.
For completeness, we also mention the recent finite-temperature extension of the retarded cumulant Green
function approach [197] that is predicted to allow, both, for the computation of thermodynamic properties of the
UEG (see Sec. 8.4 for a comparison to QMC data) and, in addition, spectral properties.
4.2. Classical mapping approaches
In addition to the dielectric formalism (Sec. 3) and the quantum Monte Carlo methods introduced in Sec. 5,
quantum-classical mappings constitute a third independent class of approaches to a thermodynamic description
of the electron gas. In this section, we give a concise overview of two different formulations, namely the works
by F. Perrot and M.W.C Dharma-wardana [210, 209] and the more recent and rigorous works by S. Dutta and
J.W. Dufty [261, 262, 263].
4.2.1. Classical mapping approach by Perrot and Dharma-wardana
The basic idea of the formalism by Perrot and Dharma-wardana [210, 209] (hereafter denoted as PDW ) is to
define a classical system of charged particles at an effective quantum temperature Tq, such that an input value for the
ground state exchange-correlation energy Exc obtained from outside the theory is reproduced. While, in principle,
data from any theory could be used, PDW chose the then most accurate data based on quantum Monte Carlo
calculations by Ortiz and Ballone [34]. The properties of the effective classical system are approximately computed
by solving the corresponding hyppernetted chain (HNC) equations [255, 256]. A potentially more accurate albeit
computationally considerably more demanding treatment using the classical Monte Carlo or Molecular Dynamics
methods, e.g. Ref. [264], was deemed unnecessary as the error due to the HNC approximation was expected to
be negligible for the densities of interest. For completeness, we mention that this assumption was somewhat
contradicted by the recent works of Liu and Wu [265], who found that a more accurate inclusion of short-range
correlations is important to describe the first peak in the pair distribution function at low density. Once the classical
system is solved (thereby recovering the input value for Exc), it is straightforward to obtain other observables such
as the pair distribution function (or, equivalently, the static structure factor, cf. Sec. 6) or the static density response
function χ(k), cf. Sec. 3. A particular advantage of the classical mapping approach is that the resulting PDF is
always positive. This is in stark contrast to the dielectric approximations from Sec. 3, where the PDF tends to
become negative at small distances for intermediate to strong coupling. Further, a comparison of the classical
mapping with the ground state QMC results revealed quantitative agreement.
To extend this formalism to finite temperature T , for which back in the early 2000s no accurate data for
Exc(rs, T ) existed, PDW introduced a modified classical temperature
Tcf =
(
T 2 + T 2q
)1/2
, (53)
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which is motivated by the fact that the leading dependence of the energy on T is quadratic. Note that the expression
for Tq in Eq. (53) depends only on the density parameter rs,
Tq =
1
a+ b
√
rs + crs
, (54)
where the free parameters a, b, and c were obtained to reproduce the ground state data for Exc as explained
above. It is easy to see that Eq. (53) becomes exact for high and low temperature, but constitutes an uncontrolled
approximation for intermediate temperatures, most notably in the warm dense matter regime.
In their seminal paper from 2000, PDW [210] provided extensive results for the uniform electron gas at finite
temperature, including a parametrization of the exchange-correlation free energy fxc with respect to temperature,
density, and spin-polarization. A concise introduction of the latter is presented in Sec. 4.2.1, where it is compared
to the recent, highly accurate parametrization by Groth, Dornheim and co-workers [227].
Further, the PDW formalism for the classical-mapping has subsequently been employed in numerous calculations
of more realistic (and, thus, more complicated) systems, e.g., Refs. [181, 182, 183], and an excellent review can be
found in Ref. [184]. Finally, we mention that the shortcoming of the PDW classical-mapping at intermediate
temperature was recently somewhat remedied by Liu and Wu [266], who replaced the simple interpolation for Tcf
from Eq. (53) by the explicitly temperature-dependent expression
Tcf =
1
a(T ) + b(T )
√
rs + c(T )rs
, (55)
where the functions a(T ), b(T ), and c(T ) where chosen to reproduce the RPIMC data by Brown et al. [211] for
Exc, see Ref. [266] for more details. It was found that this gives better data for the pair correlation function, in
particular for the description of long-range correlations.
4.2.2. Classical mapping approach by Dutta and Dufty
Recently, Dufty and Dutta [267, 263] presented a more rigorous classical-mapping formalism operating in the
grand canonical ensemble (volume V , chemical potential µ, and inverse temperature β are fixed). While the volume
V is equal both for the true quantum system and the effective classical one, a modified inverse temperature βc,
chemical potential µc, and pair potential φc(r) are introduced. To determine these two parameters and one function,
we enforce the equivalence of pressure p, electron number density n and of the pair distribution function g(r) for
the true and effective systems,
pc(βc, V, µc|φc(r)) ≡ p(β, V, µ|φ(r)) (56)
nc(βc, V, µc|φc(r)) ≡ n(β, V, µ|φ(r))
gc(r, βc, V, µc|φc(r)) ≡ g(r, β, V, µ|φ(r)) ,
where, for the uniform electron gas, φ(r) is simply given by the Coulomb potential. Observe that the vertical bars
in Eq. (56) indicate that all three quantities are in fact functionals of the classical or quantum pair potentials,
in addition to the functional dependence on the three thermodynamic variables. In practice, one has to provide
expressions for p, n and g(r) of the quantum system, starting from which the relations in Eq. (56) can be inverted
for µc, βc, and φc(r).
Since providing two thermodynamic and one structural property of the system of interest as input for an
approximate many-body formalism might admittedly seem like circular reasoning, we must ask ourselves what kind
of information has been gained at which point. The answer is as follows: in practice, we provide the quantum input
computed from the random phase approximation (see Sec. 3), and subsequently compute the classical parameters
βc, µc, and φc(r) by solving Eq. (56) in the classical weak-coupling approximation. The main assumption is that
the quantum effects are either local (such as diffraction) or weakly nonideal (such as antisymmetry under particle-
exchange). In this case, the bulk of the more pronounced nonideality effects would be captured by subsequently
feeding the obtained results for βc, µc, and φc(r) into a more accurate classical many-body method, such as
the classical Monte-Carlo method, molecular dynamics, or, like in the PDW approach, the hypernetted chain
approximation.
Overall, the application of the Dufty-Dutta formalism to the UEG at warm dense matter conditions [262, 261] has
given results of similar accuracy as the PDW formalism, although not nearly as extensive data have been presented.
For completeness, we mention that this approach is not limited to the UEG or, in general, to homogeneous systems.
For example, first results for charges in a harmonic confinement have been reported in Refs. [262, 268]. The
application to a realistic electron-ion plasma remains an important task for the future.
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5. Quantum Monte Carlo Methods
In the following section, we will discuss in detail various quantum Monte Carlo methods and discuss the
fermion sign problem, which emerges for the simulations of electrons. In particular, we introduce the Metropo-
lis algorithm [269], which constitutes the backbone of all subsequent path inegral Monte Carlo methods except
the density matrix QMC paradigm. Not mentioned are the multilevel blocking idea by Mak, Egger and co-
workers [270, 271, 272, 273, 274] and the expanded-ensemble approach by Vorontsov-Velyaminov et al. [275, 276].
5.1. The Metropolis algorithm
Due to its fundamental importance for the understanding of the quantum Monte Carlo methods introduced
below, in this section we give a comprehensive introduction of the widely used Metropolis algorithm [269].
5.1.1. Problem statement
In statistical many-body physics, we often encounter probabilities of the form
P (X) =
W (X)
Z
. (57)
For example, the multi-dimensional variable X might correspond to a configuration of classical particles, or spin-
alignments in an Ising model, and W = exp(−E(X)β) to the corresponding ”Boltzmann distribution” describing
the probability of X to occur (with E(X) being the energy of said configuration). The aim of a Monte Carlo
simulation is then to generate a set of random configurations {Xi} that are distributed according to Eq. (57), which
can subsequently be used to compute averages such as the internal energy.
Usually, the problem with such a statistical description of a system is that the normalization of Eq. (57),
Z =
∫
dX W (X) , (58)
is not readily known. For the canonical ensemble (volume V , particle number N and inverse temperature β are
fixed), to which we will restrict ourselves throughout this work, Z corresponds to the canonical partition function.
In this case, the exact knowledge of Z allows to directly compute all observables (e.g., energies, pressure, etc.)
via thermodynamic relations, thereby eliminating the need for a Monte Carlo simulation in the first place. The
paramount achievement by Metropolis et al. [269] was to introduce an algorithm that allows to generate a set of
random variables {Xi} with an unknown normalization Z. The significance of this accomplishment can hardly be
overstated and the Metropolis algorithm has emerged as one of the most successful algorithms in computational
physics and beyond.
5.1.2. The detailed balance condition
The starting point is the imposition of the so-called detailed balance condition,
T (X→ X˜) = T (X˜→ X) , (59)
which states that the transition probability T to go from a state X to another state X˜ is equal to the same
probability the other way around. While Eq. (59) constitutes an unnecessary rigorous restriction, it allows for a
simple straightforward solution. Prior to that, we split the transition probability into a product of three separate
parts,
T (X→ X˜) = P (X) S(X→ X˜) A(X→ X˜) , (60)
specifically the probabilities to occupy the initial state X, P (X), to propose the target state X˜ starting from X,
S(X → X˜), and finally to accept the proposed transition, A(X → X˜). Inserting Eq. (60) into (59) leads to the
generalized form of the detailed balance equation,
P (X) S(X→ X˜) A(X→ X˜) = P (X˜) S(X˜→ X) A(X˜→ X) , (61)
which is of central importance for the development and design of state of the art quantum Monte Carlo algorithms.
The solution of Eq. (61) for the acceptance probability by Metropolis et al. [269] is given by
A(X→ X˜) = min
(
1,
P (X˜)
P (X)
S(X˜→ X)
S(X→ X˜)
)
, (62)
= min
(
1,
W (X˜)
W (X)
S(X˜→ X)
S(X→ X˜)
)
,
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which can be easily verified by considering Eq. (60) for the cases P (X˜)S(X˜ → X) > P (X)S(X → X˜) and vice
versa. Observe that the unknown normalization Z cancels in Eq. (62), which means that the acceptance probability
can be readily evaluated.
We conclude this section with a sketch of a practical implementation of the Metropolis algorithm:
1. Start with an (in principle arbitrary) initial configuration X0.
2. Propose a new configuration X˜ according to some pre-defined sampling probability S(Xi → X˜).
3. Evaluate the corresponding acceptance probability A(Xi → X˜), see Eq. (62), and subsequently draw a uniform
random number y ∈ [0, 1). If we have y ≤ A(Xi → X˜), the update is accepted and the configuration is updated
to Xi+1 = X˜. Otherwise, we reject the update and the ”new” configuration is equal to the old one, Xi+1 = Xi.
4. Repeat steps 2 and 3 until we have generated sufficiently many configurations.
Assuming an ergodic set of Monte Carlo updates (random ways to change between different configurations), the
outlined algorithm can be used to generate a Markov chain of configurations {Xi} that are distributed according
to P (X), as asked in the problem statement. The concept of ergodicity is of central importance for the design of
QMC algorithms and updates and means that (i) all possible configurations must be reachable in a finite (though,
in principle, arbitrarily large) number of updates and (ii) the probability to go from one configuration X to another
configuration X˜ must only depend on X itself (no memory effects). A possible segment of such a Markov chain as
generated by the Metropolis algorithm is given by
X0 = a→ X1 = a→ X2 = b→ X3 = . . . .
Starting at an initial configuration X0, a new configuration is proposed, but the update is rejected. Therefore the
second element of the Markov chain is equal to the first one, X0 = X1 = a. The second update is accepted, meaning
that the third element is changed to the new configuration, X2 = b. It is important to understand that, even if
a proposed update from X to X˜ is rejected, the old configuration must still be counted as a new element in the
Markov chain. Appending the Markov chain only after an update has been accepted is plainly wrong.
5.2. Path Integral Monte Carlo
The path integral Monte Carlo approach [277] (see Ref. [278] for a review) is one of the most successful methods
in quantum many body physics at finite temperature. The underlying basic idea is to map the complicated quantum
system onto a classical system of interacting ring polymers [279]. The high dimensionality of the resulting partition
function (each particle is now represented by an entire ring polymer consisting of potentially hundreds of parts)
requires a stochastic treatment, i.e., the application of the Metropolis Monte Carlo method [269]. In particular,
PIMC allows for quasi-exact simulations of up to N ∼ 104 bosons (and distinguishable, spinless particles, often
referred to as boltzmannons, e.g., Ref. [280]) and has played a crucial role for the theoretical understanding of such
important phenomena as superfluidity [281, 282, 283, 284], Bose-Einstein condensation [285, 286, 287] or the theory
of collective excitations [288, 289]. Unfortunately, as we will see, PIMC simulations of electrons (and fermions, in
general) are severely limited by the so-called fermion sign problem [290, 291].
5.2.1. Distinguishable particles
Let us start the discussion of the PIMC method by considering the partition function of N distinguishable
particles (so-called boltzmannons), in the canonical ensemble (i.e., volume V and and inverse temperature β =
1/kBT are fixed)
Z = Tr ρˆ . (63)
Here ρˆ = e−βHˆ denotes the canonical density operator and the Hamiltonian is given by the sum of a kinetic and
potential part,
Hˆ = Kˆ + Vˆ . (64)
In coordinate space, Eq. (63) reads
Z =
∫
dR 〈R| e−βHˆ |R〉 , (65)
with R = {r1, . . . , rN} containing all 3N particle coordinates. The problem is that the matrix elements are not
known, as Kˆ and Vˆ do not commute
e−β(Kˆ+Vˆ ) = e−βVˆ e−βKˆe−β
2Cˆ , (66)
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where the error term is obtained from the Baker-Campbell-Hausdorff formula as [292]
Cˆ =
1
2
[Vˆ , Kˆ]− β
(
1
6
[Vˆ , [Vˆ , Kˆ]]− 1
3
[[Vˆ , Kˆ], Kˆ]
)
+ . . . . (67)
To overcome this obstacle, we exploit the group property of the exponential function
e−βHˆ =
P−1∏
α=0
e−Hˆ , (68)
where  = β/P . By using Eq. (68) and simultaneously inserting P − 1 unity operators of the form
1ˆ =
∫
dRα |Rα〉 〈Rα| , (69)
we obtain
Z =
∫
dX 〈R0| e−Hˆ |R1〉 〈R1| . . . |RP−1〉 〈RP−1| e−Hˆ |R0〉 . (70)
Observe that Eq. (70) is still exact and the integration is carried out over P sets of particle coordinates, dX =
dR0 . . . dRP−1. Despite the increased dimensionality of the integral, this re-casting proves to be advantageous since
each of the matrix elements must now be evaluated at a P times higher temperature, and for sufficiently many
factors we can introduce a high temperature approximation, e.g., the primitive factorization
e−Hˆ ≈ e−Kˆe−Vˆ , (71)
which, according to the Trotter formula [293, 294], becomes exact in the limit of P →∞
e−β(Kˆ+Vˆ ) = lim
P→∞
(
e−Kˆe−Vˆ
)P
. (72)
A more vivid interpretation of Eq. (68) is given in terms of imaginary time path integrals. In particular, we note
that the density operator is equivalent to a propagation in imaginary time by τ = −iβ (henceforth, we shall adopt
the more conventional definition τ → τ/(−i) ∈ [0, β]). Therefore, Eq. (68) corresponds to the introduction of P
imaginary ”time slices” of length  and a factorization like Eq. (71) to an imaginary time propagator. Inserting
Eq. (71) into (70) finally gives
Z =
∫
dX
P−1∏
α=0
(
e−V (Rα)ρ0(Rα,Rα+1, )
)
, (73)
where V (Rα) denotes all potential energy terms on time slice α,
V (Rα) =
N∑
i=1
Vext(rα,i) +
N∑
k>i
W (|rα,i − rα,k|) , (74)
and W (r) is an arbitrary pair interaction, e.g., the Coulomb repulsion, WC(r) = 1/r, and Vext(r) denotes an external
potential. The ideal part of the density matrix is given by
ρ0(Rα,Rα+1, ) =
1
λ3N
N∏
i=1
[∑
n
exp
(
− pi
λ2
(rα,k − rα+1,k + nL)2
)]
, (75)
with λ =
√
2pi being the thermal wavelength corresponding to the P -fold increased temperature. The sum over
n = (nx, ny, nz)
T , ni ∈ Z, is due to the periodic boundary conditions. For completeness, we note that, technically,
Eq. (75) constitutes an approximation as the correct ideal density matrix in a periodic box is given by an elliptic
theta function [278]. However, this difference is of no practical consequence and, for P → ∞, Eq. (75) becomes
exact.
Following Chandler and Wolynes [279], Eq. (73) can be visualized as interacting ring polymers via the so-called
“classical isomorphism”, which is illustrated in Fig 3. The complicated quantum many-body system has been
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Figure 3: Schematic illustration of path integral Monte Carlo: The left panel shows a random configuration of three particles in a 3D
simulation box. The right panel shows the same configuration, but the z-axis has been replaced by the imaginary time τ . Beads on
adjacent slices are harmonically linked by the free particle density matrix (see Eq. (75), red lines) and beads from different particles on
the same time slice are subject to the pair interactions (dashed blue lines).
mapped onto a classical system of interacting ring polymers. Each particle is represented by a closed path of P
“beads” (i.e., the polymer), see the left panel. Beads on adjacent time slices are effectively linked by a harmonic
interaction, see Eq. (75). This is further illustrated in the right panel of Fig. 3, where the z-axis has been replaced
by the imaginary time τ . In addition, we note that beads from different particles on the same time slice interact
via the given pair interaction W (r), cf. the dashed blue lines. The extension of the paths of each particle roughly
corresponds to the thermal wavelength λβ . At high temperature, the paths resemble point particles and quantum
effects are negligible. With increasing β, however, the ring polymers become more extended and the quantum
nature of the system of interest starts to dominate. In practice, Eq. (73) requires a high dimensional integration,
which is most effectively achieved using Monte Carlo methods. In particular, we employ the Metropolis algorithm
to generate all possible configurations X according to the corresponding configuration weight W ,
Z =
∫
dX W (X) , (76)
where W (X) is defined by Eq. (73).
Furthermore, we stress that we are not interested in the partition function itself, but instead in thermodynamic
expectation values of an (in principle arbitrary) observable Aˆ,
〈Aˆ〉 = 1
Z
∫
dR 〈R| Aˆρˆ |R〉 . (77)
In practice, we have to derive a Monte Carlo estimator A(X) so that we can estimate 〈Aˆ〉 from the set of NMC
randomly generated configurations {X}MC
〈Aˆ〉 ≈ AMC and (78)
AMC =
1
NMC
∑
X
A(X) . (79)
Eq. (78) seems to imply that the path integral Monte Carlo approach does not allow to obtain the exact thermody-
namic expectation value of interest, but, instead, constitutes an approximation. More precisely, the MC estimate
from a PIMC calculation is afflicted with a statistical uncertainty
∆A =
√
〈Aˆ2〉 − 〈Aˆ〉2
NMC
. (80)
The statistical interpretation of Eq. (80) is that AMC is with a probability of 66% within ±∆A of the exact result.
Furthermore, this uncertainty interval decreases with an increasing number of MC samples NMC so that, in principle,
an arbitrary accuracy is possible. Therefore, PIMC is often described as “quasi-exact”.
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Figure 4: Schematic illustration of path integral Monte Carlo: Shown are two PIMC configurations in the τ -x-plane with no pair
exchange (left) and a single pair exchange (right). The corresponding configuration weights W (X) are positive and negative.
5.2.2. PIMC simulations of fermions
Let us now extend our considerations to the PIMC simulation of N = N↑ + N↓ electrons, with N↑ and N↓
denoting the number of spin-up and spin-down electrons, respectively. To take into account the antisymmetric
nature due to the indistinguishability of fermions, we must extend the PIMC partition function from Eq. (73) by
the sum over all permutations of electrons from the same species (SN↑ and SN↓)
Z =
1
(N↑! N↓!)P
∫
dX
P−1∏
α=0
 ∑
σ↑α∈SN↑
∑
σ↓α∈SN↓
sgn(σ↑α)sgn
(
σ↓α
)
e−V (Rα)ρ0(Rα, pˆiσ↑α pˆiσ↓αRα+1, )
 . (81)
Here pˆiσ↑,↓α denotes the exchange operator corresponding to a particular permutation σ
↑,↓
α and sgn(σ
↑,↓
α ) denotes
the corresponding signum. Note that, due to the idempotency of the antisymmetry operator, the sum over all
permutations can be carried out on each time slice without changing the result. In practice, the sum over all
possible configurations X in the PIMC simulation must now be extended to include paths incorporating more than
a single particle. This is illustrated in Fig. 4 where two PIMC configurations with N = N↑ = 2 spin-polarized
electrons are shown. In the left panel, there are two distinct paths. Hence, there is no pair exchange and the sign
sgn(W (X)) is positive. In contrast, in the right panel, the paths cross and a single path incorporates both particles.
Due to this single pair exchange, the sign of the configuration weight is negative.
5.2.3. The fermion sign problem
At this point, we must ask ourselves how to generate the configurations X when the corresponding weights can
be both positive and negative. Obviously, this cannot be done using the Metropolis algorithm in a straightforward
way, since probabilities must be strictly positive. To circumvent this issue, we switch to a modified configuration
space, where we generate paths according to the absolute value of their weights, and define the modified partition
function
Z ′ =
∫
dX W ′(X) =
∫
dX |W (X)| . (82)
The correct fermionic observables are then calculated as
〈Aˆ〉 = 〈SˆAˆ〉
′
〈Sˆ〉′
, (83)
where 〈. . .〉′ denotes the expectation value corresponding to the modulus weights
〈Aˆ〉′ = 1
Z ′
∫
dX |W (X)|A(X) , (84)
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and Sˆ measures the sign of a configuration,
〈Sˆ〉′ = 1
Z ′
∫
dX S(X)|W (X)| = Z
Z ′
, (85)
with S(X) = W (X)/|W (X)|. The problem with Eq. (83) is that for a decreasing average sign S = 〈Sˆ〉′, both
the enumerator and the denominator vanish simultaneously. This, in turn, leads to an exponentially increasing
statistical uncertainty [225, 295]
∆A
A
∼ 1√
NMC 〈S〉′
∼ e
βN(f−f ′)
√
NMC
, (86)
where f and f ′ denote the free energies per particle of the original and modified systems, respectively. In particular,
Eq. (86) implies that the statistical uncertainty exponentially increases with the particle number N . However, even
for a fixed system size the simulations can become infeasible towards low temperature and weak coupling. Note that
Troyer and Wiese [291] have shown that the FSP is NP -hard for a certain class of Hamiltonians. Therefore, a general
solution to this problem is unlikely. The FSP within fermionic path integral Monte Carlo simulations is illustrated
in Fig. 5, where we show two random configurations from a PIMC simulation of the uniform electron gas with
N = 33 spin-polarized electrons, P = 100 imaginary time slices and a density parameter rs = 1 (for completeness,
we mention that we use a sampling scheme based on the worm algorithm [296, 297]). In the top panel, we chose
θ = 4, i.e., a relatively high temperature. Therefore, the particle paths are only slightly extended and the thermal
wavelength is significantly smaller than the average inter-particle distance. This, in turn, means that pair exchange
only seldom occurs within the simulation and the average sign is large, rendering such conditions perfectly suitable
for PIMC simulations. In the bottom panel, the temperature is decreased to θ = 1. At such conditions, λβ is
comparable to the particle distance and fermionic exchange plays an important role. This is manifest in the many
exchange cycles, i.e., the paths that contain more than a single particle. Since each pair exchange leads to a sign
change in the weight function, positive and negative weights occur with a nearly equal frequency, resulting an
average sign of S ∼ 10−3, cf. Fig. 6. For this reason, standard PIMC simulations are confined to relatively high
temperature or strong coupling where the exchange effects are suppressed by the Coulomb repulsion of the electrons.
This is investigated more quantitatively in Fig. 6. In the left panel, we show the rs-dependence of the average sign
of PIMC simulations of the UEG of N = 33 spin-polarized electrons, which corresponds to a closed momentum shell
and, therefore, is often used in QMC studies [211, 218, 220, 217, 223]. The number of imaginary time propagators
was chosen as P = 50 and the green, red, and blue points correspond to θ = 4, θ = 1, and θ = 0.5, respectively.
All three curves exhibit the same qualitative behavior, that is, a decreasing sign towards smaller rs (i.e, towards
high density). This can be understood by recalling that the density parameter rs plays the role of the coupling
parameter for the UEG [298]: For strong coupling, the paths of different particles in the PIMC simulation are
spatially separated and, hence, exchange cycles are not very probable. With decreasing rs, the system becomes
more ideal and the occurring pair exchanges lead to smaller values of S. Furthermore, we observe that this effect is
significantly increased for lower temperatures, see the discussion of Fig. 5 above. For θ = 4, the sign does not drop
below S = 0.3 and standard PIMC simulations are efficient over the entire density range. For θ = 1, simulations
for rs = 4 are barely feasible with reasonable computational effort, whereas for θ = 0.5, even rs = 10, which
corresponds to relatively strong coupling, is difficult.
In the right panel, we show the dependence of the average sign on system size for a constant density parameter
rs = 1. For all three depicted temperatures, S exhibits an exponential decay with N as predicted by Eq. (86),
which becomes significantly more steep for low θ. For θ = 4, simulations of N ∼ 100 spin-polarized electrons are
feasible. Yet, we stress that even at such high temperatures, fermionic exchange leads to an exponential increase
of computation time with respect to N . For θ = 1, the situation is considerably worse and the decay of S restricts
PIMC simulations to N < 20. Finally, for θ = 0.5, even simulations of N = 10 electrons are not feasible.
We thus conclude that standard PIMC cannot be used to obtain an accurate description of the UEG at warm
dense matter conditions since the FSP renders simulations unfeasible towards high density and low temperature.
5.3. Restricted Path Integral Monte Carlo
A relatively common strategy to avoid the fermion sign problem is the so-called fixed node approximation, which
is also known as the restricted PIMC (RPIMC) method [133]. On the one hand, RPIMC gets completely rid of the
FSP and, therefore, simulations are feasible at low temperature and strong degeneracy. On the other hand, as we
shall see, this comes at the cost of an uncontrollable systematic error so that the exact ab initio character of the
quantum Monte Carlo paradigm is lost.
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Figure 5: Screenshots from PIMC simulations of the warm dense electron gas with N = 33 spin-polarized electrons, P = 100, and
rs = 1 with θ = 4 (top) and θ = 1 (bottom).
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Figure 6: Average sign of PIMC simulations of the spin-polarized UEG: The left panel shows S in dependence of the density parameter
rs for N = 33 electrons for θ = 4 (green), θ = 1 (red), and θ = 0.5. The right panel shows the dependence on system size for a fixed
density parameter rs = 1. All points have been obtained with P = 50 imaginary time propagators.
In statistical mechanics, the fermionic density matrix elements in coordinate space ρ(R,R′, β) are often intro-
duced as the solution to the Bloch equation
− d
dβ
ρ(R,R′, β) = Hˆρ(R,R′, β) , (87)
with the initial condition
ρ(R,R′, 0) = Aˆδ(R−R′) , (88)
where Aˆ denotes the antisymmetrization operator. For the restricted path integral Monte Carlo approach developed
by Ceperley [133, 134], the initial condition from Eq. (88) is replaced with a zero boundary condition. Following
Ref. [133], we denote the second argument of the density matrix as the reference slice R0. Assuming that Eq. (88)
holds, we can define a nodal surface
γ(R0, τ) = {R | ρ(R,R0, τ) = 0} , (89)
for all imaginary times 0 ≤ τ ≤ β. Obviously, Eq. (89) divides the total configuration space into sub-regions of a
fixed sign, described by the so-called reach
Γ(R0, τ) = {Rτ | ρ(R,R0, τ) 6= 0} . (90)
Equation (90) can be interpreted as the set of all paths Rτ → R0 avoiding the nodes, which are the only paths
contributing to the thermal density matrix. Odd permutations cross the nodal surface an odd number of times and,
therefore, do not satisfy Eq. (90). They do not contribute to ρ(R,R0, τ) as they cancel with the node-crossing paths
of even permutation, which is sometimes denoted as the tiling property proved in Ref. [133]. This, in turn, means
that all contributions to the thermal density matrix of a fixed reference slice R0 are strictly positive and, thus,
perfectly suited for a Metropolis Monte Carlo simulation similar to Sec. 5.2 without the sign problem. The fermionic
expectation value of an arbitrary observable can then be computed by averaging over R0 itself. In principle, this
re-casting of the fermionic path integral Monte Carlo scheme in terms of different nodal regions is exact, given
complete knowledge of the nodes. However, this information can only be obtained from a solution of the full
fermionic many-body problem in the first place and, thus, little seems to be gained. In practice, we introduce an
approximate trial ansatz for the density matrix, most commonly from the ideal system (i.e., a Slater determinant
or, for multiple particle species, a product thereof). Naturally, one would assume that the ideal nodes work best for
weak coupling, i.e., at high temperature and density. In particular, RPIMC simulations of the UEG should become
exact for rs → 0.
In practice, within a RPIMC simulation we propose a new path and subsequently enforce the nodal constraint,
Eq. (90), by computing the sign of the new configuration weight and by rejecting the move if the sign is negative.
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This becomes particularly problematic when the reference slice R0 is changed (remember that RPIMC simulations
require us to average over R0) since the constraint then has to be checked on all time slices. The problem is that
for low temperature (i.e., for long paths, see Sec. 5.2) the nodal surface for large distances in imaginary time τ
to the reference slice can significantly change for small changes of the latter. This means that even small updates
of R0 can be rejected most of the time and the reference point freezes. This purely practical ergodicity problem
potentially introduces a second source of systematic bias to RPIMC simulations. A comprehensive comparison of
RPIMC data to other QMC methods can be found in Sec. 5.7.
As a final note, we mention that, in contrast to the ground state, the fixed node approximation as outlined above
constitutes an uncontrolled approximation since the total energy is not variational. A possible strategy to overcome
this issue is to perform an additional coupling constant integration (see Sec. 8) to compute the free energy f . The
next step would then be to introduce a parametrization of the nodes with respect to a set of free parameters, which
can be used to minimize f . However, this is substantially more complicated than at T = 0 and, to the best of
our knowledge, has not yet been pursued in practice. Furthermore, we mention that RPIMC has nevertheless been
applied to various realistic systems (such as deuterium, neon, or carbon plasmas) at warm dense matter conditions,
e.g., Refs. [135, 149, 150, 151].
5.4. Permutation Blocking Path Integral Monte Carlo
The permutation blocking PIMC (PB-PIMC) approach [219, 220, 217, 221, 299] can be viewed as a further
development of the standard PIMC method from Sec. 5.2 and allows to go both towards lower temperature and
increased density, i.e., towards the WDM regime where fermionic exchange is crucial. Here ’blocking’ refers to the
combination of multiple configurations with different signs into a single weight, which means that some part of
the cancellation due to the fermion sign problem is carried out analytically. To further explore this point, let us
consider an illustrative example. Let us split the partition function into the two parts
Z =
∫
X−
dX W (X) +
∫
X+
dX W (X) , (91)
where X− (X+) denotes those configurations with a negative (positive) weight W . Now suppose that you could
pair each negative weight X−i with a positive weight X
+
i with a larger (or equal) modulus weight and, in this way,
obtain a new ’meta-configuration’ X˜i with a meta-configuration weight
W˜ (X˜i) = W (X
−
i ) +W (X
+
i ) ≥ 0 . (92)
In this way, we have recasted the partition function as the integral over terms that are strictly positive,
Z =
∫
dX˜ W˜ (X˜), (93)
and the fermion sign problem would be solved. Unfortunately, in practice, such a perfect implementation of
the blocking idea is not possible. Instead, we combine positive and negative permutations from the fermionic
partition function, Eq. (81), within determinants both for the spin-up and down electrons. The benefits due to such
intrinsically antisymmetric imaginary time propagators have long been known, see e.g. Refs. [300, 301, 302, 303].
In particular, they have been successfully exploited within the PIMC simulations by Filinov and co-workers [124,
125, 126, 127, 128, 129, 130, 131, 132]. As we will see, the problem with this approach is that with an increasing
number of time slices P [which are needed to decrease the commutator errors due to the primitive factorization,
cf. Eq. (67)], the effect of the blocking due to the determinant vanishes and the original sign problem is recovered.
For this reason, the second key ingredient of the PB-PIMC approach is the introduction of a more sophisticated
fourth-order factorization scheme that allows for sufficient accuracy with fewer time slices [304, 305, 306, 307, 308].
The simulation scheme is completed by an efficient update scheme that allows for ergodic sampling in the new
configuration space [219].
Let us begin the derivation of the PB-PIMC partition function with an introduction of the fourth-order factor-
ization of the density matrix [305]
e−Hˆ ≈ e−v1Wˆa1 e−t1Kˆe−v2Wˆ1−2a1 e−t1Kˆe−v1Wˆa1 e−2t0Kˆ , (94)
which has been studied extensively by Sakkos et al. [307]. First and foremost, we note that there occur three factors
involving the kinetic energy operator Kˆ. Therefore, for each imaginary time propagator there are three time slices.
This is illustrated in the left panel of Fig. 7, where the path of a single particle is shown in the τ -x-plane with
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Figure 7: Schematic illustration of the PB-PIMC approach – Left panel: Illustration of the fourth-order factorization from Eq. (94) in
the τ -x-plane. Beads of different colors correspond to the main (green), ancilla A (blue), and ancilla B (purple) slices, which occur for
each of the P = 3 imaginary time propagators. The ratio t0/t1 is not fixed and can be used for optimization. Right panel: Combination
of 3PN ! configurations from standard PIMC into a new ’meta-configuration’ due to the determinants on all time slices.
P = 3 fourth-order factors. For each propagator of length , there are two equidistant slices of length t1, which
we denote as the main slice (green beads) and ancilla slice A (blue beads). Furthermore, there is a third slice of
length 2t0 = (1 − 2t1), i.e., ancilla slice B (purple beads). Note that the ratio of t0/t1 is not fixed and t0 can
be chosen freely within 0 ≤ t0 ≤ (1 − 1/
√
3), which can be exploited to further accelerate the convergence with
P [307]. In order to fully cancel the first error terms from the factorization error, Eq. (67), the Wˆ -operators in
Eq. (94) combine the potential energy Vˆ with double commutator terms
[[Vˆ , Kˆ], Vˆ ] =
N∑
i=1
|Fi|2 , (95)
with Fi = −∇iV (R) denoting the entire force on particle i. In particular, it holds
Wˆa1 = Vˆ +
u0
v1
a1
2
N∑
i=1
|Fi|2 , (96)
Wˆ1−2a1 = Vˆ +
u0
v2
(1− 2a1)2
N∑
i=1
|Fi|2 ,
and the coefficients u0, v1, and v2 are fully determined by the choice for t0 and 0 ≤ a1 ≤ 1,
u0 =
1
12
(
1− 1
1− 2t0 +
1
6(1− 2t0)3
)
, (97)
v1 =
1
6(1− 2t0)2 , (98)
v2 = 1− 2v1 . (99)
Eq. (96) implies that, in addition to the potential energy, we have to evaluate all forces (both due to an external
potential and pair interactions) on all slices for each propagator, albeit the weight of the individual contributions
from the different kind of slices can be adjusted. For example, by choosing a1 = 0, the forces are only relevant
on ancilla slice A, whereas for a1 = 1/3 all three slices contribute equally. Again, we stress that this second free
parameter (in addition to t0) can be used for optimization.
Incorporating the fourth-order partition function into the expression for Z from Eq. (81) leads to the final result
for the PB-PIMC partition function [221]
Z =
1
(N↑!N↓!)3P
∫
dX˜
P−1∏
α=0
(
e−V˜αe−
3u0F˜αD↑αD
↓
α
)
, (100)
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where V˜α and F˜α contain all contributions due to the potential energy and the forces for a specific propagator α,
V˜α = v1V (Rα) + v2V (RαA) + v1V (RαB) , (101)
F˜α =
N∑
i=1
(a1|Fα,i|2 + (1− 2a1)|FαA,i|2 + a1|FαB,i|2) . (102)
Further, we stress that the integration has to be carried out over all possible coordinates on the ancilla slices as
well, i.e.,
dX˜ =
P−1∏
α=0
dRαdRαAdRαB . (103)
All fermionic exchange is contained within the exchange-diffusion functions
D↑α = det(ρ
↑
α)det(ρ
↑
αA)det(ρ
↑
αB) , (104)
D↓α = det(ρ
↓
α)det(ρ
↓
αA)det(ρ
↓
αB) , (105)
which constitute a product of the determinants of the free particle (diffusion) matrices between particles i and j on
two adjacent time slices (not propagators)
ρ↑α(i, j) =
1
λ3t1
∑
n
exp
(
− pi
λ2t1
(r↑α,j − r↑αA,i + nL)2
)
, (106)
ρ↑αA(i, j) =
1
λ3t1
∑
n
exp
(
− pi
λ2t1
(r↑αA,j − r↑αB,i + nL)2
)
, (107)
ρ↑αB(i, j) =
1
λ32t0
∑
n
exp
(
− pi
λ22t0
(r↑αB,j − r↑α+1,i + nL)2
)
, (108)
with an analogous definition for the spin-down electrons. Note that we have again exploited the idempotency
property of the antisymmetrization operator to introduce determinants on all the ancilla time slices as well. The
reason for this choice becomes obvious by closely examining the new configuration space, which is illustrated in the
right panel of Fig. 7. Shown is a configuration of two particles in the τ -x-plane and beads on different types of time
slices are distinguished by the different colors. For standard PIMC, a typical configuration would be given by the
two red paths, which would correspond to two separate paths without a pair exchange. In addition, one would also
have to consider all configurations with the same positions of the individual beads, but different connections between
beads on adjacent slices, which would lead to contributions with different signs. By introducing the determinants
within the PB-PIMC scheme, we combine all N ! possible connections between beads on adjacent slices into a single
configuration weight. As explained in the beginning of this section, this analytic blocking of configurations with
different signs results in a drastically less severe sign problem and, therefore, to perform simulations in substantial
parts of the WDM regime.
This is further illustrated in Fig. 8, where we show a random screenshot from a PB-PIMC simulation with P = 4
fourth-order propagators and N = 33 spin-polarized electrons at rs = 1 and θ = 1. Again, the beads of different
color correspond to different kind of time slices. The different line width of the red connections between some beads
on adjacent slices symbolize the magnitude of the diffusion matrix elements, Eq. (106). Without the determinants,
each bead would have exactly two connections. Hence, beads with more than two visible links in Fig. 8 significantly
contribute to the permutation blocking, which, in stark contrast to standard PIMC, makes simulations feasible
under such conditions.
As explained in Sec. 5.1, we use the Metropolis Monte Carlo algorithm [269] to generate all possible paths X˜
according to the appropriate configuration weight defined by Eq. (100). Let us now discuss how we can compute
physical expectation values from this Markov chain of configurations. For example, the total energy of the system
can be computed from the partition function via the well-known relation
E = − 1
Z
∂Z
∂β
, (109)
and plugging in the PB-PIMC expression for Z, Eq. (100), into (109) gives the desired Monte Carlo estimator (for
N spin-polarized electrons, the generalization to an arbitrary degree of spin polarization is obvious),
E =
1
P
P−1∑
α=0
(
V˜α + 3
2u0F˜k
)
+
3DN
2
− pi
β
P−1∑
α=0
N∑
i=1
N∑
k=1
(
ηαk,iλ
−2
t1 + η
αA
k,i λ
−2
t1 + η
αB
k,i λ
−2
2t0
)
, (110)
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Figure 8: Screenshot of a PB-PIMC simulation of the spin-polarized UEG with N = 33, P = 4, rs = 1, and θ = 1. The green, blue, and
purple beads correspond to main, ancilla A, and ancilla B slices, respectively. The different width of the red connections symbolizes
the magnitude of the diffusion matrix elements, cf. Eq. (106). Beads with more than two visible links significantly contribute to the
permutation blocking.
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Figure 9: Effect of an increasing number of imaginary time slices on the permutation blocking – Shown are configurations with two
spin-polarized electrons in the τ -x-plane with P = 2 (left) and P = 5 (right) fourth-order propagators. For P = 2, the thermal
wavelength of a single time slice, λt1 =
√
2pit1 , is comparable to the average particle distance. Therefore, the off-diagonal (blue)
diffusion matrix elements [cf. Eq. (106)] are comparable in magnitude to the diagonal (red) elements, and the permutation blocking
within the determinants is efficient. In contrast, for P = 5 there are either large diagonal (as in the depicted configuration) or large
off-diagonal elements, but not both simultaneously, and the permutation blocking will have almost no effect.
with the definitions
ηαk,i =
(ρ−1α )k,i
λ3t1
∑
n
(
e
− pi
λ2t1
(rα,k−rαA,i+Ln)2
(rα,k − rαA,i + Ln)2
)
(111)
ηαAk,i =
(ρ−1αA)k,i
λ3t1
∑
n
(
e
− pi
λ2t1
(rαA,k−rαB,i+Ln)2
(rαA,k − rαB,i + Ln)2
)
(112)
ηαBk,i =
(ρ−1αB)k,i
λ32t0
∑
n
(
e
− pi
λ22t0
(rαB,k−rα+1,i+Ln)2
(rαB,k − rα+1,i + Ln)2
)
. (113)
Here the notation (ρ−1α )k,i indicates the (k, i)-element of the inverse diffusion matrix. Interestingly, the contribution
of the force-terms to E in Eq. (110) splits to both the kinetic and potential energy, see Refs. [307, 219] for more
details.
Finally, let us consider the effect on the permutation blocking of an increasing number of imaginary time
propagators P , which is illustrated in Fig. 9. In the left panel, we show a configuration of two spin-polarized
electrons in the τ -x-plane with P = 2 fourth-order propagators. In this case, the thermal wavelength of a single
time slice, λt1 =
√
2pit1, is comparable to the average particle distance. Hence, the off-diagonal diffusion matrix
elements (blue connections) are similar in magnitude to the diagonal elements (red connections) and the permutation
blocking within the determinants is effective. However, this situation is drastically changed for increasing P , cf. the
right panel where a similar configuration is depicted for P = 5. Evidently, in this case λt1 is much smaller than the
particle distance and there are either large diagonal [which is the case in the depicted configuration] or off-diagonal
diffusion matrix elements, but not both simultaneously. Therefore, the permutation blocking will be ineffective and
for P → ∞ the original sign problem from standard PIMC will be recovered. In a nutshell, the introduction of
antisymmetric imaginary time propagators allows to significantly alleviate the FSP and therefore to extend standard
PIMC towards more degenerate systems. However, since this effect vanishes with increasing P , it is vital to combine
the permutation blocking with a sophisticated factorization of the density matrix that allows for sufficient accuracy
with only few propagators.
Let us conclude this section with a more quantitative discussion of the fermion sign problem within PB-PIMC
simulations of the spin-polarized UEG at warm dense matter conditions. In the left panel of Fig. 10, we show the
dependence of the average sign on the density parameter rs for PB-PIMC simulations of N = 33 spin-polarized
electrons with P = 2 imaginary time propagators at θ = 1 (red), θ = 2 (blue), and θ = 4 (black). All three curves
exhibit a qualitatively similar behavior, i.e., a decreasing sign towards higher density, see also the discussion of
Fig. 6 above. However, in stark contrast to standard PIMC (green curve for θ = 1), the sign stays finite for all
rs. Thus, it has been demonstrated that, for the present conditions, PB-PIMC simulations are feasible over the
30
Figure 10: Average sign in PB-PIMC simulations of N = 33 spin-polarized electrons at warm dense matter conditions – Left panel:
Density-dependence of S for P = 2 propagators for θ = 1 (red), θ = 2 (blue), and θ = 4 (black). Right panel: Temperature-dependence
of S for P = 2 for rs = 10 (red), rs = 1 (blue), and rs = 0.1 (black). All standard PIMC results for S (green curves) have been taken
from the Supplemental Material of Ref. [211]. Both panels are reproduced with the permissions of the authors of Ref. [220].
entire density range. In the right panel, the dependence of the average sign on θ is shown for the same system for
rs = 10 (red), rs = 1 (blue), and rs = 0.1 (black). For large temperatures, the sign is nearly equal to unity and
the computational effort is small. With decreasing θ, both the diagonal and off-diagonal diffusion matrix elements
become larger and both positive and negative determinants appear within the PB-PIMC simulations, eventually
leading to a steep drop of S, which is more pronounced at weak coupling. Still, we stress that it is precisely at such
conditions that the permutation blocking is most effective as well. Therefore, the sign problem is much less severe
compared to standard PIMC (green curve). Overall, it can be seen that for warm dense matter conditions, i.e., for
rs = 1, . . . , 6, PB-PIMC simulations are feasible down to θ = 0.5.
5.5. Configuration Path Integral Monte Carlo
Another PIMC variant that has been proven to be highly valuable for the simulation of the UEG is the Config-
uration PIMC (CPIMC) method [215, 216, 218, 227]. It belongs to the class of continuous time world line Monte
Carlo algorithms (CTWL-MC), which avoid the imaginary time discretization error by switching to the interaction
picture with respect to a suitable part of the Hamiltonian. The basic idea of CTWL-MC stems from the works
of Prokofev et al. [309] and Beard and Wiese [310]. Subsequently, many system specific CTWL-MC algorithms
had been developed and highly optimized for fermionic as well as bosonic lattice models, most importantly for
different variants of Hubbard and impurity models. A comprehensive review of the existing CTWL-MC algorithms
and their applications can be found in Ref. [311]. However, until the development of CPIMC, continuous fermionic
systems with long range Coulomb interactions have not been tackled with the CTWL-MC formailism mainly for
two reasons: 1) the long range Coulomb interaction causes a severe sign problem and 2) it introduces new complex
classes of diagrams which require a significantly more elaborate Monte-Carlo algorithm.
Essentially, CPIMC can be viewed as performing Metropolis Monte Carlo with the complete (infinite) perturba-
tion expansion of the partition function with respect to the coupling strength of the system. As such, this method
is most efficient at weak coupling and becomes infeasible at strong coupling where it suffers from a severe sign prob-
lem; yet, the critical coupling parameter lies well beyond the failure of analytical approaches. Moreover, CPIMC
is practically applicable over the entire temperature range, even down to the ground state. Thus, regarding the
range of applicability with respect to density and temperature, CPIMC is highly complementary to the PB-PIMC
approach discussed in Sec. 5.4.
5.5.1. CPIMC representation of the partition function
For the derivation of both the standard PIMC and the PB-PIMC expansion of the partition function we started
with utilizing N−particle states in coordinate representation to perform the trace over the density operator in
Eq. (63). The correct Fermi statistics are then taken into account via a subsequent anti-symmetrization of the
density operator, which causes the weight function to alter the sign with each pair exchange and, hence, can be
regarded as the source of the FSP. To avoid this particular source, in CPIMC, we switch gears by making use of
the second quantization representation of quantum mechanics for the UEG, which has been introduced in Sec. 2.3.
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Here, the N-particle states, Eq. (13), are given by Slater determinants, which form a complete basis set of the
N−particle states in Fock space. Thus, we can compute the partition function, Eq. (63), by carrying out the trace
over the density operator with these states, yielding
Z =
∑
{n}
〈{n}|e−βHˆ |{n}〉 . (114)
Unfortunately, the evaluation of the matrix elements of the density operator is not straightforward since the Slater
determinants of plane waves are no eigenstates of the interacting UEG Hamiltonian, Eq. (11), but only of the ideal
UEG. One solution to this problem is to use the series expansion of the exponential function
Z =
∞∑
K=0
∑
{n}
〈{n}| (−β)
K
K!
HˆK |{n}〉
=
∞∑
K=0
∑
{n}(0)
∑
{n}(1)
· · ·
∑
{n}((K−1))
(−β)K
K!
〈{n}(0)|Hˆ|{n}(1)〉 〈{n}(1)|Hˆ|{n}(2)〉 · · · · · 〈{n}(K−1)|Hˆ|{n}(K)〉 , (115)
where we have inserted K−1 unities of the form 1ˆ = ∑{n}(i) |{n}(i)〉 〈{n}(i)| so that {n}(0) = {n}(K) holds implicitly.
Applying the Slater-Condon rules to the UEG Hamiltonian we readily compute its matrix elements according to
〈{n}|Hˆ|{n¯}〉 =

D{n} =
1
2
∑
l
k2l nl +
1
2
∑
l<k
w−lklknlnk, {n} = {n¯} ,
Y{n},{n¯} = w−pqrs(−1)α{n},pq+α{n¯},rs , {n} = {n¯}p<qr<s ,
(116)
with the phase factor
α{n},pq =
max(p,q)−1∑
l=min(p,q)+1
nl , (117)
and the two-particle integrals being defined in Eq. (12). In this notation, |{n¯}p<qr<s〉 refers to the Slater determinant
that is obtained by exciting two electrons from the orbitals r and s to p and q in |{n¯}〉. Performing Metropolis
Monte Carlo with the derived expression for the partition function, Eq. (115), has been termed the Stochastic
Series Expansion (SSE) method. In particular, this approach has been successfully used for the simulation of the
Heisenberg model [312, 313, 314, 315, 316], for which Eq. (115) can be recast into a form that has solely positive
addends, thereby completely avoiding the sign problem. However, this is not possible for the UEG and, in addition
to the factor (−β)K , we observe that the matrix elements can also attain both positive and negative values, which
causes a serious sign problem. In CPIMC, we therefore follow a different strategy and separate the diagonal part
Dˆ of the Hamiltonian by exploiting the following identity of the density operator
e−βHˆ = e−βDˆTˆτe−
∫ β
0
Yˆ (τ)dτ = e−βDˆ
∞∑
K=0
β∫
0
dτ1
β∫
τ1
dτ2 . . .
β∫
τK−1
dτK(−1)K Yˆ (τK)Yˆ (τK−1) · . . . · Yˆ (τ1) , (118)
where Tˆτ denotes the time-ordering operator and the time-dependence of the off-diagonal operator Yˆ refers to the
interaction picture in imaginary time with respect to the diagonal operator Dˆ,
Yˆ (τ) = eτDˆYˆ e−τDˆ . (119)
Note that, independent of the underlying one-particle basis of the quantization, according to the Slater-Condon
rules the Hamiltonian can always be split into a diagonal and off-diagonal contribution such that Hˆ = Dˆ+ Yˆ . After
inserting Eq. (118) into Eq. (115) and re-ordering some terms, the partition function becomes
Z =
∞∑
K=0
K 6=1
∑
{n}(0)
∑
{n}(1)
· · ·
∑
{n}(K−1)
β∫
0
dτ1
β∫
τ1
dτ2 . . .
β∫
τK−1
dτK(−1)Ke
−
K∑
i=0
D{n(i)}(τi+1−τi)
K∏
i=1
Y{n(i)},{n(i−1)} . (120)
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Figure 11: Sketch of a typical CPIMC path of N = 4 unpolarized electrons in Slater determinant (Fock) space in imaginary time. The
starting determinant {n}(0 at τ = 0 undergoes three two-particle excitations at times τ1, τ2, and τ3, where the last excitation defined by
the involved orbitals s3 = (0, 1, 2, 7) must always ensure that the last state {n}(3) is equivalent to {n}(0). Reproduced from Ref. [221]
with permission of the authors.
Taking into account that the off-diagonal matrix elements do not vanish only if the occupation numbers of the left
and right state, i.e. {n}(i) and {n}(i−1), differ in exactly four orbitals p,q,r,s, cf. Eq. (116), we may introduce a
multi-index si = (pqrs) defining these four orbitals and re-write the summation as follows
Z =
∞∑
K=0
K 6=1
∑
{n}
∑
s1...sK−1
β∫
0
dτ1
β∫
τ1
dτ2 . . .
β∫
τK−1
dτK(−1)Ke
−
K∑
i=0
D{n(i)}(τi+1−τi)
K∏
i=1
Y{n(i)},{n(i−1)}(si) , (121)
where {n} = {n}(0) = {n}(K) always holds. This is the exact CPIMC expansion of the partition function. Regarding
the application of the Metropolis algorithm, the benefit of Eq. (121) over the SSE, Eq. (115), is obvious: by switching
to the interaction picture we got rid of all sign changes that are caused by the diagonal matrix elements since in
Eq. (121) these solely enter in the exponential function, which is always positive. Nevertheless, the sign changes due
to the off-diagonal matrix elements are still present and are the source of the sign problem in the CPIMC method.
Similar to the standard PIMC and PB-PIMC approach, each contribution to the CPIMC expansion of the
partition function, Eq. (121), can be interpreted as a path in imaginary time, X, that is entirely defined by the
starting set of occupation numbers {n} and all subsequent excitations {s1, s2 . . . , sK} with their corresponding
times {τ1, τ2 . . . , τK}, i.e.,
X = (K, {n}, s1, . . . , sK−1, τ1, . . . , τK) . (122)
In contrast to the standard PIMC formulation, these paths now evolve in the discrete Fock space instead of the
continuous coordinate space. Moreover, there is no time discretization in the CPIMC formulation as the excitations
occur at continuous times τi. Hence, unlike PIMC in coordinate space, there is no time discretization error. A
sketch of a typical path occurring in the simulation of N = 4 unpolarized electrons is depicted in Fig. 11, where
we chose the ordering of the spin orbitals such that even (odd) numbers correspond to up (down) spin projections.
In correspondence to their visual appearance in these paths we refer to the excitations as “kinks”. According to
Eq. (121), the corresponding weight of each paths is given by
W (X) = (−1)Ke−
K∑
i=0
D{n(i)}(τi+1−τi)
K∏
i=1
Y{n(i)},{n(i−1)}(si) . (123)
Note that, as discussed in detail in Sec. 5.2.3, the Metropolos algorithm can only be applied when using the
modulus of the weight function. As usual, the Monte Carlo estimator of an observable, cf. Eq. (78), is derived from
its thermodynamic relation to the partition function. For example, for the energy we have
〈Hˆ〉 = − ∂
∂β
lnZ =
∞∑
K=0
K 6=1
∑
{n}
∑
s1...sK−1
β∫
0
dτ1
β∫
τ1
dτ2 . . .
β∫
τK−1
dτK
(
1
β
K∑
i=0
D{n(i)}(τi+1 − τi)−
K
β
)
W (X) . (124)
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Figure 12: Snap shots of CPIMC paths from the simulation of N = 4 unpolarized electrons at rs = 1 ant θ = 1 in NB = 14 plane wave
spin-orbitals (indicated by the grey lines). The orbitals are ordered according to their corresponding kinetic energy k2i /2. Depicted
are the occupied orbitals (red lines) in dependence of the imaginary time, which sum up to 4 at any specific time τ ∈ [0, β]. Panel a)
shows the initial path that is used as the starting configuration in the Markov chain: no kinks with the lowest orbitals being occupied.
In panel b) an entire orbital is excited, after which a pair of kinks is added in panel c). Only then is it possible add single kinks by
changing another kink in the path, which is depicted in panel d). This way, depending on the density and temperature, the CPIMC
algorithm eventually generates paths with more complicated structures as shown in panels e) and d).
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Figure 13: Average sign a) and average number of kinks b) in CPIMC simulation in dependence on the density parameter for N =
4, 14, 66 at θ = 1. Shown are the results from the simulation of the spin-polarized (circles) and unpolarized (dots) UEG. Reproduced
from Ref. [221] with permission of the authors.
In practice, in CPIMC simulations, we start the generation of the Markov chain from an initial path without kinks
and with the lowest N plane wave spin-orbitals being occupied, where we choose the ordering of the orbitals in
accordance to their kinetic energy k2i /2. Fig. 12 a) shows a snap shot of such a starting path from a CPIMC
simulation of N = 4 unpolarized electrons in NB = 14 spin orbitals. Due to the fact that there are no β−periodic
(closed) paths containing only a single kink, only two possible changes can be proposed to proceed: either an
entire occupied orbital can be excited to an unoccupied orbital, see Fig. 12 b), or a symmetric pair of kinks can be
added at once, see Fig. 12 c). These proposed changes are accepted or rejected with the corresponding Metropolis
acceptance probability, cf. Eq. (62), which is computed using the modulus of the weight function |W (X)|. Only
after a symmetric pair of kinks has been successfully added is it possible to add single kinks by changing another as
demonstrated in Fig. 12 d). Depending on the temperature and density parameter in the simulation, the CPIMC
algorithm eventually generates paths containing more kinks and more complex structures, see Figs. 12 e) and f).
5.5.2. The sign problem in the CPIMC approach
As discussed in Sec. 5.2.3, we can only apply the Metropolis algorithm to a partition function that has a weight
function with alternating signs by simulating a modified system defined by the modulus of the weight function,
cf. Eq. (82). Yet, this procedure comes at the cost of introducing the FSP. It is important to note that each kink
enters the CPMC weight function, Eq. (121), with three possible sign changes: 1) the factor (−1)K , 2) the sign
of the corresponding two-particle integral, Eq. (12), and 3) the phase factor, Eq. (117), that depends on the set
of occupation numbers at the time of the kink. To investigate the FSP in the CPIMC approach, Fig. 13 shows
the average sign, a), and the average number of kinks, b), of all sampled paths in the generated Markov chain for
simulations of N = 4 (red), N = 14 (green), and N = 66 (blue) electrons at θ = 1 in dependence of the density
parameter rs, both for the polarized (circles) and unpolarized (dots) UEG. Since simulations with an average sign
below ∼ 10−3 are not feasible, these quantities determine the applicable regime of the basic CPIMC method in the
density-temperature plane. Independent from the number of electrons, the average sign is always unity in the ideal
limit rs → 0, since here the UEG Hamiltonian is diagonal in the utilized plane wave basis. Hence, there cannot be
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Figure 14: Snapshot of a typical path occurring in a CPIMC simulation of N = 14 unpolarized electrons at rs = 0.7 (panel a)) and
rs = 1 (panel b)), both at θ = 1 in NB = 778 plane wave spin-orbitals, which are ordered according to their corresponding kinetic energy
k2i /2. Plotted is the occupation of each orbital (red and grey indicate occupied and unoccupied orbitals, respectively) in dependence
on the imaginary time. Note that the density of the 778 orbitals (grey lines) appears to be continuous on this scale but when further
zooming into the path it is of course discrete like in Fig. 12 where NB = 14.
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Figure 15: Snapshot of a typical path occurring in a CPIMC simulation of N = 14 unpolarized electrons at rs = 0.7 (panel a)) and
rs = 0.4 (panel b)) both at θ = 0.01 in NB = 778 plane wave spin-orbitals, which are ordered according to their corresponding
kinetic energy k2i /2. Plotted is the occupation of each orbital (red and grey indicate occupied and unoccupied orbitals, respectively) in
dependence on the imaginary time.
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Figure 16: Convergence of a) the internal energy, b) the average sign and c) the average number of kinks with the kink potential
parameter κ. Each point results from a complete CPIMC simulation of N = 66 unpolarized electrons at rs = 2 and θ = 4 (left) and
rs = 0.8 and θ = 1 (right). The blue (green) line shows a horizontal (linear) fit to the last points. The asymptotic value (black point)
in the limit 1/κ → 0 is enclosed between the blue and green lines and, within error bars, coincides with the PB-PIMC result (orange
points). Left (right) graphic reproduced (modified) from Ref. [221] with permission of the authors.
any kinks in the paths and their weight is always positive.
However, with decreasing density, i.e., increasing rs, we observe that the average sign drops drastically at some
critical density that strongly depends on the number of electrons, temperature, as well as the spin-polarization.
This drop is caused by an enormous increment of the average number of kinks at this critical density (note the
logarithmic scale). For example, in case of N = 14 unpolarized electrons (green), at this temperature, the critical
density is at rs ∼ 0.8. In Fig. 14, we further explore this case by showing snap shots of typical CPIMC paths
occurring in the simulation of N = 14 electrons in NB = 778 basis functions at rs = 0.7, a), and rs = 1, b), both
at θ = 1. While at rs = 0.7 the paths contain only very few kinks, at rs = 1, many paths contain ∼ 100 kinks
which are highly entangled and thereby induce many sign changes. When lowering the temperature while keeping
the other system parameters constant this critical value of rs becomes even smaller, wich is illustrated by the two
simulation snap shots in Fig. 15 for rs = 0.7, a), and rs = 0.4, b), now at θ = 0.01. At these low temperatures close
to the ground state, even a density parameter of rs = 0.7 is clearly not feasible with the basic CPIMC method as
the paths typically contain about 500 kinks, while, at rs = 0.4, the average number of kinks is reduced by two orders
of magnitude so that simulations pose no problem here. Further, we point out that the structure of the generated
CPIMC paths changes significantly with the temperature: at high temperature, see Fig. 14, the average occupation
of higher orbitals is much larger due to the increased kinetic energy of the electrons, while at low temperatures,
see Fig. 15, most of the kinks tend to occur in symmetric pairs with only very short imaginary time in between,
so that theses structures appear as needles in the paths. Interestingly, the overall sign change of these symmetric
pairs always exactly compensates to one and thus they do not worsen the FSP.
Finally, we stress that the linear dependence of the average number of kinks in Fig. 13 b) before and after the
critical density is not an artefact due to the inevitable practical restriction to a finite number of basis functions
in the simulation. In particular, this demonstrates that the modified CPIMC partition function with the modulus
weight function is actually a convergent sum for any finite system parameters of the UEG. Mathematically this
must not necessarily be the case, since if a sum with alternating signs of its summands converges, of course, the
same sum with the modulus of the summands can be divergent. Nevertheless, the fact that the FSP in the basic
CPIMC approach has a ”hard-wall-like” character is rather unsatisfactory: there is either none when there are on
average less than ∼ 2 kinks in the paths or it is so strong that simulations are not feasible due to hundreds or even
thousands of kinks. A problem which we will strongly mitigate in the next section.
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5.5.3. Reduction of the FSP with an auxiliary kink potential
The restriction of the CPIMC approach to the nearly ideal regime, i.e. very large densities, due to a severe FSP
at some critical value of rs can be significantly alleviated by the use of a Fermi-like auxiliary kink potential
Vκ(K) =
1
e−(κ−K+0.5) + 1
, (125)
by replacing the modulus of the weight function |W (X)|, cf. Eq. (123), by the modified weight
|Wκ(X)| = |W (X) · Vκ(K)| . (126)
When performing simulations for fixed values of κ, this potential acts as a smoothly increasing penalty of paths
with a large number of kinks K, thereby effectively suppressing the occurrence of these paths in the simulation.
Since it is limκ→∞ Vκ(K) = 1, we can extrapolate the results from CPIMC simulation with different values of κ
to the exact limit 1/κ → 0, which is illustrated in in the left panel of Fig. 16 for N = 66 electrons at rs = 2 and
θ = 4. Indeed we observe that the total energy, a), is well converged at κ ∼ 10 while the average sign, b), and the
average number of kinks, c), are clearly not. In fact, for these parameters, the basic CPIMC simulation without
the kink potential equilibrates at an average number of several hundreds of kinks. This fortunate behavior can be
explained by a complete cancellation of all contributions to the energy of all paths that contain a larger number
of kinks than about 10. In other words, the simulated modified partition function with the modulus of the weight
function converges at much larger values of K than the physical partition function due to a complete cancellation
of the weights. In this sense one may also call this circumstance a ”sign blessing” rather than a ”sign problem”.
Since the convergence with the potential parameter 1/κ is monotonic, we can obtain a highly accurate upper
and lower bound of the exact result even in those cases where convergence is not entirely reached, which is shown
in the right panel of Fig. 16 for the example of N = 66 electrons at rs = 0.8 and θ = 1. For these parameters
the bare CPIMC method generates paths that contain about a thousand kinks [see solid blue points in Fig. 13
b)]. Nevertheless, within the given error bars, the resulting value (black) agrees well with that from the PB-
PIMC simulation (orange). Overall, at a fixed number of electrons N and temperature θ, the usage of the kink
potential, Eq. (125), increases the feasible rs parameter in CPIMC simulations by at least a factor of two. Thus,
the applicability of the method is pushed into density regimes where common analytical perturbation theories break
down.
5.6. Density Matrix Quantum Monte Carlo
The density matrix quantum Monte Carlo (DMQMC) approach developed by Foulkes, Malone, and co-workers [224,
222, 223] is similar to the CPIMC method from the previous section in so far as both are formulated in antisym-
metrized Fock space. As we shall see, this leads to a similar range of applicability (see Sec. 5.7). However, in
contrast to the path integral Monte Carlo paradigm, in DMQMC we directly sample the unnormalized thermal
density matrix (expanded in a basis of Slater determinants). Therefore, it constitutes a direct extension of the full
configuration interaction quantum Monte Carlo (FCIQMC) method [317, 19, 18, 20], which has proven to be highly
successful in the ground state [318], to finite temperature. Furthermore, it can be viewed as the diffusion Monte
Carlo analogue of CPIMC.
Following Ref. [222], we write the Bloch equation [cf. Eq. (87)] in a symmetrized form,
dρˆ
dβ
= −1
2
(Hˆρˆ+ ρˆHˆ) . (127)
Thus, propagating the density matrix in imaginary time by an amount of ∆β using a simple (explicit) Euler scheme
gives
ρˆ(β + ∆β) = ρˆ(β)− ∆β
2
(Hˆρˆ(β) + ρˆ(β)Hˆ) +O(∆β2) . (128)
The basic idea of the density matrix QMC method is to stochastically solve Eq. (128) by evolving a population
of positive and negative walkers (sometimes denoted as ”particles”, ”psi-particles”, or ”psips”) in the operator
space spanned by tensor products of Slater determinants. Writing down Eq. (128) in terms of matrix elements
ρij = 〈i| ρˆ |j〉 (with |i〉 being a Slater determinant of plane waves) leads to
ρij(β + ∆β) = ρij(β)− ∆β
2
∑
k
[(Hik − Sδik)ρkj − ρik(Hkj − Sδkj)] , (129)
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with S being an, in principle, arbitrary shift that can be used to control the population of walkers [319, 317, 222].
Furthermore, it is convenient to introduce the update matrix
Tij = −(Hij − Sδij) , (130)
which allows us to write Eq. (129) as
ρij(β + ∆β) = ρij(β) +
∆β
2
∑
k
(Tikρkj + ρikTkj) . (131)
The update scheme governing the stochastic evolution of the walkers can be summarized in three straightforward
rules:
1. Spawning – A walker can spawn from matrix element ρik to ρij with the probability pspawn(ik → ij) =
∆β|Tkj |/2 (the spawning process from ρkj to ρij is similar).
2. Clone/Die – Walkers on ρij can clone or die, leading to an increase or decrease of the population with the
probability pd(ij) = ∆β|Tii+Tjj |/2. In particular, the population is increased if sign(Tii+Tjj)×sign(ρij) > 0
and decreased otherwise.
3. Annihilation – Walkers on the same matrix elements, but with an opposite sign, are annihilated. This
drastically improves the efficiency of the algorithm.
Starting at β = 0 (where ρij = δij , realized by populating the diagonal density matrix elements with uniform
probability), the above algorithm is used to propagate ρ to the desired (inverse) temperature of interest. The full
DMQMC simulation, i.e., the computation of thermodynamic expectation values, is then given by averaging over
many independent of such ”β-loops”.
Regarding simulations of the electron gas using this basic version of DMQMC there appear two practical prob-
lems: (i) the distribution within the thermal density matrix changes rapidly with β and (ii) important determinants
are often not present in the initial configuration. To overcome these obstacles, Malone and co-workers [222] proposed
to solve a different differential equation, describing the evolution of a mean-field density matrix to the exact, fully
correlated density matrix, both at inverse temperature β. This so-called interaction picture DMQMC method has
turned out to be dramatically more efficient and was used to obtain all DMQMC data shown in Sec. 5.7.
As a final note, we mention that the fermion sign problem in DMQMC manifests as an exponential growth of
the number of walkers needed to resolve the exact thermal density matrix, eventually rendering even a stochastical
approach unfeasible. To delay this ”exponential wall”, the exact DMQMC simulation scheme can be used as a
starting point for approximations. In particular, one can exploit the extreme degree of sparsity of the thermal
density matrix to reduce the computational demands [223]. This, in turn, allows to significantly increase the range
of applicability in terms of coupling strength, similar to the controlled kink extrapolation in the CPIMC method, see
Sec. 5.5. The basic idea of this initiator approximation [223] is to prevent walkers on density matrix elements with
a comparatively small weight from spawning off-spring on other small elements. Spawning events to unpopulated
matrix elements are only possible from the set of so-called initiator determinants, which are occupied by a number
of walkers above a certain threshold ninit, or if they result from multiple sign-coherent spawning events from other
determinants. It is important to note that the bias due to the initiator approximation can be reduced by increasing
the total number of walkers within the simulation, Nwalker, and vanishes completely in the limit Nwalker → ∞.
Therefore, this ”i-DMQMC” algorithm can be viewed as a controlled approximation, although a non-monotonic
convergence towards the exact result with Nwalker is possible. Furthermore, the accuracy for any finite number
Nwalker is significantly reduced for quantities that do not commute with the Hamiltonian.
5.7. Comparison of QMC methods
In this section, we present comparisons between data from different QMC methods in a chronological order,
starting with the investigation by Schoof et al. [218] and finishing with the most recent comparison in Ref. [225],
where all four methods had been included into the same plot. It is important to note that all results in this section
have been obtained for a finite model system of N = 33 (spin-polarized) or N = 66 (unpolarized) electrons. An
exhaustive introduction, explanation and discussion of finite-size errors, i.e., the extrapolation to the thermodynamic
limit, can be found in section 6.
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Figure 17: Low-temperature results for the exchange-correlation energy of the spin-polarized UEG with N = 33 electrons. The filled
circles correspond to the configuration PIMC data by Schoof et al. [218] and the empty circles have been obtained by subtracting the
finite-size correction from the restricted PIMC data in the Supplemental Material of Ref. [211]. The black diamond corresponds to
θ = 0.0625 and has been obtained via an approximation based on the extrapolation of permutation cycles introduced by DuBois et
al. [320]. Reproduced from Ref. [218] with the permission of the authors.
5.7.1. The limits of the fixed node approximation
In 2013, Brown and co-workers [211] published the first QMC data for the UEG using the restricted PIMC
method both for ξ = 0 and ξ = 1 covering substantial parts of the warm dense matter regime (θ = 0.0625, 0.125, 0.25, . . . , 8
and 1 ≤ rs ≤ 40). It is well known that employing a nodal constraint (using the free particle nodes) constitutes an
uncontrolled approximation so that the accuracy of the RPIMC data was not clear. However, the remarkably high
accuracy of the fixed node approximation in ground state calculations [16, 38, 17] lead to a high confidence in their
results, which were subsequently used as input for various applications, e.g., Refs. [213, 212, 214, 321, 185]. In their
seminal 2015 paper, Schoof et al. [218] were able to obtain exact CPIMC data for the spin-polarized electron gas
up to rs = 1, . . . , 4 (depending on temperature), thus enabling them to gauge the bias in the RPIMC data. The
results are shown in Fig. 17, where the exchange-correlation energy Exc = E − U0 (with U0 being the energy of
the ideal system) is plotted versus rs for N = 33 electrons and four different temperatures in the low temperature
regime, θ = 0.0625, 0.125, 0.25, 0.5. The filled and empty circles correspond to the CPIMC and RPIMC data, re-
spectively. For completeness, we mention that the black diamond corresponds to a single data point for θ = 0.0625
from Ref. [320], which was obtained by performing an approximate extrapolation over the permutation cycles in the
PIMC simulation; yet, it is not relevant in the present context. Although the sign problem is practically absent in
the CPIMC simulations at rs < 0.1, the statistical uncertainty (error bars) increases towards even higher density.
The explanation for this behaviour is simple: with decreasing rs the system becomes more similar to the ideal case,
thereby making Exc the difference between two large numbers, which naturally leads to an increased relative error.
On the other hand, the relative CPIMC errors also increase in magnitude for rs ≥ 0.6 due to the fermion sign
problem, which eventually leads to an exponential wall at some critical value of rs, at which CPIMC simulations
are no longer feasible. However, at rs = 1 the error bars in the CPIMC data is clearly an order of magnitude smaller
than those of the RPIMC data.
The most interesting feature of Fig. 17 is the striking disagreement between the exact CPIMC and RPIMC
points where the data overlap. In particular, the fixed node approximation leads to an unphysical drop towards
high density and the bias in Exc exceeds 10%. This is in stark contrast to ground state results, where already the
data by Ceperley and Alder from 1980 [16] had an accuracy of the order of 0.1%. Furthermore, the decreasing
quality of the RPIMC data towards high density and weaker coupling contradicts the usual assumption that the
systematic error due to the free particle nodes should be most pronounced at stronger nonideality, but vanish for
rs = 0 (ideal case). While we do not have a definitive explanation of this finding, a possible answer might be a lack
of ergodicity within the RPIMC simulation due to the reference point freezing, see Sec. 5.3, an explanation that
would be in good agreement with the observed increment of the RPIMC error bars towards higher density. Finally,
we mention that Filinov [322, 323] called into question the validity of the fixed node approximation even for the
ideal case.
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Figure 18: Combination of the configuration PIMC and permutation blocking PIMC methods. Shown is the exchange-correlation energy
of N = 33 spin-polarized electrons in dependence of the density parameter rs (left) and the reduced temperature θ (right). The colored
filled circles and crosses correspond to the CPIMC and PB-PIMC data, respectively, and the faded empty circles to the RPIMC data
by Brown et al. [211]. Reproduced from Ref. [217] with the permission of the authors.
5.7.2. Combining CPIMC and PB-PIMC
The important findings by Schoof et al. [218] from the previous section seriously called into question the utility
of the RPIMC data as a basis for density functional theory or other applications at warm dense matter conditions
(even more so when considering the additional need for a sufficiently accurate finite-size correction, see Sec. 6).
The problem is that the exact CPIMC method (see Sec. 5.5), due to its formulation as an infinite perturbation
expansion around the ideal system, is limited to moderate coupling (around rs = 1, depending on temperature) and,
therefore, cannot be used over substantial parts of the relevant WDM regime. To overcome this issue, Dornheim et
al. [219] introduced the permutation blocking PIMC idea (see Sec. 5.4 for a detailed introduction) and subsequently
demonstrated its utility for simulation of the electron gas [220]. In particular, it was suggested that the combination
of CPIMC and PB-PIMC at complementary parameters could be used to obtain highly accurate results over the
entire density range [217, 221].
This is demonstrated in the left panel of Fig. 18, where the exchange-correlation energy is shown in dependence
of the density parameter rs [217]. The faded empty circles correspond to the RPIMC data by Brown et al. [211], the
filled circles to CPIMC and the crosses to PB-PIMC data. Note that we show either a CPIMC or a PB-PIMC point,
depending on which method provides the smaller statistical uncertainty at a given rs-θ-combination. Again, we
mention that the comparatively large error bars in Exc at small rs and high temperature are due to its nature as the
difference between two large numbers, the total and ideal energies E and U0, respectively. Evidently, the PB-PIMC
data is in excellent agreement with and smoothly connects to the CPIMC results for all depicted temperatures.
This means that the combination allows for a highly accurate description down to θ = 0.5. While CPIMC is also
available for lower temperature, cf. Fig. 17, the permutation blocking PIMC approach eventually becomes infeasible
due to the FSP, which is the reason for the relatively large error bar at rs = 2 and θ = 0.5. For completeness, we
mention that the interaction energy V , which is sufficient to construct a parametrization of the exchange-correlation
free energy fxc (see Sec. 8), can be obtained with a significantly higher accuracy at θ = 0.5, see Refs. [220, 221, 226].
The RPIMC data, on the other hand, exhibit an unphysical behavior even at moderate to high temperature. In
particular, both for θ = 0.5 and θ = 1 there occurs a drop in Exc, while for θ = 2 and θ = 4 there are pronounced
bumps in the region 1 ≤ rs ≤ 6.
In the right panel of Fig. 18, we show the temperature dependence of Exc for four different values of the density
parameter, rs = 0.2, 0.6, 1, 4. The RPIMC data are available for the two largest rs-values, but again there appears
a substantial disagreement to the combined CPIMC and PB-PIMC data. While all methods find a minimum in
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Figure 19: Combination of the configuration PIMC and permutation blocking PIMC methods for the unpolarized electron gas with
N = 66 electrons. In the top left panel, we show results for the density-dependence of the exchange-correlation energy from configuration
PIMC (filled circles), permutation blocking PIMC (crosses), and restricted PIMC (empty circles, taken from Ref. [211]). The bottom
left panel shows all Exc data for θ = 1 both from PB-PIMC and CPIMC, where they are available. In the top right and center right
panel, we show the kinetic energy (in units of the ideal result, U0) and interaction energy from all three methods. Finally, the bottom
right panel shows the relative deviation between RPIMC and our data for V . Reproduced from Ref. [221] with the permission of the
authors.
Exc around θ = 0.3 for all depicted densities, the fixed node approximation leads to a drastically deeper minimum
for rs = 1 (see also Fig. 17 above). Groth and co-workers [217] gave a possible explanation of this non-monotonic
behavior as the competition of two effects: on the one hand, thermal broadening of the particle density leads to
a reduction of the interaction energy with temperature, while, on the other hand, Coulomb interactions might be
partly increased as the thermal deBroglie wavelength (see Sec. 5.2) decreases with increasing θ. Note that a similar
trend has been predicted in the vicinity of Wigner crystallization in 2D, see Ref. [324].
Up to this point, all depicted results had been obtained for the spin-polarized case, i.e., ξ = 1. However, as real
systems are found predominantly in an unpolarized state, the ξ = 0 case is arguably even more important for real
applications. For this reason, in the left panel of Fig. 19, we show the rs-dependence of Exc for N = 66 unpolarized
electrons. Again, we show either a CPIMC or PB-PIMC data point, depending on the statistical uncertainty. Due
to the two-fold increase in system size (it is conventional to use a closed momentum shell, i.e., N↑ = N↓ = 33
spin-up and -down electrons), PB-PIMC results for the exchange-correlation energy are only available above half
the Fermi temperature. Regarding the CPIMC approach, there is an additional issue which further reduces the
feasible rs parameter: electrons with opposite spin do not exchange which leads to an increased weight of kinks
between those electrons (compared to the same corresponding to two electrons of equal spin) [221]. The bottom left
panel of Fig. 19 shows data for θ = 1 only, but both from PB-PIMC and CPIMC where they are available. Again,
we stress the excellent agreement between the two independent methods as all data agree within error bars and no
systematic deviations can be resolved. The comparion to the RPIMC data by Brown and co-workers [211] reveals
that, for the unpolarized case and for moderate temperatures, there is no systematic bias of the same order as for
the spin-polarized case. Only for the lowest depicted temperature, θ = 0.5, there seems to appear a systematic drop
of the RPIMC data towards high density.
In the right part of Fig. 19, we consider separately both the kinetic and the potential (interaction) contribution
to the total energy. Specifically, in the top right panel, we plot the rs-dependence of the kinetic energy (here labelled
T and given in units of the ideal energy U0) for θ = 1, 2, 4, 8. Surprisingly, we find significantly larger disagreement
than in Exc for all depicted temperatures as the RPIMC data are systematically too small. Furthermore, these
deviations do not vanish entirely even for large rs.
The center right panel of the same figure shows the same information for the Ewald interaction energy V ,
43
Figure 20: Comparison of all QMC methods for the spin-polarized electron gas at warm dense matter conditions. Shown are results
for the rs-dependence of the exchange-correlation energy for N = 33 electrons from CPIMC (red circles, data taken from Ref. [217]),
PB-PIMC (red crosses, data taken from Ref. [217]), DMQMC (filled green diamonds) and initiator DMQMC (empty green diamonds,
data taken from Ref. [223]) and RPIMC (blue squares, data taken from Ref. [211]). For θ = 0.5, all data have been shifted by 0.05
Hartree. Reproduced from Ref. [225] with the permission of the authors.
although, on the given scale, no deviations are visible with the naked eye. For this reason, in the bottom right
panel, we show the relative deviation between our data and RPIMC in V . Unsurprisingly, we find deviations of a
similar magnitude than in the kinetic part, but of an opposite sign, i.e., here the RPIMC data are always too large.
In a nutshell, our analysis of the unpolarized electron gas has revealed that (i) the fixed node approximation
gives significantly more accurate results for the exchange-correlation energy than for the spin-polarized case, but
(ii) the separate kinetic and potential contributions are systematically biased for all temperatures, even for large
rs. Finding (ii) is a common property of approximations in quantum Monte Carlo methods for quantities that
do not commute with the Hamiltonian. Similar behaviors have been reported in ground state diffusion Monte
Carlo calculations using the fixed node approximation4, e.g., Refs. [325, 326], or in finite-temperature DMQMC
calculations employing the initiator approximation [223].
5.7.3. Emerging consensus of QMC methods
Shortly after the findings of the previous subsections had been reported, Malone and co-workers [223] achieved
major breakthroughs regarding the application of the density matrix QMC method to the electron gas at WDM
conditions. Their valuable set of additional, independent data has been included in Fig. 20 (green diamonds),
where the rs-dependence of Exc is shown for all four QMC methods introduced above [225]. Note that the θ = 2
data corresponds to the exact DMQMC algorithm whereas, for θ = 0.5, the initiator approximation was employed.
Evidently, the green points fully confirm our data up to rs = 1 within error bars, although, at larger values of rs,
the initiator approximation apparently cause Exc to be systematically to large.
We thus conclude that over the last two years there has emerged a consensus between different, independent
QMC methods regarding the simulation of the UEG for a finite number of electrons. Naturally, the next step that
had to be accomplished was the extrapolation of these results to the thermodynamic limit without a significant loss
of accuracy. This turned out to be a surprisingly challenging task, which will be discussed and explained in detail
in the next section.
Finally, in Fig. 21, we show the density-temperature combinations where the different QMC methods are feasible.
Evidently, standard PIMC is only available at high temperature and strong coupling (due to the FSP). Our recent
PB-PIMC method extends this regime significantly towards lower temperature and high density, i.e., towards strong
degeneracy. In contrast, both the CPIMC and DMQMC methods, which are formulated in Fock space, excel at
weak coupling but break down when correlation effects start to dominate. Observe that the apparent advantage of
DMQMC over CPIMC at low temperature and intermediate rs is due to the utilized initiator approximation that
can lead to a significant bias for quantities that do not commute with the Hamiltonian, see Sec. 5.6 for details.
4In DMC, the bias can be removed by the Hellmann-Feynman operator sampling [325].
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Figure 21: Density-temperature plane around the warm dense matter regime. Shown are the parameter ranges where standard PIMC
(black), DMQMC (blue), CPIMC (red) and PB-PIMC (green) are feasible. Reproduced from Ref. [225] with the permission of the
authors.
6. Finite-size correction of QMC data
6.1. Introduction and problem statement
The big advantage of using the quantum Monte Carlo methods introduced in Sec. 5 is that they – in stark
contrast to the dielectric approximations or quantum classical mappings – allow to obtain an exact solution to the
UEG Hamiltonian, Eq. (7). However, this is only possible for a model system with a finite number of particles N
and a finite box length L. In practice, we are interested in the thermodynamic limit [327], i.e., the limit where both
L and N go to infinity while the density n (and, therefore, the density parameter rs) remain constant. To mimic as
closely as possible the infinite electron gas in our QMC simulations, we employ periodic boundary conditions and
incorporate the interaction of a single electron with an infinite array of periodic images via the Ewald interaction.
Nevertheless, the interaction energy per particle, VN/N , does not remain constant for different N and is not equal
to the thermodynamic limit, which is defined as
ν = lim
N→∞
VN
N
∣∣∣∣
rs=const
. (132)
The difference between ν and V/N is the so-called finite-size error
∆VN
N
= ν − VN
N
, (133)
which needs to be compensated for by adding a so-called finite-size correction to the QMC results, i.e., an estimation
for ∆VN/N . This is illustrated in Fig. 22, where, in the left panel, we plot the interaction energy per particle of
the unpolarized electron gas with θ = 2 and rs = 0.5 versus the inverse number of particles 1/N . The green
crosses correspond to the bare QMC results and, obviously, are not converged with respect to N . More precisely,
for N = 38 particles, there appears a finite-size error exceeding 10%. For a higher density, rs = 0.1 (see the right
panel), things appear to be even more dire and, for N = 38, ∆VN/N is comparable in magnitude to ν and V/N
themselves. In this situation it might seem natural to perform a a direct extrapolation to the TDL by performing a
fit to the QMC data. However, the problem is that the exact functional form of the finite-size error in dependence
of N is not known. The solid black and dashed yellow lines correspond to two fits with different functional forms,
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Figure 22: System size dependence of the potential energy per particle of the unpolarized UEG at θ = 2 and rs = 0.5 (left) and rs = 0.1
(right) – Shown are bare QMC (CPIMC) results (green crosses) and the QMC results plus the finite-size correction proposed by Brown
et al. [211] (∆BCDC, red circles). The solid black and dashed yellow curves correspond to two equally reasonable fits to the QMC data
of the form f(x) = a+ bxc and g(x) = a+ bx+ cxd, respectively. The left panel has been adapted from Ref. [226] with the permission
of the authors.
specifically
f(N−1) = a+
b
N c
, (134)
g(N−1) = a+
b
N
+
c
Nd
, (135)
with a, b, c and d being the free parameters. Evidently, for rs = 0.5 both fit functions are equally appropriate
and reproduce the QMC data quite well. Still, the estimation of the value in the TDL differs by several per
cent. This clearly demonstrates that a reliable extrapolation of the QMC data is not possible without knowing
the exact N -dependence of the finite-size error, which is not the case. Therefore, we need to derive a readily
evaluable approximation to Eq. (133). In the ground state, finite-size effects are relatively well understood, see, e.g.,
Refs. [231, 328, 329, 330, 331]. In their pioneering work, Brown et al. [211] introduced a straightforward extension
of the finite-size correction for the interaction energy by Chiesa et al. [329] to finite temperature [cf. Eq. (142)].
Adding this correction to the QMC results leads to the red circles in Fig. 22. Obviously, the finite-size errors are
overestimated and the remaining bias is of the same order as the original one. Even worse, for rs = 0.1 and N < 100
the corrected data exhibit a larger N -dependence than the bare QMC results. Hence, we conclude that in order to
obtain accurate interaction energies in the thermodynamic limit we need to derive an improved finite-size correction.
This requires us to analyze and understand the source of the finite-size error and find an accurate estimation for it.
6.2. Theory of finite-size effects
To derive an expression for the finite-size error due to the final simulation box [329, 330, 226, 225], it is convenient
to express V/N in terms of the static structure factor S(k)
VN
N
=
1
2L3
∑
G6=0
[SN (G)− 1] 4pi
G2
+
ξM
2
, (136)
where the subscripts ’N ’ denote quantities computed for a finite number of particles, and the sum is to be carried
out over the discrete reciprocal lattice vectors G. In the thermodynamic limit, the Madelung constant vanishes,
ξM → 0, and the potential energy per particle, Eq. (132), can be written as a continuous integral
ν =
1
2
∫
k<∞
dk
(2pi)3
[S(k)− 1] 4pi
k2
, (137)
where we have made use of the fact that for a uniform system the static structure factor solely depends on the
modulus of the wave vector, S(k) = S(k). Obviously, the finite-size error is given by the difference of Eqs. (137)
46
and (136),
∆VN
N
[S(k), SN (k)] = ν − VN
N
(138)
=
1
2
∫
k<∞
dk
(2pi)3
[S(k)− 1] 4pi
k2︸ ︷︷ ︸
v
−
 1
2L3
∑
G6=0
[SN (G)− 1] 4pi
G2
+
ξM
2

︸ ︷︷ ︸
VN/N
,
and, thus, is a functional of the SFs of the infinite and finite systems, respectively. To derive a more easily workable
expression for Eq. (138), we approximate the Madelung energy by [330]
ξM ≈ 1
L3
∑
G6=0
4pi
G2
e−G
2 − 1
(2pi)3
∫
k<∞
dk
4pi
k2
e−k
2
, (139)
which becomes exact for → 0. Inserting Eq. (139) into (138) gives
∆VN
N
[S(k), SN (k)] =
1
2
∫
k<∞
dk
(2pi)3
S(k)
4pi
k2
− 1
2L3
∑
G6=0
SN (G)
4pi
G2
. (140)
Evidently, in Eq. (140) there are two possible sources for the finite-size error of V : (i) the difference between the
SFs of the finite and infinite system, i.e., a finite-size effect in the actual functional form of S(k) itself, or (ii)
the approximation of the continuous integral from Eq. (137) by a discrete sum. Chiesa et al. [329] pointed out
that, in the ground state, the SF converges remarkably fast with system size (this also holds at finite temperature,
see Refs. [226, 225] and the discussion of Fig. 23), leaving (ii) as the sole explanation. In fact, the same authors
suggested that the main contribution to Eq. (140) is the G = 0 term, which is completely omitted from the sum. To
derive an analytic expression of this term, one makes use of the fact that the random phase approximation becomes
exact in the long wave length limit, k → 0, which is valid at finite temperatures as well [332]. In particular, an
expansion of the RPA static structure factor around k = 0 gives a parabolic expression,
SRPA0 (k) =
k2
2ωp
coth
(
βωp
2
)
, (141)
with ωp =
√
3/r
3/2
s being the plasma frequency. These considerations lead to the finite-T extension of the FSC
from Ref. [329], hereafter labelled as ’BCDC’ [211]
∆VBCDC(N) = lim
k→0
SRPA0 (k)
2L3
4pi
k2
(142)
=
ωp
4N
coth
(
βωp
2
)
.
Thus, the first order finite-size correction used by Brown and co-workers predicts a finite-size error with a simple
1/N behavior. However, this ansatz is not appropriate for the conditions encountered in Fig. 22, as we shall now
explain in detail.
In Fig. 23, we show the static structure factor for the unpolarized UEG at θ = 2 and rs = 0.5, i.e., the same
conditions as in the left panel of Fig. 22 above. The blue, green, and yellow crosses correspond to QMC results for
N = 100, N = 66, and N = 38 electrons, respectively and the grey solid line to a cubic spline fit to the largest
depicted particle number. Due to momentum quantization in a finite simulation cell, data for SN (k) are available
on an N -dependent discrete k-grid, and restricted to k ≥ kmin = 2pi/L. Nevertheless, the functional form of SN (k)
is remarkably well converged with system size for as few as N = 38 electrons, see also the inset. This means that
the finite-size errors in the interaction energy are indeed the consequence of a discretization error as explained
above. The light blue curve in Fig. 23 corresponds to the RPA expansion around k = 0, i.e., Eq. (141). Evidently,
the parabola does not connect to the QMC data even for the largest particle number. Therefore, Eq. (142) is not
sufficient to correct for the finite size error. In sum, the construction of a more accurate FSC requires accurate
knowledge of S(k) for k < 2pi/L, i.e., for those wave vectors that are not accessible within the QMC simulations.
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Figure 23: Static structure factor of the unpolarized UEG at θ = 2 and rs = 0.5 – Shown are QMC data for N = 100 (blue), N = 66
(green), and N = 38 (yellow) particles and the parabolic RPA expansion around k = 0 (light blue), cf. Eq. (141). The solid grey line
corresponds to a cubic spline fit to the N = 100 data and the inset shows a magnified segment. Adapted from Ref. [226] with the
permission of the authors.
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Figure 24: Static structure factor of the unpolarized UEG at θ = 2 and rs = 0.5 – Shown are QMC data for N = 100 particles (blue
crosses), the parabolic RPA expansion around k = 0 (light blue), cf. Eq. (141), full STLS and RPA data (green dash-dotted and red
dashed lines, respectively), and a spline connecting STLS for small k with QMC elsewhere (solid grey). The inset shows a magnified
segment. Adapted from Ref. [226] with the permission of the authors.
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Figure 25: Improved finite-size correction for the interaction energy per particle of the unpolarized electron gas at θ = 2 and rs = 0.5
– Shown are the bare QMC data (green crosses) and the QMC data plus different finite-size corrections, namely ∆BCDC [red circles,
see Eq. (142)], and our new FSC from Eq. (143) evaluated using the static structure factors from the spline (black stars), STLS (blue
squares) and full RPA (yellow triangles). The solid black lines correspond to a linear and a constant fit to the black stars and the black
diamond depicts our result for V/N in the thermodynamic limit. The right panel shows a magnified inset around the results obtained
by adding our new FSCs and the subsequent extrapolation. Evidently, using the static SFs solely from full STLS or RPA is sufficient
to accurately estimate the finite-size error. Adapted from Ref. [226] with the permission of the authors.
6.3. Improved finite-size correction of the interaction energy
To obtain accurate data for the static structure factor for small k, we carry out full calculations within RPA
and also with a static local field correction from the STLS formalism [204, 213], see Sec. 3. The results are shown
in Fig. 24, where S(k) is shown for the same conditions as in Fig. 23. The dashed red and dash-dotted green lines
correspond to the full RPA and STLS data, respectively, and the blue crosses to the exact QMC results for N = 100.
In the limit k → 0, both the RPA and STLS curves are in perfect agreement with the parabolic form from Eq. (141),
but strongly deviate for k & 0.5. Further, both dielectric approximations exhibit a fairly good agreement with the
QMC point at kmin and the STLS result is within the statistical uncertainty. Therefore, the combination of STLS
at small k with the exact QMC data elsewhere allows for exact, unbiased structure factor over the entire k-range.
In practice, this is realized by a (cubic) spline, cf. the solid grey line in Fig. 24. Further, we note that the accuracy
of both STLS and RPA decreases for larger k, see the inset, although the static local field correction from STLS
constitutes a significant improvement. This complementarity of QMC and the dielectric approximations allows
for a rather vivid interpretation: Quantum Monte Carlo methods provide an exact treatment of all short-range
exchange and correlation effects within the finite simulation box. However, due to the finite number of particles,
the long-range limit cannot be resolved. In contrast, both RPA and STLS are formulated in the thermodynamic
limit. Since the effect of correlations decreases for large distances, the small k-behavior is described accurately,
whereas short-range XC effects are treated insufficiently. For completeness, we note that an accurate knowledge
of S(k) would allow to obtain an unbiased result for the interaction energy per particle in the TDL by directly
evaluating Eq. (137). However, as we will see below, the detour over the finite-size corrections turns out to be
advantageous for multiple reasons.
The thusly obtained model function for the static structure factor [i.e., the spline, SSpline(k)] allows us to
accurately estimate the finite-size error by straightforwardly evaluating Eq. (138) as
∆VN
[
Smodel(k)
]
=
∆VN
N
[
Smodel(k), Smodel(k)
]
, (143)
which we compute numerically. The resulting FSC is shown in Fig. 25, where we again show the N -dependence of
the interaction energy per particle for the same conditions as above. Let us first consider the black stars, which have
been obtained by adding to the bare QMC results ∆VN [Sspline(k)]. Evidently, the dependence on system size has
been decreased by two orders of magnitude. The right panel shows a magnified segment around the new corrected
results and we detect a small remaining finite-size error with a linear behavior. The main source of this residual
error is the small N -dependence of SN (k) itself. However, even for as few as N = 38 particles, this bias is of the
order of ∆V/V ∼ 10−3. In practice, we always remove any residual errors by performing an additional extrapolation
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of the corrected data. In particular, we perform a linear fit over all N and a constant fit to the last few points that
are converged with N within twice the error bars (the latter corresponds to the assumption that the small system
size dependence in SN (k) vanishes for large N , which it might), see the solid black lines. Our final estimation of
the interaction energy per particle in the thermodynamic limit is then obtained as the mean of both fits, and the
difference between the two constitutes the remaining uncertainty interval. Let us now consider the blue squares
and yellow triangles, which have been obtained by evaluating Eq. (143) solely using the static structure factors
from STLS and RPA, respectively, over the entire k-range. Surprisingly, both data sets are in good agreement with
the black stars. This means that – despite the rather significant bias for intermediate k – both the full RPA and
STLS SFs are sufficient model functions to estimate the discretization error in the interaction energy per particle.
Therefore, it is not necessary to perform a spline interpolation for each case, and, in the following, we will compute
∆VN using STLS. It is important to note that while the dielectric approximations allow to accurately estimate the
discretization error in VN/N , we still need a QMC result for VN/N itself, i.e.,
ν =
V QMCN
N
+ ∆VN
[
SSTLS(k)
]
. (144)
Replacing VN/N by the STLS value, which is equivalent to evaluating Eq. (137) using SSTLS(k), would neglect the
short-range exchange-correlation effects and induce a systematic bias of the order of ∆V/V ∼ 10−2, see Sec. 7.
6.4. Examples of finite-size corrections of QMC data
6.4.1. Coupling strength dependence of the finite-size correction of QMC data
To demonstrate the universal applicability of the improved finite-size correction, in Fig. 26 we show results both
for the static structure factor and the interaction energy per particle for the unpolarized UEG over three orders of
magnitude of the coupling parameter rs at θ = 2. In the top row, results are depicted for rs = 10, i.e., a relatively
strongly coupled system. The left panel shows the static structure factor, where the QMC results for N = 140
electrons are depicted by the black crosses. Furthermore, the dashed blue line corresponds to the parabolic RPA
expansion around k = 0 [see Eq. (141)], the dash-dotted green and dotted yellow lines to the full STLS and RPA
results, respectively, and the solid red line to the spline connecting STLS for small k with QMC data elsewhere.
For such parameters, QMC results for S(k) range down to small S and for kmin all depicted data sets – even the
RPA expansion – are in excellent agreement. Therefore, the finite-size correction proposed by Brown et al. [211] is
appropriate, cf. the right panel. Overall, we observe substantial errors in the RPA curve for intermediate k starting
around k & 0.1. The STLS curve is in much better agreement to the QMC data everywhere, although it is too large
for k . 0.35 and too small for larger k. The inset shows a magnified segment where, in addition to the QMC data
for N = 140, we also show results for N = 80 (squares) and N = 66 (circles). Evidently, no system size dependence
of SN (k) can be resolved within the given statistical uncertainty. Let us now consider the interaction energy per
particle, which is depicted as a function of 1/N in the right panel. As usual, the green crosses correspond to the
bare QMC results and, even for as few as N = 34 electrons, the finite-size error does not exceed ∆V/V = 1%. This
can be explained by recalling the interpretation of finite-size effects as a discretization error in the integration of
S(k), which is densely sampled by the QMC points down to small values of S, cf. the left panel. Further, we note
that the QMC points seem to exhibit a linear behavior as predicted by the BCDC-FSC, Eq. (142). Consequently,
adding ∆BCDC to the QMC data (red circles) removes the finite-size error and no system size dependence can be
resolved within the given statistical uncertainty. Furthermore, we note that the improved FSC [Eq. (143)] using
SSTLS as a model function leads to the same results.
In the center row, we show results for intermediate coupling, rs = 1. Here, in contrast to the previous case, the
RPA expansion does clearly not connect to the QMC results, which are not available down to such small S-values
as above. Furthermore, we note that both the full RPA and STLS curves exhibit much smaller deviation to the
QMC data, as it is expected. In fact, the STLS curve is only seldom not within twice the statistical uncertainty of
the QMC points. For completeness, we mention that again no difference between QMC data for different particle
numbers can be resolved, see the inset. The interaction energy per particle exhibits a rather peculiar behavior.
First and foremost, we note that the finite-size error for N = 34 is of the order of 10% and, thus, larger than
for the strong coupling case. Again this comes as no surprise when comparing the static structure factors and
re-calling the discretization error. In addition, the bare QMC results seem to exhibit a linear dependence in 1/N .
This is further substantiated by a linear fit, cf. the solid green line, which reproduces all points within error bars.
Interestingly, however, the calculated slope is not equal to the BCDC prediction by Eq. (142). Consequently, the
red circles exhibit a distinct system size dependence and are not in agreement with the linear extrapolation. Finally,
the improved FSC leads to significantly reduced finite-size errors, which we subsequently remove by an additional
extrapolation as explained in the discussion of Fig. 25. The thusly obtained final result for the TDL significantly
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Figure 26: Coupling dependence of static structure factors (left) and interaction energies per particle (right) of the unpolarized electron
gas at θ = 2 – Top row: rs = 10, center row: rs = 1, bottom row: rs = 0.1. Shown are results for the static SF from QMC simulations
with three different particle numbers (black symbols, the data for the two smallest N appear in the inset only), the RPA expansion
around k = 0 (dashed blue), cf. Eq. (141), and full RPA and STLS data (dotted yellow and dashed dotted green lines, respectively).
The solid red line corresponds to a spline connecting STLS for small k with QMC data elsewhere and the insets depict a magnified
segment. The interaction energies per particle correspond to the bare QMC results (green crosses), and finite-size corrected data using
∆BCDC (red circles) and the new improved FSC by Dornheim et al. [226] using SSTLS (blue squares). The solid black line corresponds
to an extrapolation of the residual finite-size error and the black diamond depicts the extrapolated result for V/N in the TDL.
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deviates from the linear extrapolation as well, which again demonstrates the problems with a direct extrapolation
without knowing the exact functional form of the N -dependence.
Finally, in the bottom row we show results for rs = 0.1, which corresponds to weak coupling and high density.
Even for as many as N = 700 electrons, the QMC results are not available for the k-range where S is small. Hence,
the RPA expansion does come nowhere near the QMC point at kmin and the BCDC-FSC is not expected to work.
Further, both the full RPA and STLS curves are in good agreement with the QMC data and each other over the
entire k-range. Again, we note that SN (k) converges remarkably fast with system size, see the inset. The large
value of SN (k) at kmin indicates that the wave vector range where S varies most is not sampled sufficiently, or not
accessed by QMC points at all. Consequently, the finite-size errors are substantially increased compared to rs = 10
and rs = 1 and, for N = 38 particles, are comparable in magnitude to VN/N itself. Furthermore, the BCDC-FSC
is not useful and severly overestimates the discretization error. In particular, for N . 100, the thusly ’corrected’
data exhibit a larger system size dependence than the original bare QMC data. The improved FSC computed from
SSTLS again works remarkably well even for small N , and reduces the system-size dependence by two orders of
magnitude.
6.4.2. Temperature dependence of the finite-size correction of QMC data
As a second demonstration of the versatility of the improved finite-size correction, in Fig. 27 we investigate the
temperature dependence of the static structure factor and the interaction energy per particle of the spin-polarized
UEG at rs = 0.3. The top row shows results for θ = 0.5, which is the lowest temperature considered in the
recent QMC simulations by Dornheim, Groth, and co-workers [226, 227]. The QMC results for S(k) range down
to intermediate values of S, but do not connect to the RPA expansion. Further, we note that both the full RPA
and STLS curves are in good agreement with each other and the QMC data over the entire k-range. As usual, the
largest deviations occur for intermediate k but are of the order of 0.1%. The bare QMC results for the interaction
energy per particle seem to exhibit a linear behavior, but, similar to the observation in the center row of Fig. 26,
not with the slope predicted by Eq. (142). Consequently, adding the BCDC-FSC does not remove the system-size
dependence, as expected from the discussion of the static structure factors. The improved FSC from Eq. (143) using
SSTLS as a model function to estimate the discretization error immediately improves the system size dependence
by two orders of magnitude and no residual errors can be resolved with the naked eye.
The center and bottom rows show the same information for θ = 1 and θ = 4, respectively. First and foremost, we
observe that the decline of S(k) becomes steeper for increasing temperatures. This means that more QMC points
are needed to accurately sample S, which, in turn, leads to increased discretization errors. In particular, for θ = 4
and N = 33, the finite-size error is comparable in magnitude to VN/N itself, and, even for N = 1000 electrons,
no QMC results are available for S . 0.6. Further, we note that both the full RPA and STLS results for the
static structure factor become increasingly accurate for large θ. This is, of course, expected as large temperatures
render correlation effects less important. Finally, we mention that, while the BCDC-FSC becomes significantly less
accurate, the improved FSC from Eq. (143) works well for all temperatures (and densities).
7. Benchmarks of other methods
The improved finite-size correction introduced in this section has subsequently been used to obtain an exhaustive
and very accurate data set for the interaction energy for different temperature-density combinations and four
different spin-polarizations (ξ = 0, ξ = 1/3, ξ = 0.6, and ξ = 1), see Refs. [226, 227]. This puts us, for the first
time, in a position to gauge the accuracy of previously developed theories and approximations, most importantly
that of the dielectric methods from Sec. 3.
7.1. Benchmarks of the interaction energy
In Fig. 28, we show the rs-dependence of the interaction energy per particle of the unpolarized electron gas at
two relevant temperatures, θ = 0.5 (left) and θ = 1 (right). The red diamonds correspond to our recent finite-size
corrected QMC data and the solid red lines to simple fits at constant temperature θ, see Ref. [226] for details. Let
us start our investigation by considering the most simple dielectric approach, i.e., the random phase approximation
(brown dots). As expected, RPA only allows for a qualitative description at weak coupling, and even at extreme
densities, rs = 0.1, there appear deviations exceeding 2% in v. At moderate coupling, rs = 1, we find relative errors
of ∆v/v ≈ 9% for both depicted temperatures, indicating that RPA is of limited use for the description of electrons
in the warm dense matter regime. The same applies for both depicted finite-temperature Green function data sets,
where the Montroll-Ward approximation (MW, dotted pink line) closely follows RPA and the e4-approximation
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Figure 27: Temperature dependence of static structure factors (left) and interaction energies per particle (right) of the spin-polarized
electron gas at rs = 0.3 – Top row: θ = 0.5, center row: θ = 1, bottom row: θ = 4. Shown are results for the static SF from QMC
simulations with three different particle numbers (black symbols, the data for the two smallest N appear in the inset only), the RPA
expansion around k = 0 (dashed blue), cf. Eq. (141), and full RPA and STLS data (dotted yellow and dashed dotted green lines,
respectively). The solid red line corresponds to a spline connecting STLS for small k with QMC data elsewhere and the insets depict a
magnified segment. The interaction energies per particle correspond to the bare QMC results (green crosses), and finite-size corrected
data using ∆BCDC (red circles) and the new improved FSC from Ref. [226] using SSTLS (blue squares). The solid black line corresponds
to an extrapolation of the residual finite-size error and the black diamond depicts the extrapolated result for V/N in the TDL.
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Figure 28: Comparison of the interaction energies for the unpolarized electron gas at θ = 0.5 (left) and θ = 1 (right). The red diamonds
correspond to the finite-size corrected QMC data by Dornheim, Groth and co-workers [226] and the red lines depict fits to these data (see
Ref. [226]). Further shown are the RPIMC data by Brown et al. [211] (blue circles), finite-temperature Green function data computed
in the Montroll-Ward (MW, dotted pink) and e4-approximation (dashed light blue), cf. Sec. 4, and various dielectric approximations,
specifically RPA (brown dots), STLS (black squares), quantum STLS (green crosses, data obtained via integration of structure factors
provided in Ref. [252]), Vashista-Singwi (VS, purple downward triangles) [213], and the recent static local field correction based on the
hypernetted chain (HNC) equation by Tanaka [242].
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exhibits a similar systematic error of the opposite sign (for more details on MW and e4, see the Supplemental
Material of Ref. [218]).
Let us next consider the STLS approximation, both using the static (black squares) and dynamic (so-called
quantum STLS or qSTLS, green crosses) versions of the local field correction. Obviously, this inclusion of correlation
effects via G(q) leads to a remarkable improvement in the interaction energy even up to relatively strong coupling,
rs = 10. In particular, we find a maximum deviation of ∆v/v ≈ 2%, which, for θ = 1, are most pronounced
around rs = 1. This might seem surprising as the STLS closure relation for the LFC is expected to worsen towards
increasing correlation effects. This is indeed the case both for the local field correction [and thus for the static density
response function χ(q)] as well as for the static structure factor. However, the interaction energy per particle is
obtained from S(k) via integration, cf. Eq. (37), and benefits from an error cancellation. For more details, see
the investigation of the static structure factor in the next section. Furthermore, we note that the inclusion of the
frequency dependency of the STLS local field correction has only a minor effect on v and even leads to slightly worse
results compared to the static version introduced in Ref. [204]. At θ = 1, we can also investigate the performance
of a recently introduced (static) local field correction that is based on the hypernetted chain equation [242]. The
results for the interaction energy are shown as the yellow triangles in the right panel of Fig. 28. For weak coupling,
rs < 1, the results are similar to both STLS versions, whereas for stronger coupling there appear differences between
these dielectric methods of up to δv/v = 3%. However, while the SLTS results for v intersect with the exact QMC
results, the HNC data are always too low by up to 3%, making STLS the dielectric approximation of choice for
the interaction energy. Again, this is in contrast to S(k) and G(k), where the new HNC-based formalism turns out
to be superior, cf. Figs. 31 and 43. The purple downwards triangles correspond to the Vashista-Singwi formalism
computed by Sjostrom and Dufty [213], which, for the present conditions, constitutes the least accurate dielectric
approximation (excluding RPA) regarding v. Finally, let us consider the restricted PIMC results by Brown et
al. [211] (blue circles), which are available down to rs = 1. For the two depicted temperatures, these data are more
accurate than the dielectric approximations with a maximum deviation of ∆v/v ≈ 1.5% at rs = 1 and θ = 0.5.
Next, we consider the spin-polarized case, which is shown in Fig. 29. While RPA turns out to be similarly
inaccurate as for the unpolarized case, we find a slightly worse performance of both STLS variants in this case. In
particular, there appear maximum deviations of around ∆v/v = 4% at rs = 2, and the curves do not intersect with
the exact results. Again, both STLS and qSTLS lead to almost indistinguishable results in the interaction energy,
although at ξ = 1 the qSTLS is slightly superior to STLS at large rs. The RPIMC data from Ref. [211] are also
slightly worse with a maximum deviation of ∆v/v ≈ 3.5% at rs = 4 and θ = 1. In fact, this point constitutes an
outlier, which has already been reported for the investigation of the finite model system [220].
Let us conclude this section with the investigation of the electron gas at high temperature, θ = 8, which is shown
in Fig. 30. Both for the paramagnetic (left panel) and ferromagnetic (right panel) case, STLS and qSTLS lead to
systematically too small results over the entire depicted density-range (the same is true for the VS data shown for
ξ = 0) with a maximum deviation slightly exceeding 2% around rs = 4 for ξ = 1. For completeness, we mention
that coupling effects decrease with increasing θ, leading to a large ratio of kinetic and interaction contribution to
the total energy. However, this does not necessarily have to result in an improved relative accuracy in v of the
dielectric approximations, although, obviously, the total energy will be more accurate in this case. The random
phase approximation exhibits a significantly improved performance compared to the previous figures, although there
still appear errors of ∆v/v ≈ 4% at rs = 1, which are rapidly increasing towards stronger coupling. In contrast to
the lower temperature case, the finite-temperature Green function data, exhibits a pronounced unphysical bump in
v around rs = 0.7 with a maximum deviation of 7% and 10% for MW and e
4, respectively. Finally, the RPIMC
data are considerably less accurate at high temperature and exhibit an increasing systematic bias towards high
density with a maxium error of ∆v/v ≈ 12% at rs = 1 and ξ = 1. This is mainly a consequence of the inappropriate
finite-size correction, which becomes more severe both towards high density and temperature. The effect is more
pronounced for the ferromagnetic case, since (i) θ = 8 constitutes a higher temperature than for ξ = 0 due to the
different Fermi energies, cf. Eq. (4), and (ii) only N = 33 electrons were simulated in contrast to N = 66 for the
paramagnetic case.
7.2. Static structure factor
Finally, let us evaluate the accuracy of different theories regarding the static structure factor S(k), which is of
central importance for the dielectric approximations introduced in Sec. 3. In the left panel of Fig. 31, we show
S(k) for the unpolarized electron gas at θ = 1 and rs = 1. The solid black line corresponds to a cubic basis
spline connecting the STLS data for the limit of small k with our QMC data elsewhere, see Ref. [333] and the
explanation of finite-size effects in v above. At these conditions, all dielectric approximations give the correct
qualitative description of the SSF. The most pronounced systematic deviations occur for intermediate k, with a
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Figure 29: Gauging the accuracy of the interaction energy (per particle) of different approximations for the spin-polarized electron
gas at θ = 0.5 (left) and θ = 1 (right). The red diamonds correspond to the finite-size corrected QMC data by Groth, Dornheim
and co-workers [227] and the red lines depict corresponding fits to these data (see the Supplemental Material of Ref. [226] for more
details). Further shown are the RPIMC data by Brown et al. [211] (blue circles) and various dielectric approximations, specifically RPA
(brown dots), STLS (black squares), and quantum STLS (green crosses, data obtained via integration of structure factors provided in
Ref. [252]).
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Figure 30: Gauging the accuracy of the interaction energy (per particle) of different approximations for the unpolarized (left) and
spin-polarized (right) electron gas at θ = 8. The red diamonds correspond to the finite-size corrected QMC data by Dornheim, Groth
and co-workers [226, 227] and the red lines depict corresponding fits to these data (see the Supplemental Material of Ref. [226] for more
details). Further shown are the RPIMC data by Brown et al. [211] (blue circles), finite-temperature Green function data computed
in the Montroll-Ward (MW, dotted pink) and e4-approximation (dashed light blue), cf. Sec. 4, and various dielectric approximations,
specifically RPA (brown dots), STLS (black squares), quantum STLS (green crosses, data obtained via integration of structure factors
provided in Ref. [252]), and, for ξ = 0, recent Vashista-Singwi based data by Sjostrom and Dufty [213] (purple downward triangles).
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Figure 31: Gauging the accuracy of different approximations for the static structure factor of the unpolarized electron gas at θ = 1
and rs = 1 (left) and rs = 10 (right). The solid black line corresponds to cubic spline fits connecting STLS at small k with our
QMC data elsewhere [333], the double-dashed purple line to RPA, the dash-dotted red line to Vashista-Singwi (VS) [213], the dashed
blue line to STLS, the dotted green line to qSTLS [252], and the dashed orange line to the recent local field correction based on the
hypernetted-chain (HNC) approximation by Tanaka [242]. The bottom panels depict the relative deviations to our spline.
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maximum deviation of ∆S/S ≈ 10% for RPA. On the other hand, STLS, qSTLS, and HNC exhibit a very similar
behavior with maximum inaccuracies of 2%, and standard STLS being the most accurate approximation in this
case. Further, the VS curve is significantly less accurate, albeit the overall behavior resembles the other LFC-based
data.
In the right panel of Fig. 31, the same information is shown for stronger coupling, rs = 10. In this case, our
QMC-based spline exhibits a pronounced maximum around k = 0.45, which is due to Coulomb correlation effects,
and cannot be accurately resolved by any of the dielectric methods. The random phase approximation breaks down,
with a systematically too small structure factor over the entire k-range and deviations exceeding 25%. Again, STLS
and qSTLS are very similar and give too large results for k . 0.35 and too small results elsewhere. The maximum
deviations occur around k = 0.2 with ∆S/S ≈ 10%, although qSTLS performs slightly better everywhere. The
observed deviation ∆S (bottom panel) towards our spline is of high importance to understand the observed high
performance of STLS in the interaction energy v. Since the latter is, for a uniform system, simply given by a one-
dimensional integral over S(k)−1, the area under the ∆S curve is directly proportional to the error in v. Evidently,
the negative area for small k is of a similar magnitude as the positive one for larger k, which leads to a beneficial
cancellation of errors and, thus, accurate results in v. In contrast, the recent HNC results for S(k) by Tanaka [242]
are significantly better than STLS almost over the entire k-range. Nevertheless, the corresponding results for v do
not enjoy the error cancellation to the same degree. Finally, let us consider the VS curve from Ref. [213], which
exhibits a qualitatively different behavior from the other dielectric approximations. More specifically, the results for
S(k) are too low for small k and slightly too large in the vicinity of large wave vectors. While the overall accuracy is
again better than for STLS, there is almost no cancellation of errors when one is interested in v or, via an additional
coupling-constant integration, in fxc.
8. Parametrizations of the XC free energy
8.1. Introduction
In the ground state, the first parametrization of the exchange-correlation energy, exc(rs), of the unpolarized UEG
on the basis of QMC data (by Ceperley and Alder [15, 16]) has been obtained in 1981 by Perdew and Zunger [29].
Shortly afterwards, Vosko, Wilk, and Nusair [28] extended the parametrization to arbitrary spin-polarizations ξ,
and provided a functional for exc(rs, ξ) in the entire parameter regime relevant to DFT calculations in the LSDA.
At finite temperature, a parametrization of the exchange-correlation free energy, fxc(rs, θ, ξ), in dependence of
density, temperature and spin-polarization is required. In lieu of accurate finite temperature QMC data, in 1982,
Ebeling et al. [198, 199, 200, 201, 202] carried out first attempts to obtain such a functional for the unpolarized
case in terms of Pade approximations that interpolate between the known limits, i.e., the ground state limit,
limθ→0 fxc(rs, θ) = exc(rs, 0), and the Debye-Hu¨ckel limit [334], limθ→∞ fxc(rs, θ) = − 1√3r
−3/2
s T−1/2. After that,
various approximate functionals have been obatained on the basis of the results from different dielectric approaches
(see Sec. 3). Starting in the mid 1980s, Ichimaru, Tanaka and co-workers constructed a functional of fxc(rs, θ)
by fitting a complex Pade approximation to the finite temperature STLS data [203], which has subsequently been
improved (IIT) by incorporating the exact ground state limit via a suitable bridge function [206]. Only very recently,
this functional has been extended to arbitrary polarizations [249]. In addition to the STLS approach, the Vashishta-
Singwi [213], hypernetted chain [242] (HNC), and the modified convolution approximation [205] (MCA) have been
successfully explored in the construction of parametrizations of the exchange correlation free energy. However, a
suitable spin-interpolation function has only been deduced from the MCA results. This MCA spin-interpolation
function is also utilized for the generalization of the IIT and HNC functionals to arbtitrary spin-polarizations.
Further, Dharama-wardana and Perrot presented [210, 209] another widely used functional [181, 182, 183] based
on data from their classical mapping approximation (see Sec. 4.2.1). Then, after the first finite temperature QMC
data by Brown et al. [211] became available in 2013, several attempts have been made to obtain functionals from
these [213, 214, 212]. Among these, the most refined parametrization has been presented by Karasiev et al. [212]
(KSDT), who, following the IIT functional, incorporated all known limits: ground state, Debye-Hu¨ckel and the high-
density Hartree-Fock limit [248]. Yet, since Brown applied the RPIMC method solely to the fully polarized and
unpolarized cases, the spin-interpolation of the KSDT functional has been constructed from the classical mapping
data, for intermediate spin-polarizations. In addition, even for ξ = 0 and ξ = 1 the RPIMC data has turned out to
be unreliable, as was shown in Sec. 7.
Only recently, Groth, Dornheim et al. [227] presented a complete ab initio parametrization of the exchange-
correlation free energy, fxc(rs, θ, ξ), that is based on highly accurate data obtained from two novel finite temperature
QMC methods, CPIMC and PB-PIMC see Sec. 5.5 and Sec. 5.4 and references therein.
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8.2. Parametrizations
In the following, we will provide the concrete functional form of all parametrizations, which are shown in the
comparison plots in Sec. 8.4. Further, the precise way in which these were constructed as well as the included
limits are discussed in detail. To be as concise as possible, we have restricted ourselves to the 5 most accurate
functionals: IIT, HNC, PDW, KSDT, and GDB. For a discussion of the accuracy of the parametrization by Ebeling
and co-workers, see Ref. [335].
8.2.1. IIT parametrization
Since the dielectric methods are based on a self-consistency loop for the static structure factor and the local field
correction, the natural thermodynamic quantity within this framework is given by the interaction energy computed
from the static structure factor according to Eq. (37). For fixed spin-polarization ξ = (n↑ − n↓)/n with the total
electron density n = (n↑ + n↓), the interaction energy is linked to the exchange-correlation free energy via the
well-known coupling constant integration formula
fξxc(rs, θ) =
1
r2s
∫ rs
0
drs rs v
ξ(rs, θ) . (145)
In the literature, the classical coupling parameter Γ = 1/(rsaBT ) is often utilized, so that Eq. (145) reads
fξxc(rs, θ) =
1
Γ2
∫ Γ
0
dΓ Γ vξ(Γ, θ) . (146)
For the unpolarized (ξ = 0) and polarized (ξ = 1) case, Ichimaru, Tanaka and co-workers [206, 249] proposed the
following Pade fit function for the interaction energy:
vξ(Γ, θ) = − 1
rs
ωξa(θ/ω
2
ξ ) + b
ξ(θ)
√
θ
√
Γ + cξ(θ)θΓ
1 + dξ(θ)
√
θ
√
Γ + eξ(θ)θΓ
, (147)
with the spin-factor ωξ = (1 + ξ)
1/3 and
a(θ) =0.610887 tanh (θ−1)
0.75 + 3.04363θ2 − 0.09227θ3 + 1.7035θ4
1 + 8.31051θ2 + 5.1105θ4
(148)
ensures that the correct Hartree-Fock limit, i.e., limrs→0 v
ξ = − 1rsωξa(θ/ω2ξ ), as parametrized in Ref. [248] is
fulfilled. The remaining functions b, c, d, and e are of the form
bξ(θ) = tanh
(
1√
θ
)
bξ1 + b
ξ
2θ
2 + bξ3θ
4
1 + bξ4θ
2 + bξ5θ
4
cξ(θ) =
[
cξ1 + c
ξ
2 · exp
(−θ−1)] eξ(θ)
dξ(θ) = tanh
(
1√
θ
)
dξ1 + d
ξ
2θ
2 + dξ3θ
4
1 + dξ4θ
2 + dξ5θ
4
eξ(θ) = tanh
(
1
θ
)
eξ1 + e
ξ
2θ
2 + eξ3θ
4
1 + eξ4θ
2 + eξ5θ
4
,
where the constants bξ1, . . . , e
ξ
5 are determined by a fit to the modified STLS data for the interaction energy. These
modified results have been obtained by correcting the raw STLS interaction energy such that the exact ground
state limit (θ = 0), that is known from the QMC simulations by Ceperly and Alder [15, 16, 28], and the classical
limit (θ →∞) are restored. This is achieved via a hypothetically assumed interpolation function that interpolates
between these two limits [249], so that the accuracy for intermediate values of θ is naturally unclear. Once the fitting
constants in Eq. (147) are known (for their concrete values see Ref. [249]), the corresponding exchange-correlation
free energy is immediately computed by analytically carrying out the coupling constant integration in Eq. (146),
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yielding
fξxc(rs, θ) = −
1
rs
c(θ)
e(θ)
(149)
− θ
2e(θ)r2sλ
2
[(
ωξa(θ/ω
2
ξ )−
c(θ)
e(θ)
)
− d(θ)
e(θ)
(
b(θ)− c(θ)d(θ)
e(θ)
)]
× log
∣∣∣∣2e(θ)λ2rsθ +√2d(θ)λr1/2s θ−1/2 + 1
∣∣∣∣
−
√
2
e(θ)
(
b(θ)− c(θ)d(θ)
e(θ)
)
θ1/2
r
1/2
s λ
+
θ
r2sλ
2e(θ)
√
4e(θ)− d2(θ)
[
d(θ)
(
ωξa(θ/ω
2
ξ )−
c(θ)
e(θ)
)
+
(
2− d
2(θ)
e(θ)
)(
b(θ)− c(θ)d(θ)
e(θ)
)]
×
[
arctan
(
23/2e(θ)λr
1/2
s θ−1/2 + d(θ)√
4e(θ)− d2(θ)
)
− arctan
(
d(θ)√
4e(θ)− d2(θ)
)]
,
where the relation Γθ = 2λ2rs with λ = (4/(9pi))
1/3 may be used to recast this into a modified function fξxc(Γ, θ). We
mention that although the IIT parametrization for the unpolarized case (ξ = 0) has been provided long ago [206],
the polarized case (ξ = 1) became available only recently [249]. Furthermore, we again stress that the IIT functional
exactly fulfills all three know limits: classical, ground state and Hartree-Fock.
It is important to note that there are two different definitions of the degeneracy parameter for polarizations other
than the fully unpolarized case. First, regardless of the polarization ξ, one may always use θ¯ = 2kBTme/~2k2F with
kF = (3pi
2n)1/3 where n = n↑ + n↓ is the total density of the system. This way, the parameter θ¯ is independent of
the spin-polarization at constant values of rs, but its physical meaning is somewhat unclear. The second possibility,
which we employ, is to define the Fermi vector as k↑F = (6pi
2n↑), corresponding to the particle species with the
higher density, n↑ ≥ n↓, cf. Eq. (4). Naturally, in the unpolarized case, where n↑ = n↓ = n/2, both definitions
are equal, whereas at arbitrary polarizations the relation θ¯ = θ(1 + ξ)2/3 = θω2ξ holds. Since the authors of the
IIT parametrizations chose the definition of θ¯ for the degeneracy parameter in the determination of the fitting
constants5, we must evaluate Eq. (149) at θ(1 + ξ)2/3. For completeness, we mention that Sjostrom and Dufty [213]
used the same Pade ansatz for the interaction energy, Eq. (147), to obtain a functional of fxc both from the VS
scheme (see Sec. 3) and the RPIMC data by Brown et al. [211].
8.2.2. PDW parametrization
Perrot and Dharma-wardana [210] came up with a different idea to parametrize f0xc(rs, θ) that is more suitable for
their classical mapping approach, see Sec. 4.2.1, which allows for the direct computation of the exchange-correlation
free energy. These values have been directly fitted to the following parametrization
f0xc(rs, θ) =
exc(rs, 0)− P1(rs, θ)
P2(rs, θ)
, (150)
P1(rs, θ) = (A2(rs)u1(rs) +A3(rs)u2(rs)) θ
2Q2(rs) +A2(rs)u2(rs)θ
5/2Q5/2(rs),
P2(rs, θ) = 1 +A1(rs)θ
2Q2(rs) +A3(rs)θ
5/2Q5/2(rs) +A2(rs)θ
3Q3(rs),
Q(rs) =
(
2r2sλ
2
)−1
, n(rs) =
3
4pir3s
, u1(rs) =
pin(rs)
2
, u2(rs) =
2
√
pin(rs)
3
,
Ak(rs) = exp
(
yk(rs) + βk(rs)zk(rs)
1 + βk(rs)
)
, βk(rs) = exp (5(rs − rk)) ,
yk(rs) = νk log(rs) +
a1,k + b1,krs + c1,kr
2
s
1 + r2s/5
, zk(rs) = rs
a2,k + b2,krs
1 + c2,kr2s
,
5Note that the authors of Ref. [248] also chose the definition of θ that is used here, which is the reason for the temperature scaling
factor ω−2ξ in the Hartree-Fock parametrization a.
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where the fitting constants are provided in Ref. [210]. This functional recovers the correct QMC ground state limit,
exc(rs, 0), as θ → 0 and the Debye-Hu¨ckel limit as θ → ∞. However, the Hartree-Fock limit at rs → 0 has not
been included even though it were the very same authors who presented the Hartree-Fock parametrization [248] 16
years earlier. For completeness, we mention that an ansatz of the form Eq. (150) has also been utilized by Brown
et al. [214] to obtain the first parametrization from a fit to their RPIMC data [211], yet, the overall functional
behavior of this parametrization has later been shown to be unsatisfactory [212].
8.2.3. HNC parametrization
In the recently proposed HNC functional [242], Tanaka exploited the same Pade ansatz for the rs-dependency
of the HNC interaction energy as the IIT parametrization, cf. Eq. (147):
vξ(rs, θ) = − 1
rs
a¯ξ(θ) + b¯ξ(θ)
√
rs + c¯
ξ(θ)rs
1 + d¯ξ(θ)
√
rs + e¯ξ(θ)rs
, (151)
but slightly modified the θ-dependence by using the general form
g(θ) = G(θ)
1 + x2θ
2 + x3θ
3 + x4θ
4
1 + y2θ2 + y3θ3 + y4θ4
, (152)
for all functions b¯ξ, c¯ξ, d¯ξ, e¯ξ. The major difference is that also terms with θ3 are included in the fit. The Hartree-
Fock limit of the HNC parametrizations is incorporated in a¯ξ(θ). After fitting Eq. (151) to the interaction energy
from the HNC scheme (values of the fitting constants can be found in Ref. [242]), the functional for the exchange-
correlation free energy is again obtained by analytically carrying out the coupling constant integration, Eq. (145),
which leads to a very similar expression as Eq. (149). While the thus constructed HNC functional properly fulfills
the classical Debye-Hu¨ckel limit, it does of course not include the exact QMC ground state limit.
8.2.4. KSDT parametrization
The KSDT functional is based on the RPIMC data by Brown et al. [214]. These data have been obtained for the
interaction, kinetic, and exchange-correlation energy covering the relevant warm dense matter regime of the UEG.
Therefore, Karasiev et al. came up with a slightly different strategy to construct a parametrization by utilizing the
IIT Pade anastz, Eq. (147), directly for the exchange-correlation free energy instead of the interaction energy, i.e.,
fξxc(rs, θ) = −
1
rs
ωξa(θ) + b
ξ(θ)
√
rs + c
ξ(θ)rs
1 + dξ(θ)
√
rs + eξ(θ)rs
, (153)
with the temperature Pade functions b− e of Eq. (149) and the Hartree-Fock parametrization, a, Eq. (148). First,
they fitted the ground state limit of Eq. (153)
lim
θ→0
fξxc(rs, θ) = e
ξ
xc(rs, 0) = −
1
rs
ωξa1 + b
ξ
1
√
rs + c
ξ
1e
ξ
1rs
1 + dξ1
√
rs + e
ξ
1rs
, (154)
to the most recent QMC data by Spink et al. [38], separately for ξ = 0 and ξ = 1, which determines the four ground
state coefficients bξ1, c
ξ
1, d
ξ
1, e
ξ
1. The exchange-correlation free energy, f
ξ
xc, is linked to the interaction (v
ξ), kinetic,
(kξ), and exchange-correlation energy eξxc via the standard thermodynamic relations
vξ(rs, θ) = 2f
ξ
xc(rs, θ) + rs
∂fξxc(rs, θ)
∂rs
∣∣∣∣
θ
(155)
eξxc(rs, θ) = f
ξ
xc(rs, θ)− θ
∂fξxc(rs, θ)
∂θ
∣∣∣∣
rs
(156)
kξ(rs, θ) = k
ξ
s(rs, θ)− θ
∂fξxc(rs, θ)
∂θ
∣∣∣∣
rs
−fξxc(rs, θ)− rs
∂fξxc(rs, θ)
∂rs
∣∣∣∣
θ
, (157)
with kξs(rs, θ) being the ideal kinetic energy. Therefore, the RPIMC data sets for each of these quantities can be
used for a fit of the right hand sides to these data, thereby determining the remaining coefficients in Eq. (153) that
contain the temperature dependency. By carrying out all three of these fits both for ξ = 0 and ξ = 1, the authors
of Ref. [212] found that using RPIMC data for eξxc results in the smallest average and maximum deviation of the
fit function to the data. Moreover, they performed the consistency checks of re-computing the two thermodynamic
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quantities from fξxc that have not been used for the fit, and then compared the result to the corresponding RPIMC
data. Again, the deviations were smallest when using eξxc as input for the fit. In addition to the exact Hartree-Fock
and ground state limit, the KSDT functional also fulfills the Debey-Hu¨ckel limit as θ → ∞ by simply fixing b5 to
(3/2)1/2λ−1b3 for ξ = 0 and to (3/2)1/221/3λ−1b3 with λ = (4/(9pi))1/3 for ξ = 1. Finally, we mention that one of
the temperature Pade functions, cξ(θ) [cf. Eq. (149)], had to be modified in the KSDT functional to reproduce the
RPIMC data sufficiently well. Naturally, this has been accomplished by adding an additional parameter c3 in the
exponent, i.e.,
cξ(θ) =
[
cξ1 + c
ξ
2 · exp
(−c3θ−1)] eξ(θ) . (158)
The concrete values of all fitting constants of the KSDT functional are to be found in Ref. [212].
8.2.5. GDB Parametrization
In the construction of the GDB parametrization [227], we followed the same strategy as the previously discussed
KSDT functional (Sec. 8.2.4), but instead used our new finite size corrected QMC data for the interaction energy
(see Sec. 6), which, due to the fermion sign problem, are available down to θ = 0.5. To close the remaining gap to
the ground state, we computed a small temperature correction
∆STLSθ (rs, θ, ξ) = v
STLS(rs, θ, ξ)− vSTLS(rs, 0, ξ), (159)
from the STLS method, (see Sec. 3), and added this onto the most accurate ground state QMC data by Spink et
al. [38] for temperatures θ ≤ 0.25. Thereby, we obtained a highly accurate data set for the interaction energy over
the entire relevant warm dense matter regime, which we fitted to the right hand side of Eq. (155) with the Pade
ansatz, Eq. (153) for the exchange-correlation free energy. However, we found that the additional parameter c3 in
Eq. (158) is not necessary for a smooth fit through our data set. The values of the fitting constants in Eq. (153)
can be found in Ref. [227].
8.3. Spin-interpolation
8.3.1. Spin-interpolation of the KSDT and GDB functional
To obtain an accurate parametrization of fxc at arbitrary spin polarization 0 ≤ ξ ≤ 1, the KSDT and GDB
functional employ the ansatz [210]
fxc(rs, θ, ξ) = f
0
xc(rs, θ¯) +
[
f1xc(rs, θ¯ · 2−2/3)− f0xc(rs, θ¯)
]
Φ(rs, θ¯, ξ) , (160)
with θ¯ = θ(1 + ξ)2/3 ensuring that the right hand side is evaluated at the same temperature T for the given density
parameter rs. Knowing that the exact ground state spin-interpolation function in the ideal limit, rs → 0, is given
by
Φ(rs = 0, θ = 0, ξ) =
(1 + ξ)4/3 + (1− ξ)4/3 − 2
24/3 − 2 , (161)
Perrot and Dharama-wardana [210] proposed to extend this to the correlated system at finite temperature with the
ansatz:
Φ(rs, θ, ξ) =
(1 + ξ)α(rs,θ) + (1− ξ)α(rs,θ) − 2
2α(rs,θ) − 2 , (162)
α(rs, θ) = 2− h(rs)e−θλ(rs,θ),
h(rs) =
2/3 + h1rs
1 + h2rs
,
λ(rs, θ) = λ1 + λ2θr
1/2
s ,
which fulfills the ground state limit of the ideal system, Eq. (161). Both in the GDB and KSDT functional the
parameters h1 and h2 are obtained by fitting fxc(rs, 0, ξ) to the ground state data of Ref. [38] for ξ = 0.34 and
ξ = 0.66. Then, in the case of the KSDT functional, the remaining two parameters λ1 and λ2, which carry the
temperature dependent information of the interpolation function, had to be determined by a subsequent fit to the
approximate hypernetted chain data [210] of fxc at intermediate spin-polarization ξ since Brown et al. did not
provide these data. Whereas in case of the GDB functional [227], we performed vast additional QMC simulations
to obtain ab initio data for the interaction energy vξ(rs, θ) at ξ = 1/3 and ξ = 0.66, which we utilized to determine
the parameters λ1 and λ2 via Eq. (155). Interestingly, we find that the spin interpolation depends only very weakly
on θ, and in contrast to KSDT, λ2 in fact vanishes within the accuracy of the fit and, thus, we set λ2 = 0.
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8.3.2. Spin-interpolation of the IIT and HNC functional
In 1989, Tanaka and Ichimaru [205] introduced a different spin-interpolation for the warm dense electron gas on
the basis of the modified convolution approximation (MCA) (see Sec. 3). Specifically, their ansatz for the interaction
energy is given by
v(rs, θ, ξ) = (1− ξ6)v0(rs, θ) + ξ6v1(rs, θ) +
(
1
2
ξ2 +
5
108
ξ4 − 59
108
ξ6
)
s(rs, θ)
rs
, (163)
with the definition
s(rs, θ) = − as(θ) + bs(θ)rs
1 + cs(θ)rs + ds(θ)r2s
. (164)
Note that the temperature-dependent coefficients as(θ), bs(θ), cs(θ), ds(θ) are of the same form as Eq. (152), see
Ref. [205] for the appropriate fitting constants. This, in turn, leads to the spin-interpolation for the exchange-
correlation free energy
fxc(rs, θ, ξ) = (1− ξ6)f0xc(rs, θ) + ξ6f1xc(rs, θ) +
(
1
2
ξ2 +
5
108
ξ4 − 59
108
ξ6
)
Σ(rs, θ) , (165)
and plugging Eq. (163) into (145) immediately gives
Σ(rs, θ) =
1
r2s
∫ rs
0
drs s(rs, θ) , (166)
which (up to moderate temperature, see the discussion of Fig. 39 below) can be evaluated analytically as
Σ(rs, θ) =

Σ<(rs, θ), if c
2
s < 4ds
Σ=(rs, θ), if c
2
s = 4ds
Σ>(rs, θ), otherwise
, (167)
with
Σ<(rs, θ) = − 1
r2s
[
bs
2ds
log
∣∣1 + csrs + dsr2s∣∣ (168)
+
2asds − bscs
ds
√
4ds − c2s
[
atan
(
2dsrs + cs√
4ds − c2s
)
− atan
(
cs√
4ds − c2s
)]
,
Σ=(rs, θ) = − 1
r2s
[
bs
2ds
log
∣∣1 + csrs + dsr2s∣∣− 2asds − bscsds(2dsrs + cs)
]
, (169)
Σ>(rs, θ) = − 1
r2s
[
bs
2ds
log|1 + csrs + dsr2s | (170)
+
2asds − bscs
2ds
√
c2s − 4ds
(
log
∣∣∣∣∣2dsrs + cs −
√
c2s − 4ds
2dsrs + cs +
√
c2s − 4ds
∣∣∣∣∣− log
∣∣∣∣∣cs −
√
c2s − 4ds
cs +
√
c2s − 4ds
∣∣∣∣∣
)]
.
As the spin-dependence of MCA is expected to be similar both to STLS and also the recent HNC-based LFC by
Tanaka, Eqs. (163) and (165) are used for both of these parametrization with the same fitting constants as in the
original reference [205].
8.4. Comparison of parametrizations
8.4.1. Interaction energy
In Fig. 32, we compare various results for the temperature-dependence of the interaction energy per particle of
the unpolarized electron gas for different densities. The red crosses correspond to the finite-size corrected (using
our new, improved finite-size correction, see Sec. 6) thermodynamic QMC results by Groth, Dornheim and co-
workers [226, 227] and the red diamonds to the ground state QMC data [38] with an STLS temperature correction
obtained from Eq. (159). Observe the smooth connection between the two data sets over the entire density-range.
Thus, in combination, these constitute the most accurate existing data for the interaction energy over the entire
warm dense matter regime and have subsequently been used as input for our recent parametrization, i.e., the red
64
−0.5
−0.4
−0.3
−0.2
−0.1
v
·r
s
QMC
V0+∆STLSθ
GDB
BCDC
KSDT
HNC
Tanaka
IIT
PDW
ξ = 0
rs = 0.1
a)
10−2 10−1 100 101
Θ
−12
−10
−8
−6
−4
−20
2
∆
v
/
|v|
[%
]
−0.5
−0.4
−0.3
−0.2
v
·r
s
ξ = 0
rs = 1
b)
10−2 10−1 100 101
Θ
−6
−3
0
3
6
∆
v
/
|v|
[%
]
−0.6
−0.5
−0.4
−0.3
v
·r
s
QMC
V0+∆STLSθ
GDB
BCDC
KSDT
IIT
Tanaka
HNC
PDW
ξ = 0
rs = 4
c)
10−2 10−1 100 101
Θ
−4
−2
0
2
4
6
8
∆
v
/
|v|
[%
]
−0.7
−0.6
−0.5
−0.4
−0.3
v
·r
s
ξ = 0
rs = 10
d)
10−2 10−1 100 101
Θ
−4
−20
2
4
6
8
10
∆
v
/
|v|
[%
]
Figure 32: Temperature dependence of the interaction energy of the unpolarized electron gas for rs = 0.1, 1, 4, 10 – Shown are the recent
QMC results from Refs. [226, 227] (red crosses), STLS temperature-corrected ground state QMC data (see Eq. (159), red diamonds),
the parametrization by Groth, Dornheim and co-workers (GDB, red line) [227], RPIMC data (blue circles, BCDC, Ref. [211]) and the
corresponding parametrization by Karasiev and co-workers (blue line, KSDT, Ref. [212]), data from an improved local field correction
based on the hypernetted-chain approximation (green squares, HNC, Ref. [242]) and a corresponding parametrization (green line), the
improved STLS parametriprzation by Ichimaru and co-workers (black line, IIT, Ref. [206, 249]), and the parametrization by Perrot
and Dharma-wardana (yellow line, PDW, Ref. [210]). The bottom panels depict the relative deviation towards the GDB curve and the
insets correspond to magnified segments.
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line (GDB, Ref. [227]). Evidently, the employed Pade ansatz is an appropriate fit function, as the input data are
accurately reproduced with a mean and maximum deviation of 0.12% and 0.63%, see also the corresponding bottom
panels where we show the relative deviations of all data sets to the GDB curve.
Although the parametrization of the interaction energy is, for the most part, just a means to obtain the exchange-
correlation free energy fxc, cf. Eq. (155), it is still worth to consider, at this point, v itself to gauge the accuracy
of various previous approximations and XC-functionals. The blue circles correspond to the RPIMC data from
Ref. [211] (BCDC) and the blue line to the corresponding parametrization by Karasiev et al. [212] (KSDT). First
and foremost, we note that the BCDC data are available for low to moderate densities, rs ≥ 1, and exhibit the
largest deviations for the smallest rs-value. This is a combination of two different effects. At low temperature,
the observed systematic bias is mostly a consequence of the employed fixed node approximation (and, possibly,
related to ergodicity problems in the QMC algorithm, see Sec. 5.3), whereas at high temperature the effects of
the inappropriate finite-size correction dominate (cf. Sec. 6), leading to a maximum error of ∆v/v ≈ 7% for the
unpolarized case. In contrast, the BCDC data are substantially more accurate at stronger coupling, with maximum
deviations of 2% and 1% for rs = 4 and rs = 10, respectively.
The KSDT parametrization has been obtained from a fit to the BCDC data for Exc, i.e., the sum of v and the
exchange-correlation part of the kinetic energy kxc. However, the results for the interaction energy computed from
fxc [cf. Eq. (155)] do not agree with the blue circles, which means that the parametrization and input data are
not consistent as the exact thermodynamic relations, Eqs. (155)-(157), are strongly violated. In particular, there
appear pronounced deviations between the two at low temperature as the KSDT functional incorporates the correct
ground state limit. The largest deviations (∆V/V ≈ 11%) between the KSDT and GDB curves appear at high
density, rs = 0.1. This is a consequence of the lack of input data for the former in this regime, which is bridged by
an interpolation between the RPIMC data at rs ≥ 1 and the correct Hartree Fock limit at rs = 0. Furthermore,
we stress the surprisingly large errors at high temperature both for rs = 4 and rs = 10, and the unphysical bump
at low temperature in the latter case.
The black line depicts the widely used improved STLS parametrization that is due to Ichimaru and co-workers
(IIT, Ref. [206, 249]). Given the incorporation of the exact behavior for rs → 0, θ → ∞ and θ → 0, and the
remarkable accuracy of the STLS formalism inbetween (cf. Sec.6), the overall good performance of this functional
does not come as a surprise. In particular, the most severe systematic errors occur for intermediate density (rs = 1)
and temperature, but do not exceed ∆v/v ≈ 4%.
Next, let us consider the green curve corresponding to a fit to the recent data based on the improved local
field correction derived from the hypernetted-chain approximation (HNC, green squares) by Tanaka [242]. While
this new LFC does constitute an improvement, both, for the static structure factor (see Sec. 7.2) and G(q) itself
(Sec. 9), the same does not apply for the interaction energy, as for this quantity STLS benefits from a fortunate
error cancellation in the integration, in particular at large rs, cf. Fig. 31. Furthermore, the HNC parametrization
exhibits a pronounced minimum around θ = 0.5, the origin of which is probably an artifact of the lack of HNC input
data for these parameters, see the insets for rs = 4 and rs = 10. In addition, the ground state limit is obtained
from the zero temperature HNC data and not from the more accurate QMC results, which leads to relative errors
of around 1% towards θ = 0. Hence, we conclude that the green curve does not improve the twenty years older IIT
parametrization, although it exhibits an overall similar accuracy.
Finally, we include the interaction energy computed from the parametrization of classical-mapping data (cf. Sec. 4.2.1)
by Perrot and Dharma-wardana (yellow line, PDW, Ref. [210]). This curve was constructed from input data in the
range 1 ≤ rs ≤ 10, and, somewhat ironically, the Hartree-Fock limit that was parametrized by the same authors in
1984 [248], was not incorporated. For this reason, the functional exhibits large deviations at high density and should
not be used below rs = 1. While PDW did include the correct ground state limit, the lowest finite temperature
values correspond to θ = 0.25, which explains the unphysical behavior of the yellow curve at low temperature for
rs = 1. Overall, we find that the PDW parametrization exhibits the largest systematic errors (with ∆v/v & 6%) at
intermediate temperatures around θ = 1, which is not surprsing given the employed interpolation of the quantum
temperature parameter in the classical mapping formalism, cf. Eq. (53).
In Fig. 33, we show the same comparison but for the spin-polarized case, ξ = 1. While we do find similar
trends as in the previous figure, the relative biases of the different approximations are, overall, increased. In
particular, the KSDT curve exhibits a maximum deviation exceeding 15% at high density, and even at rs = 1 we
find ∆v/v ≈ 8% around θ = 5. Furthermore, this parametrization exhibits an unphysical plateau-like behavior in
the low-temperature regime both at rs = 4 and rs = 10. In addition, the BCDC data are substantially more biased
both at low and high temperature, with a maximum deviation of ∆v/v ≈ 14% at rs = 1 and θ = 8. The increased
deviation for the latter case is a consequence of the definition of the reduced temperature, resulting in a larger
temperature at equal θ-values for the spin-polarized case. This, in turn, exacerbates the inaccuracy of the employed
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Figure 33: Temperature dependence of the interaction energy of the spin-polarized electron gas for rs = 0.1, 1, 4, 10 – Shown are
the recent QMC results from Refs. [226, 227] (red crosses), STLS temperature-corrected ground state QMC data (see Eq. (159), red
diamonds), the parametrization by Groth, Dornheim and co-workers (GDB, red line) [227], RPIMC data (blue circles, BCDC, Ref. [211])
and the corresponding parametrization by Karasiev and co-workers (blue line, KSDT, Ref. [212]), data from an improved local field
correction based on the hypernetted-chain approximation (green squares, HNC, Ref. [242]) and a corresponding parametrization (green
line), and the improved STLS parametriprzation by Ichimaru and co-workers (black line, IIT, Ref. [206, 249]). The bottom panels
depict the relative deviation towards the GDB curve and the insets correspond to magnified segments.
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finite-size correction, cf. Sec. 6. At low temperature, the fixed node approximation exhibits a worse performance
even for a finite model system [221]. The HNC and IIT parametrizations are of a similar quality, but the latter
appears to be superior due to the incorporation of the correct ground state limit. The main difference compared to
the unpolarized case is the significantly larger deviation for large temperature at rs = 10. Interestingly, this is not
a consequence of a worse performance of the STLS approximation itself, cf. Fig. 30 but, instead, of the a posteriori
modification of the STLS data to incorporate the exact high and low temperatuere limit. Finally, we mention the
excellent agreement between the GDB parametrization and its input data with a mean and maximum deviation of
0.17% and 0.63%, respectively.
8.4.2. Exchange-correlation free energy
Let us now consider the main quantity of interest, i.e., the exchange-correlation free energy fxc. In Fig. 34, we
compare the temperature dependence of the five most accurate functionals for the unpolarized case and at the same
densities as in the previous section. All curves exhibit a qualitatively similar behavior except PDW at rs = 0.1,
which is again a consequence of the not incorporated Hartree-Fock limit and the density range of the input data
(1 ≤ rs ≤ 10). Overall, the KSDT parametrization is relatively accurate at low temperature (θ < 1) although there
appears a bump in both v and fxc at large rs, which leads to an unphysical slightly negative entropy [336]. In
contrast, at intermediate to high temperature we find substantial systematic deviations (exceeding 10% at rs = 0.1),
which are a direct consequence of the utilized RPIMC input data. Again, the IIT and HNC curves exhibit a very
similar performance, with the former being superior due to the correct ground state limit. More specifically, for the
unpolarized case we find maximum deviations of around 3% at intermediate rs-values and temperatures. Finally,
the classical-mapping based PDW parametrization by Perrot and Dharma-wardana [210] exhibits deviations of up
to ∆fxc/fxc ≈ 5% around the Fermi temperature.
For completeness, in Fig. 35 we show the same information for the spin-polarized electron gas. Again, we
find an overall qualitatively similar behavior as for ξ = 0, but with increased systematic biases in the various
approximations. The KSDT fit exhibits maximum deviations of up to 15% and 12% at the highest depicted
densities, rs = 0.1 and rs = 1, respectively, around θ = 6. With increasing coupling strength, these errors decrease
with a maximum of ∆fxc/fxc ≈ 2% at rs = 10 around θ = 0.4. Moreover, there again appears an unphysical bump
in the low temperature limit at low density. The IIT and HNC parametrizations roughly follow the same behavior
as the interaction energy for the ferromagnetic case, cf. Fig. 33. Interestingly, the maximum deviation of the IIT
curve does not appear at intermediate temperature, as for the paramagnetic case, but towards θ > 10 at rs = 10.
Further, we note that the green curve also exhibits some unphysical behavior towards low θ and large rs, which
is similar to the KSDT function. Finally, let us consider the four PDW data points that are available at rs = 1.
Somewhat surprisingly, at the present conditions the employed classical mapping constitutes the most accurate of
all depicted approximations with a maximum error of ∆fxc/fxc ≈ 3% around the Fermi temperature.
8.4.3. Exchange-correlation energy
Let us now consider another important thermodynamic quantity, i.e., the exchange-correlation energy exc, which
is connected to fxc via Eq. (156). Recall that the KSDT functional is actually based on the RPIMC data for exc,
whereas our GDB parametrization was based on our QMC (and temperature corrected ground state QMC) data
for the interaction energy alone. The main reason for our choice was the, in general, higher statistical uncertainty
and greater difficulty of the finite-size correction for the kinetic contribution to the total energy. Nevertheless,
for the ferromagnetic case we were able to obtain accurate QMC data for exc (using CPIMC for θ ≤ 0.5 and
PB-PIMC elsewhere) over the entire temperature-range at rs = 1. For completeness, we mention that we applied
a twist-averaging procedure [328, 330] for θ ≤ 0.5 and added an additional finite-size correction onto the QMC
data, see Ref. [227] for details. The results are depicted as the red points in Fig. 36 and are compared to the
exchange-correlation energy that has been computed from the GDB parametrization via Eq. (156) (solid red line).
Evidently, those independent data are in striking agreement over the entire temperature-range. This is an important
cross-check for our functional and, in particular, for the temperature-corrected ground state data used for θ ≤ 0.25,
see also the inset showing a magnified segments around the low-temperature regime. The blue circles correspond to
the RPIMC data by Brown et al. [211] and are consistently too low over the entire depicted temperature range. The
KSDT parametrization (blue solid line), which corresponds to a direct fit to these data, reproduces them for θ ≥ 1,
leading to an unphysical dent for 4 . θ . 20 until the correct Debye-Hu¨ckel limit is attained. At low temperature,
the KSDT curve does not reproduce the RPIMC input data, but performs significantly better, which is due to the
incorporation of the exact ground state and high-density limits, which preclude this unphysically deep minimum at
rs = 1.
Next, we investigate the performance and consistency of the various parametrizations with respect to exc at
rs = 10, starting with the unpolarized case (Fig. 37, left panel). For these conditions, we were able to obtain
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Figure 34: Temperature dependence of the exchange-correlation free energy of the unpolarized electron gas for rs = 0.1, 1, 4, 10 – Shown
are the parametrizations by Groth, Dornheim et al. (red line, GDB, Ref. [227]), Karasiev et al. (blue line, KSDT, Ref. [212]), Tanaka
(green line, HNC, Ref. [242]), Ichimaru et al. (black line, IIT, Ref. [206, 249]) and Perrot and Dharma-wardana (yellow line, PDW,
Ref. [210]). The bottom panels depict the relative deviation towards the GDB curve and the insets correspond to magnified segments.
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Figure 35: Temperature dependence of the exchange-correlation free energy of the spin-polarized electron gas for rs = 0.1, 1, 4, 10 –
Shown are the parametrizations by Groth, Dornheim et al. (red line, GDB, Ref. [227]), Karasiev et al. (blue line, KSDT, Ref. [212]),
Tanaka (green line, HNC, Ref. [242]), and Ichimaru et al. (black line, IIT, Ref. [206, 249]) and, for rs = 1, data points by Perrot and
Dharma-wardana (yellow triangles, PDW, Ref. [210]). The bottom panels depict the relative deviation towards the GDB curve and the
insets correspond to magnified segments.
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Figure 36: Cross-check of the GDB-parametrization via the exchange-correlation energy – Shown are the temperature dependence of
exc (solid lines and points) and fxc (dash-dotted lines) for the spin-polarized electron gas at rs = 1. The red and blue lines correspond
to the parametrizations by Groth, Dornheim et al. [227] and Karasiev et al. [212] and the red and blue points to our finite-size corrected
QMC data (red) and the RPIMC data by Brown et al. [211]. Reproduced from Ref. [227] with the permission of the authors.
10−2 10−1 100 101
Θ
−0.70
−0.65
−0.60
−0.55
−0.50
e x
c
·r
s
GDB
QMC
KSDT
BCDC
IIT
Tanaka
PDW
FT-GF
ξ = 0
rs = 10
10−2 10−1 100 101
Θ
−0.75
−0.70
−0.65
−0.60
−0.55
e x
c
·r
s
GDB
QMC
KSDT
BCDC
IIT
Tanaka
ξ = 1
rs = 10
Figure 37: Temperature dependence of the exchange-correlation energy of the unpolarized (left) and spin-polarized (right) electron gas
at rs = 10 – Shown are results computed from the parametrizations by Groth, Dornheim et al. (red line, GDB, Ref. [227]), Karasiev et
al. (blue line, KSDT, Ref. [212]), Tanaka (green line, HNC, Ref. [242]), Ichimaru et al. (black line, IIT, Ref. [206, 249]), and Perrot and
Dharma-wardana (yellow line, PDW, Ref. [210]). In addition, we include the RPIMC data by Brown et al. [211] (BCDC, blue circles)
and our recent finite-size corrected QMC results (red points, QMC). For completeness, we also compare with the very recent results of
Kas and Rehr [197], which have been obtained from a refined finite temperature Green’s function approach.
71
independent finite-size corrected QMC data down to θ = 0.5 that has not been included in the construction of the
functional. Again, the exchange-correlation energy computed from our GDB-parametrization via Eq. (156) is in
perfect agreement with our QMC data for all temperatures. The RPIMC data (blue circles) and the KSDT fit to
these data (blue line) are also in good agreement even at low temperature, which is in contrast to rs = 1. Overall,
there occur only small deviations to our data, although there does appear a small bump towards low temperature,
which is connected to an unphysical negative entropy [336]. The improved STLS parametrization by Ichimaru et
al. [206, 249] (black line) is of a similar quality to the KSDT curve and gives systematically too low results for
θ & 1. In constrast, the green line, which corresponds to the recent parametrization of the HNC-LFC data by
Tanaka [242], exhibits a substantially different behavior. While it is quite accurate for θ & 2, it shows a significantly
too deep minimum around θ = 0.8 followed by a pronounced unphysical bump at θ = 0.25. The classical-mapping
based parametrization by Perrot and Dharma-wardana [210] (yellow curve) clearly gives the least accurate data for
θ ≥ 1.
In addition, for the exchange-corrlation energy, we can also compare with the very recent results by Kas and
Rehr [197] (brown crosses), which have been computed via a refined finite temperature Green’s function procedure
(FT-GF). For the exchange-correlation energy of the unpolarized UEG, we can also perform the comparison for this
quantity and thereby gauge the accuracy of this new approach. Surprisingly, at these parameters, the corresponding
data exhibit a completely unphysical behavior with an additional local maximum in exc at θ ∼ 1, where both our
ab initio functional and independent QMC data (red points) predict a minimum. Even at higher temperatures, the
systematic bias of the FT-GF results is largest compared to all other depicted approaches.
Let us conclude this section with a brief discussion of the spin-polarized case, which is shown in the right
panel of Fig. 37. Again, we observe perfect agreement between our QMC data and the GDB-parametrization
for all temperatures. While the KSDT curve is also in good agreement with the underlying RPIMC data, there
appear significantly larger deviations towards our results. In particular, there abruptly appears a plateau between
θ ≈ 0.9 and θ = 0.1, followed by an unphysical bump before the ground state limit is reached. In contrast, the
IIT parametrization gives a qualitatively more similar behavior with respect to the red curve, although the overall
accuracy is comparable to KSDT. Finally, the HNC parametrization again exhibits a too deep minimum and, in
addition, does not incorporate the correct ground state limit.
8.4.4. Spin-dependency of the parametrizations
In Fig. 38, we show the spin-dependency of the interaction energy of the uniform electron gas for four different
densities and six relevant temperatures. Note that we always define the Fermi energy entering the reduced temper-
ature θ with respect to the spin-up electrons, cf. Eq. (4), which is different from definitions in parts of the relevant
literature [205, 242, 210, 212]. The red points correspond to our recent finite-size corrected thermodynamic QMC
data [226, 227], which is available at two intermediate spin-polarizations, ξ = 1/3 and ξ = 0.6. We stress that
these data still constitute the only ab initio investigation of the ξ-dependency of the warm dense electron gas. The
solid red line depicts our GDB-parametrization [227], which utilizes the spin-interpolation between the para- and
ferromagnetic limits from Eq. (162). Surprisingly, we find that a single free parameter [λ1 in Eq. (162)] is sufficient
to accurately describe the temperature-dependence of the spin-interpolation, resulting in an average and maximum
deviation between parametrization and QMC data of 0.15% and 0.8%, respectively, at intermediate ξ. The dot-
ted blue curve corresponds to the functional by Karasiev et al. [212], who used the same functional form as the
GDB-parametrization. However, due to the lack of RPIMC data for 0 < ξ < 1, they determined the θ-dependent
parameters in Eq. (162) from a fit to the sparse classical-mapping data from Perrot and Dharma-wardana [210] (12
values for fxc at rs = 1, 3, 6 and ξ = 0.6). At zero temperature, KSDT and GDB are in excellent agreement as both
utilize the same ground state QMC data [38] to construct the ground state limit for all values of ξ. Towards higher
temperatures, there occur increasing deviations that are most pronounced (in terms of the relative deviation) at
rs = 0.1 and θ = 4, 8. This is again a consequence of the lack of input data for the KSDT functional for rs < 1 at
finite temperature, and the poor quality of the RPIMC data at rs = 1 for the ξ = 0, 1 limits.
The dashed-dotted black and dashed green lines correspond to the improved STLS parametrization by Ichimaru,
Tanaka, et al. [206, 205, 249] and the recent HNC-based parametriztion by Tanaka [242], respectively. Both use
the finite-temperature spin-interpolation from Eq. (163) that has been constructed on the basis of the modified
convolution approximation, see Ref. [205]. First and foremost, we note that the two curves do not agree, even in the
ground state, since the ξ = 0 and ξ = 1 limits in IIT incorporate ground state QMC data, whereas the HNC limits
have been constructed solely on the basis of the HNC data. Further, the IIT ground state limit for the ξ-dependence,
at rs = 10, is slightly non-monotonic, with a shallow minimum around ξ ≈ 0.8. Towards high temperature, the
deviations between the IIT and Tanaka parametrizations vanish, since both the STLS and HNC input data sets for
the interaction energy eventually converge. At high density and temperature, we find an excellent agreement to our
GDB curve, which is expected in this weak coupling regime. In contrast, towards lower density and temperature,
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Figure 38: Spin-dependency of the interaction energy of the uniform electron gas – Shown are the parametrizations by Groth,
Dornheim et al. (GDB, Ref. [227], red solid line), Karasiev et al. (KSDT, Ref. [212], blue dotted line), Ichimaru, Tanaka et al. (IIT,
Refs. [206, 205, 249], black dash-dotted line), and the recent HNC-based function by Tanaka (Ref. [242], dashed green). The red points
correspond to our finite-size corrected thermodynamic QMC data from Refs. [226, 227]. Note that we define the Fermi energy in the
reduced temperature with respect to the spin-up electrons for all polarizations, cf. Eq. (4), which is different from the definitions in
parts of the literature [205, 212, 210]. At rs = 4 and rs = 10, the θ = 0 curves are shifted downward by 0.05 Hartree for better visibility.
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Figure 39: Spin-dependency of the exchange-correlation free energy of the uniform electron gas – Shown are the parametrizations by
Groth, Dornheim et al. (GDB, Ref. [227], red solid line), Karasiev et al. (KSDT, Ref. [212], blue dotted line), Ichimaru, Tanaka et
al. (IIT, Refs. [206, 205, 249], black dash-dotted line), and the recent HNC-based function by Tanaka (Ref. [242], dashed green). Note
that we define the Fermi energy in the reduced temperature with respect to the spin-up electrons for all polarizations, cf. Eq. (4), which
is different from the definitions in parts of the literature [205, 212, 210].
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there occur substantial deviations and, in addition, unphysical dents around ξ ≈ 0.8. In summary, we find that the
KSDT, IIT and Tanaka curves exhibit, overall, a similar degree of accuracy.
Let us conclude the discussion of the different parametrizations with a comparison of the relative spin-dependency
of the exchange-correlation free energy of the uniform electron gas at warm dense matter conditions which is
presented in Fig. 39. In the ground state, all four depicted curves are close, although IIT and Tanaka substantially
deviate from the other two at rs = 10. In this case, IIT attains the correct limit for ξ = 1 due to the incorporation
of ground state QMC data, which is lacking for Tanaka. Furthermore,, similar to our findings for the interaction
energy in Fig. 38, there occur unphysical dents in fxc for IIT and Tanaka around ξ = 0.8, even at rs = 1, which are
caused by the MCA-based spin-interpolation for fxc, cf. Eq. (165). Finally, the KSDT results are best at rs = 10,
whereas there occur substantial deviations, both, towards high temperature and high density.
9. Inhomogeneous Electron Gas: QMC study of the static density response
9.1. Introduction
In Sec. 3, we gave a comprehensive introduction to the linear response theory of the uniform electron gas at warm
dense matter conditions. In particular, we introduced several suitable approximations for the density response of
the system to an external harmonic perturbation, which is fully characterized by the frequency-dependent response
function χ(q, ω), cf. Eq. (19). The gist has been that the consideration of the perturbed system served as a means
to an end, as complete knowledge of χ(q, ω) allows to compute all static properties of the unperturbed electron gas,
such as the static structure factor, S(k), or the interaction energy, v.
In contrast, in the following we will consider the calculation of the density response function as an end in itself,
as this information is of high importance for many applications [1]. First and foremost, the local field correction,
G(q, ω), defined by Eq. (19) is directly related to the exchange-correlation kernel
Kxc(q, ω) = −4pi
q2
G(q, ω) , (171)
which is the main input for density functional theory calculations in the adiabatic-connection fluctuation-dissipation
formulation [337, 338, 339]. Albeit computationally demanding, this formulation of a true non-local XC-functional
is a promising approach to go beyond widespread gradient approximations such as PBE [32] or its recent extension
to finite temperature by Karasiev et al. [185]. In addition, accurate data for the LFCs of the warm dense electron
gas are needed for the calculation of the dynamic structure factor S(q, ω) of real systems (such as two-component
plasmas), e.g. Refs. [340, 341, 342, 66]. We stress that the cutting-edge theoretical description of S(q, ω) is among
the most pressing goals of current warm dense matter research, as it is nowadays routinely obtained in experiments
from x-ray Thomson scattering measurements for many systems, see Ref. [112] for a review. Further applications
of G(q, ω) include the calculation of electrical and optical conductivities [343, 344], energy transfer rates [345, 346],
EOS models of ionized plasmas [195, 347, 189], and the construction of pseudo-potentials [348, 349, 350, 351, 352]
that can be used, e.g., within simple molecular dynamics simulations.
In the following, we will explain how the static limit of the density response function,
χ(q) ≡ lim
ω→0
χ(q, ω) , (172)
can be obtained with high precision from ab initio quantum Monte Carlo simulations at warm dense matter condi-
tions.
9.2. Theory
At zero temperature, the static density response function was computed from ground state QMC simulations
of the harmonically perturbed (and, thus, inhomogeneous) electron gas [57, 58, 55, 56] back in the first half of the
1990s. Further, these accurate ab initio data have subsequently been parametrized by Corradini et al. [59]. In
contrast, at warm dense matter conditions, until very recently, there were no ab initio data available, and one had
to rely on interpolations between known limits, e.g. Ref. [353]. In the following, we will demonstrate how this gap
was closed by extending the idea from Refs. [58, 57] to finite temperature, in the recent work by Dornheim and
co-workers [354].
Consider a modified Hamiltonian of the form
Hˆ = Hˆ0 + Hˆext(t) , (173)
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where Hˆ0 corresponds to the standard Hamiltonian of the unperturbed uniform electron gas, cf. Eq. (7), and Hˆext(t)
denotes an, in general, time-dependent perturbation. In particular, we choose
Hˆext(t) = 2A
N∑
i=1
cos (ri · q− Ω t) , (174)
i.e., a sinusoidal external charge density (of perturbation wave vector q and frequency Ω) with the potential
φext(r, t) = 2A cos (r · q− Ω t) . (175)
Let us recall the standard definition of the density response function as [1]
χ˜(q, τ) =
−i
~
〈[ρ(q, τ), ρ(−q, 0)]〉0 Θ(τ) , (176)
with 〈. . .〉0 indicating that the thermodynamic expectation value has to be carried out with respect to the unper-
turbed system. Naturally, Eq. (176) solely depends on the time difference, τ = t − t′, and on the modulus of the
wave vector, i.e. the wavenumber q. Further, it is often convenient to consider the Fourier transform of Eq. (176)
with respect to the second argument,
χ(q, ω) = lim
η→0
∫ ∞
−∞
dτ e(iω−η)τ χ˜(q, τ) . (177)
However, at the time of this writing, time-dependent QMC simulations are still severely limited by an additional
dynamical sign problem, e.g. Refs. [355, 356, 357]. Therefore, in the present work, we restrict ourselves to the static
limit χ(q) [cf. Eq. (172)], i.e., the density response to a constant (time-independent) perturbation,
φext(r) = 2A cos(r · q) . (178)
Still, we stress that the basic idea that is explained below can be applied within time-dependent simulations, such
as the nonequilibrium Green functions technique [358, 259, 239], in exactly the same way. Note that all time-
dependencies are, in the following, dropped for simplicity. In particular, χ(q) characterizes the linear relation
between the induced and external charge densities,
ρind(q) =
4pi
q2
χ(q) ρext(q) . (179)
The external density is straightforwardly obtained from the Poisson equation as
ρext(q) =
q2A
4pi
(δk,q + δk,−q) , (180)
and, by definition, the induced density is given by the difference between the densities of the perturbed and
unperturbed systems,
ρind(q) = 〈ρˆq〉A − 〈ρˆq〉0 (181)
=
1
V
〈
N∑
j=1
e−iq·rj
〉
A
.
We note that the notation 〈. . .〉A indicates that the thermodynamic expectation value has to be computed in the
perturbed system, and that, for the second equality in Eq. (181) we made use of the fact that 〈ρˆq〉0 = 0. Finally,
this gives a simple, direct expression for the static density response function,
χ(q) =
1
A
〈ρˆq〉A . (182)
In practice, we carry out several ab initio quantum Monte Carlo calculations of the harmonically perturbed
electron gas for each perturbation wave vector q = 2piL−1(a, b, c)T (with a, b, c ∈ Z), for a variety of amplitudes A.
This allows us to compute the exact induced density for arbitrarily strong perturbations. In the small A-regime,
linear response theory is accurate and, thus, Eq. (182) holds, implying that 〈ρq〉A is linear in A, with χ(q) being
the slope.
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Figure 40: Density profile n(r) along the x-direction of a har-
monically perturbed electron gas with rs = 10 and θ = 1
for N = 54 unpolarized electrons. The results have been
obtained using the PB-PIMC method for a wave vector of
q = 2piL−1(2, 0, 0)T . The solid black lines depict fits accord-
ing to Eq. (183) and panels (a), (b), and (c) correspond to
weak, medium, and strong perturbation amplitudes A, re-
spectively. Reproduced from Ref. [354] with the permission
of the authors.
For completeness, we mention a second, closely related way to estimate χ(q) from a QMC simulation of the
inhomogeneous system. In linear response theory, the perturbed density profile is given by
〈n(r)〉A = n0 + 2A cos (q · r)χ(q) , (183)
with n0 being the density of the unperturbed system. In particular, the LHS. of Eq. (183) is easily obtained within
a QMC simulation in coordinate space (such as PB-PIMC, but also standard PIMC), and a subsequent cosinusoidal
fit gives another estimation of the desired static density response function.
9.3. Ab initio QMC results for the static density response
In the following section, we will demonstrate the feasibility of computing ab initio data for the static density
response using QMC methods. In particular, we will focus on two exemplary test cases at low and high density and
moderate temperatures to illustrate the range of validity of linear response theory. We will discuss the necessity of
finite-size corrections at certain parameters and demonstrate how this can be accomplished, and compare our new
data for χ(q) to the dielectric approximations introduced in Sec. 3.
9.3.1. Strong coupling: PB-PIMC results
In Fig. 40, we show ab initio PB-PIMC results [354] for the density profile along the x direction (i.e., along
the direction of the perturbation wave vector q = 2piL−1(2, 0, 0)T ). The simulation was carried out for N = 54
spin-unpolarized electrons at rs = 10 and θ = 1, which corresponds to moderate to strong coupling at a moderate
temperature. The results for relatively weak perturbation amplitudes A are depicted in panel a). The solid
black lines correspond to the cosinusoidal fits according to Eq. (183). Evidently, for the two smallest perturbations
(A = 0.001, green crosses and A = 0.005, yellow asterisks) no deviations from linear response theory can be resolved.
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Figure 41: PB-PIMC results for the perturbation strength dependence of the induced density modulation ρq for N = 54 unpolarized
electrons at rs = 10 and θ = 1. The panels (a) and (b) correspond to the perturbation wave vectors q = 2piL−1(qx, 0, 0)T with qx = 2
and qx = 1, respectively. The black squares correspond to the direct evaluation of Eq. (182), the green crosses have been obtained from
the cosine-fits, cf. Eq. (183), and the red lines depict linear fits to the QMC points. Reproduced from Ref. [354] with the permission of
the authors.
This is a rather remarkable result, as the yellow points exhibit maximum deviations from the mean value, n0, of
more than 10%, i.e., the system is already moderately inhomogeneous. A doubling of the perturbation amplitude to
A = 0.01 (red circles) leads to density modulations of the order of 25%, and deviations from the cosine-fit are clearly
visible around the maxima and minima. Still, these differences between data and fit are of the order of 1%. In panel
b), we show density profiles for further increased perturbation amplitudes, A = 0.015 (blue crosses) and A = 0.02
(light blue triangles). Evidently, the observed shell structure further departs from the cosinusoidal prediction from
LRT, as it is expected. Nevertheless, even at strong inhomogeneity, with density modulations exceeding 50% of
the mean value, LRT provides a good quantitative description as the maximum error around the maxima does still
not exceed 10%. Finally, in panel c) of Fig. 40, we show results for strong perturbations, namely A = 0.05 (blue
crosses) and A = 0.1 (light blue triangles). Eventually, the system is dominated by the external potential and, for
the strongest depicted perturbation amplitude, two distinct shells with negligible overlap are formed. Obviously,
Eq. (183) is no longer appropriate and LRT does not capture the dominant physical effects. For completeness, we
mention that the relatively large statistical uncertainty in the light blue triangles, in particular around the maxima,
is a consequence of the fact that the fermion sign problem becomes more severe towards increasing inhomogeneity,
see Ref. [354] for a more detailed explanation.
In Fig. 41, we show a comparison of the QMC results for the static density response function χ(q) as obtained
from cosinusoidal fits to the density profile (green crosses), cf. Fig. 40, or via the direct evaluation of Eq. (182)
(black squares). More specifically, we show the perturbation strength dependence of the induced density ρind(q) for
two different wave vectors (q = 2piL−1(2, 0, 0)T , panel a) and q = 2piL−1(1, 0, 0)T , panel b). Further, the solid red
line corresponds to a linear fit of the black squares in the small A regime (A < 0.01). Let us start by considering the
same q-vector as in the previous figure, i.e., with panel a). We note the perfect agreement between the cosine-fit
and direct results for ρind for weak perturbations. Interestingly, this still holds for A = 0.01, where we found visible
deviations between density profile and fit, cf. Fig. 40 a). With increasing A, both sets of data differ from the linear
fit, although the deviations of the black squares are significantly smaller. In panel b), the same information is shown
for a smaller wave vector, q = 2piL−1(1, 0, 0)T . Overall, we observe the same trends as in panel a), although the
density response is considerably smaller. This is a consequence of screening effects inherent to the uniform electron
gas, e.g. Ref. [332]. As a consequence, the system is less inhomogeneous, and linear response theory holds up to
larger A-values than in the former case.
Let us now continue the discussion of the PB-PIMC results for the static density response function by considering
the full wave vector dependence of χ(q), which is depicted in Fig. 42 for the same parameters as in the previous
figures. The different symbols correspond to N = 54 (blue crosses), N = 34 (light blue circles), N = 20 (yellow
squares), N = 14 (black triangles) and N = 8 (green diamonds) unpolarized electrons. The main effect of the
different system size is the unique q-grid for each N , which is a direct consequence of the momentum quantization
in the finite simulation cell, cf. Sec. 6. The functional form of χ(q) itself, however, is, for the current set of
parameters, remarkably well converged with system size. Even in the right panel, where a magnified segment
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Figure 42: PB-PIMC results for the wave vector dependence of the static density response function χ for the unpolarized electron
gas at rs = 10 and θ = 1. Shown are QMC results [cf. Eq. (182)] for different particle numbers N (symbols), and results from
dielectric approximations, namely RPA (grey line) and STLS (red line). Further, the black arrow indicated the Fermi wave vector,
kF = (9pi/4)
1/3/rs. Panel (b) shows a magnified segment. Reproduced from Ref. [354] with the permission of the authors.
around the smallest q-values is shown, no finite-size effects in the density response function can be resolved (note
that this changes for higher densities, see Sec. 9.3.2). Furthermore, we note that the increased error bars towards
large wave vectors are a consequence of the quickly oscillating nature of the external potential in this regime, see
Ref. [354] for more details. The solid grey and red lines correspond to dielectric approximations, namely RPA and
STLS, respectively. In the small q-regime, both curves are in excellent agreement with each other and the parabolic
asymptotic behavior known from the literature [332]. With increasing q, however, they substantially deviate with
a maximum difference of ∆χ ∼ 50% around twice the Fermi vector kF. In particular, we find that the inclusion of
an appropriate local field correction is crucial to account for the pronounced coupling effects at these parameters.
Consequently, the STLS approximation (see Sec. 3) gives significantly improved data for the static density response
function, although the agreement with the QMC data is still only qualitative.
We conclude this section with a discussion of the static local field correction, G(q), which is readily computed
from χ(q), cf. Eq. (185) below. The results are shown in Fig. 43, where we compare the QMC data for N = 34
(light blue circles) and N = 54 (blue crosses) to the static local field correction from STLS theory (solid black line).
First and foremost, we note that no system-size dependence can be resolved within the given statistical uncertainty,
as expected. Furthermore, the systematic bias in the STLS results is substantially larger than in the total density
response function, since G(q) is dominated by exchange-correlation effects. In addition, we note that the recent
LFC based on the hypernetted chain equation by Tanaka [242] is significantly more accurate than STLS, which is
in stark contrast to the corresponding results for the interaction energy v, cf. Sec. 6. Moreover, the solid purple
curve depicts the LFC obtained in the Vashista-Singwi scheme [213] and, overall, exhibits a similar accuracy as the
HNC curve. The dotted yellow and dash-dotted green lines are predictions for the asymptotic behavior of the local
field correction based on the compressibility sum-rule, cf. Eq. (39), using as input the parametrization of fxc(rs, θ)
by Groth, Dornheim et al. [227] or Karasiev et al. [212], respectively (for a review on sum rules in classical and
quantum mechanical charged fluids, see Ref. [359]).
For completeness, we mention that it is well known that the local field correction from STLS (and also from
HNC) does not fulfill Eq. (39) and, thus, does not give the correct long-range behavior [in contrast to the total
static density response function χ(q)]. In stark contrast, the VS curve is in perfect agreement to the asymptotic
expansion, which is somewhat surprising given the systematic bias in the interaction energy itself. Although both
utilized parametrizations for fxc deviate by less than four percent, at the present conditions, the pre-factors of the
parabolic behavior of G differ by more than a factor of two. The reason for this striking deviation is that the
compressibility sum-rule is not sensitive to fxc itself, but to its second derivative with respect to the density (or the
density parameter rs). Evidently, the yellow curve is consistent with the QMC results for the smallest wave vectors,
whereas the KSDT prediction does not appear to be better than the STLS curve. Therefore, this investigation of
the compressibility sum-rule convincingly demonstrates that a highly accurate parametrization of fxc is not only
important as input to finite-temperature DFT calculations in the local density approximation. These data are
equally important for observables that are related to derivatives of fxc, e.g., Ref. [360].
79
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0  0.1  0.2  0.3  0.4  0.5
G
q
QMC(54)
QMC(34)
STLS
HNC
VS
CSR[Groth]
CSR[KSDT]
Figure 43: PB-PIMC results for the wave vector dependence of the static local field correction G for the unpolarized electron gas at
rs = 10 and θ = 1. Shown are QMC results [cf. Eq. (185)] for N = 54 (blue crosses) and N = 34 (light blue circles), data from STLS
(solid black line), the recent LFC based on the HNC equation by Tanaka [242] (red dashed line) and Vashista-Singwi (solid purple
line, Ref. [213]), and asymptotic long-range predictions from the compressibility sum-rule [cf. Eq. (39)] using the exchange-correlation
functionals by Groth, Dornheim et al. [227] (yellow dotted) and Karasiev et al. [212] (green dash-dotted, KSDT).
9.3.2. Moderate coupling: CPIMC results
To obtain highly accurate data for the static density response function of the UEG at high densities, we also
extended the CPIMC method to the simulation of the inhomogeneous electron gas, which leads to a significantly
more complicated algorithm, compared to the unifrom electron gas. This is due to the substantially larger number of
possible diagrams that have to be taken into account. Most importantly, in addition to the two-partical excitations
(so-called type-4 kinks) in the CPIMC simulation paths, which are already present in the homogeneous case (see
Sec. 5.5), there also occur one-partical excitations (type-2 kinks). For more details on the specific changes of the
CPIMC algorithm we refer to Ref. [361].
In the top panel of Fig. 44, we show CPIMC results for the induced density, ρind(q), for N = 14 unpolarized
electrons at moderate coupling and temperature, rs = 0.5 and θ = 0.5 (red crosses), for the perturbation wave
vector q = 2piL−1(1, 0, 0)T . The solid grey line corresponds to the linear response prediction for an ideal system
and the dashed black line to a linear fit according to Eq. (182). Clearly, linear response theory provides a remarkably
accurate description of the static density response over the entire depicted A-range. The bottom panel of Fig. 44
shows the corresponding simulation results for the average sign and the numbers of type-2 and type-4 kinks. First,
we observe that the sign (yellow dash-dotted line) attains an almost constant value for A < 0.5 and does not drop
below S = 0.3, even for the largest considered perturbation amplitude, explaining the small statistical uncertainty
in the results for ρind. The average number of type-4 kinks (green dotted line) exhibits a qualitatively similar
behavior, although with a slight increase towards increasing A. In stark contrast, the average number of type-2
kinks (red solid line) distinctly increases with the perturbation strength, as expected. Further, we note that, for
weak inhomogeneity, the CPIMC simulation is dominated by Coulomb interaction effects, which manifests itself
in the occurrence of type-4 kinks. With increasing A (around A ∼ 0.8), there are on average more type-2 kinks
present as the system becomes increasingly altered by the external potential.
As we have seen above (cf. Fig. 42), at rs = 10 no system size dependence has been resolved for as few as four
electrons. However, it is well known that finite-size effects become more pronounced at higher densities. This is
investigated in Fig. 45, where we show the wave vector dependence of the static density response function for the
same conditions as in Fig. 44. The red circles, blue diamonds, yellow squares, and purple crosses correspond to the
raw CPIMC simulation results for N = 38, N = 20, N = 14, and N = 4 electrons, respectively. Further, we show
results from RPA (dashed black) and STLS (solid brown), as well as the static response function of the corresponding
noninteracting system (solid black line). The dielectric approximations exhibit the same exact parabolic behavior
for small q values [332], whereas the ideal function attains a maximum at q = 0. This contrast is a consequence of
the absence of Coulomb screening effects in the latter case. Further, we note that the inclusion of the static local
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Figure 44: In the top panel, we show CPIMC results for the perturbation strength dependence of the induced density modulation, ρq ,
for N = 14 unpolarized electrons at rs = 0.5 and θ = 0.5 with the perturbation wave vector q = 2piL−1(1, 0, 0)T . The red crosses
depict the CPIMC data and the dotted black line depicts a corresponding linear fit. Also shown is the linear response of ideal fermions
at the same parameters (solid grey line). In the bottom panel, we show data for the average numbers of type-2 (red) and type-4 (green)
kinks and the average sign (yellow) corresponding to the CPIMC simulations from the top panel. Reproduced from Ref. [361] with the
permission of the authors.
field correction from STLS theory leads to differences in χ(q) of around 5%, which are most pronounced around the
Fermi wave vector kF. Let us now consider the uncorrected CPIMC simulation results. Evidently, these data are
not converged with respect to system size (see in particular the bottom panel where we show a magnified segment)
and, without further improvement, no systematic errors in the STLS curve can be resolved.
At the same time, it is well known from ground state QMC calculations of the static density response function [55,
56] that the static local field correction, G, which contains all information about short-range exchange-correlation
effects, can be accurately obtained from simulations of few electrons in a small box, i.e., GN (q) ≈ G(q). Therefore,
the bulk of the system size dependence observed in Fig. 45 is due to finite-size effects in the ideal density response
function, i.e., χN0 (q) 6= χ0(q). In the following, we will exploit this fact to compute the density response function,
χTDL(q), in the thermodynamic limit from the QMC result for a specific, finite number of electrons N , χN (q). For
this purpose, we rewrite Eq. (19) in terms of finite-size quantities,
χN (q) =
χN0 (q)
1− 4pi/q2[1−GN (q)]χN0 (q)
, (184)
and solve Eq. (184) for the local field correction,
GN (q) = 1 +
q2
4pi
(
1
χN (q)
− 1
χN0 (q)
)
. (185)
The finite-size corrected result for the density response function is then obtained by plugging the QMC result for
the static local field correction, Eq. (185), into Eq. (19),
χTDL(q) =
χ0(q)
1 + q
2
4pi
(
1
χN (q)
− 1
χN0 (q)
)
χ0(q)
. (186)
Let us now verify the underlying assumption of this finite-size correction procedure, i.e., that GN (q) does not
depend on system size. In Fig. 46, we show the wave vector dependence of the local field correction computed
from the QMC results for χN (q) depicted in Fig. 45. The black symbols correspond to the direct evaluation of
Eq. (186). Evidently, no finite-size effects can be resolved within the statistical uncertainty over the entire depicted
q-range. We note that the increasing error bars towards large wave vectors are a consequence of the reduced impact
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Figure 45: Wave vector dependence of the static density response function χ of the unpolarized electron gas at rs = 0.5 and θ = 0.5.
The colored circles, diamonds, squared and crosses depict the bare CPIMC data for N = 38, N = 20, N = 14, and N = 4 electrons,
respectively, and the corresponding black symbols have been obtained by applying the finite-size correction using the N -consistent data
for the ideal density response function as explained in the text. The solid green line depicts a spline fit to the black points. Further
shown are the ideal response function χ0(q) (solid black), and dielectric approximations in RPA (dotted black) and STLS (solid brown).
The bottom panel shows a magnified segment. Reproduced from Ref. [361] with the permission of the authors.
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Figure 46: Wave vector dependence of the static local field correction G(q) for the unpolarized electron gas at θ = 0.5 and rs = 0.5.
The circles, diamonds, and squares have been obtained from CPIMC calculations with N = 38, N = 20, and M = 14 electrons,
respectively. The colored symbols correspond to the results using the ideal response function in the thermodynamic limit [i.e., by
replacing in Eq. (185) χN0 by χ0] whereas the black symbols were computed directly from Eq. (185) in a consistent manner by using
the ideal response function with the same finite number of electrons as the CPIMC simulations. Reproduced from Ref. [361] with the
permission of the authors.
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of G(q) on the total density response function, as it becomes the decreasing difference between two almost equal,
large numbers, amplified by the factor of q2. The green line corresponds to a spline fitted to the black symbols
and the brown line depicts the local field correction from the STLS formalism. Again, note that the STLS theory
does not give the correct asymptotic behavior for G [in contrast to χ(q)] as the compressibility sum-rule is violated,
cf. Sec. 3. In addition, we observe increasing deviations between the green and brown curves that start around
the Fermi wave vector, kF, and reach values of the order of 50%. Despite the good quality of STLS data for, e.g.,
interaction energies and static structure factors, this is not surprising since G(q) constitutes one of the quantities
in many-body theory that is most sensitive to exchange-correlation effects. For completeness, we mention that the
colored symbols in Fig. 46 were obtained by replacing in Eq. (184) the size-consistent ideal density response function,
χN0 (q), by the analogue in the thermodynamic limit, χ0(q). This inconsistency results in significantly biased data
for the local field correction, which highlights the necessity to use χN0 (q). We point out that the calculation of
the latter is surprisingly involved at finite temperature as, to the best of our knowledge, no readily computable
expression (such as the usual spectral representation in the ground state) exists. However, a detailed discussion of
this issue is beyond the scope of the present work, for a comprehensive analysis, we refer to Ref. [361].
Finally, let us examine the thus finite-size corrected data for the static density response function itself, i.e., the
black symbols in Fig. 45. Evidently, no system size dependence can be resolved for N ≥ 14, over the entire wave
vector range. This allows us to construct a smooth spline fit of these data, which is depicted by the solid green line.
In addition, we note that even the results obtained from a CPIMC simulation of as few as four electrons exhibit
only minor deviations for intermediate q-values. We conclude this discussion with a brief comparison of our new
accurate data for the static density response function to dielectric theories, namely the above mentioned RPA and
STLS curves. Specifically, all curves (apart from the ideal result) exhibit the correct behavior for the limits q → 0
and q → ∞, as it is expected. Further, neglecting correlation effects causes substantial errors in the RPA results
over a broad range of wave vectors, whereas the STLS data exhibit a maximum bias of around one percent between
one and two Fermi wave vectors.
10. Summary and Outlook
10.1. Summary and Discussion
The present work has been devoted to the thermodynamic description of the uniform electron gas at warm
dense matter conditions – a topic of high current interest in many fields including astrophysics, laser plasmas and
material science. Accurate thermodynamic data for these systems are crucial for comparison with experiments
and for the development of improved theoretical methods. Of particular importance are such data as input for
many-body simulations such as the ubiquitous density functional theory. Our data are also highly valuable as input
for other models such as quantum hydrodynamics, e.g. [362, 193], in order to study screening effects and effective
potentials, e.g. [363] and transport and wave phenomena. We have discussed a variety of theoretical approaches
that are broadly used to compute the static properties of the electron gas, which include the dielectric formalism
(Sec. 3), various quantum Monte Carlo methods (Sec. 5), quantum-classical mappings, and finite-temperature Green
functions (Sec. 4). Among these approaches, the most accurate results are provided by path integral Monte Carlo
(PIMC) calculations (Sec. 5), which, for the UEG, however, are severely limited by the fermion sign problem. For
this reason, over the last years, much effort has been undertaken to develop improved fermionic QMC simulations
at finite temperature that were reviewed in Sec. 5.2. Particular progress was achieved by the present authors which
we summarize in the following:
1. We introduced two novel QMC methods – CPIMC (Configuration PIMC, Sec. 5.5) and PB-PIMC (Permuta-
tion blocking PIMC, Sec. 5.4) – that are accurate and efficient in complementary parameter regions.
2. We have demonstrated in detail that the combination of CPIMC and PB-PIMC allows for a highly accurate
description of electrons in the warm dense matter regime over the entire density range, down to half the Fermi
temperature without the use of uncontrolled approximations such as the fixed node approximation (RPIMC,
see Sec. 5.3).
3. Our results have been fully confirmed by a third, independent new method—DMQMC (Density matrix QMC,
Sec. 5.6), thereby leading to a consensus regarding the thermodynamic properties of the warm dense UEG for
a finite number N of electrons.
4. The next natural step has been the extrapolation of the finite N -simulations to the thermodynamic limit
(Sec. 6) – a task that turned out to be surprisingly nontrivial. We have shown that the previously used finite-
size correction is not appropriate over substantial parts of the WDM regime. Further, we demonstrated that
the major finite-size error is due to the missing long-range contribution, which cannot be accessed directly
within QMC simulations of a finite number of electrons in a finite simulation cell.
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5. To compensate for this, we combined the exact treatment of short-range exchange-correlation effects from
QMC with the dielectric formalism (specifically, with the STLS approximation), that is known to be exact
precisely in the long wavelength limit, q → 0. This combination of QMC and STLS data allows (i) for a highly
accurate description of the static structure factor, S(q), in the thermodynamic limit over the entire q-range,
and (ii) for an improved finite-size correction that is efficient over the entire WDM regime.
6. Applying this scheme, we have performed extensive simulations for a broad parameter range and, thus,
obtained the first ab initio thermodynamic results for the warm dense UEG in the thermodynamic limit, with
an unprecedented accuracy of 0.3%.
7. Using these new data, for the first time, it became possible to benchmark previous approximations, including
RPIMC and dielectric methods such as RPA, STLS, and the recent improved HNC-scheme by Tanaka (Sec. 7).
8. For practical applications, we constructed – based on an exhaustive QMC data set – a new parametrization
(GDB parametrization) of the exchange-correlation free energy of the warm dense UEG with respect to
density, temperature, and spin-polarization, i.e., fxc(rs, θ, ξ), that bridges the gap to the well-known ground
state limit, see Sec. 8.
9. Based on the new GDB parametrization we performed unambiguous tests of the accuracy and applicatbility
limits of earlier parametrizations and fits.
10. Finally, we have outlined strategies how to extend our ab initio approach to the inhomogeneous electron gas.
This was achieved by performing, both, PB-PIMC and the CPIMC simulations for harmonically perturbed
systems (Sec. 9).
11. These simulations were utilized to compute the first ab inito results for the static density response function,
χ(q), and for the static local field correction, G(q).
Even though the results for the inhomogeneous electron gas are still preliminary they demonstrate that the present
approach is very promising. They also demonstrate that accurate QMC data are not only important for the exchange
correlation free energy. Of possibly even greater importance is their use for quantities that are derivatives of the
free energy that are much more sensitive to incaccuracies. This includes the compressibility and the local field
corrections.
10.2. Outlook
A natural extension of our work is given by the thorough investigation of the static density response of the
warm dense electron gas as outlined in Sec. 9. Similar to the parametrization of fxc, the construction of a complete
parametrization of the static local field correction with respect to density, temperature, and wave vector, G(q, rs, θ),
constitutes a highly desirable goal, since it allows, e.g., for the computation of a true nonlocal exchange-correlation
functional within the adiabatic connection fluctuation dissipation formulation of density functional theory [339, 337,
338]. Interesting open questions in this direction include the large q-behavior of G and the possible existence of
charge- and spin-density waves [1, 251].
A further topic of high importance is the investigation of the dynamic properties of warm dense electrons such
as the single-particle spectrum [364, 197], A(q, ω), the single-particle dispersion, ω(q), or the density of states. The
spectral function A(q, ω) is a key quantity of many-body theories such as Matsubara and nonequilibrium Green
functions theory, e.g. [365, 195], that are extensively applied to describe the properties of correlated macroscopic
systems [366], atoms and molecules [367], Hubbard clusters [368], or ultracold atoms in traps [369]. Unbiased QMC
results may play a crucial role to test and improve selfenergy approximations. Moreover, to probe the collective
properties of correlated electrons, the dynamic structure factor, S(q, ω), plays a key role. It is of particular
importance, e.g., for the description of collective excitations of realistic warm dense matter within the Chihara
decomposition [370, 112]. Furthermore, the dynamic structure factor is directly linked to other dynamic and optical
properties such as the dielectric function or the dynamic conductivity and reflectivity. Also, the dynamic structure
factor yields the plasmon spectrum which is an important experimental diagnostic of warm dense matter. For
correlated charged particles in traps, the plasmon spectrum transforms into discrete normal modes that contain
important information on the state of the system. Of particular importance are the center of mass (dipole or Kohn)
mode e.g. [371], and the breathing (monopole) mode [372, 373], and may serve as a diagnostic tool for electrons
in quantum dots or ultracold atoms in traps, e.g. [374, 375] and references therein. Here, exact solutions of the
Schro¨dinger equation are limited to a few particles, and QMC may provide the necessary ab initio results.
In principle, dynamical properties and spectra of correlated electrons in equilibrium and nonequilibrium can be
directly computed via time-propagation, as demonstrated with nonequilibrium Green functions in Ref. [358, 376],
calling for similar approaches using Monte Carlo methods. Unfortunately, time-dependent QMC simulations are
severely hampered by the so-called dynamical sign problem [356, 357] that permits only very short simulations that
are not suitable to generate spectra. An alternative strategy is given by the approximate method of moments [377],
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where the possibility to include our ab initio results for the static structure factor is currently being investigated. In
addition, it is straightforward to utilize our QMC methods to compute imaginary-time correlation functions [378].
These can be used as the basis for the reconstruction of dynamic quantities [379], such as S(q, ω), which is a
well established procedure for the investigation of bosons, e.g., Refs. [380, 288, 289]. A particular advantage of
this strategy is the exact treatment of correlation effects, which allows to benchmark other approaches including
the above mentioned method of moments, (dynamic) RPA and STLS, or the interpolation between various limits
proposed by Gregori et al. [353]. For completeness, we note that a similar strategy has recently been explored by
Motta et al. [381, 382] for the 2D electron gas in the ground state, and the recent remarkable progress in the field
of reconstruction, in general, Refs. [383, 384, 385, 386, 387].
Another important quantity is the momentum distribution, n(k), of warm dense matter which is directly ac-
cessible experimentally via photoionization of atoms and molecules [388, 389] or photoemission from solids and
liquids, e.g. [390]. The tail of n(k) is crucial for impact excitation and ionization processes and directly reflects
correlation and quantum effects in the system. Knowledge of the exact large-k asymptotics of n(k) is crucial
for accurate predictions of impact excitation and ionization rates of chemical reactions and of nuclear fusion
rates in a dense plasma environment, such as in the solar interior [46], in compact stars or in laser fusion ex-
periments. The momentum distribution of the UEG has been extensively investigated at zero temperature, e.g.,
Refs. [34, 35, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 391]. However, at warm dense matter conditions, to our
knowledge, no similar studies exist. Due to its formulation in momentum space, the CPIMC method is perfectly
suited to compute highly accurate results for the momentum distribution in dense quantum systems.
We further note that, in many ultracompact astrophysical objects such as dwarf stars or neutron stars, densities
are so high (small rs values), that relativistic effects become important [207, 208]. For this task, one can extend
our CPIMC method to the simulation of the relativistic Hamiltonian of the UEG (i.e., by using the appropriate
modified dispersion relation).
Finally, aside from its relevance as a model system in many-body physics and a benchmark tool for approxima-
tions and simulations, the warm dense electron gas constitutes the key contribution to real warm dense matter that
contains, in addition, heavy particle species. The extension to realistic multi-component simulations can be done
in various ways. One is to use the UEG data as an input to finite-temperature DFT simulations. Here the ab initio
data for the exchange-correlation free energy of the warm dense electron gas and the analytical parametrization
presented in this review are of direct importance. On the other hand, dense two-component plasmas have been
successfully investigated by path integral Monte Carlo methods by Ceperley amd Militzer and co-workers (RPIMC),
e.g. [164, 135, 86] and by Filinov and co-workers (direct fermionic PIMC), e.g. [392, 127]. The problems analyzed
include the thermodynamic functions, the pair distribution functions [393] and proton crystallization at high density
[394, 129]. For two-component plasmas, of course, the fermion sign problem is even more severe than for the UEG.
So the accuracy of the commonly used fixed node approximation remains to be verified against unbiased methods.
A powerful tool for these simulations is the use of effective quantum pair potentials, that incorporate many-body
and quantum effects and have been derived by Kelbg [395, 396, 397], Ebeling and co-workers and many others, see
e.g. refs. [398, 399] and references therein. Another promising strategy is to extend the coupled electron-ion Monte
Carlo method [166] to finite temperatures. Yet the high complexity and the vast parameter space of warm dense
matter requires the parallel development of independent theoretical and computational methods that can be used
to benchmark one against the other. The present ab initio data is expected to be a valuable reference for these
developments.
10.3. Open resources
Finally, we mention the paramount value of the UEG as a test bed for the development of simulation techniques,
as it requires an accurate treatment of (i) fermionic exchange, (ii) Coulomb correlation, and (iii) thermal excitations
at the same time. For this reason, our extensive QMC data set (for various energies and the static structure factor)
and the GDB parametrization of the free energy are openly available [400].
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