カクサン カテイ ノ ボスウ スイテイ ノ キソ トウケイテキ モデル ノ コウゾウ ノ ケンキュウ by 吉田, 明広
Title拡散過程の母数推定の基礎(統計的モデルの構造の研究)
Author(s)吉田, 明広





















Has’minskii [40],[41],[42], Inagaki-Ogata [44]) , ,
. (Ogata-Inagaki
[84], Kutoyants [63], [64], [65], Jeganathan [51], Yoshida [110], [112]).




, Bilingsley [13], Basawa-Rao [8], Basawa-Scott [9], Greenwood-Shiryayev



















. , [108], Ikeda-
Watanabe [43], Gihmann-Skorohod [33], Friedman [29], Jacod [45], Jacod-Shiryayev
[48] .
$(\Omega, F, P)$ $F$ \mbox{\boldmath $\sigma$}- $(F_{t})_{t\geq 0}$ . ,
$0\leq s\leq t$ , $F_{s}\subset F_{t}$ . ( , $(F_{t})$
, .) $(\Omega, F, P)$ R-
$w=(w_{t})_{t\geq 0}$ $(F_{t})$ Wiener . , (i) $w=(w_{t})_{t\geq 0}$
(Ft)- . , $w_{t}$ Ft- . (ii) $w_{0}=0$ . $t$ $arrow w$, . (ili)
$0\leq s<t$ , $w_{t}-w_{s}$ $F_{s}$ $N(0, t-s)$ .
(Ft)- $(g_{t})_{t\geq 0}$ : $t_{:}$ ,
$0=t_{0}<t_{1}<\cdots<t;<\cdotsarrow\infty$ , $t\in[t_{l-1}, t_{\dot{l}}$ ) $g_{t}=g_{t_{i-1}}$ .
, $0\leq t<\infty$ ,
$I(g, t)= \sum_{i=1}^{\infty}g_{t_{i-1}}(w_{t\wedge t_{2}}-w_{t\wedge t_{i-1}})$
. , $I(g, t)$ 2
:
(i) $t\geq 0$ $E[I(g, t)^{2}]<\infty$ .
(ii) $tarrow I(g, t)$ $(F_{t})$ . , $0\leq s\leq t<\infty$
,
$E[I(g, t)|F_{s}]=I(g, s),$ $a.s$ .
, (iii) $t\geq 0$
$E[I(g, t)^{2}]=E[ \int_{0}^{t}g_{s}^{2}ds]$
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. (iii) $I$ $L^{2}(\Omega\cross[0, T], P\otimes dt)$ $[0, T]$ 2
,
, $(F_{t})$ $(g_{t})_{t\geq 0}$ $t\geq 0$ $E[ \int_{0}^{t}g_{s}^{2}ds]<\infty$
, 2 $(I(g, t))_{t\geq 0}$ .
$I(g, t)$ $(i),(ii),(\ddot{u}i)$ .
$I(g, t)= \int_{0}^{t}g_{s}dw_{s}$
, $g_{t}$ (stochastic integral) .
.
$( i)\int_{0^{0}}g_{s}dw_{s}=0$




, $0\leq s\leq t<\infty$ ,
$E[( \int^{t}g_{u}dw_{u})^{2}|F_{s}]=E[\int_{s}^{t}g_{u}^{2}du|F_{s}]a.s$ .
F0 $X_{0}$ $[0, t]$ $(F_{t})$ $a_{t}$
,
$X_{t}=X_{0}+ \int_{0}^{t}a_{s}ds+\int_{0}^{t}g_{s}dw_{s}$
$(F_{t})$ $(X_{t})_{t\geq 0}$ . ,
.





. ( , $t$ ” ”
).
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$R$ $v(x),$ $v_{0}(x)$ .
$L$ ,
(i) :
$|v(x)|^{2}+|v_{0}(x)|^{2}\leq L(1+|x|^{2}),$ $x\in R$
(ii)Lipschitz :
$|v(x)-v(y)|^{2}+|v_{0}(x)-v_{0}(y)|^{2}\leq L|x-y|^{2},$ $x,$ $y\in R$
.
1. , F0 $\eta$




( [108] ), 1 (strong solution)
. , ( ) . $(X_{t})$
( ) , $(X_{t})$ . ,
1 , 2 .
3
$\theta$ :
$dX_{t}=v(X_{t})dw_{t}+v_{0}(X_{t}, \theta)dt,$ $X_{0}=\eta$ .
$X_{t}^{\theta}$ . $X_{t}^{\theta}$ $P$ $C([0, T])$
$P_{\theta}^{T}$ .






$\Theta$ $R$ , $v_{0},$ $v$ $R\cross\ominus-$ ,
$R$ , . $\theta_{0}\in\Theta$ ,
, $\theta_{0}$ $X_{t}$ .
$H(x, \theta)=\frac{1}{2}\frac{v_{0}(x,\theta)^{2}}{v(x)^{2}}-\frac{v_{0}(x,\theta)v_{0}(x,\theta_{0})}{v(x)^{2}}$
. $\theta_{0}$ $b_{T}$ .
$Tarrow\infty$ . , $arrow p$ , $arrow^{d}$
.
(C1) $b_{T}^{-2}E[ \int_{0\theta\in-}^{\tau_{\sup-}}|\dot{v}_{0}(X_{t}, \theta)v(X_{t})^{-1}|^{2}dt]arrow 0$ .
( .)
(C2) $\sup_{\tau 0}b_{T}^{-1}E[\sup_{\theta}-|\int_{0}^{T}v(X_{t})^{-2}[v_{0}(X_{t}, \theta)-v_{0}(X_{t}, \theta_{0})]\dot{v}_{0}(X_{t}, \theta)dt|]<\infty$.
(C3) $\theta\in\ominus-$ , $\tilde{\Gamma}(\theta)$ ,
$b_{t}^{-1} \int_{0}^{T}\frac{[v_{0}(X_{t},\theta)-v_{0}(X_{t},\theta_{0})]^{2}}{2v(X_{t})^{2}}dtarrow^{p}\tilde{\Gamma}(\theta)$
, $\thetaarrow\tilde{\Gamma}(\theta)$ $\theta_{0}$ $\ominus-$ $0$ .
$(C1)-(C3)$ , $\Gamma$ ,
$(A)$ $\sup_{\theta}|b_{T}^{-1}\log\frac{dP_{\theta}^{T}}{dP_{\theta_{0}}^{T}}+\tilde{\Gamma}(\theta)|arrow p0$ ,
. (A)
$(B)$ $\sup_{\theta}b_{T}^{-1}|\int_{0}^{T}v(X_{t})^{-1}[v_{0}(X_{t}, \theta)-v_{0}(X_{t}, \theta_{0})]dw_{t}|arrow p0$
, , Banach $C(\ominus, ||\cdot||_{\infty})-$
$b_{T}^{-1} \int_{0}^{T}v(X_{t})^{-1}[v_{0}(X_{t}, \cdot)-v_{0}(X_{t}, \theta_{0})]dw_{t}$
$\delta_{0}$ ( $0$ $0$ , $\delta$ )








, (A) $\tilde{\Gamma}$ .







. $\Theta=(\alpha, \beta),$ $\beta<0$ ,
, $N(0, - \frac{1}{2\theta_{0}})$ . ,
$b_{T}=T$ ,
$\tilde{\Gamma}(\theta)=\lim_{Tarrow\infty}\frac{1}{2T}\int_{0}^{T}(\theta-\theta_{0})^{2}X_{t}^{2}dt$
$=- \frac{I}{4\theta_{0}}(\theta-\theta_{0})^{2},$ $a.s$ .
, (C3) . (C1), $C(2)$







$= \lim_{Tarrow\infty}(4\theta_{0})^{-1}(\theta-\theta_{0})^{2}k^{2},$ $a.s$ .
, (C3) . (C1), (C2) . $k$
, $\Gamma$ .
. ,
, , (local asymptotic normality)
(local asymptotic mixed normality) .











, ( ” (experiments)” ) \mbox{\boldmath $\theta$}o




, Jeganathan [50], Basawa-Scott [9]. $\triangle\tau(\theta_{0})$
$\Gamma(\theta_{0})^{\frac{1}{2}}N$ , $A_{T}(u, \theta_{0})$ $\frac{1}{2}\Gamma(\theta_{0})u^{2}$ . , $\Gamma(\theta_{0})$
, $N$ . ,
, $\triangle(\theta_{0})$ Taraskin [104]
, Yoshida [109] .
Ibragimov-Has’minnsk\"u [40] ( [41], [42])
$uarrow Z_{T}(u)$ , ,
. - , $uarrow Z_{T}(u)$
, AIC . ,
, Inagaki-Ogata [44], Ogata-Inagaki [84]. Kutoyants
. ([65] ).








(C5) $\sup_{T}\int_{0}^{T}\sup_{\theta}|H^{(3)}(X_{t}, \theta)|dt<\infty,$ $a.s$ .
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(C6) \Gamma , $Tarrow\infty$ ,




. $Y$ , $(X_{n}, Y_{n})$
. $Y_{n},$ $Y_{n}arrow^{p}Y$ , , $(X_{n}, Y_{n})$
, $X_{n}$ $F$ ,
$X_{n}arrow dF$ (stably)
. (Aldous-Eagleson [3]).
, . $\cdot$ Feigin [27], Yoshida [109].
3. $(\Omega, F, P;(F_{t})_{t\geq 0})$ filtration . (
\mbox{\boldmath $\sigma$}- $F_{t}$ .) $(F_{t})$ Wiener $w$ $g_{t}$
, $b_{T}$ $K$ ,
$p- \lim_{tarrow\infty}b_{T}^{-1}\int_{0}^{T}g_{s}^{2}ds=K$
. ,
$b_{T}^{\frac{1}{2}} \int_{0}^{T}g_{s}dw_{s}\sim^{d}L\{K^{\frac{1}{2}}N\}$ , (stably).
, $N$ $K$ .
.
4. $(C4)-(C6)$ , . $\theta_{0}\in\Theta,$ $u\in R$
,
$\log Z_{T}(u)=u\triangle\tau-\frac{1}{2}u^{2}\Gamma_{T}+\rho_{T}(u)$ .





$C_{0}(R)$ $R$ $0$ ,
, Banach . $Z_{T}(u)$ $\{u;\theta_{0}+B_{T}^{\frac{1}{2}}u\in\ominus\}-$
$C_{0}(R)$ . .
$Z(u)= \exp\{u\Gamma^{\frac{1}{2}}N-\frac{1}{2}u^{2}\Gamma\}$
. , $N$ $\Gamma$ $N(0,1)$ . $Z(\cdot)$ $C_{0}(R)$
, , $Z_{T}(\cdot)$ $Z(\cdot)$




$\hat{\theta}_{T}$ , $\hat{u}_{T}=b^{\frac{1}{T2}}(\hat{\theta}_{T}-\theta_{0})$ . , $Z(u)$
$\hat{u}$ . $C_{0}(R)$ $F(Z)= \sup_{x\leq a}Z(x),$ $G(z)=$








, $N$ $\Gamma$ $N(0,1)$ .
, .
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