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Abstract. We introduce a subclass of recursive subhomogeneous algebras, in which
each of the pullback maps is diagonal in a suitable sense. We define the notion of a
diagonal map between two such algebras and show that every simple inductive limit of
these algebras with diagonal maps has stable rank one. As an application, we prove
that for any infinite compact metric T and minimal homeomorphism h : T → T , the
associated crossed product C∗(Z, T, h) has stable rank one. This affirms a conjecture of
Zhuang Niu and N. Christopher Phillips.
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1. Overview, Introductory Definitions, and Outline of the Paper
Given compact Hausdorff spaces X and Z and functions λ1, . . . , λk : Z → X, there is
a natural induced homomorphism from C(X,Mn) to C(Z,Mnk) given by
f 7→ diag(f ◦ λ1, . . . , f ◦ λk).
These induced maps, often referred to as diagonal homomorphisms, and their generaliza-
tions have played a prominent role in the construction of many approximately homoge-
neous (AH) C∗-algebras including Goodearl’s (see [5]) and Villadsen’s (see [14] and [15]).
In [4] (see also [6]), Elliott, Ho, and Toms showed that every simple limit of AH algebras
with diagonal maps has stable rank one. A unital algebra is said to have stable rank one
if its set of invertible elements is dense.
In the present paper, we use the techniques developed in [4] to extend the stable rank
one result to a suitable class of approximately subhomogeneous (ASH) algebras. Maps
between subhomogeneous algebras are not diagonal in the above sense, since there is no
immediate analogue to the single-valued eigenvalue maps (the λi’s). To remedy this, we
restrict our attention to a subclass of recursive subhomogeneous algebras.
Recursive subhomogeneous algebras are a particularly tractable class of subhomoge-
neous algebras introduced by Phillips in [11], which are iterative pullbacks of full matrix
algebras. Since recursive subhomogeneous algebras have a rigid notion of a diagonal, we
are able to focus on a subclass of these algebras, where the pullback maps are diagonal in
a suitable sense, and we call these diagonal subhomogeneous algebras. We are then able
to define the notion of a diagonal map between two diagonal subhomogeneous algebras,
which sends each point in the spectrum of the range algebra to an ordered list of eigen-
values in the domain algebra. It turns out that these notions of diagonal are enough to
guarantee stable rank one for simple limits.
The class of diagonal subhomogeneous algebras under consideration is inspired by the
orbit-breaking subalgebras of crossed products introduced by Q. Lin in [7] (see also [8]
and [9]) following the work of Putnam in [12]. Using our stable rank one theorem for
inductive limits and results of Archey and Phillips developed in [1], we are able to prove
The first author was supported by an NSERC CGS D grant.
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2 MIHAI ALBOIU AND JAMES LUTLEY
a conjecture of Niu and Phillips stated in the same paper (Conjecture 7.2); namely, that
for an infinite compact metric space T and a minimal homeomorphism h : T → T , the
dynamical crossed product C∗(Z, T, h) has stable rank one.
Before proceeding with an outline of the paper, we formally describe the algebras we
are working with and our notion of diagonal maps. We start off by defining what a
recursive subhomogeneous algebra is.
Definition 1.1 ([11], Definition 1.1). A recursive subhomogeneous algebra is a C∗-algebra
given by the following recursive definition.
(1) If X is a compact Hausdorff space and n ≥ 1, then C(X,Mn) is a recursive
subhomogeneous algebra.
(2) If A is a recursive subhomogeneous algebra, X is a compact Hausdorff space, Y ⊂
X is closed, ϕ : A→ C(Y,Mn) is any unital ∗-homomorphism, and ρ : C(X,Mn)→
C(Y,Mn) is the restriction ∗-homomorphism, then the pullback
A⊕C(Y,Mn) C(X,Mn) := {(a, f) ∈ A⊕ C(X,Mn) : ϕ(a) = ρ(f)}
is a recursive subhomogeneous algebra.
Therefore, if A is a recursive subhomogeneous algebra, there are compact Hausdorff
spaces X1, . . . , X` (the base spaces of A), closed subspaces Y1 := ∅, Y2 ⊂ X2, . . . , Y` ⊂ X`,
positive integers n1, . . . , n`, C∗-algebras A(i) ⊂
⊕i
j=1C(Xj,Mnj) for 1 ≤ i ≤ `, and unital
∗-homomorphisms ϕi : A(i) → C(Yi+1,Mni+1) for 1 ≤ i ≤ `− 1, such that:
(1) A(1) = C(X1,Mn1);
(2) For all 1 ≤ i ≤ `− 1
A(i+1) = {(a, f) ∈ A(i) ⊕ C(Xi+1,Mni+1) : ϕi(a) = f |Yi+1};
(3) A = A(`).
Simply put,
A =
[
· · ·
[ [
C1 ⊕C′2 C2
]⊕C′3 C3] · · · ]⊕C′` C`,
where Ci := C(Xi,Mni), C ′i := C(Yi,Mni), and the maps ϕ1, . . . , ϕ`−1 are used in the
pullback. In this case, we say the length of the composition sequence is `. As shown in
[11], the decomposition of a recursive subhomogeneous is highly non-unique. We make the
same tacit assumption adopted in that paper: unless otherwise specified, every recursive
subhomogeneous algebra comes equipped with a decomposition of the form given above.
In particular, we would refer to the number ` above as the length of A.
Since for all 1 ≤ i ≤ `, we have A(i) ⊂ ⊕ij=1C(Xj,Mnj), we can view each element
f ∈ A(i) as (f1, . . . , fi), where fj ∈ C(Xj,Mnj) for all 1 ≤ j ≤ i. Given 1 ≤ i ≤ ` and
x ∈ Xi, we have the usual evaluation map evx : A→Mni given by evx(f) := fi(x) for all
f ∈ A. We let s(A) := min{n1, . . . , n`} and S(A) := max{n1, . . . , n`}.
We now define what a diagonal recursive subhomogeneous algebra is.
Definition 1.2. A C∗-algebra A is a diagonal recursive subhomogeneous algebra (of length
`) provided that it is a recursive subhomogeneous algebra (of length `) (with a decom-
position as described above), and for all 1 ≤ i ≤ ` − 1 and y ∈ Yi+1, there are points
x1 ∈ Xi1 \ Yi1 , . . . , xt ∈ Xit \ Yit , such that for all f ∈ A(i),
(1.1) ϕi(f)(y) = diag(fi1(x1), . . . , fit(xt)).
We say y decomposes into x1, . . . , xt, that each xj is a point in the decomposition of y,
and that xj begins at position 1 + ni1 + · · · + nij−1 down the diagonal. Given 1 ≤ j ≤ i
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and y′ ∈ Yj, we say that y′ is in the decomposition of y if there exist 1 ≤ r ≤ s ≤ t, such
that y decomposes into xr, . . . , xs.
Whenever we work with a DSH algebra of length ` we adopt, unless otherwise specified,
the same notation for the decomposition used above. If A is a DSH algebra and f ∈ A,
then since A is a recursive subhomogeneous algebra, we have that ϕi((f1, . . . , fi))(y) =
fi+1(y) for all 1 ≤ i ≤ ` − 1 and y ∈ Yi+1. Hence, for 1 ≤ i ≤ ` − 1, we can view A(i+1)
as the set of all (a, f) ∈ A(i) ⊕ C(Xi+1,Mni+1), where for all y ∈ Yi+1,
f(y) = diag (ai1(x1), . . . , ait(xt)) .
Given y ∈ Yi+1 it will be observed in Remark 2.2 that the decomposition of y is unique;
i.e., if y decomposes into x1, . . . , xt and z1, . . . , zs, then s = t and for 1 ≤ j ≤ s, xj = zj.
Remark 1.3. One Urysohn-type result in the later sections assumes that the base spaces
in the DSH algebras are perfectly normal. In order to guarantee this, we assume that the
base spaces are all metrisable.
Definition 1.4. Given two DSH algebras A1 and A2 of lengths `1 and `2 and base spaces
X11 , . . . , X
1
`1
and X21 , . . . , X2`2 , respectively, we say that a ∗-homomorphism ψ : A1 → A2
is diagonal provided that for all 1 ≤ i ≤ `2 and x ∈ X2i , there are points x1, . . . , xt with
xj ∈ X1ij such that for all f ∈ A1,
ψ(f)i(x) = diag(fi1(x1), . . . , fit(xt)).
If Y 11 ⊂ X11 , . . . , Y 1`1 ⊂ X1`1 and Y 21 ⊂ X21 , . . . , Y 2`2 ⊂ X2`2 are the corresponding closed
subsets, then due to the decomposition structure of A1 and A2 (Equation 1.1), we get
an equivalent definition by replacing X2i and X1ij above with X
2
i \ Y 2i and X1ij \ Y 1ij ,
respectively. Note that by definition, diagonal maps are automatically unital.
The main goal of this paper is to prove the following:
Theorem 5.1. Suppose
A1
ψ1−→ A2 ψ2−→ A3 ψ3−→ · · · −→ A
is a simple inductive limit of DSH algebras with diagonal maps. Then A has stable rank
one.
In the next section, we discuss some properties of and prove some basic results con-
cerning DSH algebras. We start by making some observations regarding the spectrum of
a DSH algebra (see Lemma 2.1 and Lemma 2.4). We then sort the points in the base
spaces of a DSH algebra into various sets, depending on where a new block in the decom-
position in Equation 1.1 begins (see Definition 2.5 and Remark 2.6, as well as Lemma
2.8). Lemma 2.9 gives a condition regarding when we can perturb a function f in a DSH
algebra A, without compromising the diagonal structure of A; namely, if a point x in
some Xi does not lie in the decomposition of any point in Yj for any j > i, then we can
perturb f in an open set around x. It is used in Lemma 4.3. Finally, in Lemma 2.10, we
show that we can always assume the Yi’s (the closed subsets of the base spaces) in the
definition of a DSH algebra may be assumed to have empty interior. As with Lemma 2.9,
this result will also be crucial in the proof of Lemma 4.3.
In Section 3, we prove that quotients of DSH algebras are DSH algebras, and that
we may replace any diagonal inductive system with one having injective diagonal maps
(Proposition 3.5). This will allow us to assume that the ψi’s in Theorem 5.1 are injective,
which we will need when we invoke Proposition 4.1.
Section 4 is the longest section and it essentially comprises of all of the lemmas that
are used in the proof of Theorem 5.1, with the following dependency diagram.
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We now outline the importance of each of these lemmas and give a brief overview of how
they are used to prove Theorem 5.1.
Our general strategy for proving that a simple inductive limit of DSH algebras with
diagonal maps, as described in Theorem 5.1, has stable rank one is essentially the one in
[4]. We start with a given element a in the limit algebra A. If a is invertible, then there
is nothing to prove, so we may assume that a is not invertible, and hence, that it must
be close to the image of a non-invertible element f in some building block Aj. We show
that the image of ψj′,j(f) in a later stage algebra Aj′ is close to an invertible in Aj′ . If
we approximate ψj′,j(f), multiply this approximation by unitaries, approximate again,
multiply the new approximation by unitaries, and show that an element thus obtained is
close to an invertible, it will follow by unpacking the approximations that ψj′,j(f) is close
to an invertible in Aj′ . Finally, as observed in [13], every nilpotent element in a unital
C∗-algebra is close to an invertible, so it will suffice to show that an element, obtained
from ψj′,j(f) as above, is nilpotent.
To execute the above strategy, we do the following. In Lemma 4.3, we show that there
is a point x in one of the base spaces Xi of Aj at which fi(x) is a non-invertible matrix.
After multiplying by unitary matrices on the left and right we obtain a new matrix whose
first row and column contain only zeros (or one that has a zero cross at position 1 (see
Definition 4.2)). We then show that after perturbing f slightly, we can multiply this
perturbation f ′ on the left and right by unitaries w, v ∈ Aj, so that wf ′v will have a
zero cross at position 1 not just at x, but at each point in a neighbourhood of x; this
neighbourhood will also turn out to be an open subset of the spectrum of Aj by Lemma
2.4.
Using the fact that quotients of DSH algebras are again DSH algebras (see Section
3), we may assume the connecting maps are injective. So in Lemma 4.7, we can apply
our simplicity criterion (Proposition 4.1) with the open subset of the spectrum obtained
above to conclude that in some later stage algebra Aj′ , the diagonal image ψj′,j(wf ′v) will
have “many” (see the following paragraphs) zero crosses at each point in each base space
of Aj′ ; due to simplicity and the fact that the connecting maps are diagonal, this “many”
can be taken to be as large as desired. We are then able to construct unitaries V, V ′ ∈ Aj′
that organize the location of these zero crosses, so that the element f ′′ = V ψj′,j(f ′)V ′
has “many” zero crosses occurring at tractable locations at each point in every base space
of Aj′ .
We then use Lemma 4.8 to approximate f ′′ by a function g ∈ Aj′ that retains the zero
crosses of f ′′ at each point, and, in addition, has a certain block-diagonal structure asso-
ciated to the positions of these zero crosses. This allows us, in Lemma 4.9, to conjugate g
by a unitary W ∈ Aj′ , so that in the resulting conjugation g′ = WgW ∗, the zero crosses
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of g are grouped together into large block zero crosses at every point in each of the base
spaces of Aj′ .
The unitaries V, V ′, and W above are constructed in such a way so that at every point
in each base space the diagonal radius, which measures how far a non-zero entry can
occur from the diagonal in a matrix (see Definition 4.5), of g at that point is bounded
above by a quantity independent of j′. Thus, by ensuring that the “many” above is at
least as large as this upper bound, we are able to construct a unitary W ′ in Lemma 4.12
that shifts the block zero cross mentioned above, so that g′W ′ is strictly lower triangular
at each point. This ensures that g′W ′ is nilpotent and gives us the desired result.
The unitaries V, V ′,W , andW ′ above are all defined using continuous paths of unitaries
between permutation matrices (see Definition 4.6 and Definition 4.10). In Lemma 4.4, we
construct certain indicator-like unitaries in DSH algebras, which will help define V, V ′,W ,
and W ′. Their job will be to keep track of the positions of the zero crosses and to tell
the continuous paths used in defining V, V ′,W , and W ′ when to shift around the rows
and columns.
As a final remark about Theorem 5.1, we note that it can be shown that every homo-
geneous DSH algebra must be a single full matrix algebra C(X,Mn). If we assume that
each building block algebra in Theorem 5.1 is a full matrix algebra, then the connecting
maps are diagonal in the sense of [4] and unitaries constructed in Section 4 are very
similar to the ones constructed there. Therefore, our argument reduces to the one in [4]
in the AH setting.
In the final section, we prove the following:
Theorem 6.2. Let T be an infinite compact metric space and let h : T → T be a minimal
homeomorphism. The crossed product A := C∗(Z, T, h) has stable rank one.
This theorem was conjectured by Niu and Phillips ([1], Conjecture 7.2). In that same
paper, Archey and Phillips introduce the notion of a centrally large subalgebra of simple
unital C∗-algebras and they prove that any infinite-dimensional unital simple separable
C∗-algebra with a centrally large subalgebra with stable rank one must itself have stable
rank one. We show that C∗(Z, T, h), as given in the above theorem, has a centrally large
subalgebra, which can be viewed as a simple inductive limit of diagonal subhomogeneous
algebras with diagonal maps. Using our stable rank one result, we conclude that this
centrally large subalgebra has stable rank one and, hence, by Archey and Phillips, so
does C∗(Z, T, h).
Acknowledgements. The authors would like to thank George Elliott, Zhuang Niu, Chris
Phillips, and Andrew Toms for a lot of helpful encouragement, as well as Maria Grazia
Viola for proofreading an earlier draft of this paper.
2. Some Properties of and Basic Results Concerning DSH Algebras
In this section we will prove a few properties about DSH algebras which will be needed
in the later sections.
Given a C∗-algebra A, we let Aˆ denote the set of equivalence classes of irreducible
representations of A, equipped with the hull-kernel topology given by
D :=
{
[ρ] : ker ρ ⊃
⋂
[pi]∈D
kerpi
}
.
If A is a DSH algebra of length `, then it is in particular a recursive subhomogeneous
algebra, so we have the following.
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Lemma 2.1 ([11], Lemma 2.1). The map x 7→ [evx] defines a continuous bijection∐`
i=1
(Xi \ Yi)→ Aˆ,
(where, recall, Y1 := ∅) whose restriction to each Xi \ Yi is a homeomorphism onto its
image. In particular every irreducible representation of A is unitarily equivalent to evx
for some x ∈∐`i=1(Xi \ Yi).
In this section, we will often tacitly refer to a given irreducible representation evx simply
as x, since we will often be viewing such an element both as an irreducible representation
and as an element in Xi.
Remark 2.2. Given a DSH algebra A of length `, we can see from Lemma 2.1 that A is
liminal and that given distinct z1, . . . , zk ∈
∐`
i=1(Xi\Yi), the representations evz1 , . . . , evzk
of A are irreducible and pairwise inequivalent. It follows from Proposition 4.2.5 in [3]
that there is a function f ∈ A such that evz1(f) 6= 0 and evzj(f) = 0 for j = 2, . . . , k.
From this it is readily seen that if y decomposes into x1, . . . , xt and x′1, . . . , x′s, then s = t
and for 1 ≤ j ≤ s, xj = x′j.
Remark 2.3. Suppose A is a DSH algebra of length ` and 1 ≤ i ≤ `. A subsetD ⊂ Xi\Yi
can be viewed as both a subset of Xi and of Aˆ. We will denote by D
Xi the closure of D
with respect to the topology on Xi. With one or two exceptions, when speaking about
open and closed subsets of Xi in this paper, we shall mean with respect to the topology
on Xi; such subsets could, in general, include points in Yi, in which case they would not
even be a subset of the spectrum. In any case, for subsets of Xi \Yi, we will be very clear
which topology we are referring to.
This next lemma, which will be used in the proof of Lemma 4.3, illustrates a particular
circumstance in which a set which is open in one of the base spaces of a DSH algebra is
open when viewed as a subset of the spectrum.
Lemma 2.4. Suppose A is a DSH algebra of length ` and 1 ≤ i ≤ `. Suppose U ⊂ Xi \Yi
is open with respect to the topology on Xi and has the property that no point in U appears
in the decomposition of any point in Yj for any j > i. Then U is open with respect to the
hull-kernel topology on Aˆ.
Proof. To prove that U is open in Aˆ, we need to show that for each x ∈ U , we can find
a function g ∈ A that is non-zero at x but that vanishes outside of U . To this end,
suppose x ∈ U . Define gj ≡ 0 for j < i. Define gi ∈ C(Xi,Mni) to be any function
such that gi(x) 6= 0 and gi|Xi\U ≡ 0. This also ensures that gi vanishes on Yi, so that
(g1, . . . , gi) ∈ A(i). For j > i, set gj ≡ 0. Since no point in U is in the decomposition of
any point in Yj with j > i, it follows that g := (g1, . . . , g`) ∈ A. This proves that U is
open in Aˆ. 
By Lemma 2.1 and Definition 1.2, given y ∈ ∐`i=1Xi, either evy is an irreducible
representation of A or, if y is in some Yi, evy splits up into irreducible representations of
A by Equation 1.1.
Definition 2.5. Suppose A is a DSH algebra of length `. Given 1 ≤ i ≤ ` and 1 ≤ k ≤ ni,
we define Bi,k to be the set of points in Xi at which an irreducible representation of A
begins at position k down the diagonal. (See Definition 1.2 and the remark below.) For
k ≤ 0, we set Bi,k := ∅.
Remark 2.6. We make the following observations about the Bi,k’s defined above.
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(1) Bi,1 = Xi for all 1 ≤ i ≤ `.
(2) If 1 ≤ i ≤ ` and k > 1, then Bi,k ⊂ Yi (recall Y1 = ∅).
(3) If 2 ≤ i ≤ ` and y ∈ Yi decomposes into x1 ∈ Xi1 \ Yi1 , . . . , Xit \ Yit , then y ∈ Bi,k
if and only if k = 1, 1 +ni1 , . . . , 1 +ni1 + · · ·+nit−1 . In particular Bi,k = ∅ for all
ni − (s(A)− 1) < k ≤ ni, where, recall, s(A) := min{nj : 1 ≤ j ≤ `}.
Definition 2.7. Given a matrix D ∈ Mn and 1 ≤ k ≤ n, we say that D has a block
point at position k provided that the (i, j)-entry of D is 0 whenever i ≥ k and j < k and
whenever i < k and j ≥ k.
Lemma 2.8. Suppose A is a DSH algebra of length `. Suppose 1 ≤ i ≤ `, 1 ≤ k ≤ ni,
and x ∈ Xi. Then x ∈ Bi,k iff for all f ∈ A, fi(x) has a block point at position k.
Moreover Bi,k is a closed in Xi.
Proof. By the above remark, if k = 1 the result is trivial, so let’s assume k ≥ 2. If
x ∈ Bi,k, then an irreducible representation of A begins at position k down the diagonal,
so clearly fi(x) will have a block point at position k for all f ∈ A. Conversely, let’s
suppose that x /∈ Bi,k. We will construct a function f ∈ A with the property that fi(x)
does not have a block point at position k. We have the following two cases.
Case one: x /∈ Yi. In this case, we can define fj = 0 for 1 ≤ j < i and let fi be any
continuous function that vanishes on Yi and with the property that fi(x) has a non-zero
entry in the bottom left-hand corner. Then (f1, . . . , fi) ∈ A(i) and fi(x) does not have
a block point at position k since k ≥ 2. We can extend (f1, . . . , fi) to a function f ∈ A
using the pullback structure of A.
Case two: x ∈ Yi. In this case, since x /∈ Bi,k, there is a k′, a j, and a z ∈ Xj \ Yj in
the decomposition of x beginning at position k′ down the diagonal such that k′ < k ≤
k′ + nj − 1. Since z /∈ Yj, it must be that z /∈ Bj,k−k′+1 by Remark 2.6 (2) above. But
then by case one, there is an f ∈ A with the property that fj(z) does not have a block
point at position k − k′ + 1. Therefore, fi(x) does not have a block point at position
(k′ − 1) + (k − k′ + 1) = k, as desired.
With the proof of the bi-conditional complete, it is clear that Bi,k must be closed since
the set of matrices that have a block point at a given index is closed. 
Lemma 2.9. Suppose A is a DSH algebra of length `. Suppose 1 ≤ i < j ≤ ` and that
x ∈ Xi. Assume that x is not in the decomposition of any point in Yj. Then there is a
set U ⊂ Xi containing x and open in Xi with the property that no point in U is in the
decomposition of any point in Yj.
Proof. Suppose on contrary that no such set U exists. For 1 ≤ k ≤ nj, let Ek be the
set of points in Xi that lie in the decomposition of some point in Yj at position k down
the diagonal. Then there must be a k for which x is an accumulation point of Ek.
Choose a sequence (zn)n of points in Ek that converge to x. For each point zn in this
sequence, there is a corresponding point yn ∈ Yj with the property that zn is in the
decomposition of yn and the representation evzn begins at position k down the diagonal.
Since Yj is compact, there is a subsequence (ynm)m of (yn)n that converges to some point
y ∈ Yj. Suppose y decomposes into x1 ∈ Xi1 \ Yi1 , . . . , xt ∈ Xit \ Yit . We will show
that x is in the decomposition of y, thereby arriving at a contradiction. Let f ∈ A be
arbitrary. For each m, there are matrices Pm ∈ Mk−1 and Qm ∈ Mnj−ni−(k−1) such that
fj(ynm) = diag(Pm, fi(znm), Qm). Hence,
diag(fi1(x1), . . . , fit(xt)) = fj(y)
= lim
m→∞
fj(ynm)
= lim
m→∞
diag(Pm, fi(znm), Qm).
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Since limm→∞ fi(znm) = fi(x), it follows that there are matrices P ∈ Mk−1 and Q ∈
Mnj−ni−(k−1) such that
diag(fi1(x1), . . . , fit(xt)) = fj(y) = diag(P, fi(x), Q).
Since f was arbitrary, it follows by Lemma 2.8 that y ∈ Bj,k ∩ Bj,k+ni and, hence, there
exist 1 ≤ r ≤ s ≤ t such that fi(x) = diag(fir(xr), . . . , fis(xs)) for all f ∈ A. If x ∈ Yi,
this means by definition that x is in the decomposition of y. If instead x ∈ Xi \ Yi, then
by Lemma 2.8 and Remark 2.6 (2), r = s, so fir(xr) = fi(x) for all f ∈ A. By Remark
2.2, the decomposition of y is unique, so x = xr is in the decomposition of y, which gives
the desired contradiction. 
Lemma 2.10. Suppose A is a DSH algebra of length `. Then for each 2 ≤ i ≤ `, we may
assume int(Yi) = ∅.
Proof. Fix 1 ≤ i ≤ ` − 1. Let Y ′i+1 := Yi+1 \ int(Yi+1) and X ′i+1 := Xi+1 \ int(Yi+1). We
have the following commutative diagram of restriction ∗-homomorphisms.
C(Xi+1,Mni+1) C(Yi+1,Mni+1)
C(X ′i+1,Mni+1) C(Y
′
i+1,Mni+1)
ρ
λ τ
ρ′
Let B(i+1) := A(i) ⊕C(Y ′i+1,Mni+1 ) C(X ′i+1,Mni+1), where the connecting ∗-homomorphism
is ϕ′i := τ ◦ ϕi : A(i) → C(Y ′i+1,Mni+1). We’ll show that A(i+1) ∼= B(i+1). Given a ∈ A(i)
and f ∈ C(Xi+1,Mni+1) with (a, f) ∈ A(i+1), define Γ: A(i+1) → B(i+1) by Γ((a, f)) :=
(a, λ(f)). Note that ϕ′i(a) = τ(ϕi(a)) = τ(ρ(f)) = ρ′(λ(f)), so Γ is well-defined. It is
easy to see that Γ is a ∗-homomorphism. To see that Γ is injective, suppose (a, f) ∈
A(i+1) with (a, λ(f)) = Γ((a, f)) = (0, 0). Then a = 0, so f |Yi+1 = ϕi(a) = 0, which,
together with the fact that λ(f) = 0, gives f = 0. For surjectivity suppose a ∈ A(i)
and g ∈ C(X ′i+1,Mni+1), with (a, g) ∈ B(i+1). Then ϕi(a)|Y ′i+1 = g|Y ′i+1 , so the function
h : Xi+1 →Mni+1 given by ϕi(a)(x) for x ∈ Yi+1 and by g(x) for x ∈ X ′i+1 is well-defined
and continuous. Moreover, ϕi(a) = h|Yi+1 , so (a, h) ∈ A(i+1) and Γ((a, h)) = (a, λ(h)) =
(a, g), proving surjectivity. 
3. Quotients of DSH Algebras
The aim of this section is to prove that every quotient of a DSH algebra is itself a
DSH algebra. This will allow us to assume that the ψi’s in Theorem 5.1 are injective (see
Proposition 3.5).
Let A be a DSH algebra of length `. Suppose we have a non-zero C∗-algebra B and
a surjective ∗-homomorphism ψ : A → B. This yields an injective single-valued map
ψˆ : Bˆ → Aˆ given by ψˆ([pi]) := [pi ◦ ψ]. For 1 ≤ i ≤ `, define X ′i := Xi ∩ ψˆ(Bˆ)
Xi
and
Y ′i := X
′
i ∩ Yi. Recall that these definitions make sense by Lemma 2.1.
Lemma 3.1. ψˆ(Bˆ) is closed in Aˆ.
Proof. Suppose [ρ] ∈ ψˆ(Bˆ). Then
ker ρ ⊃
⋂
[σ]∈ψˆ(Bˆ)
kerσ =
⋂
[τ ]∈Bˆ
ker ψˆ([τ ]) =
⋂
[τ ]∈Bˆ
ker(τ ◦ ψ).
Note that a ∈ ⋂[τ ]∈Bˆ ker(τ ◦ ψ) iff ψ(a) ∈ ⋂[τ ]∈Bˆ ker τ iff ψ(a) = 0. Hence, ker ρ ⊃ kerψ.
Hence, the irreducible representation τ on B given by τ(b) := ρ(a), where a is any lift of
b under ψ is well-defined. Hence, [ρ] = [τ ◦ ψ] = ψˆ([τ ]) ∈ ψˆ(Bˆ), so ψˆ(Bˆ) ⊂ ψˆ(Bˆ). 
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Lemma 3.2. Suppose 1 ≤ i ≤ ` and y ∈ Y ′i . If 1 ≤ j < i and x ∈ Xj \ Yj is in the
decomposition of y, then x ∈ Xj ∩ ψˆ(Bˆ) ⊂ X ′j.
Proof. Since y ∈ Y ′i , we have y ∈ X ′i = Xi ∩ ψˆ(Bˆ)
Xi
. Choose a sequence (zn)n in
Xi ∩ ψˆ(Bˆ) such that zn → y with respect to the topology on Xi.
Claim 3.2.1. (evzn)n → evx with respect to the hull-kernel topology on Aˆ.
Proof. Suppose U is an open set in Aˆ containing evx. Then there is a function f ∈ A
that is non-zero at x, but vanishes at each point in Aˆ\U . Since x is in the decomposition
of y, this implies that fi(y) 6= 0. Since zn → y in Xi and since fi is continuous, there is
an n0 such that for all n ≥ n0, fi(zn) 6= 0. In particular, this means that for all n ≥ n0,
evzn ∈ U . Therefore, evzn → evx in Aˆ. 
By the above lemma, ψˆ(Bˆ) is closed and, hence, this claim implies that evx ∈ ψˆ(Bˆ).
Thus, x ∈ Xj ∩ ψˆ(Bˆ) ⊂ X ′j. 
In the following lemma, we construct a DSH algebra from A over the base spaces X ′i,
where the pullback maps are just restrictions of the pullback maps in the definition of A
(the ϕi’s). We will show afterwards (see Proposition 3.4) that this new DSH algebra is
isomorphic to B.
Lemma 3.3. There is a DSH algebra D of length ` with the following properties:
(1) D(1) = C(X ′1,Mn1);
(2) For all 1 ≤ i ≤ `, D(i) ⊂⊕ij=1C(X ′j,Mnj);
(3) For all 1 ≤ i < `, f ∈ D(i), and y ∈ Y ′i+1, the pullback map τi : D(i) →
C(Y ′i+1,Mni+1) is given by τi(f)(y) = diag(fi1(x1), . . . , fit(xt)), where x1, . . . , xt
are the points in the decomposition of y coming from the definition of A;
(4) For 1 ≤ i < `, D(i+1) = D(i) ⊕C(Y ′i+1,Mni+1 ) C(X ′i+1,Mni+1) with pullback map τi;
(5) For all 1 ≤ i ≤ `, if (f1, . . . , fi) ∈ D(i), there is a (g1, . . . , gi) ∈ A(i) such that for
all 1 ≤ j ≤ i, gj|X′j = fj.
Proof. We proceed by induction on i. Define D(1) := C(X ′1,Mn1) so that (1) holds.
Since X ′1 is closed in X1, we know that we can extend a function in D(1) to a function
in A(1) = C(X1,Mn1), so that (5) holds when i = 1. Now, fix 1 ≤ i ≤ ` − 1 and
assume that we have defined D(1), . . . , D(i) and τ1, . . . , τi−1 satisfying conditions (1) to
(5). We show how to define τi and D(i+1). Given (f1, . . . , fi) ∈ D(i), use (5) to get
(g1, . . . , gi) ∈ A(i) such that gj|X′j = fj for 1 ≤ j ≤ i. Define τi : D(i) → C(Y ′i+1,Mni+1) by
τi((f1, . . . , fi)) := ϕi((g1, . . . , gi))|Y ′i+1 .
Claim 3.3.1. τi is a well-defined ∗-homomorphism that satisfies (3).
Proof. Suppose that (h1, . . . , hi) ∈ A(i) also restricts coordinate-wise to (f1, . . . , fi). If
y ∈ Y ′i+1 decomposes into x1 ∈ Xi1 \ Yi1 , . . . , xt ∈ Xit \ Yit , then by the above lemma, we
have x1 ∈ X ′i1 , . . . , xt ∈ X ′it . Hence,
ϕi((g1, . . . , gi))(y) = diag(gi1(x1), . . . , git(xt))
= diag(fi1(x1), . . . , fit(xt))
= diag(hi1(x1), . . . , hit(xt))
= ϕi((h1, . . . , hi))(y).
Thus, τi satisfies (3) and is independent of the choice of extension. Moreover, τi((f1, . . . , fi))
is continuous, being the restriction of a continuous function. Therefore, τi is well-defined
and it is clearly a ∗-homomorphism since ϕi is. 
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Now, define D(i+1) := D(i) ⊕C(Y ′i+1,Mni+1 ) C(X ′i+1,Mni+1), using τi as the pullback map.
This ensures that (2) and (4) hold, so we just need to verify (5). Suppose (d, f) ∈ D(i+1),
where d ∈ D(i) and f ∈ C(X ′i+1,Mni+1). By the inductive hypothesis, we can apply (5)
to d to obtain a b ∈ A(i) such that bj|X′j = dj for all 1 ≤ j ≤ i. Let g := ϕi(b) ∈
C(Yi+1,Mni+1). If y ∈ X ′i+1 ∩ Yi+1 = Y ′i+1, then g(y) = ϕi(b)(y) = τi(d)(y) = f(y). Thus,
since X ′i+1 and Yi+1 are both closed in Xi+1 and since f and g agree on their intersection,
they have a common extension h ∈ C(Xi+1,Mni+1). Since ϕi(b) = g = h|Yi+1 , we have
(b, h) ∈ A(i+1), and since h|X′j+1 = f , it follows that (5) holds. 
Proposition 3.4. Let D = D(`) be the DSH algebra constructed in the above lemma.
There is a ∗-isomorphism Γ: B → D given coordinate-wise by Γ(b)i := ai|X′i for 1 ≤ i ≤ `,
where a ∈ A is any lift of b under ψ. In particular, the quotient B is a DSH algebra.
Proof. We first show that Γ(b) is independent of the choice of lift. Fix 1 ≤ i ≤ ` and
suppose g, h ∈ A satisfy ψ(g) = ψ(h). We must show that gi|X′i = hi|X′i . Note that
X ′i \ Y ′i
Xi
= X ′i. Indeed, X ′i is closed with respect to the topology on Xi, so X ′i \ Y ′i
Xi ⊂
X ′i is clear; for the reverse inclusion, if z ∈ X ′i, there is a sequence (zn)n ⊂ ψˆ(Bˆ) ∩Xi ⊂
X ′i \ Yi ⊂ X ′i \ Y ′i that converges to z in Xi. So, by continuity, it suffices to show
that gi|X′i\Y ′i = hi|X′i\Y ′i . To this end, suppose x ∈ X ′i \ Y ′i . Then x ∈ Xi ∩ ψˆ(Bˆ)
Xi
=
(Xi \ Yi) ∩ ψˆ(Bˆ)
Xi
and x /∈ Yi. By Lemma 3.1 and Lemma 2.1, (Xi \ Yi)∩ ψˆ(Bˆ) is closed
in Xi \ Yi in the subspace topology coming from Xi. Thus,
x ∈ (Xi \ Yi) ∩ ψˆ(Bˆ)
Xi ∩ (Xi \ Yi)
= (Xi \ Yi) ∩ ψˆ(Bˆ)
Xi\Yi
= (Xi \ Yi) ∩ ψˆ(Bˆ) ⊂ ψˆ(Bˆ).
Therefore, there is a [pi] ∈ Bˆ such that [pi ◦ ψ] = ψˆ([pi]) = [evx]. But this implies that
g − h ∈ ker evx since g − h ∈ kerψ. Hence, gi(x) = hi(x), as desired. Moreover, Γ(b)i ∈
C(X ′i,Mni), being the restriction of a continuous function. To see that Γ(b) respects the
pullback structure of D, suppose y ∈ Y ′i decomposes into x1 ∈ X ′i1 \Y ′i1 , . . . , xt ∈ X ′it \Y ′it .
Then,
Γ(b)i(y) = ai(y)
= diag(ai1(x1), . . . , ait(xt))
= diag(Γ(b)i1(x1), . . . ,Γ(b)it(xt)).
Therefore, Γ is well-defined and it is straightforward to check that it is a ∗-homomorphism.
We have left only to check that it is a bijection.
To see that Γ is injective, suppose b ∈ B and a ∈ A is such that ψ(a) = b. Assume
that Γ(b) = 0. Let pi be an arbitrary irreducible representation of B. To show that
b = 0, it suffices to show that pi(b) = 0. Note that [pi ◦ ψ] = ψˆ([pi]) ∈ ψˆ(Bˆ). Thus,
there is a 1 ≤ i ≤ ` and an x ∈ (Xi \ Yi) ∩ ψˆ(Bˆ) ⊂ X ′i, such that [pi ◦ ψ] = [evx]. Since
evx(a) = ai(x) = Γ(b)i(x) = 0, it follows that pi(b) = pi(ψ(a)) = 0. Thus, Γ is injective.
To see that Γ is surjective, suppose d ∈ D. By property (5) in the above lemma, there
is a g ∈ A such that gi|X′i = di for all 1 ≤ i ≤ `. Let h = ψ(g) ∈ B and observe that for
all 1 ≤ i ≤ `, we have Γ(h)i = gi|X′i = di. Thus, Γ(h) = d, so Γ is surjective.
We have shown that Γ is a ∗-isomorphism, from which it follows that B is a DSH
algebra. 
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Proposition 3.5. Given an inductive limit
A1
ψ1−→ A2 ψ2−→ A3 ψ3−→ · · · −→ A
of DSH algebras with diagonal maps, there exist DSH algebras D1, D2, . . . and injective
diagonal maps ψ′i : Di → Di+1 such that
D1
ψ′1−→ D2 ψ
′
2−→ D3 ψ
′
3−→ · · · −→ A.
Proof. For n ∈ N, let µn : An → A be the map in the construction of the inductive
limit and consider the surjective map κn : An → An/ kerµn =: Bn. The map νn : Bn →
Bn+1 given by νn(κn(a)) = κn+1(ψn(a)) for all a ∈ An is well-defined and injective and
lim−→(Bn, {νn}n) = A. Let X
n
1 , . . . , X
n
`(n) denote the base spaces of An and let Y
n
1 , . . . , Y
n
`(n)
denote the corresponding closed subsets. Let Dn be the DSH algebra given by Lemma
3.3 and isomorphic to Bn (with base spaces Xni ∩ κˆn(Bˆn)
Xni
=: Zni and corresponding
closed subsets Zni ∩ Y ni =: W ni for 1 ≤ i ≤ `(n)). By Proposition 3.4, the injective map
νn drops down to an injective map ψ′n : Dn → Dn+1 given by ψ′n(d)i := ψn(a)i|Zn+1i for
all 1 ≤ i ≤ `(n + 1), where a ∈ An is any coordinate-wise extension of d. Moreover,
lim−→(Dn, {ψ
′
n}n) = A
We need to check that ψ′n is diagonal. Fix 1 ≤ i ≤ `(n + 1) and suppose x ∈ Zn+1i \
W n+1i ⊂ Xn+1i \ Y n+1i decomposes into x1 ∈ Xni1 \ Y ni1 , . . . , xt ∈ Xnit \ Y nit under the
diagonal map ψn. We need to show that xj ∈ Znij \W nij for all 1 ≤ j ≤ t. Since evx ◦ψ′n
is a ∗-representation of Dn, it is unitarily equivalent to a finite direct sum of irreducible
representations evz1 , . . . , evzk ∈
∐`(n)
s=1(Z
n
s \W ns ) ⊂ Aˆn. Fix 1 ≤ j ≤ t. If xj /∈ {z1, . . . , zk},
then by Proposition 4.2.5 in [3], there is a function a ∈ An such that evzs(a) = 0 for all
1 ≤ s ≤ k, but evxj(a) 6= 0. Since xj is in the decomposition of x under ψn, this implies
that evx(ψn(a)) is both zero and non-zero simultaneously. Therefore, it must be that
xj ∈ {z1, . . . , zk} and, thus, that xj ∈ Znij \W nij , as desired.

4. The Main Lemmas
In this section, we state and prove all of the lemmas in the order that they will be used
in the proof of the main theorem (see the Lemma dependency chart in Section 1).
We start with a proposition that characterizes when a unital injective limit of subho-
mogeneous algebras is simple in terms of the corresponding maps between their spectra.
This is essentially Proposition 2.1 in [2], except that ours discusses the general unital
subhomogeneous case. The proof is very similar.
Given unital subhomogeneous C∗-algebrasA andB and a unital homomorphism ψ : A→
B, an irreducible representation pi of B yields a representation pi ◦ ψ of A. The finite-
dimensional representation pi ◦ ψ is unitarily equivalent to a direct sum τ1 ⊕ · · · ⊕ τs of
irreducible representations of A. In this way, we get a map ψˆ : Bˆ → P(Aˆ), given by
ψˆ([pi]) = {[τ1], . . . , [τs]}, where multiplicities are ignored.
Proposition 4.1. Suppose we have an inductive limit of the form
A1
ψ1−→ A2 ψ2−→ A3 ψ3−→ · · · −→ A,
where A is unital and for each i ∈ N, Ai is subhomogeneous and ψi is injective. (Let
ψj,i := ψj−1 ◦ · · · ◦ ψi.) Then the following are equivalent:
(1) A is simple.
(2) For all i ∈ N and all open ∅ 6= U ⊂ Aˆi, there is a j > i such that ψˆj,i([pi])∩U 6= ∅
for all [pi] ∈ Aˆj.
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(3) For all i ∈ N, if 0 6= f ∈ Ai, then there is a j > i such that pi(ψj,i(f)) 6= 0 for
every irreducible representation pi of Aj.
Proof. For n ∈ N, let µn : An → A be the map in the construction of the inductive limit.
Since the ψj’s are injective and A is unital, we may assume that the Aj’s are all unital
and that the µj’s are injective and unit-preserving.
(1) =⇒ (2): Suppose that (2) is false. We’ll construct a closed proper non-zero two-
sided ideal of A. Let i ∈ N and ∅ 6= U ⊂ Aˆi be an open subset such that for all j > i there
is a [pi] ∈ Aˆj with ψˆj,i([pi]) ∩ U = ∅. For j > i, set Fj := {[pi] ∈ Aˆj : ψˆj,i([pi]) ∩ U = ∅}
and set Ij := {f ∈ Aj : f ∈
⋂
[pi]∈Fj kerpi}. We may assume that U 6= Aˆi.
Claim 4.1.1. For all j > i, Fj is non-empty and closed in Aˆj.
Proof. Fix j > i. By our assumption Fj is non-empty. To show that Fj is closed, suppose
[τ ] /∈ Fj. We’ll show that [τ ] /∈ Fj. Take [σ] ∈ ψˆj,i([τ ]) ∩ U . Since U is open, there
must be an f ∈ Ai such that f ∈
⋂
[ρ]∈Aˆi\U ker ρ and σ(f) 6= 0. Since [σ] ∈ ψˆj,i([τ ]),
this implies τ(ψj,i(f)) 6= 0. If [pi] ∈ Fj, then pi(ψj,i(f)) = 0 since ψˆj,i([pi]) ⊂ Aˆi \ U and
f ∈ ⋂[ρ]∈Aˆi\U ker ρ. Hence, ψj,i(f) ∈ ⋂[pi]∈Fj kerpi but ψj,i(f) /∈ ker τ . This proves that
[τ ] /∈ Fj. 
Claim 4.1.2. For all j > i, Ij is a closed proper non-trivial two-sided ideal in Aj.
Proof. Fix j > i. Verifying that Ij is a two-sided ideal in Aj is routine. To see that
Ij is non-trivial take [σ] ∈ U . There is an f ∈ Ai such that f ∈
⋂
[ρ]∈Aˆi\U ker ρ but
σ(f) 6= 0. Since ψj,i is injective, ψj,i(f) 6= 0 and, just as in the proof of the above claim,
pi(ψj,i(f)) = 0 for all [pi] ∈ Fj. Hence, ψj,i(f) ∈ Ij. Ij is proper since it cannot contain
the unit of Aj, as Fj is non-empty. A routine check shows that Ij is closed in Aj. 
It is straightforward to verify that for k > j > i and [pi] ∈ Aˆk, we have ψˆk,i([pi]) =
ψˆj,i(ψˆk,j([pi])). From this it follows that ψˆk,j(Fk) ⊂ Fj. Thus, ψk,j(Ij) ⊂ Ik for all
k > j > i. Hence, {µj(Ij)}j>i is an increasing sequence of C∗-algebras and, hence,
I :=
⋃
j>i µj(Ij) is a sub-C
∗-algebra of A. It is not hard to see that I is a closed two-sided
ideal in A. Since the µj’s are injective, the above claim implies I 6= {0}. If 1A ∈ I, then
for large enough j, Ij contains 1Aj , contradicting the above claim. Hence, {0} 6⊂ I 6⊂ A,
so A cannot be simple. This proves that (1) =⇒ (2).
(2) =⇒ (3): Fix i ∈ N and suppose 0 6= f ∈ Ai. Let U := {[ρ] ∈ Aˆi : ρ(f) 6= 0}. Then,
U is a non-empty open subset of Aˆi. By (2), there is a j > i such that ψˆj,i([pi]) ∩ U 6= ∅
for all [pi] ∈ Aˆj. Thus, if pi is any irreducible representation of Aj, pi(ψj,i(f)) 6= 0, which
is (3).
(3) =⇒ (1): Suppose J is a non-trivial closed two-sided ideal in J . For j ∈ N, put
Jj := µ
−1
j (J). Then for all j ∈ N, Jj is a closed two-sided ideal in Aj. We’ll show that
Jj = Aj for some j. Take 0 6= a ∈ J . It is well known that J =
⋃∞
j=1(µj(Aj) ∩ J).
Hence, there must be an i and an ai ∈ Ai such that 0 6= µi(ai) ∈ J . Thus, ai 6= 0. By
(3), there is a j > i such that for all irreducible representations pi of Aj, pi(ψj,i(ai)) 6= 0.
Since µj(ψj,i(ai)) = µi(ai) ∈ J , it follows that ψj,i(ai) ∈ Jj. The bijective correspondence
between closed two-sided ideals of Aj and closed subsets of Aˆj forces Jj = Aj. Thus,
1A = µj(1Aj) ∈ J , which shows that J = A. Therefore, A is simple. 
Definition 4.2. Given a matrix D ∈Mn and 1 ≤ k ≤ n, we say that D has a zero cross
at position k provided that each entry in the kth row and column of D is 0.
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When speaking about any matrix D ∈ Mn, we will always use Di,j to denote the
(i, j)-entry of D.
Lemma 4.3. Let A be a DSH algebra of length `. Let  > 0. Suppose that f ∈ A is not
invertible. Then, there is an f ′ ∈ A with ‖f−f ′‖ ≤  and unitaries w, v ∈ A such that for
some 1 ≤ i ≤ `, (wf ′v)i has a zero cross at position 1 everywhere on some non-empty set
U ⊂ Aˆ∩ (Xi \ Yi), which is open with respect to the hull-kernel topology on Aˆ. Moreover,
there is a ∆ ∈ A such that for every 1 ≤ j ≤ ` and x ∈ Xj, ∆j(x) is a diagonal matrix
with entries in [0, 1], where ∆j(x)k,k > 0 implies (wf ′v)j(x) has a zero cross at position
k and ∆i(z)1,1 = 1 for all z ∈ U .
Proof. We first start with a quick claim.
Claim 4.3.1. There is a 1 ≤ i ≤ ` and a point x ∈ Xi such that fi(x) is a non-invertible
matrix.
Proof. Suppose, on contrary, that this is false. Define g ∈ ⊕`j=1C(Xj,Mnj) to be
(g1, . . . , g`), where for 1 ≤ j ≤ ` and z ∈ Xj, gj(z) := fj(z)−1. One can readily check
that g ∈ A, contradicting that f is not invertible in A.

By the claim, we can choose 1 ≤ i ≤ ` and x ∈ Xi such that fi(x) is a non-invertible
matrix. Due to the diagonal decomposition at points in Yi, we may assume that x ∈ Xi\Yi.
We break the proof up into two cases.
Case one: x is not in the decomposition of any point in any Yj for j > i. In this case, it
follows by Lemma 2.9 that there is set U1 ⊂ Xi containing x, which is open in Xi and has
the property that no point in it is in the decomposition of any point in Yj for any j > i.
Since Yi is closed in Xi, the set U1 ∩ (Xi \ Yi) is open in Xi. By shrinking U1, we may
assume that ‖fi(x)− fi(z)‖ ≤  for all z ∈ U1. Choose a set U2 which is open in Xi and
satisfies x ∈ U2 ⊂ U2Xi ⊂ U1∩(Xi\Yi). Using Urysohn’s Lemma, we can define a function
h ∈ C(Xi,Mni) such that h|U2Xi ≡ fi(x) and h|Xi\(U1∩(Xi\Yi)) = fi|Xi\(U1∩(Xi\Yi)) and with‖fi − h‖ ≤ . Define f ′ coordinate-wise by f ′ := (f1, . . . , fi−1, h, fi+1, . . . , f`). Since
h|Yi = fi|Yi , we have (f1, . . . , fi−1, h) ∈ A(i). Since no point in U1 is in the decomposition
of any point in Yj for any j > i, and because hmay only differ from fi on U1∩(Xi\Yi) ⊂ U1,
this perturbation does not violate the diagonal decomposition at any point. Thus, f ′ ∈ A
since f ∈ A and ‖f − f ′‖ ≤  as ‖fi − h‖ ≤ . Since fi(x) is a non-invertible matrix,
there are unitary matrices W and V in Mni with the property that Wfi(x)V has a
zero cross at position 1. Since the unitary group in Mni is connected we can, using
the same reasoning as above, define unitaries w, v ∈ A coordinate-wise with wj = vj ≡
1nj for all j 6= i and wi, vi ∈ C(Xi,Mni) satisfying wi|U2Xi ≡ W , vi|U2Xi ≡ V , and
wi|Xi\(U1∩(Xi\Yi)) = vi|Xi\(U1∩(Xi\Yi)) ≡ 1ni . Finally, choose a set U3, which is open in Xi
and satisfies x ∈ U3 ⊂ U3Xi ⊂ U2. Define ∆ ∈ A coordinate-wise as follows: ∆j ≡ 0 for
j 6= i; let g : Xi → [0, 1] be any continuous function such that g|U3Xi ≡ 1 and g|Xi\U2 ≡ 0,
and put ∆i := diag(g, 0, . . . , 0) ∈ C(Xi,Mni). As argued above for f ′, we have ∆ ∈ A.
Take U := U3. By Lemma 2.4, U is open in Aˆ. Since (wf ′v)i has a zero cross at position
1 everywhere on U2 and since ∆ vanishes outside U2, the lemma holds in this case.
Case two: There is a j > i such that x is in the decomposition of some point in Yj. In
this case, we cannot define f ′ as above, because we are not guaranteed a neighbourhood
around x in which we can freely perturb f while remaining in A. Let i′ denote the largest
integer for which x is in the decomposition of some point in Yi′ . Choose y ∈ Yi′ such
that x is in the decomposition of y. Then fi′(y) is a non-invertible matrix. Since x is
not in the decomposition of any point in any Yj for any j > i′, neither is y. Hence, by
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Lemma 2.9, there is a set U1 ⊂ Xi′ containing y that is open in Xi′ , with the property
that no point in U1 is in the decomposition of any point in Yj for any j > i′. So, as
in case one, we will be able to perturb f on U1 ∩ (Xi′ \ Yi′). By shrinking U1, we may
assume that ‖fi′(y) − fi′(z)‖ ≤  for all z ∈ U1. By Lemma 2.10, we may assume that
Yi′ has empty interior, and thus, that there is a point x′ ∈ U1 ∩ (Xi′ \ Yi′). Choose a
set U2 which is open in Xi′ and satisfies x′ ∈ U2 ⊂ U2Xi′ ⊂ U1 ∩ (Xi′ \ Yi′). As in case
one, we may define f ′ ∈ A with ‖f − f ′‖ ≤ , f ′j = fj for j 6= i′, f ′i′ |U2Xi′ ≡ fi′(y), and
f ′i′|Xi′\(U1∩(Xi′\Yi′ )) = fi′|Xi′\(U1∩(Xi′\Yi′ )). Then the rest of the proof proceeds verbatim as
the proof of case one with i′ in place of i and x′ in place of x. 
The following lemma guarantees the existence of certain indicator functions in DSH
algebras. Indicator functions of this type will be used in the proofs of several of the
future lemmas to help construct the essential unitaries needed in the proof of the main
theorem. It is for this vital lemma that we make the assumptions in Remark 1.3 that the
base spaces of a DSH algebra are metrisable.
Lemma 4.4. Suppose A is a DSH algebra of length `. Suppose M ∈ N and K :=
{K1 < K2 < · · · < Km} are such that K1 ≥ 0, Km < s(A) −M , and for 1 ≤ t < m,
Kt+1−Kt ≥M . Suppose that for each 1 ≤ i ≤ ` and 1 ≤ j ≤ ni, we have a set Fi,j ⊂ Xi
that is closed in Xi and disjoint from each set Bi,j−Kt (see Definition 2.5) for 1 ≤ t ≤ m.
Then there is a function Θ ∈ A such that:
(1) For all 1 ≤ i ≤ ` and x ∈ Xi, Θi(x) is a diagonal matrix with entries in [0, 1]
whose final M diagonal entries are all 0, and such that at most one of every M
consecutive diagonal entries is non-zero;
(2) For all 1 ≤ i ≤ `, 1 ≤ j ≤ ni, and x ∈ Fi,j, we have Θi(x)j,j = 0;
(3) For all 1 ≤ i ≤ ` and 1 ≤ j ≤ ni, there is a (possibly empty) open subset Ui,j ⊂ Xi
containing Bi,j, with the property that if x ∈ Ui,j, then Θi(x)j+Kt,j+Kt = 1 for all
1 ≤ t ≤ m.
Proof. Consider the statement
(4) For all 1 ≤ i ≤ ` and 1 ≤ j ≤ ni: Θi(x)j,j = 1 iff there is a 1 ≤ t ≤ m such that
x ∈ Bi,j−Kt .
Claim 4.4.1. To prove the existence of function in A satisfying (1) to (3), it suffices to
construct Θ ∈ A satisfying (1) and (4).
Proof. Suppose there is a Θ satisfying (1) and (4). Given δ ∈ [0, 1), define g : [0, 1]→ [0, 1]
by
g(x) :=

0 if 0 ≤ x ≤ δ
linear if δ ≤ x ≤ 1+δ
2
1 if 1+δ
2
≤ x ≤ 1
.
For 1 ≤ i ≤ `, define Φi : Xi →Mni by
Φi(x) := diag(g(Θi(x)1,1), . . . , g(Θi(x)ni,ni)).
Then Φ :=
⊕`
i=1 Φi ∈
⊕`
i=1C(Xi,Mni). Since each diagonal entry of Θ is modified in
the same way in the definition of Φ, it is straightforward to check that Φ is compatible
with the diagonal structure on A since Θ is. Hence, Φ ∈ A. Moreover, since Φi(x)j,j = 0
whenever Θi(x)j,j = 0, it is clear that Φ satisfies (1).
To see that Φ satisfies (2), fix 1 ≤ i ≤ ` and 1 ≤ j ≤ ni. Since Fi,j is disjoint from each
Bi,j−Kt (for 1 ≤ t ≤ m), condition (4) guarantees that Θi(x)j,j < 1 for all x ∈ Fi,j. Since
Fi,j is compact, there is a δi,j ∈ [0, 1) such that Θi(x)j,j ≤ δi,j for all x ∈ Fi,j. Choosing
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δ := max{δi,j : 1 ≤ i ≤ `, 1 ≤ j ≤ ni} ∈ [0, 1) in our definition of g above, it follows that
Φi(x)j,j = 0 whenever 1 ≤ i ≤ `, 1 ≤ j ≤ ni, and x ∈ Fi,j, which proves (2).
Finally, to see that Φ satisfies (3), fix 1 ≤ i ≤ ` and 1 ≤ j ≤ ni. If j > ni− (s(A)− 1),
we can take Ui,j = ∅, since Bi,j = ∅ by Remark 2.6 for such j. For j ≤ ni − (s(A)− 1),
note that if x ∈ Bi,j, then by (4), Θi(x)j+Kt,j+Kt = 1 for all 1 ≤ t ≤ m. Since g is 1 in a
neighbourhood of 1, it follows that for each t, there is an open set Ut ⊃ Bi,j on which the
function Φi( · )j+Kt,j+Kt : Xi → [0, 1] is equal to 1. Taking Ui,j :=
⋂
1≤t≤m Ut yields (3),
which proves the claim. 
In light of the above claim, we now construct a function Θ ∈ A that satisfies (1) and
(4). We will define Θ coordinate-wise inductively. Put Θ1 ≡ diag(χK(0), . . . , χK(n1−1)),
where χK is the indicator function of the set K = {K1, . . . , Km}. By the assumption on
the set K, condition (1) holds for Θ1. To see that (4) holds, suppose Θ1(x)j,j = 1. Then,
χK(j − 1) = 1, so there is a 1 ≤ t ≤ m such that j = Kt + 1, and x ∈ B1,1 = B1,j−Kt
(see Remark 2.6 (1)). Conversely, if there is a 1 ≤ t ≤ m such that x ∈ B1,j−Kt , then by
Remark 2.6 (2), j −Kt = 1, so that Θ1(x)j,j = χK(j − 1) = 1, proving (4).
Now suppose we have a fixed 1 < i ≤ ` and assume we have defined (Θ1, . . . ,Θi−1) ∈
A(i−1), such that for all i′ < i and x ∈ Xi′ :
(I) The matrix Θi′(x) satisfies the properties of conditions (1) and (4);
(II) Θi′(x)j,j = χK(j − 1) for all 1 ≤ j ≤ s(A).
Let Θ′i := ϕi−1((Θ1, . . . ,Θi−1)) ∈ C(Yi,Mni). Fix y ∈ Yi and suppose y decomposes
into x1 ∈ Xi1 \ Yi1 , . . . , xr ∈ Xir \ Yir . We’ll first check that conditions (1) and (4) hold
for Θ′i(y) = diag(Θi1(x1), . . . ,Θir(xr)). By the inductive hypothesis, Θi(y) is a diagonal
matrix with entries in [0, 1] and the last M diagonal entries of Θ′i(y) are all 0. Given
M consecutive entries down the diagonal of Θ′i(y), if they are all contained in one of
the diagonal blocks, then by the inductive hypothesis applied to that one block, at most
one of these entries is non-zero. If instead the M consecutive entries span two blocks
Θiq(xq) and Θiq+1(xq+1), then by the inductive hypothesis, the last M diagonal entries
of Θiq(xq) are 0 and at most 1 of the first M diagonal entries of Θiq+1(xq+1) can be non-
zero. This shows that (1) holds for Θ′i(y). Next, we show that (4) holds for Θ′i(y). Fix
1 ≤ j ≤ ni. Let 1 ≤ q ≤ r and 1 ≤ j′ ≤ niq be such that Θ′i(y)j,j = Θiq(xq)j′,j′ . Note that
j = ni1 + · · ·+ niq−1 + j′. Given 1 ≤ t ≤ m, we know by Remark 2.6 (3) that y ∈ Bi,j−Kt
iff there is a 1 ≤ p ≤ r such that
(4.1) j′ −Kt + ni1 + · · ·+ niq−1 = j −Kt = 1 + ni1 + · · ·+ nip−1 ,
where the RHS is 1 if p = 1. We claim that if Equation 4.1 holds, then p = q. Indeed,
using the upper and lower bounds on j′ and Kt, we have
1− s(A) < 1− (s(A)−M − 1) ≤ j′ −Kt ≤ niq ,
and hence,
1 + ni1 + · · ·+ niq−1 − s(A) < 1 + ni1 + · · ·+ nip−1 ≤ ni1 + · · ·+ niq−1 + niq .
The first inequality and the definition of s(A) imply that q ≤ p, while the second inequal-
ity forces q ≥ p, so that p = q. Therefore, since xq ∈ Xiq \Yiq , the above and Remark 2.6
give
y ∈ Bi,j−Kt ⇐⇒ j −Kt = 1 + ni1 + · · ·+ niq−1
⇐⇒ j′ −Kt = 1
⇐⇒ xq ∈ Biq ,j′−Kt .
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Since the matrix Θiq(xq) satisfies (4) by the inductive hypothesis, it follows that there is
a 1 ≤ t ≤ m with y ∈ Bi,j−Kt iff Θ′i(y)j,j = Θiq(xq)j′,j′ = 1, which proves that (4) holds
for Θ′i(y).
We will now define Θi ∈ C(Xi,Mni) to be a suitable extension of Θ′i. Write Θ′i =
diag(h′1, . . . , h
′
ni
), where each h′j ∈ C(Yi, [0, 1]). We will define Θi = diag(h1, . . . , hni),
by specifying each hj to be a continuous function hj : Xi → [0, 1] that extends h′j. For
1 ≤ j ≤ s(A), put hj ≡ χK(j−1) to insure that (II) in the inductive hypothesis is verified
and set hj ≡ 0 for ni−M + 1 ≤ j ≤ ni (since (I) and (II) hold for Θ1, . . . ,Θi−1, these hjs
will indeed extend the corresponding h′j’s). We will define hj for s(A) + 1 ≤ j ≤ ni −M
inductively. Fix s(A) + 1 ≤ j ≤ ni −M and assume we have defined h1, . . . , hj−1 such
that
(♣) ⋃M−1t=1 supp(hj−t) ⊂ Xi is disjoint from supp(h′j) ⊂ Yi.
(Note that (♣) holds for the base case j = s(A) + 1 because ⋃M−1t=1 supp(hs(A)+1−t) = ∅.)
Since Xi is a metric space and, hence, perfectly normal, we can extend h′j to a function
fj ∈ C(Xi, [0, 1]) that vanishes on
⋃M−1
t=1 supp(hj−t) and is strictly less than 1 on Xi \ Yi.
Define g0j := h′j −
∑M−1
t=1 h
′
j+t ∈ C(Yi). Then the range of g0j is contained in [−1, 1] since
by (I) at most one of h′j, . . . , h′j+M−1 is non-zero at any given point in Yi. Extend g0j to
g′j ∈ C(Xi, [−1, 1]). Put gj := max(g′j, 0) and note that gj|Yi = h′j. Since h′j(y) = 0 for
each y ∈ ⋃M−1t=1 supp(h′j+t), we can choose an open subset U ⊃ ⋃M−1t=1 supp(h′j+t) of Xi on
which g′j is strictly negative, so that gj|U ≡ 0. Define hj := min(fj, gj) ∈ C(Xi, [0, 1]) and
note that hj|Yi = h′j. Since hj|U ≡ 0, we have supp(hj) ∩ U = ∅, from which it follows
that supp(hj) ∩
(⋃M−1
t=1 supp(h
′
j+t)
)
= ∅. This ensures that (♣) will continue to hold
and, hence, that Θi := diag(h1, . . . , hni) is well-defined.
To conclude the proof, we need to check that Θi satisfies (1) and (4). In light of what’s
already been shown, we may restrict ourselves to the diagonal entries s(A) + 1 ≤ j ≤
ni −M . By definition, the range of each hj is contained in [0, 1]. If hj(x) > 0 for some
x ∈ Xi, then fj(x) > 0 and, hence, by the definition of fj, x /∈
⋃M−1
t=1 supp(hj−t). This
proves that at most one of any M consecutive entries down the diagonal of Θi(x) is non-
zero. Hence, (1) is established. To prove (4), suppose x ∈ Xi satisfies hj(x) = 1. Then
fj(x) = 1, which implies that x ∈ Yi. Thus h′j(x) = 1 and we’ve already established
that x ∈ Bi,j−Kt for some t in this case. Conversely, suppose x ∈ Bi,j−Kt for some t. If
j − Kt 6= 1, then by Remark 2.6 (2), x ∈ Yi and we’ve already concluded in this case
that hj(x) = h′j(x) = 1. If instead j −Kt = 1, then it must be that j ≤ s(A) and we’ve
previously defined hj ≡ 1 in this case. Therefore, property (4) holds.
We’ve verified that both (I) and (II) hold for Θi = diag(h1, . . . , h`), and since Θi|Yi =
Θ′i = ϕi−1((Θ1, . . . ,Θi−1)), it follows that (Θ1, . . . ,Θi) ∈ A(i). Thus, by induction, we
obtain Θ := (Θ1, . . . ,Θ`) ∈ A, which satisfies the requirements of the lemma. 
Before proceeding with the next few lemmas, we need some definitions.
Definition 4.5. Given a matrix D ∈Mn, we let
r(D) := min{m ≥ 0 : Di,j = 0 whenever |i− j| ≥ m}
if it exists, or r(D) := n otherwise, and we call this number the diagonal radius of D.
Definition 4.6 (see [4]). Given n ∈ N and a permutation pi ∈ Sn, let U [pi] denote the
permutation unitary in Mn obtained from the identity matrix by moving the ith row to
the pi(i)th row. If we are given a transposition (i j) ∈ Sn, let u(i j) : [0, 1] → U(Mn)
denote a continuous path of unitaries such that:
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(1) u(i j)(0) = 1n;
(2) u(i j)(1) = U [(i j)];
(3) For all 0 ≤ θ ≤ 1, u(i j)(θ) may only differ from the identity matrix at entries
(i, i), (i, j), (j, i), and (j, j).
Given a sequence of DSH algebras A1, A2, . . ., we denote by `(j) the length of the DSH
algebra Aj. We denote the base spaces of Aj byXj1 , . . . , X
j
`(j) and the corresponding closed
subspaces by Y j1 , . . . , Y
j
`(j). We denote the size of the matrix algebras in the pullback
definition of Aj by nj1, . . . , n
j
`(j). Finally, we denote the sets defined in Definition 2.5
corresponding to Aj by Bji,k.
Lemma 4.7. Suppose that A = lim(Aj, ψj) is a simple limit of infinite-dimensional DSH
algebras with injective diagonal maps. Suppose that f is a non-invertible element in some
Aj and that  > 0. Then there is an f ′ ∈ Aj with ‖f − f ′‖ ≤  and an M ∈ N such that
for all N ∈ N there exist j′ > j and unitaries V, V ′ ∈ Aj′ with the property that:
(1) For any 1 ≤ i ≤ `(j′) and 1 ≤ k ≤ nj′i , there is a (possibly empty) open subset
Ui,k of Xj
′
i containing B
j′
i,k, such that for all x ∈ Ui,k, (V ψj′,j(f ′)V ′)i(x) has zero
crosses at positions k, k +M,k + 2M, . . . , k + (N − 1)M ;
(2) For all 1 ≤ i ≤ `(j′) and x ∈ Xj′i , we have r((V ψj′,j(f ′)V ′)i(x)) ≤ S(Aj)+M−1,
where, recall, S(Aj) = max{njt : 1 ≤ t ≤ `(j)}.
Proof. Let f ′, w, v,∆ ∈ Aj and U ⊂ Aˆj be given as in Lemma 4.3 (when applied to f and
) and set g := wf ′v. Then g has a zero cross at position 1 at every point in U and the
(1, 1)-entry of ∆ is 1 at every point in U . By Proposition 4.1 and Lemma 2.1, there is a
j′′ > j, such that ψˆj′′,j([evx]) contains a point in U for all x ∈
∐`(j′′)
i=1 (X
j′′
i \ Y j
′′
i ). Since
ψj′′,j is diagonal, this guarantees that for 1 ≤ i ≤ `(j′′) and x ∈ Xj′′i \ Y j
′′
i , the matrix
ψj′′,j(g)i(x) has a zero cross at some position along its diagonal and ψj′′,j(∆)i(x) has a 1
at the some point along its diagonal. Due to the decomposition structure of Aj′′ , these
two results hold, in fact, for all 1 ≤ i ≤ `(j′′) and x ∈ Xj′′i . Take M := 2 ·S(Aj′′) and let
N ∈ N be arbitrary.
Claim 4.7.1. There is a j′ > j′′ such that s(Aj′) > NM .
Proof. Since Aj′′ is infinite-dimensional, at least one of the base spaces must be infinite.
Choose i so that Xj
′′
i is infinite and X
j′′
i′ is finite (hence discrete) for all i < i
′ ≤ `(j′′).
Under our assumption that Y j
′′
i , . . . , Y
j′′
`(j′′) all have empty interior (Lemma 2.10), it is not
hard to see that Xj
′′
i \Y j
′′
i must also be infinite and that Y
j′′
i′ = ∅ for i < i′ ≤ `(j′′). Since
Xj
′′
i \ Y j
′′
i is infinite, we can choose pairwise-disjoint open in X
j′′
i sets O1, . . . ,ONM+1 ⊂
Xj
′′
i \ Y j
′′
i . Since Y
j′′
i′ = ∅ for i < i′ ≤ `(j′′), Lemma 2.4 guarantees that O1, . . . ,ONM+1
are all open with respect to the hull-kernel topology on Aˆj′′ . By Proposition 4.1, for each
1 ≤ k ≤ NM + 1 there is a j′k > j′′ such that for all x ∈ Aˆj′k , ψˆj′k,j′′(x) contains a point in
Ok. Let j′ := max{j′k : 1 ≤ k ≤ NM + 1}. Then, given x ∈ Aˆj′ , ψˆj′,j′′(x) must contain
a point from each of the pairwise-disjoint sets O1, . . . ,ONM+1. Hence, nj′i ≥ NM + 1 for
all 1 ≤ i ≤ `(j′), which proves the claim. 
Let ∆′ := ψj′,j(∆) = ψj′,j′′(ψj′′,j(∆)) and g′ := ψj′,j(g) = ψj′,j′′(ψj′′,j(g)). Given
1 ≤ i ≤ `(j′) and x ∈ Xj′i and regarding ∆′ as a diagonal image under ψj′,j′′ , it follows
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from the definition ofM that anyM consecutive entries down the diagonal of ∆′i(x) must
contain a 1. Moreover, regarding g′ and ∆′ as diagonal images under ψj′,j shows that
g′i(x) will have a zero cross at position k whenever ∆′i(x)k,k > 0 (as a consequence of the
conclusion of Lemma 4.3) and that r(g′i(x)) ≤ S(Aj).
We now apply Lemma 4.4 with the natural number M , with m = N , K1 = 0, K2 =
M, . . . ,KN = (N − 1)M , and Fi,k = ∅ for 1 ≤ i ≤ `(j′) and 1 ≤ k ≤ nj′i (note that
KN < s(Aj′)−M by the above claim). This furnishes a function Θ ∈ Aj′ such that
(I) For all 1 ≤ i ≤ `(j′) and x ∈ Xj′i , Θi(x) is a diagonal matrix with entries in [0, 1]
whose final M diagonal entries are all 0, and such that at most one of every M
consecutive diagonal entries is non-zero.
(II) For all 1 ≤ i ≤ `(j′) and 1 ≤ k ≤ nj′i , there is a (possibly empty) open subset Ui,k ⊂
Xj
′
i containing B
j′
i,k, with the property that if x ∈ Ui,k, then Θi(x)k+aM,k+aM = 1
for all 0 ≤ a ≤ N − 1.
Fix 1 ≤ i ≤ `(j′). Given x ∈ Xj′i and 1 ≤ k ≤ nj
′
i −M , let
uik(x) :=
M−1∏
t=1
ui(k k+t) (Θi(x)k,k ·∆′i(x)k+t,k+t) ∈Mnj′i ,
where each ui(k k+t) : X
j′
i → Mnj′i is a connecting path of unitaries as described in Def-
inition 4.6. To help facilitate the remainder of the proof, we establish the following
sublemma.
Sublemma 4.7.2.
(a) Suppose D ∈ M
nj
′
i
, ξ ∈ [0, 1], and (k1 k2) ∈ Snj′i . If D has a zero cross at position
k 6= k1, k2, then so does ui(k1 k2)(ξ)Dui(k1 k2)(ξ)∗.
(b) Suppose D ∈ M
nj
′
i
and x ∈ Xj′i . If D has a zero cross at position k′ ∈ {1, . . . , nj
′
i } \
{k, . . . , k + (M − 1)}, then so does uik(x)Duik(x)∗.
(c) Suppose x ∈ Xj′i and Θi(x)k,k = 1 for some 1 ≤ k ≤ nj
′
i − (M − 1). Suppose D is a
matrix in M
nj
′
i
such that for all k ≤ k′ ≤ k+ (M − 1), D has a zero cross at position
k′ whenever ∆′i(x)k′,k′ > 0. Then uik(x)Duik(x)∗ has a zero cross at position k.
Proof. We start by proving (a). Suppose D has a zero cross at position k 6= k1, k2.
By property (3) of Definition 4.6, the k1th and k2th columns of Dui(k1 k2)(ξ)
∗ are linear
combinations of the k1th and k2th columns of D, while every other column is identical
to its corresponding column in D. Since k 6= k1, k2 and since every entry in the kth
row of D is zero, it follows that Dui(k1 k2)(ξ)
∗ has a zero cross at position k. A similar
analysis involving rows now shows that ui(k1 k2)(ξ)Du
i
(k1 k2)
(ξ)∗ has a zero cross at position
k, which proves (a).
Looking at the definition of uik, we see that (b) follows from M − 1 applications of (a).
Finally, we prove (c). Given such an x, we have
uik(x) =
M−1∏
t=1
ui(k k+t)(∆
′
i(x)k+t,k+t).
Let T denote the set of indices q ∈ {k + 1, . . . , k + M − 1} at which ∆′i(x)q,q > 0. Since
ui(k k+t)(∆
′
i(x)k+t,k+t) = 1nj′i
if ∆′i(x)k+t,k+t = 0, we have
uik(x) :=
{
ui(k k1)(∆
′
i(x)k1,k1) · · ·ui(k kr)(∆′i(x)kr,kr) if T = {k1 < · · · < kr}
1
nj
′
i
if T = ∅
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If T = ∅, then, since anyM consecutive entries down the diagonal of ∆′i(x) must contain
a 1, it follows that ∆′i(x)k,k = 1. Hence, uik(x)Duik(x)∗ = D has a zero cross at position
k in this case by the assumption in the sublemma. Whence, we may assume T 6= ∅. So
D has zero crosses at positions k1, . . . , kr. We consider two cases.
Case one: ∆′i(x)ks,ks < 1 for all 1 ≤ s ≤ r. In this case, as we argued above, it must be
that D has a zero cross at position k. When conjugating D by ui(k kr)(∆
′
i(x)kr,kr) we can
see, by property (3) of Definition 4.6, that ui(k kr)(∆
′
i(x)kr,kr) is only acting on two zero
crosses (the one at position k and the one at position kr) of D and, hence,
ui(k kr)(∆
′
i(x)kr,kr)Du
i
(k kr)(∆
′
i(x)kr,kr)
∗ = D.
From this we can inductively see that uik(x)Duik(x)∗ = D, which has a zero cross at
position k.
Case two: ∆′i(x)ks,ks = 1 for some 1 ≤ s ≤ r. Let
D′ :=
(
r∏
p=s+1
ui(k kp)(∆
′
i(x)kp,kp)
)
D
(
r∏
p=s+1
ui(k kp)(∆
′
i(x)kp,kp)
)∗
.
Then r− s applications of (a) show that D′ has zero crosses at positions k1, . . . , ks. Note
that
uik(x)Du
i
k(x)
∗
=
(
s∏
p=1
ui(k kp)(∆
′
i(x)kp,kp)
)
D′
(
s∏
p=1
ui(k kp)(∆
′
i(x)kp,kp)
)∗
=
(
s−1∏
p=1
ui(k kp)(∆
′
i(x)kp,kp)
)
U [(k ks)]D
′U [(k ks)]∗
(
s−1∏
p=1
ui(k kp)(∆
′
i(x)kp,kp)
)∗
Since D′ has a zero cross at position ks, conjugating it by U [(k ks)] brings this zero
cross to position k. Thus, the matrix U [(k ks)]D′U [(k ks)]∗ has zero crosses at positions
k, k1, . . . , ks−1. Hence, as in the argument used in case one, conjugating this matrix
by
∏s−1
p=1 u
i
(k kp)
(∆′i(x)kp,kp) does not alter the matrix U [(k ks)]D′U [(k ks)]∗. Therefore,
uik(x)Du
i
k(x)
∗ = U [(k ks)]D′U [(k ks)]∗, which has a zero cross at position k. This proves
(c) and completes the proof of the sublemma. 
Returning to the main proof, define Wi to be the unitary in C(Xj
′
i ,Mnj′i
) given by
Wi(x) :=
nj
′
i −M∏
k=1
uik(x).
Set W := (W1, . . . ,W`(j′)) and take V := Wψj′,j(w) and V ′ := ψj′,j(v)W ∗. We’ll show
later that W ∈ Aj′ , but for the moment, we prove that statements (1) and (2) of the
lemma hold.
Fix x ∈ Xj′i . Note that if Θi(x)k′,k′ = 0, then uik′(x) = 1nj′i . Let {k1 < · · · < ks}
denote the set of indices r at which Θi(x)r,r > 0. By (I) above, we can write Wi(x) =
uik1(x) · · ·uiks(x), where kp+1 − kp ≥ M for 1 ≤ p < s and ks ≤ nj
′
i − M . Note that
conjugating any matrix by uikp(x) only affects the kp, . . . , kp + (M − 1) rows and columns
of that matrix. Thus, for p 6= q, the indices of the rows and columns affected when
conjugating by uikp(x) do not overlap with the indices of the rows and columns affected
when conjugating by uikq(x).
20 MIHAI ALBOIU AND JAMES LUTLEY
To prove (1), fix 1 ≤ k ≤ nj′i and assume x ∈ Ui,k. By (II) above, we know
that for all 0 ≤ p ≤ N − 1, Θi(x)k+pM,k+pM = 1. Since by (I) the last M diago-
nal entries of Θi(x) are 0, we conclude that 1 ≤ k ≤ nj′i − M . Therefore, we can
apply (b) and (c) from the above sublemma with D = g′i(x) and then inductively
with D = uikt(x) · · ·uiks(x)g′i(x)uiks(x)∗ · · ·uikt(x)∗ for t = s, s − 1, . . . , 1 to conclude that
Wi(x)g
′
i(x)Wi(x)
∗ has zero crosses at positions k, k+M,k+ 2M, . . . , k+ (N − 1)M . This
proves (1).
Recall that g′ is the diagonal image of g, which has diagonal radius at most S(Aj)
at every point. To prove (2), therefore, it suffices to show that for any given matrix
D = (Dq,t) ∈ Mnj′i , we have r(Wi(x)DWi(x)
∗) ≤ r(D) + M − 1. This is easiest seen by
drawing a picture and examining which rows and columns are potentially affected upon
conjugation by the uikp ’s (the pth shaded block row and block column in the matrix below
represent the entries affected by uikp).
· · ·
...
. . .
...
· · ·k1 k2 ks
k1
k2
ks
}
M
︸︷︷︸
M
}
M
︸︷︷︸
M
}
M
︸︷︷︸
M
Since the sets {kp, . . . , kp + (M − 1)} for 1 ≤ p ≤ s are
disjoint, the block rows in the diagram are disjoint; simi-
larly, the block columns are disjoint. Suppose we are given
an index (q, t) that lies in the shaded region, and suppose
that λ is the number at entry (q, t) ofWi(x)DWi(x)∗. The
index (q, t) lies in one of the following three subregions.
· · ·
...
. . .
...
· · ·k1 k2 ks
k1
k2
ks
Region A
}
M
︸︷︷︸
M
}
M
︸︷︷︸
M
}
M
︸︷︷︸
M
· · ·
...
. . .
...
· · ·k1 k2 ks
k1
k2
ks
Region B
}
M
︸︷︷︸
M
}
M
︸︷︷︸
M
}
M
︸︷︷︸
M
· · ·
...
. . .
...
· · ·k1 k2 ks
k1
k2
ks
Region C
}
M
︸︷︷︸
M
}
M
︸︷︷︸
M
}
M
︸︷︷︸
M
On Region A, the matrices Wi(x)DWi(x)∗ and DWi(x)∗ are equal. Hence, if (q, t) lies in
Region A and p is such that kp ≤ t ≤ kp + M − 1, then λ will be a linear combination
of Dq,kp , . . . , Dq,kp+M−1. Thus, λ can only be non-zero if one of Dq,kp , . . . , Dq,kp+M−1 is
non-zero. Hence, no non-zero entry in this region is more than M − 1 indices away from
a non-zero entry in D. On Region B, the matrices Wi(x)DWi(x)∗ and Wi(x)D are equal,
so a symmetrical analysis also shows the same is true for non-zero entries in this region.
If (q, t) lies in one of the s2 disjoint M ×M blocks in Region C, then λ will be a linear
combination of the corresponding entries in D lying in that block. So, in this case λ will
be 0 unless that M ×M block in D contains a non-zero entry. Thus, no non-zero entry
of Wi(x)DWi(x)∗ in region C is more than M − 1 units further away from the diagonal
than a non-zero entry of D. This analysis proves that r(Wi(x)DWi(x)∗) ≤ r(D) +M − 1,
giving (2).
To conclude, we show thatW ∈ Aj′ . Fix 1 ≤ i ≤ `(j′) and suppose y ∈ Y j′i decomposes
into x1 ∈ Xj′i1 \Y j
′
i1
, . . . , xs ∈ Xj′is \Y j
′
is
. Let p1 = 1 < p2 < · · · < ps denote the indices such
that the representation xk begins at position pk down the diagonal in the decomposition
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of y. Note that by Claim 4.7.1, ps ≤ nj′i − s(Aj′) + 1 ≤ nj
′
i −M . Thus, we can write
(4.2) Wi(y) =
nj
′
i −M∏
k=1
uik(y) =
s−1∏
m=1
pm+1−1∏
k=pm
uik(y)×
nj
′
i −M∏
k=ps
uik(y).
Fix 1 ≤ m < s. Then
pm+1−1∏
k=pm
uik(y) =
pm+1−1∏
k=pm
M−1∏
t=1
ui(k k+t)(Θi(y)k,k ·∆′i(y)k+t,k+t).
Since Θi(y) = diag(Θi1(x1), . . . ,Θis(xs)) and because the last M entries of Θim(xm) are
0 by (I) above, it follows that
Θi(y)pm+1−1−(M−1),pm+1−1−(M−1) Θi(y)pm+1−1,pm+1−1
‖ ‖
Θim(xm)nj′im−(M−1),n
j′
im
−(M−1) = · · · = Θim(xm)nj′im ,nj′im = 0
Thus,
pm+1−1∏
k=pm
uik(y)
=
(pm+1−1)−M∏
k=pm
M−1∏
t=1
ui(k k+t)(Θi(y)k,k ·∆′i(y)k+t,k+t)
=
(pm+1−1)−M∏
k=pm
M−1∏
t=1
ui(k k+t)(δk,t),
where
δk,t = Θim(xm)k−pm+1,k−pm+1 ·∆′im(xm)k−pm+1+t,k−pm+1+t.
Letting q = k − pm + 1, we can rewrite the above product as
pm+1−pm−M∏
q=1
M−1∏
t=1
ui(q+pm−1 q+pm−1+t)(Θim(xm)q,q ·∆′im(xm)q+t,q+t).
For each 1 ≤ q ≤ pm+1 − pm −M and 1 ≤ t ≤M − 1, note that
ui(q+pm−1 q+pm−1+t) = diag(1pm−1, u
im
(q q+t),1nj′i −pm+1+1
).
Hence, we can rewrite the above as
diag
(
1pm−1,
pm+1−pm−M∏
q=1
uimq (xm),1nj′i −pm+1+1
)
= diag
(
1pm−1,Wim(xm),1nj′i −pm+1+1
)
.
Therefore for all 1 ≤ m < s,
pm+1−1∏
k=pm
uik(y) = diag
(
1pm−1,Wim(xm),1nj′i −pm+1+1
)
and similarly,
nj
′
i −M∏
k=ps
uik(y) = diag(1ps−1,Wis(xs)).
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Plugging this into Equation 4.2 gives Wi(y) = diag(Wi1(x1), . . . ,Wis(xs)), proving that
W ∈ A. The proof of Lemma 4.7 is now complete. 
Lemma 4.8. Suppose A is a DSH algebra of length `. Suppose f ∈ A and  > 0. Then
there is a g ∈ A with ‖g − f‖ ≤  and for all 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, there are
(possible empty) open sets Oi,k ⊃ Bi,k in Xi, such that gi(x) has a block point at position
k whenever x ∈ Oi,k. Moreover, g can be chosen so that for each 1 ≤ i ≤ ` and x ∈ Xi,
gi(x) has a zero cross at position k whenever fi(x) does, and r(gi(x)) ≤ r(fi(x)).
Proof. Given 1 ≤ i ≤ ` and 1 ≤ s, t ≤ ni, let fi( · )s,t ∈ C(Xi) denote the function
x 7→ fi(x)s,t. Let δ = /S(A)2. Define h ∈ C(C) by h(z) := z|z| ·max(0, |z| − δ), where it
is understood that h(0) = 0. Note that for any z ∈ C, if |z| ≤ δ, then |h(z)−z| = |z| ≤ δ,
and if |z| > δ, then |h(z) − z| =
∣∣∣ z|z|(|z| − δ)− z∣∣∣ = ∣∣∣ z|z|δ∣∣∣ = δ. Thus, for all z ∈ C,
|h(z) − z| ≤ δ and, hence, |fi(x)s,t − h(fi(x)s,t)| ≤ δ given any 1 ≤ i ≤ `, 1 ≤ s, t ≤ ni,
and x ∈ Xi. Define gi(x)s,t := h(fi(x)s,t) and let gi ∈ C(Xi,Mni) be (gi( · )s,t)s,t. Set
g := (g1, . . . , g`) ∈
⊕`
i=1C(Xi,Mni). For x ∈ Xi,
‖fi(x)− gi(x)‖ ≤
∑
1≤s,t≤ni
‖fi(x)s,t − gi(x)s,t‖ ≤ n2i δ ≤ .
Hence, ‖f − g‖ ≤ .
To see that g ∈ A, observe that if y ∈ Yi decomposes into x1 ∈ Xi1 \ Yi1 , . . . , xt ∈
Xit \ Yit , then fi(y) = diag(fi1(x1), . . . , fit(xt)), and applying h to each coordinate gives
gi(y) = diag(gi1(x1), . . . , git(xt)). Furthermore, since h(0) = 0, gi(x) will have a zero cross
at any position that fi(x) does, and r(gi(x)) ≤ r(fi(x)).
Lastly, fix 1 ≤ i ≤ ` and 1 ≤ k ≤ ni. We’ll show how to construct Oi,k. If Bi,k = ∅,
take Oi,k := ∅. Otherwise, suppose x ∈ Bi,k. By Lemma 2.8, fi(x) has a block point at
position k. Let I ⊂ {1, . . . , ni}2 be the set of indices (s, t) such that s ≥ k and t < k or
such that s < k and t ≥ k. Given (s, t) ∈ I, it follows that fi(x)s,t = 0, and hence, gi( · )s,t
is 0 on an open set Us,t(x) ⊂ Xi containing x. Then Us,t :=
⋃
x∈Bi,k Us,t(x) is an open
set containing Bi,k on which gi( · )s,t vanishes. Take Oi,k :=
⋂
(s,t)∈I Us,t. By construction,
then, gi(x)s,t = 0 whenever x ∈ Oi,k and (s, t) ∈ I. Thus, gi(x) has a block point at
position k provided that x ∈ Oi,k, which completes the proof. 
Lemma 4.9. Suppose A is a DSH algebra of length ` and that M,N ∈ N with NM <
s(A). Suppose f is an element in A with the property that for all 1 ≤ i ≤ ` and 1 ≤ j ≤ ni,
there is a (possibly empty) open set Ui,k ⊃ Bi,k in Xi such that if x ∈ Ui,k, then fi(x)
has zero crosses at positions k, k+M, . . . , k+ (N − 1)M and a block point at position k.
Then, there exists a unitary V ∈ A such that:
(1) for all 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, there are open sets Oi,k ⊃ Bi,k in Xi with the
property that Vi(x)fi(x)Vi(x)∗ has zero crosses at positions k, k+ 1, . . . , k+N − 1
whenever x ∈ Oi,k;
(2) r(Vi(x)fi(x)Vi(x)∗) ≤ r(fi(x)) + 2 for all 1 ≤ i ≤ ` and x ∈ Xi.
Proof. We first prove the following sublemma, which will help facilitate the rest of the
proof.
Sublemma 4.9.1. Suppose n ∈ N and that T ∈ Mn has zero crosses at positions z1 <
z2 < · · · < zm. Then there is a unitary W ∈ C([0, 1],Mn) (depending only on z1, . . . , zm)
such that:
(a) W (1)TW (1)∗ has zero crosses at positions 1, 2, . . . ,m;
(b) W (0) = 1n;
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(c) r(W (ξ)TW (ξ)∗) ≤ r(T ) + 2 for all ξ ∈ [0, 1].
Proof. For 1 ≤ i ≤ j ≤ n, let δij : [0, 1]→ [0, 1] be the following function.
i−1
j
i
j
1
1
δij
ξ
δij(ξ) :=

0, if 0 ≤ ξ ≤ i−1
j
linear, if i−1
j
≤ ξ ≤ i
j
1, if i
j
≤ ξ ≤ 1.
For 1 ≤ i < j ≤ n, let wij ∈ C([0, 1],Mn) be the unitary defined by
wij(ξ) := u(i i+1)(δ
j−i
j−i(ξ)) · u(i+1 i+2)(δj−i−1j−i (ξ)) · · ·u(j−1 j)(δ1j−i(ξ)),
where the unitaries u(k k+1) : [0, 1]→Mn are the ones from Definition 4.6. Note that
(4.3)
wij(1) = u(i i+1)(1) · · ·u(j−1 j)(1)
= U [(i i+ 1)] · · ·U [(j − 1 j)]
= U [(i i+ 1 · · · j)].
Set wii ≡ 1n. Define
W := (w1zm ◦ δmm) · · · (w1z1 ◦ δ1m),
which is a unitary in C([0, 1],Mn).
Since W (0) = w1zm(δ
m
m(0)) · · ·w1z1(δ1m(0)) = w1zm(0) · · ·w1z1(0) = 1n (see Definition 4.6
(1)), we know (b) holds.
Next, we check that (a) holds. Observe that W (1) = w1zm(1) · · ·w1z1(1). Let σ ∈ Sn
denote the permutation (1 2 · · · zm) · (1 2 · · · zm−1) · · · (1 2 · · · z1). Note that σ(zk) =
m − k + 1 for 1 ≤ k ≤ m. Thus by Equation 4.3, W (1)TW (1)∗ = U [σ]TU [σ]∗ has zero
crosses at positions 1, . . . ,m, which proves (a).
Finally, we prove (c). This will be proved using two short sublemmas, which we estab-
lish first.
Sublemma 4.9.1.1. If D ∈Mn has a zero cross at position j, then r(w1j (1)Dw1j (1)∗) ≤
r(D) and, for 2 ≤ i ≤ j, r(wij(1)Dwij(1)∗) ≤ r(D) + 1.
Proof. By Equation 4.3, w1j (1) = U [(1 2 · · · j)]. Consider the matrix D broken up into
the four regions created by the zero cross at j.
0
0
D1 0 D2
0
0
0 0 0 0 0 0 0 0 0
0
D3 0 D4
0
j
j
The Matrix D
If we conjugate D by w1j (1), entries in D1 get
shifted parallel to the diagonal, entries in D2
get shifted down one unit, entries in D3 get
shifted one unit to the right, while entries in
D4 don’t get shifted at all. Since no entry gets
shifted away from the diagonal, it follows that
r(w1j (1)Dw
1
j (1)
∗) ≤ r(D).
Suppose now that 2 ≤ i ≤ j. If i = j, then the desired inequality is trivial, so we can
assume that i < j. By Equation 4.3, wij(1) = U [(i i + 1 · · · j)]. Consider the matrix D
24 MIHAI ALBOIU AND JAMES LUTLEY
broken up into the following seven regions created by the zero cross at j and the ith row
and column.
D5D1
0
0
0 D2
D6 D7 0
0
0 0 0 0 0 0 0 0 0
0
D3 0 D4
0
j
j
i
i
The Matrix D
If we conjugate D by U [(i i + 1 · · · j)], entries
in D2 and D3 remain untouched or shift towards
the diagonal. As above, the entries in D4 still
remain untouched. Entries in D7 are shifted par-
allel to the diagonal and entries in D1 are un-
touched. However, any non-zero entry in D5 or
D6 is shifted one unit away from the diagonal
and, thus, r(wij(1)Dwij(1)∗) ≤ r(D) + 1.
Therefore, Sublemma 4.9.1.1 is proved. 
Sublemma 4.9.1.2. Suppose D ∈Mn has a zero cross at position j. Then, if 1 ≤ i ≤ j
and ξ ∈ [0, 1], we have r(wij(ξ)Dwij(ξ)∗) ≤ r(D) + 2.
Proof. Fix 1 ≤ i ≤ j and ξ ∈ [0, 1]. If ξ = 0 or if i = j, then wij(ξ) = 1n and the result is
trivial. So we may assume i < j and ξ ∈ (0, 1]. Let 1 ≤ k ≤ j − i be the unique integer
such that ξ ∈
(
k−1
j−i ,
k
j−i
]
. Then we may write
wij(ξ)
=u(i i+1)(0) · · ·u(j−k−1 j−k)(0)
· u(j−k j−k+1)(δkj−i(ξ)) · u(j−k+1 j−k+2)(1) · · ·u(j−1 j)(1)
=u(j−k j−k+1)(δkj−i(ξ)) · wj−k+1j (1).
Let D′ := wj−k+1j (1)Dw
j−k+1
j (1)
∗. By the sublemma immediately preceding this one,
r(D′) ≤ r(D) + 1. Now, consider the conjugation of D′ by u(j−k j−k+1)(δkj−i(ξ)), which we
denote by E. The entries of D′ affected by this conjugation lie in one of the following
three regions.
j − k
↓
j − k →
Region A
j − k
↓
j − k →
Region B
j − k
↓
j − k →
Region C
An analysis extremely similar to the one on page 20 shows that:
• an entry in E lying in Region A can be non-zero only if at least one of the two
corresponding shaded entries in D′ lying in the same row is non-zero;
• an entry in E lying in Region B can be non-zero only if at least one of the two
corresponding shaded entries in D′ lying in the same column is non-zero;
• an entry in E lying in Region C can be non-zero only if at least one of the other
four corresponding shaded entries in D′ is non-zero.
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We see that in all instances, a non-zero entry in E never appears more than one unit
further away from the diagonal than a non-zero entry in D′. Thus,
r(u(j−k j−k+1)(δkj−i(ξ))D
′u(j−k j−k+1)(δkj−i(ξ))
∗) ≤ r(D′) + 1 ≤ r(D) + 2,
which proves the sublemma. 
We can now conclude the proof of Sublemma 4.9.1 by proving (c). Fix ξ ∈ [0, 1]. If
ξ = 0, the result is trivial, so assume ξ ∈ (0, 1]. Let 1 ≤ k ≤ m be the unique integer
such that ξ ∈ (k−1
m
, k
m
]
. Then we may write
W (ξ) = w1zm(0) · · ·w1zk+1(0) · w1zk(δkm(ξ)) · w1zk−1(1) · · ·w1z1(1)
= w1zk(δ
k
m(ξ)) · w1zk−1(1) · · ·w1z1(1).
By Sublemma 4.9.1.1, r(w1z1(1)Tw
1
z1
(1)∗) ≤ r(T ) since T has a zero cross at position z1.
Moreover, w1z1(1)Tw
1
z1
(1)∗ has a zero cross at position z2, since z2 is not among the indices
affected by the conjugation (the reasoning for this is basically identically that in the proof
of Sublemma 4.7.2 (a)). Thus, we can apply Sublemma 4.9.1.1 again to conclude that
r(w1z2(1)w
1
z1
(1)Tw1z1(1)
∗w1z2(1)
∗) ≤ r(w1z1(1)Tw1z1(1)∗) ≤ r(T ). Continuing inductively in
this way, it follows that r(D) ≤ r(T ), where
D = w1zk−1(1) · · ·w1z1(1)Tw1z1(1)∗ · · ·w1zk−1(1)∗.
Moreover, D has a zero cross at position zk, since T does and since that index is not
affected by the conjugation (again, see Sublemma 4.7.2 (a)). Therefore, by Sublemma
4.9.1.2,
r(W (ξ)TW (ξ)∗) = r(w1zk(δ
k
m(ξ))Dw
1
zk
(δkm(ξ))
∗) ≤ r(D) + 2 ≤ r(T ) + 2,
which proves (c) and completes the proof of Sublemma 4.9.1. 
With Sublemma 4.9.1 in hand, we can now proceed with the proof of Lemma 4.9. Since
NM < s(A), we can apply Lemma 4.4 with the natural number NM , with K = {0},
and with Fi,k := Xi \ Ui,k for 1 ≤ i ≤ ` and 1 ≤ k ≤ ni. This yields a function Θ ∈ A
with the following properties:
(I) For all 1 ≤ i ≤ ` and x ∈ Xi, Θi(x) is a diagonal matrix with entries in [0, 1]
whose final NM diagonal entries are all 0, and such that at most one of every NM
consecutive diagonal entries is non-zero;
(II) For all 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, if x /∈ Ui,k, then Θi(x)k,k = 0;
(III) For all 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, there is a (possibly empty) open subset Oi,k ⊂ Xi
containing Bi,k, with the property that Θi(x)k,k = 1 whenever x ∈ Oi,k.
Now, fix 1 ≤ i ≤ `. For 1 ≤ k ≤ ni −NM , let uk by the unitary in C(Xi,Mni) given
by
uk(x) := diag(1k−1,W (Θi(x)k,k),1ni−(NM+k−1)),
where W is the unitary in C([0, 1],MNM) given by Sublemma 4.9.1, with z1 := 1, z2 :=
1 + M , . . . , zN := 1 + (N − 1)M . For ni −NM < k ≤ ni, set uk ≡ 1ni . Define Vi to be
the unitary in C(Xi,Mni) given by
Vi :=
ni∏
k=1
uk.
For x ∈ Xi, let K(x) := {1 ≤ k ≤ ni : Θi(x)k,k > 0} and write K(x) = {k1, . . . , ks},
where k1 < · · · < ks and put ks+1 := ni + 1. Note that k1 = 1 by (III) above since
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Bi,1 = Xi (see Remark 2.6 (1)), and for 1 ≤ t ≤ s, kt+1 − kt ≥ NM by (I) above. If
k /∈ K(x), then uk ≡ 1ni . Hence, we can write
(4.4)
Vi(x)
=
s∏
t=1
ukt(x)
= diag (W (Θi(x)k1,k1),1d1 ,W (Θi(x)k2,k2),1d2 , . . . ,W (Θi(x)ks,ks),1ds) ,
where dt := kt+1 − (kt +NM) for 1 ≤ t ≤ s.
Let V := (V1, . . . , V`). We’ll show that (1) holds, then that (2) holds, and finally that
V ∈ A. This will prove Lemma 4.9.
To prove (1) and (2), fix 1 ≤ i ≤ ` and x ∈ Xi and let K(x) = {k1, . . . , ks} and
ks+1 := ni+1 be as defined above. For 1 ≤ t ≤ s, we have Θi(x)kt,kt > 0, so by (II) above
it must be that x ∈ Ui,kt and, thus, fi(x) has a block point at position kt and zero crosses
at positions kt, kt +M, . . . , kt + (N − 1)M , by the assumption in the lemma. So, we can
write fi(x) = diag(Q1, Q2, . . . , Qs), where Qt is a kt+1−kt block for 1 ≤ t ≤ s and has zero
crosses at 1, 1+M, . . . , 1+(N−1)M . Therefore, in light of the decomposition of Vi(x) in
Equation 4.4, we can write Vi(x)fi(x)Vi(x)∗ as a block diagonal matrix diag(B1, . . . , Bs)
with
Bt = diag(W (Θi(x)kt,kt),1dt) ·Qt · diag(W (Θi(x)kt,kt),1dt)∗.
Thus, to prove (2), it suffices to show that r(Bt) ≤ r(Qt) + 2. Also, if x ∈ Oi,k for some
1 ≤ k ≤ ni, then by (III), Θi(x)k,k = 1 > 0, so k = kt for some 1 ≤ t ≤ s. Since the block
Bt begins at position kt down the diagonal of Vi(x)fi(x)Vi(x)∗, to prove (1) it suffices to
show that Bt has zero crosses at positions 1, 2, . . . , N if Θi(x)kt,kt = 1.
To this end, fix 1 ≤ t ≤ s and write
Qt =
(
D11 D12
D21 D22
)
,
where D11 ∈ MNM , D22 ∈ Mdt , and D12 and D21 are NM × dt and dt × NM matrices,
respectively. Moreover, D11 has zero crosses at positions 1, 1 + M, . . . , 1 + (N − 1)M ,
while the rows of D12 and the columns of D21 at these same indices consist entirely of
zeros. Then, we can write
(4.5)
Bt =
(
W (Θi(x)kt,kt) 0
0 1dt
)
·
(
D11 D12
D21 D22
)
·
(
W (Θi(x)kt,kt)
∗ 0
0 1dt
)
=
(
W (Θi(x)kt,kt)D11W (Θi(x)kt,kt)
∗ W (Θi(x)kt,kt)D12
D21W (Θi(x)kt,kt)
∗ D22
)
.
If Θi(x)kt,kt = 1, then
Bt =
(
W (1)D11W (1)
∗ W (1)D12
D21W (1)
∗ D22
)
.
Therefore, by our definition of W , we can apply Sublemma 4.9.1 (a) to conclude that
W (1)D11W (1)
∗ has zero crosses at positions 1, 2, . . . , N . Inspecting the proof of that
same part of the sublemma, we can see that the first 1, 2, . . . , N rows of W (1)D12 and
columns of D21W (1)∗ consist of only zeros. It follows that Bt has zero crosses at positions
1, 2, . . . , N , which, based on the aforementioned analysis, proves (1).
We now prove that r(Bt) ≤ r(Qt) + 2. Recall that D11 has zero crosses at positions
1, 1 + M, . . . , 1 + (N − 1)M . By our definition of W , we can apply Sublemma 4.9.1 (c)
to conclude that
r(W (Θi(x)kt,kt)D11W (Θi(x)kt,kt)
∗) ≤ r(D11) + 2 ≤ r(Qt) + 2,
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and, hence,
(4.6) r
((
W (Θi(x)kt,kt)D11W (Θi(x)kt,kt)
∗ 0
0 D22
))
≤ r(Qt) + 2.
Next we show that
(4.7) r
((
0 W (Θi(x)kt,kt)D12
0 0
))
≤ r(Qt).
Recall that z1 = 1, z2 = 1+M, . . . , zN = 1+(N−1)M . Just as in the proof of Sublemma
4.9.1 (c), there is a ζ ∈ [0, 1] and a 1 ≤ k ≤ N , such that
W (Θi(x)kt,kt) = w
1
zk
(ζ) · w1zk−1(1) · · ·w1z1(1).
Hence, following the lines of the proof of Sublemma 4.9.1.1, we have
r
((
0 w1zk−1(1) · · ·w1z1(1)D12
0 0
))
≤ r
((
0 D12
0 0
))
,
by Equation 4.3, since only rows of zeros are shifted up when multiplying D12 on the left
by w1zk−1(1) · · ·w1z1(1), while non-zero entries remain in place or are shifted down towards
the diagonal. If zk = 1, then W (Θi(x)kt,kt) = 1NM and Equation 4.7 follows. Otherwise,
as in the proof of Sublemma 4.9.1.2, there is a ξ ∈ [0, 1] and 1 ≤ p ≤ zk − 1 such that
w1zk(ζ) = u(zk−p zk−p+1)(ξ) · U [(zk − p+ 1 zk − p+ 2 · · · zk)].
Since the zkth row of a matrix remains unchanged when multiplying on the left by
w1zk−1(1) · · ·w1z1(1), it follows that the zkth row of w1zk−1(1) · · ·w1z1(1)D12 contains only
zeros. Thus, multiplying this matrix on the left by U [(zk − p+ 1 · · · zk)] shifts the zero
row from position zk to position zk − p+ 1, while shifting the rows zk − p+ 1, . . . , zk − 1
down by one towards the diagonal. Thus,
r
((
0 E
0 0
))
≤ r
((
0 w1zk−1(1) · · ·w1z1(1)D12
0 0
))
≤ r
((
0 D12
0 0
))
,
where E := U [(zk − p + 1 · · · zk)]w1zk−1(1) · · ·w1z1(1)D12. Now, the matrices E and
u(zk−p zk−p+1)(ξ)E may only differ on rows zk − p and zk − p+ 1, where these two rows of
the latter matrix are a linear combination of the same two rows of E. From this and the
fact that the zk − p+ 1 row of E consists only of zeros, it is clear that given a column λ,
the (zk − p, λ)- or (zk − p + 1, λ)-entry of u(zk−p zk−p+1)(ξ)E can be non-zero only if the
(zk − p, λ) entry of E is non-zero. Hence,
r
((
0 u(zk−p zk−p+1)(ξ)E
0 0
))
≤ r
((
0 E
0 0
))
≤ r
((
0 D12
0 0
))
≤ r(Qt),
which proves Equation 4.7. Since the z1, . . . , zN columns of D21 consist of only zeros, it
follows that the z1, . . . , zN rows of D∗21 consist of only zeros, just like is true of the matrix
D12; but this was the only fact we used about D12 in deriving Equation 4.7. Thus, since
the diagonal radius is not changed when taking adjoints, we can use Equation 4.7 to also
conclude that
(4.8) r
((
0 0
D21W (Θi(x)kt,kt)
∗ 0
))
= r
((
0 W (Θi(x)kt,kt)D
∗
21
0 0
))
≤ r(Qt).
Putting Equation 4.5, Equation 4.6, Equation 4.7, and Equation 4.8 together, it follows
that
r(Bt) ≤ r(Qt) + 2,
as was required to prove (2).
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Finally, we show that V ∈ A, which will complete the proof of the lemma. Suppose
y ∈ Yi decomposes into x1 ∈ Xi1 \ Yi1 , . . . , xr ∈ Xir \ Yir . We need to show that
Vi(y) = diag(Vi1(x1), . . . , Vir(xr)). Let K(y) = {1 ≤ k ≤ ni : Θi(y)k,k > 0}, as defined
earlier. Write K(y) = {k1, . . . , ks}, where 1 = k1 < · · · < ks and put ks+1 := ni + 1. As
before, let dt := kt+1 − (kt +NM) for 1 ≤ t ≤ s. Define B(y) := {1 ≤ k ≤ ni : y ∈ Bi,k}.
By (III) above, if y ∈ Bi,k, then Θi(y)k,k = 1 > 0, so that k ∈ K(y). Thus, B(y) ⊂ K(y).
Hence by Remark 2.6 (3), for each 1 ≤ j ≤ r, there is a tj ∈ {1, . . . , s} such that
1 + ni1 + · · · + nij−1 = ktj (where kt1 = 1 = k1, so t1 = 1); set tr+1 := s + 1, so that
ktr+1 = ks+1 = ni + 1. Note that Θi(y) = diag(Θi1(x1), . . . ,Θir(xr)).
Now, fix 1 ≤ j ≤ r and observe that Θij(xj)k,k = Θi(y)ktj+k−1,ktj+k−1. Therefore,
K(xj) = {1 ≤ k ≤ nij : Θij(xj)k,k > 0}
= {k − ktj + 1 : k ∈ K(y) and ktj ≤ k < ktj+1}
= {kt − ktj + 1 : tj ≤ t < tj+1}.
Moreover, if tj ≤ t < tj+1, then (kt+1−ktj +1)−(kt−ktj +1+NM) = kt+1−(kt+NM) =
dt. Given matrices E1, . . . , Ep, let
⊕p
q=1Eq := diag(E1, . . . , Ep). Then, by the above
computation of K(xj) and Equation 4.4, it follows that
Vij(xj)
=
⊕
tj≤t<tj+1
diag
(
W (Θij(xj)kt−ktj+1,kt−ktj+1),1(kt+1−ktj+1)−(kt−ktj+1+NM)
)
=
⊕
tj≤t<tj+1
diag (W (Θi(y)kt,kt),1dt) .
Therefore,
diag(Vi1(x1), . . . , Vir(xr)) =
⊕
1≤j≤r
⊕
tj≤t<tj+1
diag (W (Θi(y)kt,kt),1dt)
=
⊕
1≤t≤s
diag (W (Θi(y)kt,kt),1dt)
= Vi(y),
where the last equality follows by Equation 4.4. Thus, V ∈ A and the proof of Lemma
4.9 is now complete. 
Before stating and proving the final lemma of this section, we introduce a final collection
of unitaries which we will need.
Definition 4.10. Suppose 1 ≤ N ≤ n. For 1 ≤ j ≤ k ≤ n, we let γnj,k := (j j+1 · · · k) ∈
Sn. For N ≤ j ≤ k ≤ n, we let σnj,k := (j−N +1 k−N +1) · · · (j k) ∈ Sn, and we define
uσnj,k : [0, 1] → Mn to be the unitary given by uσnj,k(ξ) := u(j−N+1 k−N+1)(ξ) · · ·u(j k)(ξ),
where u(i i′)(ξ) ∈Mn is defined as in Definition 4.6.
Remark 4.11. Note that in the above definition, if N ≤ k ≤ n − N , then σnk,n is the
permutation in Sn that swaps k −N + 1, . . . , k with n−N + 1, . . . , n; moreover, in this
case, all of the factors in the definition of uσnk,n(ξ) (for any ξ ∈ [0, 1]) commute with each
other (see Definition 4.6).
Lemma 4.12. Suppose A is a DSH algebra of length ` and that 1 ≤ N < s(A). Suppose
f ∈ A is such that for all 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, there is an open subset Ui,k ⊂ Xi
containing Bi,k with the property that if x ∈ Ui,k, then fi(x) has zero crosses at positions
k, k + 1, . . . , k + N − 1, and such that r(fi(x)) ≤ N for all x ∈ Xi. Then, there is a
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unitary V ∈ A such that for all 1 ≤ i ≤ ` and x ∈ Xi, the matrix (fV )i(x) is strictly
lower triangular.
Proof. Given an integer n ≥ N , let Wn ∈ C([0, 1]n,Mn) be the unitary given by
(4.9) Wn(ξ1, . . . , ξn) := U [γn1,n]
N
(
n−1∏
k=N
uσnk,n(ξk+1)
)
,
where σnk,n is the product of N transpositions as in Definition 4.10. Note that Wn = 1n
if n = N , since the product is empty and U [γn1,n]n = 1n.
To help facilitate the proof of Lemma 4.12, we will first establish the following sub-
lemma.
Sublemma 4.12.1. Suppose n ∈ N with n > N (where N is the integer given in
Lemma 4.12). Suppose ~ξ := (ξ1, . . . , ξn) ∈ [0, 1]n is such that ξ1 = 1, the final N en-
tries ξn−N+1, . . . , ξn are all zero, and for any consecutive N entries of ~ξ, at most one is
non-zero. Suppose K = {1 = k1 < k2 < · · · < km} is any set of integers k, containing 1,
such that ξk = 1; put km+1 := n+ 1 and note that kt+1−kt ≥ N for all 1 ≤ t ≤ m. Then,
(4.10) Wn(~ξ) = diag
(
Wk2−k1(ξk1 , . . . , ξk2−1), . . . ,Wkm+1−km(ξkm , . . . , ξkm+1−1)
)
.
Proof. Fix n > N , a vector ~ξ, and an associated set K, satisfying the hypothesis of the
sublemma. We proceed by induction on the size m of K. If m = 1, then k1 = 1 and
k2 = km+1 = n+ 1, so there is nothing to show. Fix m ≥ 2 and suppose that Sublemma
4.12.1 holds for any natural number n′ > N , vector ζ, and associated set K ′ of size
m− 1, provided they satisfy the required hypotheses. Assume that |K| = m. We’ll show
Equation 4.10 holds in this case.
Note that by assumption k2 − 1 = k2 − k1 ≥ N . Also, since ξk2 = 1 and the last N
entries of ~ξ are zero, it must be that
(4.11) k2 ≤ n−N.
We’ll need the following calculation.
Subclaim 4.12.1.1.
U [γn1,n]
N
(
k2−2∏
k=N
uσnk,n(ξk+1)
)
U [σnk2−1,n]
=U [γn1,k2−1]
N
(
k2−2∏
k=N
uσnk,k2−1
(ξk+1)
)
U [γnk2,n]
N .
Proof. If k2 − 1 = N , then the products on the LHS and RHS above are empty and the
equation reduces to
(4.12) U [γn1,n]
NU [σnk2−1,n] = U [γ
n
1,k2−1]
NU [γnk2,n]
N .
By Equation 4.11 and Remark 4.11 it is elementary to see that Equation 4.12 holds.
Therefore, for the remainder of the proof, we may assume that k2 − 2 ≥ N .
To establish the subclaim, we’ll first show that for all N ≤ k ≤ k2 − 2,
(4.13) uσnk,n(ξk+1) = U [σ
n
k2−1,n]uσnk,k2−1(ξk+1)U [σ
n
k2−1,n].
Suppose first that k2−N ≤ k ≤ k2−2. Since ξk2 = 1, it must be that ξk+1 = 0 because
at most one of any N consecutive entries of ~ξ can be non-zero. Hence, Equation 4.13
reduces to 1n = U [σnk2−1,n]U [σ
n
k2−1,n]. But since k2 ≤ n−N by Equation 4.11, this equality
holds by Remark 4.11, since the permutation transpositions commute.
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Suppose instead that N ≤ k ≤ k2 −N − 1. By definition,
U [σnk2−1,n]uσnk,k2−1(ξk+1)
=
 0∏
j=−(N−1)
U [(k2 − 1 + j n+ j)]
 0∏
j=−(N−1)
u(k+j k2−1+j)(ξk+1)
 .
Note that for any −(N − 1) ≤ j, j′ ≤ 0, we have by Equation 4.11
k2 − 1 + j ≤ k2 − 1 ≤ n−N − 1 < n− (N − 1) ≤ n+ j′
and
k + j ≤ k2 −N − 1 + j ≤ k2 −N − 1 < k2 − (N − 1)− 1 ≤ k2 − 1 + j′.
Thus, whenever 0 ≥ j′, j ≥ −(N−1) with j 6= j′, the permutations (k2−1+j′ n+j′) and
(k+ j k2− 1 + j) are disjoint, and hence, U [(k2− 1 + j′ n+ j′)] and u(k+j k2−1+j)(ξk+1)
commute. Thus, the above expression is equal to
0∏
j=−(N−1)
U [(k2 − 1 + j n+ j)]u(k+j k2−1+j)(ξk+1).
Therefore, by the same reasoning,
U [σnk2−1,n]uσnk,k2−1(ξk+1)U [σ
n
k2−1,n]
=
0∏
j=−(N−1)
U [(k2 − 1 + j n+ j)]u(k+j k2−1+j)(ξk+1)
·
0∏
j=−(N−1)
U [(k2 − 1 + j n+ j)]
=
0∏
j=−(N−1)
U [(k2 − 1 + j n+ j)]u(k+j k2−1+j)(ξk+1)U [(k2 − 1 + j n+ j)].
It is elementary to see that U [(a b)]u(c b)(ζ)U [(a b)] = u(c a)(ζ) whenever c ≤ b ≤ a and
ζ ∈ [0, 1]. Hence,
U [σnk2−1,n]uσnk,k2−1(ξk+1)U [σ
n
k2−1,n]
=
0∏
j=−(N−1)
u(k+j n+j)(ξk+1) = uσnk,n(ξk+1),
which proves that Equation 4.13 holds.
We now use Equation 4.12 and Equation 4.13 to complete the proof of the subclaim.
We argued earlier that U [σnk2−1,n]U [σ
n
k2−1,n] = 1n. Thus, by Equation 4.13,
k2−2∏
k=N
uσnk,n(ξk+1) =
k2−2∏
k=N
U [σnk2−1,n]uσnk,k2−1(ξk+1)U [σ
n
k2−1,n]
= U [σnk2−1,n]
(
k2−2∏
k=N
uσnk,k2−1
(ξk+1)
)
U [σnk2−1,n].
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Therefore, by Equation 4.12
U [γn1,n]
N
k2−2∏
k=N
uσnk,n(ξk+1)
=U [γn1,n]
NU [σnk2−1,n]
(
k2−2∏
k=N
uσnk,k2−1
(ξk+1)
)
U [σnk2−1,n]
=U [γn1,k2−1]
NU [γnk2,n]
N
(
k2−2∏
k=N
uσnk,k2−1
(ξk+1)
)
U [σnk2−1,n].
Moreover, for each k = N, . . . , k2− 2, the indices in each transposition-like unitary factor
in uσnk,k2−1(ξk+1) are distinct from k2, . . . , n. Hence, U [γ
n
k2,n
]N and
∏k2−2
k=N uσnk,k2−1
(ξk+1)
commute. Thus,
U [γn1,n]
N
k2−2∏
k=N
uσnk,n(ξk+1)
=U [γn1,k2−1]
N
(
k2−2∏
k=N
uσnk,k2−1
(ξk+1)
)
U [γnk2,n]
NU [σnk2−1,n].
Multiplying both sides of the above by U [σnk2−1,n] proves the subclaim. 
With the calculation established by the subclaim in hand, we can now continue with
the induction proof of Sublemma 4.12.1. Recall from the definition of Wn (Equation 4.9)
that
Wn(~ξ) = U [γ
n
1,n]
N
(
n−1∏
k=N
uσnk,n(ξk+1)
)
= U [γn1,n]
N
(
k2−2∏
k=N
uσnk,n(ξk+1)
)
uσnk2−1,n
(ξk2)
(
n−1∏
k=k2
uσnk,n(ξk+1)
)
,
where we can break up the product like this since k2 − 1 = k2 − k1 ≥ N by assumption.
Recall that ξk2 = 1, so that uσnk2−1,n(ξk2) = uσnk2−1,n(1) = U [σ
n
k2−1,n]. Replacing this in the
above and applying Subclaim 4.12.1.1, we obtain
(4.14) Wn(~ξ) = U [γn1,k2−1]
N
(
k2−2∏
k=N
uσnk,k2−1
(ξk+1)
)
U [γnk2,n]
N
(
n−1∏
k=k2
uσnk,n(ξk+1)
)
.
Let ~ξ′ := (ξ1, . . . , ξk2−1) and ~ξ′′ := (ξk2 , . . . , ξn). Since |~ξ′| = k2 − 1 = k2 − k1 ≥ N , we
can write
(4.15) Wk2−k1(~ξ′) = U [γ
k2−1
1,k2−1]
N
(k2−1)−1∏
k=N
u
σ
k2−1
k,k2−1
(ξk+1)
 ∈Mk2−k1 .
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Since |~ξ′′| = n− k2 + 1 ≥ N + 1 > N by Equation 4.11, we can write
(4.16)
Wn+1−k2(~ξ′′) = Wn+1−k2(ξk2 , . . . , ξn)
= U [γn+1−k21,n+1−k2 ]
N
(
n+1−k2−1∏
k=N
u
σ
n+1−k2
k,n+1−k2
(ξk2+k)
)
= U [γn+1−k21,n+1−k2 ]
N
(
n−k2∏
k=1
u
σ
n+1−k2
k,n+1−k2
(ξk2+k)
)
= U [γn+1−k21,n+1−k2 ]
N
(
n−1∏
k=k2
u
σ
n+1−k2
k+1−k2,n+1−k2
(ξk+1)
)
∈Mn+1−k2 ,
where the penultimate equality follows since ξk2+k = 0 for 1 ≤ k ≤ N − 1, as ξk2 = 1 and
at most one of any consecutive entries of ~ξ is non-zero. Therefore,
diag(Wk2−k1(~ξ′),Wn+1−k2(~ξ′′))
= diag(Wk2−k1(~ξ′),1n+1−k2) · diag(1k2−k1 ,Wn+1−k2(~ξ′′))
=U [γn1,k2−1]
N
(k2−1)−1∏
k=N
uσnk,k2−1
(ξk+1)
 · U [γnk2,n]N
(
n−1∏
k=k2
uσnk,n(ξk+1)
)
,
where in the last equality the indices in the γ’s and σ’s have been altered appropriately
from the ones in Equation 4.15 and Equation 4.16 to accommodate for the identity factors
in the diagonal. Thus, combining this with Equation 4.14 yields
(4.17) Wn(~ξ) = diag(Wk2−k1(~ξ′),Wn+1−k2(~ξ′′)).
Now note that the first entry of ~ξ′′ is 1, and by the assumptions on ~ξ, the last N entries
of ~ξ′′ are zero, and at most one of any consecutive N entries of ~ξ′′ can be non-zero. Thus,
we can apply the inductive hypothesis to n′ = |~ξ′′| > N (Equation 4.11), vector ~ξ′′, and
associated set K ′ = {k2, . . . , km} of size m− 1 to conclude that
Wn+1−k2(~ξ′′)
= diag
(
Wk3−k2(ξk2 , . . . , ξk3−1), . . . ,Wkm+1−km(ξkm , . . . , ξkm+1−1)
)
.
Subbing this into Equation 4.17 yields
Wn(~ξ) = diag
(
Wk2−k1(ξk1 , . . . , ξk2−1), . . . ,Wkm+1−km(ξkm , . . . , ξkm+1−1)
)
,
which proves the sublemma. 
With Sublemma 4.12.1 in hand, we can now continue with the proof of Lemma 4.12.
We apply Lemma 4.4 with the natural number N , the set K = {0}, and with the closed
sets Fi,k := Xi \Ui,k for 1 ≤ i ≤ ` and 1 ≤ k ≤ ni. This yields a function Θ ∈ A with the
following properties:
(I) For all 1 ≤ i ≤ ` and x ∈ Xi, Θi(x) is a diagonal matrix with entries in [0, 1] whose
final N entries are all 0, and such that at most one of every N consecutive diagonal
entries is non-zero;
(II) For all 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, if x /∈ Ui,k, then Θi(x)k,k = 0;
(III) For all 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, if x ∈ Bi,k, then Θi(x)k,k = 1.
Since N < s(A), we can, for each 1 ≤ i ≤ `, define Wni ∈ C([0, 1]ni ,Mni) as in
Equation 4.9. For each 1 ≤ i ≤ `, let ~ξi : Xni → [0, 1]ni denote the vector valued
function constituting the diagonal of Θi; i.e., ~ξi(x) = (ξi(x)1, . . . , ξi(x)ni) for all x ∈ Xi,
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where ξi(x)k = Θi(x)k,k for 1 ≤ k ≤ ni. Define the unitary V ∈
⊕`
i=1C(Xi,Mni) by
V := (Wn1 ◦ ~ξ1, . . . ,Wn` ◦ ~ξ`). We will first prove that V ∈ A and then show that (fV )i(x)
is strictly lower triangular for all 1 ≤ i ≤ ` and x ∈ Xi. Together, these two results will
prove the lemma.
To see that V ∈ A, suppose 2 ≤ i ≤ ` and that y ∈ Yi decomposes into x1 ∈
Xi1 \ Yi1 , . . . , xs ∈ Xis \ Yis . Then Θi(y) = diag(Θi1(x1), . . . ,Θis(xs)), so that
~ξi(y)
=(ξi(y)1, . . . , ξ
i(y)ni)
=(ξi1(x1)1, . . . , ξ
i1(x1)ni1 , . . . . . . . . . , ξ
is(xs)1, . . . , ξ
is(xs)nis ).
Define B(y) := {1 ≤ k ≤ ni : y ∈ Bi,k}. Then by Remark 2.6 (3), we can write
B(y) = {1 = k1 < · · · < ks}, where kt = 1+ni1+· · ·+nit−1 for 1 ≤ t ≤ s. Set ks+1 := ni+1
and note that kt+1 − kt = nit for all 1 ≤ t ≤ s. By assumption ni ≥ s(A) > N , so, in
light of (I) and (III) above, we can apply Sublemma 4.12.1 with the vector ~ξi(y) and the
set B(y), to obtain
Vi(y)
=Wni(
~ξi(y))
= diag
(
Wk2−k1( ~ξi1(x1)), . . . ,Wks+1−ks( ~ξis(xs))
)
= diag(Vi1(x1), . . . , Vis(xs)).
Therefore, V ∈ A.
To conclude the proof, fix 1 ≤ i ≤ ` and x ∈ Xi. We’ll show that (fV )i(x) is strictly
lower triangular. From Equation 4.9, we have
(4.18)
(fV )i(x) = fi(x)Wni(
~ξi(x))
= fi(x)Wni(ξ
i(x)1, . . . , ξ
i(x)ni)
= fi(x)U [γ
ni
1,ni
]N
ni−1∏
k=N
uσnik,ni
(ξi(x)k+1).
If we write fi(x) =
[
C1 | · · · |Cni
]
, where Cj is the jth column of fi(x), then we have
fi(x)U [γ
ni
1,ni
]N =
[
CN+1 | · · · |Cni |C1 | · · · |CN
]
. Since r(fi(x)) ≤ N , all non-zero entries
in the first ni−N columns of the matrix fi(x)U [γni1,ni ]N must lie strictly below the diagonal.
But by Remark 2.6 (1), x ∈ Bi,1 and, hence, by the assumptions of the lemma, fi(x) has
zero crosses at positions 1, . . . , N . In particular, columns C1, . . . , CN consist entirely of
zeros. Therefore, fi(x)U [γni1,ni ]
N is strictly lower triangular. We’ll argue that (fV )i(x) =
fi(x)U [γ
ni
1,ni
]N , which will complete the proof. To do this, it suffices by Equation 4.18 to
check that for each N ≤ k ≤ ni − 1, we have
(4.19) fi(x)U [γni1,ni ]
Nuσnik,ni
(ξi(x)k+1) = fi(x)U [γ
ni
1,ni
]N .
To this end, fix N ≤ k ≤ ni − 1. If ξi(x)k+1 = 0, then uσnik,ni (ξ
i(x)k+1) = 1ni and there
is nothing to show, so we may assume ξi(x)k+1 > 0. Recall that ξi(x)k+1 = Θi(x)k+1,k+1,
so, by (II) above, it must be that x ∈ Ui,k+1. Whence, by the assumption in the
lemma, fi(x) has zero crosses at positions k + 1, . . . , k + N , from which it follows
that the columns Ck+1, . . . , Ck+N consist entirely of zeros. As noted above, these cor-
respond to the columns of fi(x)U [γni1,ni ]
N at positions k + 1 − N, . . . , k. By defini-
tion, the columns of fi(x)U [γni1,ni ]
Nuσnik,ni
(ξi(x)k+1) at positions k − N + 1, . . . , k and
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ni−N+1, . . . , ni are linear combinations of the same set of columns of fi(x)U [γni1,ni ]N (i.e.,
of {Ck+1, . . . , Ck+N , C1, . . . , CN}). But every column in this latter set consists entirely
of zeros. So, since multiplying by the unitary uσnik,ni
(ξi(x)k+1) on the right only alters
columns at positions k − N + 1, . . . , k and ni − N + 1, . . . , ni, Equation 4.19 holds and
the proof of the lemma is complete. 
5. Proof of the Main Theorem
Theorem 5.1. Suppose
A1
ψ1−→ A2 ψ2−→ A3 ψ3−→ · · · −→ A
is a simple inductive limit of DSH algebras with diagonal maps. Then A has stable rank
one.
Proof. For n ∈ N, let µn : An → A be the map in the construction of the inductive
limit. From Proposition 3.5, we lose nothing by assuming that the µj’s are injective;
also since diagonal maps are unital, so are all of the µj’s. Furthermore, if A is a limit
of finite-dimensional C∗-algebras, then A will automatically have stable rank one, since
all finite-dimensional C∗-algebras do. Therefore, we may also assume that the Aj’s are
infinite-dimensional.
Fix  > 0 and a ∈ A. Our goal is to find an invertible element a′ ∈ A with ‖a−a′‖ ≤ .
To start, choose j ∈ N and f ∈ Aj such that ‖a− µj(f)‖ ≤ /4. If f is invertible in Aj,
then µj(f) will be invertible in A, in which case we are finished. Thus, we may assume
that f is not invertible in Aj.
We apply Lemma 4.7 with f , /4, and N = S(Aj)+M+1, whereM is the natural num-
ber depending on f and , coming from the statement of Lemma 4.7. This yields a function
f ′ ∈ Aj with ‖f − f ′‖ ≤ /4, a j′ > j and unitaries V, V ′ ∈ Aj′ ⊂
⊕`
i=1C(Xi,Mni) with
the following two properties:
(1) For any 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, there is a (possibly empty) open subset Ui,k
of Xi containing Bi,k, such that (V ψj′,j(f ′)V ′)i(x) has zero crosses at positions
k, k +M,k + 2M, . . . , k + (N − 1)M ;
(2) For all 1 ≤ i ≤ ` and x ∈ Xi, we have r((V ψj′,j(f ′)V ′)i(x)) ≤ S(Aj) +M − 1.
Let f ′′ := V ψj′,j(f ′)V ′ ∈ Aj′ .
Next, we apply Lemma 4.8 with Aj′ , f ′′, and /4. This yields a function g ∈ Aj′ with
‖g − f ′′‖ ≤ /4 and, for 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, open sets Oi,k ⊂ Xi containing
Bi,k on which gi always has a block point at position k; moreover, for all 1 ≤ i ≤ ` and
x ∈ Xi, gi(x) has a zero cross at every position that f ′′i (x) does, and r(gi(x)) ≤ r(f ′′i (x)) ≤
S(Aj) + M − 1. Thus, intersecting the Oi,k’s with the Ui,k’s, we may assume that gi(x)
has zero crosses at positions k, k +M, . . . , k + (N − 1)M whenever x ∈ Oi,k.
Now note that Claim 4.7.1 in the proof of Lemma 4.7 guarantees that s(Aj′) > NM .
As a result of this and the above paragraph, we can apply Lemma 4.9 on Aj′ with g and
the Oi,k’s to obtain a unitary W ∈ Aj′ such that:
(I) for all 1 ≤ i ≤ ` and 1 ≤ k ≤ ni, there are open sets O′i,k ⊃ Bi,k in Xi with the
property that Wi(x)gi(x)Wi(x)∗ has zero crosses at positions k, k+1, . . . , k+N−1
whenever x ∈ O′i,k;
(II) r(Wi(x)gi(x)Wi(x)∗) ≤ r(gi(x)) + 2 ≤ S(Aj) + M + 1 = N for all 1 ≤ i ≤ ` and
x ∈ Xi.
Let g′ := WgW ∗ ∈ Aj′ .
By the above and the fact that s(Aj′) > NM ≥ N , we can apply Lemma 4.12 on Aj′
with g′ and the O′i,k’s to conclude that there is a unitary W ′ ∈ Aj′ , such that for all
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1 ≤ i ≤ ` and x ∈ Xi, the matrix (g′W ′)i(x) is strictly lower triangular. Thus, g′W ′ is
a nilpotent element. As observed in [13], every nilpotent element in a unital C∗-algebra
is arbitrarily close to an invertible element. Thus, there is an invertible element h ∈ Aj′
such that ‖g′W ′ − h‖ ≤ /4.
Take a′ := µj′(V ∗W ∗h(W ′)∗W (V ′)∗) and observe that a′ is invertible in A. Then, since
the µn’s are injective,
‖µj(f ′)− a′‖ = ‖ψj′,j(f ′)− V ∗W ∗h(W ′)∗W (V ′)∗‖
= ‖V ∗W ∗[WV ψj′,j(f ′)V ′W ∗W ′ − h](W ′)∗W (V ′)∗‖
≤ ‖V ∗W ∗‖‖Wf ′′W ∗W ′ − h‖‖(W ′)∗W (V ′)∗‖
= ‖Wf ′′W ∗W ′ − h‖
≤ ‖Wf ′′W ∗W ′ −WgW ∗W ′‖+ ‖WgW ∗W ′ − h‖
≤ ‖W‖‖f ′′ − g‖‖W ∗W ′‖+ ‖g′W ′ − h‖
≤ 
4
+

4
=

2
,
and
‖a− µj(f ′)‖ ≤ ‖a− µj(f)‖+ ‖µj(f)− µj(f ′)‖
≤ 
4
+ ‖f − f ′‖
≤ 
2
.
Therefore,
‖a− a′‖ ≤ ‖a− µj(f ′)‖+ ‖µj(f ′)− a′‖ ≤ 
2
+

2
= ,
as desired. 
6. An Application to Crossed Products
Let T be an infinite-dimensional compact metric space and let h : T → T be a minimal
homeomorphism. In this section, we will show by way of an application of Theorem 5.1
that the dynamical crossed product A := C∗(Z, T, h) has stable rank one. This affirms a
conjecture of Zhuang Niu and N. C. Phillips (see Conjecture 7.2 in [1]).
Let σ : C(T )→ C(T ) denote the automorphism arising from h; i.e., σ(f) := f◦h−1. Let
u be the unitary in the associated crossed product A; i.e., ufu∗ = σ(f) for all f ∈ C(T ).
Given a closed set S ⊂ T with non-empty interior, we let AS := {f, ug : f ∈ C(T ), g ∈
C0(T \ S)} ⊂ A denote the Putnam algebra (see [12]), where we adopt the shorthand
C0(T \ S) := {g ∈ C(T ) : g|S ≡ 0}. In [7] (see also [8] and [9]), Qing Lin showed that
AS is a recursive subhomogeneous algebra (and in fact a DSH algebra). We outline this
below. For a more in-depth look, see [7] and Theorems 3.1-3.3. of [8].
Given s ∈ S, let λS(s) := min{n > 0 : hn(s) ∈ S} (the first return time of s to S).
Since T is compact, it follows that sups∈S λS(s) is finite (see also Lemma 2.2 of [9]). Thus
there exist 1 ≤ nS1 < nS2 < · · · < nS`(S) such that {λS(s) : s ∈ S} = {nSi : 1 ≤ i ≤ `(S)}.
For 1 ≤ i ≤ `(S), let XSi := λ−1S (nSi ) and Y Si := XSi \ λ−1S (nSi ). Then, given 1 ≤ i ≤ `(S)
and y ∈ Y Si , there are indices 1 ≤ i1, . . . , ip < i and a point x ∈ XSi1 \ Y Si1 , such that
nSi1+· · ·+nSip = nSi and such that hk(x) ∈ S iff k = nSi1+· · ·+nSij for some 1 ≤ j ≤ p. Note,
too, that hn
S
i1
+···+nSij−1 (x) ∈ XSij \ Y Sij for all 2 ≤ j ≤ p. Then AS is isomorphic to a sub-
C∗-algebra of
⊕`(S)
i=1 C(X
S
i ,MnSi ), where an element (f1, . . . , f`(S)) of
⊕`(S)
i=1 C(X
S
i ,MnSi )
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is in AS iff given 1 ≤ i ≤ `(S) and y ∈ Y Si ,
fi(y) = diag
(
fi1(x), fi2(h
nSi1 (x)), . . . , fip(h
nSi1
+···+nSip−1 (x))
)
,
where i1, . . . , ip and x are as described above. It follows that AS is a DSH algebra.
By Proposition 2.4 in [9], there is a unique homomorphism γS : AS →
⊕`(S)
i=1 C(X
S
i ,MnSi )
with the property that for f ∈ C(T ) and g ∈ C0(T \ S),
(6.1) γS(f)i = diag
(
f ◦ h|XSi , f ◦ h2|XSi , . . . , f ◦ hn
S
i |XSi
)
and
(6.2) γS(ug)i =

0
g ◦ h|XSi 0
g ◦ h2|XSi
. . .
. . . 0
g ◦ hnSi −1|XSi 0

for 1 ≤ i ≤ `(S).
Now, suppose R ⊂ S ⊂ T . By examining the generating sets, we see that AS ⊂ AR.
Let ψ : AS → AR denote the inclusion map.
Lemma 6.1. ψ is a diagonal map (see Definition 1.4) between DSH algebras.
Proof. Fix 1 ≤ i ≤ `(R) and x ∈ XRi \ Y Ri = λ−1R (nRi ).
Claim 6.1.1. There are indices 1 ≤ i1, . . . , iq ≤ `(S) such that:
(1) nSi1 + · · ·+ nSiq = nRi ;
(2) For all 1 ≤ k ≤ nRi , hk(x) ∈ S iff k = βj for some 1 ≤ j ≤ q, where βj :=
nSi1 + · · ·+ nSij ;
(3) For all 1 ≤ j ≤ q, hβj−1(x) ∈ XSij \ Y Sij (here β0 := 0, so that x ∈ XSi1 \ Y Si1 ).
Proof. Since R ⊂ S and as the sets XSj \ Y Sj for 1 ≤ j ≤ `(S) partition S, there is a
unique 1 ≤ i1 ≤ `(S) such that x ∈ XSi1 \ Y Si1 . Moreover, nSi1 = λS(x) ≤ λR(x) = nRi . If
nSi1 = n
R
i , then we are done. Otherwise, find i2 such that h
nSi1 (x) ∈ XSi2 \ Y Si2 and note
that nSi2 = λS(h
nSi1 (x)) ≤ nRi − nSi1 . If nSi2 = nRi − nSi1 , we are done. Otherwise, we let
i3 be such that hn
S
i1
+nSi2 (x) ∈ XSi3 \ Y Si3 and proceed as before. Eventually, this process
terminates (when nSi1 + · · · + nSiq = nRi ) and yields indices with the desired properties.
This proves the claim. 
We shall prove that x decomposes into hβ0(x) = x, hβ1(x), . . . , hβq−1(x) under ψ. By
continuity, it suffices to prove this on the generators of AS.
Suppose that f ∈ C(T ). We’ll show that
(6.3)
γR(ψ(f))i(x)
= diag
(
γS(f)i1(x), γS(f)i2(h
β1(x)), . . . , γS(f)iq(h
βq−1(x))
)
.
Fix 1 ≤ j ≤ q. By Equation 6.1,
γS(f)ij(h
βj−1(x)) = diag
(
f(h(hβj−1(x))), . . . , f(h
nSij (hβj−1(x)))
)
= diag
(
f(hβj−1+1(x)), . . . , f(hβj(x))
)
.
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Hence,
diag
(
γS(f)i1(x), γS(f)i2(h
β1(x)), . . . , γS(f)iq(h
βq−1(x))
)
= diag
(
f(hβ0+1(x)), . . . , f(hβ1(x)), . . . . . . , f(hβq−1+1(x)), . . . , f(hβq(x))
)
= diag
(
f(h(x)), . . . , f(hn
R
i (x))
)
=γR(f)i(x)
=γR(ψ(f))i(x),
which gives Equation 6.3.
Next, suppose g ∈ C0(T \ S). We’ll show that
(6.4)
γR(ψ(ug))i(x)
= diag
(
γS(ug)i1(x), γS(ug)i2(h
β1(x)), . . . , γS(ug)iq(h
βq−1(x))
)
.
By Equation 6.2,
γR(ug)i(x) =

0
g(h(x)) 0
g(h2(x))
. . .
. . . 0
g(hn
R
i −1(x)) 0
.
For 1 ≤ j ≤ q, we have hβj(x) ∈ S by the above claim, so that g(hβj(x)) = 0. Hence,
partitioning {1, 2, . . . , nRi } into the sets {βj−1 + 1, . . . , βj} for 1 ≤ j ≤ q, we are able to
view γR(ug)i(x) as a block diagonal matrix diag(B1, . . . , Bq), where
Bj :=

0
g(hβj−1+1(x)) 0
g(hβj−1+2(x))
. . .
. . . 0
g(hβj−1(x)) 0

=

0
g(h(hβj−1(x))) 0
g(h2(hβj−1(x)))
. . .
. . . 0
g(h
nSij
−1
(hβj−1(x))) 0

= γS(ug)ij(h
βj−1(x)),
which gives Equation 6.4 and completes the proof of the lemma. 
We are now ready to prove the conjecture of Niu and Phillips.
Theorem 6.2. Let T be an infinite compact metric space and let h : T → T be a minimal
homeomorphism. The crossed product A := C∗(Z, T, h) has stable rank one.
Proof. Let x ∈ T be arbitrary. Choose a sequence S1 ⊃ S2 ⊃ · · · of closed sets with
non-empty interior such that
⋂∞
n=1 Sn = {x}. For each n ∈ N, let ASn ⊂ A denote the
subalgebra as described above and let ψn : ASn → ASn+1 denote the canonical inclusion.
Since
⋃∞
n=1ASn = A{x}, it follows by the above lemma that A{x} is an inductive limit
of DSH algebras with diagonal maps. Moreover, A{x} is simple (see Theorem 1.2 of [8]
and Proposition 2.5 of [10] for a proof). Therefore by Theorem 5.1, A{x} has stable rank
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one. Since h is minimal and T is infinite, hn(x) 6= x for all n ∈ N. Thus, A{x} is a
centrally large subalgebra of A (see [1], especially the remarks above Conjecture 7.2).
But by Theorem 6.3 in [1], any infinite-dimensional unital simple separable C∗-algebra
with a centrally large subalgebra with stable rank one must itself have stable rank one.
Hence, the theorem follows. 
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