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Abstract—In this paper we introduce a new robotic
system, called swarm-bot. The system consists of a
swarm of mobile robots with the ability to connect
to/disconnect from each other to self-assemble into
different kinds of structures. First, we describe our
vision and the goals of the project. Then we present
preliminary results on the formation of patterns ob-
tained from a grid-world simulation of the system.
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I. Introduction
In this paper we present some of the initial results
obtained within the SWARM-BOTS project, a Future
and Emerging Technologies project funded by the CEC.
A swarm-bot is a self-assembling and self-organizing
artifact composed of a number of smaller devices, called
s-bots. S-bots can aggregate to form a swarm-bot, and
a swarm-bot can split up into its s-bots components,
as necessary. Beside aggregating and disaggregating, a
swarm-bot can change its shape on-line and has adaptive
capabilities to match environmental variability.
Self-assembly, that is, the self-organized creation of
structures composed of independent entities that are au-
tonomous in their control, occurs in a wide range of nat-
ural systems ranging from chemistry to biology (for a
review see [1], [2]). A particularly interesting form of
self-assembly is observed in social insects, which create
different types of structures by physically attaching to
each other: curtains, festoons, ovens, thermoregulatory
clusters, swarms, bivouacs, bridges, doorways, pulling
chains and rafts are all examples of self-assembling in
social insects.
Self-assembly represents a challenging class of prob-
lems for swarm intelligence [3]: the study of how collec-
tively intelligent systems can be created by a number of
simple autonomous agents. One of the main interests of
the SWARM-BOTS project is the design of swarm intel-
ligent control algorithms that let a group of autonomous
mobile robots self-assemble. In this paper, we focus on
one of the basic components of any self-assembling sys-
tem: spatial pattern formation.
II. Swarm-bot
As we mentioned above, a swarm-bot is a new robotic
system composed of a swarm of s-bots and capable to
self-assemble and self-organize to adapt to its environ-
ment. The s-bots have connectors around their body and
can connect to other s-bots to create physical structures.
The system as a whole can dynamically self-assemble into
different structures to perform certain tasks, and then
split into s-bots to perform other tasks.
The swarm-bot concept lies between two main streams
of robotics research: collective robotics [4], [5], [6] and
metamorphic robotics [7], [8]. In collective robotics, a
group of autonomous mobile robots interact with each
other to accomplish a particular task. However, unlike
s-bots, they do not have the ability to attach to each
other by making physical connections. In metamorphic
robotics, the system consists of connected self-contained
modules that, although autonomous in their movements,
remain attached to each other, lacking the full mobility
of s-bots.
III. An Imaginary Scenario
As a help to describe our long-term vision, here we
provide an imaginary scenario. Four phases of this imagi-
nary scenario where a swarm of s-bots transports a heavy
object to a goal are depicted in Fig.1. The object (large
hexagon) is placed on the left side. The goal is marked
with a large circle on the right side of the sketch, and
is not visible from the initial location of the swarm of
s-bots. In the swarm there are two types of s-bots: the
carrier s-bots are specialized in carrying objects and have
more powerful motors than the explorer s-bots (distin-
guishable by their lighter bodies in Fig.1), which are
equipped with additional sensors that allow them to see
the goal (in Fig.1a, the view of the goal is obstructed by
the walls), the obstacles and each other.
The environment consists of a rough terrain and con-
tains obstacles. These consist of walls (dark rectan-
gles) that neither the s-bots nor the swarm-bot can go
over, and small/large holes (the small and large patches),
which can be passed over by a swarm-bot, but not by a
single s-bot.
In the first phase, Fig.1a, some of the carriers discover
the object and grip it by its edges. After some pulling
and pushing they find out that they cannot move the
object in any direction and therefore they call for help,
so that other carriers connect to them. At the same
time, the explorers disperse in the environment in search
of the goal. In the second phase, Fig.1b, the explorers
discover the goal, and a path from the current location
of the swarm-bot to the goal is chosen. In determin-
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Fig. 1. Four phases of an imaginary transportation task by
a swarm-bot.
ing the path, the s-bots prefer the upper route with the
small hole on it to the lower one. By this time, the car-
riers connect to each other creating a swarm-bot that
can move the object in a desired direction. Some of the
explorers connect to the periphery of the swarm-bot to
lead it towards the goal. Through physical connections,
their pull is ‘felt’ by the swarm-bot and all the carriers
align themselves to provide maximum force on the ob-
ject towards the desired direction. In the third phase,
Fig.1c, the swarm-bot passes across the first opening be-
tween the walls, and reaches the small hole. Note that
the shape of the swarm-bot and the placement of the pe-
ripheral explorers are different from those of the second
phase, due to the central wall and to the change in the
direction of the movement. The swarm-bot can go over
the small hole, by providing support to the s-bots who
are over it. The last phase of the scenario, Fig.1d, shows
how the carriers and the explorers at the periphery dy-
namically re-configure the swarm-bot, by disconnecting
and connecting again, to be able to pass between the
walls.
IV. General Objectives
The tasks embedded in the imaginary scenario de-
scribed above can be roughly categorized into three:
• Dynamic shape/pattern formation/change: The
s-bots should be able to self-assemble into a number
of different planar geometric configurations, like those
found in ant colonies and in patterns of differential ad-
hesion by developing cells.
The swarm-bot should have the ability to move as a co-
herent structure. For instance, when the swarm of s-bots
is following a light, the s-bots can self-assemble into a
swarm-bot, where the s-bots with light sensors form the
periphery. The s-bots who lack light sensors or can’t see
the light directly can align themselves with the current
direction of the swarm-bot through the use of local inter-
actions. The swarm-bot should be able to dynamically
re-configure itself while passing through narrow passages,
through the disconnection and re-connection of s-bots.
Emphasis is given to trigger the self-assembly of these
patterns/shapes by changing the environment, rather
than via issuing explicit commands. For instance, the
shape of a swarm-bot should be changed by changing
the positioning of the lights in the environment, rather
than explicitly commanding the swarm-bot to mold itself
into an arbitrary shape.
• Navigation on rough terrain: The swarm-bot
should be capable of autonomously moving on rough ter-
rain guided by sensory information gathered by individ-
ual s-bots. The terrain might contain various types of
obstacles that the swarm needs to traverse. This might
require the s-bots to self-assemble into a swarm-bot, or
a swarm-bot to split into smaller swarm-bots or even
into s-bots. For instance, when going over holes that are
larger than the body of a single s-bot, the s-bots can con-
nect to each other to provide physical support to those
s-bots suspended over the hole.
The swarm-bot should be able to move efficiently from
a point to another on a rough terrain. For this task, the
swarm-bot approach has the advantage, when compared
to metamorphic robotic systems that cannot disband at
will, that its s-bots can break-up from the swarm-bot
to explore the environment for finding the optimal (or
a good) route to the goal. Finding an optimal route is
a difficult task since the length of the route needs to be
combined with other factors such as the roughness of the
terrain and the presence of obstacles in the environment.
For this purpose, individual s-bots can form a dynamic
network to the goal, leading the swarm-bot along the
optimal route.
• Pulling/pushing objects: The swarm-bot should
be able to pull/push objects that are too heavy for a
single s-bot to carry. Such an ability is observed in the
prey retrieval behavior of ants. The s-bots that want to
retrieve an heavy object will call for help and, by getting
connected to other s-bots, they can create a stronger
swarm-bot that can accomplish the task.
V. Simulation
We have developed a simulator to study our control al-
gorithms for the swarm-bot. Figure 2 shows three groups
of s-bots in the simulation environment. Each circle rep-
resents an s-bot. Two different types of s-bots are shown
on the left and right side of the figure. The color of the
ring shows the type of the s-bot. The rectangular tenta-
cle placed on the body represents the gripper. The inner
circle shown on the body denotes a controllable light
placed on top of the s-bot for signalling. The movement
of the s-bot is modeled similarly to that of a differential
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Fig. 2. Left and right side: two different types of disconnected
s-bots. At the center, the lower s-bot grips the upper one.
This is indicated by a gripper that is longer and darker.
The s-bot on the left remains unconnected to the two,
although it is within gripping distance to the upper s-
bot. A black inner circle represents a turned off top light
(such as the one on the leftmost s-bot), and a lighter one
represents a light that is on. The light of the rightmost
s-bot in the figure is on, whereas the lights of the other
s-bots are off.
drive mobile robot. The control of the movement is dis-
cretized to guarantee that the s-bot is always positioned
on the nodes of a hexagonal grid. This simplification
made it easier to implement the connection and discon-
nection of the s-bots.
When not gripped, the s-bots can move freely in the
environment guided by their sensors. However, when
gripped, an s-bot loses its mobility. For instance, the up-
per s-bot, shown in a group of three at the center of Fig.2,
is immobilized since it is gripped by the lower s-bot. All
the other s-bots in the figure are free to move since they
are not gripped by other s-bots. Physical pushes are not
considered in the current simulation.
The s-bots are equipped with different short-range and
long-range sensing and signaling modalities. All the sig-
nalling and sensing is modeled as a light source/light
sensor pair. The signal emitted by a source decreases in
intensity with the square of the distance. The sources
are characterized by the intensity, color, and the beam
width of the signal. The top light1 of the s-bot, described
above, is an omnidirectional source. An s-bot type is sig-
nalled by the color of its light. To make the orientation of
an s-bot visible, three other colored sources are placed
uniformly around the s-bot. These are called the left,
right and the rear lights of the s-bot.
The sensors are directional and can sense the color and
the intensity of the signal within their viewing angle. On
the s-bots, short-range sensing is achieved by six proxim-
ity sensors, uniformly distributed around the body of the
s-bot. It allows the s-bots to sense the presence of other
objects and robots in the immediate vicinity. The long-
range sensing is achieved by six directional light sensors,
placed uniformly around the s-bot. Through all these
sensors an s-bot can sense the top lights when they are
on, as well as the type and the orientation of other s-bots.
It is important to note that there is no explicit com-
munication between the s-bots. The coordination of the
s-bots takes place solely through their embodiment, the
connections among them, and the signals emitted.
1In the rest of the article, this is referred as the light that is
turned on or off by the s-bot.
VI. Pattern formation
Pattern (or shape) formation is often used as a task
to demonstrate the self-assembling ability of collective or
metamorphic robotic systems. Below we present the pre-
liminary results from self-assembly experiments of three
patterns: chains, stripes, and center-periphery. In all the
experiments, initially the s-bots are randomly dispersed
in the environment. The experiments on the formation
of chains is done using a single type of s-bot whereas two
different types of s-bot are used in the other two experi-
ments. In the experiments, all s-bots of a same type are
controlled by the same control behavior. In the forma-
tion of patterns, the s-bots can connect to each other or
stay disconnected. However, as will be shown in chain
formation experiments, the connection of s-bots alter the
dynamics of the pattern formation.
A. Chain formation
Chaining requires the creation of linear connections
and can be considered as one of the basic patterns of
self-assembly. Although this pattern occurs in various
species, a duck followed by its ducklings is the best
known example. A collective robotics example of chain
formation is given by [9], where a single robot chain
starts and grows from a predefined and detectable lo-
cation in the environment.
The chaining behavior comprises two components: a
long range attraction to the light and a short range at-
traction to the rear light of s-bots. In the absence of any
sensory stimulus an s-bot performs a random walk in the
environment. In the presence of light sources, an s-bot
chooses to move in a certain direction with a probabil-
ity proportional to the light intensity perceived in that
direction.
In the long range, the top lights are more visible and
cause the unconnected s-bots to move in the direction of
chains or other s-bots in the environment. As a conse-
quence, longer chains become a more attractive target for
unconnected s-bots. In the short range, the rear lights
of s-bots become a stronger force of attraction. An s-bot
can align itself behind another s-bot creating or length-
ening a chain. However, due to the local interactions, a
chain can also grow from the head. At any moment, each
s-bot in a chain can disconnect with probability Pd from
the chain. Note that unlike the disconnection probabil-
ity, the connection probability of an unconnected s-bot is
determined by a complex dynamic interplay of multiple
factors, and is not easily controllable.
Three experiments are carried out to study chain for-
mation.
• Gripped chain formation with disconnection probabil-
ity Pd. In this experiment, the s-bots form chains by
gripping other s-bots. Only the s-bots at the tail of
the chains can disconnect with the probability given by
Pd > 0.
• Un-gripped chain formation with fixed Pd. In this ex-
periment, the s-bots form chains by aligning at the rear
of another s-bot, but they remain ungripped. The lack
of gripping allows any s-bot in a chain to leave the chain
with a same fixed disconnection probability Pd.
• Gripped chain formation with Pd inversely propor-
tional to the length of the chain. This experiment is
Fig. 3. A snapshot of chain formation.
the same as the first one, but the disconnection proba-
bility is modulated by the amount of light the last s-bot
receives. As a result, longer chains become more stable.
At the start of each experiment 60 s-bots are uniformly
dispersed in a 21 by 21 grid. Each experiment is run for
3000 time steps.
The density of s-bots, their speed, the probability to
grip and to stay together affect the probability of colli-
sion and hence the mean size of the chains, as well as the
distribution of their size. The pattern formation process
is dynamic, due to the probabilistic nature of the con-
trol, and we observed that it gets out of the initial transi-
tory phase after approximately 2000 time steps. Figure 3
shows a snapshot of chain patterns formed in the simula-
tion. Each experiment is run 15 times for each Pd value,
and the snapshots between the 2500 and 3000 time steps
are used in the analysis. In each snapshot the number
ci of chains of size i is counted (c1 corresponds to the
number of chains of size 1, that is, unconnected s-bots
in the environment). The mean length of chains in the
environment is then computed as µc =
∑
i
ici/
∑
i
ci.
Figure 4a plots the mean length of the chains with re-
spect to Pd, the disconnection probability for the first
experiment. Note that when the probability of discon-
nection is 0, then each s-bot remains in the first chain it
gets connected to, and the system converges into a static
pattern. The average of µc and its standard deviation
over 15 runs are respectively approximately 3 and 0.5.
As the disconnection probability increases, initially an
increase in µc is observed, followed by a slow decrease.
This is consistent with the intuition that as Pd increases,
the chains will be less likely to form, bringing down µc
to the minimal value of 1.
Figure 4b plots the distribution of chains at different
lengths for Pd = 0.01. It can be seen that over 40% of
the s-bots remain unconnected, and the number of chains
formed decreases with the length of the chain.
Figure 4c plots µc for the second experiment, where
the chains are formed without connections. It can be
seen that although the results are similar when Pd = 0,
pattern formation is less stable in this case. It should
also be noticed that there is no increase in µc due to the
lack of connections.
In the third experiment, the disconnection probabil-
ity of an s-bot is defined to be inversely proportional
to the light the s-bot perceives. This relation is set as
Pd = e
−τs, where s is the light intensity measured. Since
only the last s-bot in the chain can disconnect, the light
intensity measured by the front light sensor is used. Fig-
ure 4d plots µc for different values of τ . It can be seen
that this greatly enhances the mean chain length.
B. Stripe formation
A stripe is a 2-D pattern often observed in the collec-
tive movement of animals (a typical example are social
caterpillars [10]).
The control behavior for stripe formation comprises
three components which can be described as: (i) grip the
rear only of s-bots of different type and disconnect with
a probability proportional to the intensity of the light
perceived, (ii) turn on the light when gripped by other
s-bots and when the neighboring s-bots are in a “good”
position for a stripe, and (iii) make one of the following
moves choosing via a roulette wheel selection with a fixed
probability associated to each move: (a) move towards
the light, (b) move towards other s-bots, (c) align with
the neighbours, and (d) make a random move.
This behavior generates a clustering mechanism, as a
result of the attraction among s-bots; a chaining mech-
anism, due to the probabilistic gripping of s-bots of dif-
ferent type; and an orientation mechanism, that pro-
motes the creation of chains parallel to each other to
form stripes.
One experiment is conducted with 37 s-bots (20 of
one type and 17 of the other type). Initially, the s-bots
are uniformly random dispersed on a 21 by 21 grid, as
shown on the left side of Fig.5. The final snapshot after
simulating 20,000 time steps is shown on the right side
of Fig.5. Although the process of stripe formation is
dynamic, it can be seen that the system converges into
a fairly good stripe pattern.
Figure 6 plots the evolution of order in the system
with respect to time. Two different metrics of order are
plotted. The first one, denoted as e1, measures local
order. An s-bot positioned inside a perfect stripe forma-
tion measures a local order of 6. The local order metric
decreases by one for each wrongly placed neighbor.
In order to have a better evaluation, we compute the
value of an additional metric that gives a more global
view of the process and is related to the observable or-
der of the structure. It is computed as the average of
three components: the mean distance from the center of
mass, the average orientation difference from the mean
orientation of the group of s-bots, and the number of un-
connected s-bots. Each component is normalized. This
metric is plotted as e2 in Fig.6. The peaks and troughs
in the plots of these metrics indicate that the pattern
goes through structural modifications through which it
becomes more ordered in time.
C. Center-periphery pattern formation
The formation of center/periphery patterns requires
all s-bots of a certain type to remain inside the swarm,
whereas those of the other type form a periphery around
them. The ability to form such a pattern may allow
specialization and a better use of the swarm’s resources.
For example, inside the body of a carrier s-bot, larger
motors that provide more power and larger batteries that
last longer could fill the space created by the removal of
sensors. Formation of such a pattern compensates the
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Fig. 4. (a,c,d) The mean chain length, µc, is plotted with
respect to the probability of disconnection, Pd. (b) The
chain length distribution for Pd = 0.01.
Fig. 5. Initial and final snapshots in the stripe formation
experiment.
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Fig. 6. Evolution of stripe formation in time as measured by
two metrics: e1 represents the number of s-bots in good
position as seen from a local point of view. It is normal-
ized by the maximum value of e1 which corresponds to a
striped hexagon pattern obtainable by the 37 s-bots. e2
is the global evaluation metric related to the observable
order in the structure.
drop in the autonomous navigation ability (such as the
ability to detect/move towards a light) of the individual
carriers. Center/periphery patterns are observed in ant
colonies and animal societies. For example, soldier ants
create a periphery around the trail protecting the other
ants that are bringing food to the nest. Inside the nests
of social insects, the specialists are segregated (two or
more concentric rings) or form a cluster at the center of
the swarm. In some species of birds and mammals, cubs
are usually kept at the center of the group, protected by
a ring of adults.
The two types of s-bots, called center and periphery
s-bots, have different control behaviors. For both types
of s-bots the movement direction is determined by the
vectorial sum of three components: attraction towards
the light, attraction to/repulsion from other s-bots and a
random movement vector. Center s-bots are attracted by
each other whereas periphery s-bots are repulsed by both
types. Both types grip and disconnect with a probability
that is function of the intensity of light. Periphery s-bots
turn their lights on only when they are gripped by at
least two other s-bots whereas center s-bots turn their
lights on also when they are surrounded by other s-bots.
This behavior accomplishes center-periphery pattern
formation in two phases. In the first phase, the center
s-bots cluster and connect to each other while the pe-
riphery s-bots are repelled out. In time, smaller clusters
of center s-bots get dissolved into a single, big cluster,
which creates a light source powerful enough for the pe-
riphery s-bots to overcome the repulsion and create the
periphery.
Forty s-bots (20 of each type) are used in this exper-
iment. Figure 7 shows the final snapshot of the center-
periphery pattern obtained. Figure 8 shows the perfor-
mance of the center periphery pattern formation. Dif-
ferent evaluation metrics are used for different types of
s-bots. The first metric, mb, defined for the center s-bots,
is defined as the mean square distance of the center s-
bots from their own center of mass. The second metric,
my, computes the mean distance of periphery s-bots from
center s-bots center of mass. A third evaluation metric,
Fig. 7. The center-periphery pattern formed by the swarm-
bot.
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Fig. 8. Evaluation of the center/periphery formation. mb
is the mean distance of center s-bots from their center
of mass. my represents the mean distance of periphery s-
bots from center s-bots center of mass. mby is the distance
between the centers of mass of the two types of s-bots
mby, is defined as the distance between the centers of
mass of the two types of s-bots.
In the first part of the experiment, center s-bots cluster
since they are attracted to each other: at time step 50,
two s-bots grip a third one, which turns on the light and
cause a state transition for both s-bot types, which are
attracted by light and start to aggregate. At time step
120, the center cluster is formed and center s-bots do not
move any more, corresponding to the flat landscape of
the metric mb. At this point, the increased intensity of
light of the center cluster attracts the periphery s-bots,
which connect to the cluster forming the periphery of the
pattern.
The interplay between attraction to light, repulsion
from s-bots and random movements make the periph-
ery a quite dynamic structure, which allows to reach a
certain symmetry of the structure, as highlighted by the
third metric displayed in Fig.8.
VII. Conclusions
In this paper we have introduced the concept of
swarm-bot and presented preliminary results about pat-
tern formation in simulation. Inspired from social in-
sect studies [1], we employed a probabilistic approach
to control the s-bots. Three points are worth mention-
ing about the formation of these patterns which arised
from the use of probabilistic control of the s-bots. First,
the s-bots are able to create patterns, such as a single
stripe pattern, that are beyond the perceptions of in-
dividual s-bots. Second, the patterns created, although
not moving, are dynamic structures to/from which s-bots
constantly connect/disconnect. Third, although the pat-
tern formation has a complex dynamic, some aspects of
the resulting patterns, such as the mean length of chains
in chain formation, can be controlled through some pa-
rameters such as the disconnection probability in chain
formation behavior.
The swarm-bot concept is currently being imple-
mented at different levels by the groups involved in the
project: the control algorithms presented in this paper
will in the near future be tested both on 3-D simulations
and hardware implementations.
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