We study in detail the effect of the distribution of cosmological candles. First, we propose to perform a Monte-Carlo simulation to check if the hypothesis that there is not a distribution of the deduced relative luminosity distance moduli of a sample, when the measurement uncertainty is negligible, is true. If there exists such a distribution, the statistic χ 2 cannot be defined since the distribution itself is unclear. Second, we suggest replacing the conventional minimizing χ 2 method with the least square method to find the best estimated cosmological parameters due to this definition problem. Once the cosmological parameters are determined with the least square method, the bare distribution (the intrinsic distribution which is independent of the measurement uncertainty) can be estimated and then a lower and upper limits of χ 2 can be determined. With these two extreme values of χ 2 , we are able to make the confidence contour plot in the conventional way. In addition to the gold SN Ia sample and the GRB sample studied recently, we introduce a sizable quasar sample. With these samples we constrain the cosmological model with the least square method when the effect arising from the bare distribution is taken into account. We find that for the GRB and quasar samples, the bad value of the reduced χ 2 , χ 2 ν , which is obtained when neglecting the effect, must be due to the relatively wide bare distribution. When taking into account the distribution, the value of χ 2 ν shifts to a reasonable range. Even for the gold SN Ia sample, the effect is also at work.
Introduction
One of the greatest achievements obtained in the past few years in astrophysics is the determination of cosmological parameters with type Ia supernovae (SN Ia) (see Riess et al. 1998; Perlmutter et al. 1999) . Samples available in the early analysis contain only sources with redshifts z < 1. Although observations of the fluctuation in the cosmic microwave background (CMB) can constrain the cosmological model up to redshifts as high as z ∼ 1000 (e.g., Spergel et al. 2003) , a more direct measurement of the universe with objects located at very large distances is strongly desired. Fortunately, recent observations extended the SN Ia sample to sources with redshifts as large as z = 1.7. The previous result was confirmed by these high redshift sources and the analysis revealed that before its acceleration the universe underwent a period of deceleration (Riess et al. 2004 ). This new achievement inspires us to great efforts to search for cosmological rulers with much higher redshifts.
Based on the E p − E γ relation found recently in a class of gamma-ray bursts (GRBs) (Ghirlanda et al. 2004b ), Dai et al. (2004) assumed that the GRB sources obeying this relation can be used to measure the universe. In their sample of 12 GRBs, two have redshifts z > 2. Soon after their work, the same issue was investigated by two other groups (Ghirlanda et al. 2004a; Friedman and Bloom 2004) . It was found that current GRB data which are lack of low redshift sources could be used to marginalize some parameters in their reasonable ranges (see Xu et al. 2005 for a detailed explanation), or they could be employed to constrain the cosmological model with a new Bayesian method which was proposed recently (Firmani et al. 2005) . Although the size of the current GRB sample is small and low reshift sources are missed, the idea that some high redshift extragalactic sources other than SN Ia might be employed to determine the cosmological model is quite interesting and promising.
Examining the GRB data we find that the distribution of the derived luminosity of the objects is quite wide (see what discussed below). This raises a topic of finding a method to employ candles with a certain distribution to determine the cosmological model.
It would be natural that, for any candles concerned, one assumes a distribution of luminosity, which is reasonable due to fluctuation. As discussed in Kim et al. (2004) , the uncertainty of a source must include both the systematic uncertainty and the magnitude dispersion. We argue that even the central magnitude value of each source (say, quantity M in equation (1) of Kim et al. 2004 ) could be different from source to source (it is hard to imagine that different sources of the same kind share exactly the same value of magnitude), although the difference might be very small.
When employing SN Ia to measure the universe, the luminosity distances to the objects were determined using empirical relations between the light-curve shape and luminosity. The confidence level associated with the fit of the theoretical curve to the luminosity distance data was described by a statistic χ 2 which is defined under the assumption that the measurement uncertainty is the only cause of the deviation of the data to the curve. The best fit will be obtained when one reaches the minimum value of χ 2 . However, for candles with a certain distribution, the deviation of the observed luminosity must be caused by both the measurement uncertainty (including the systematic uncertainty and the magnitude dispersion of the source [see Kim et al. 2004] ) and the distribution itself (say, the distribution of M). When taking into account the distribution of luminosity, the statistic χ 2 could not be defined if the distribution itself is unknown. Since an estimation of the distribution relies on the cosmological parameters, the minimizing χ 2 method would no longer be applicable.
In the following, we study how to deal with this matter and what one can expect from the analysis. As applications, we study this issue with the SN Ia sample together with samples of other objects.
Method of checking the non-distribution null hypothesis
In this section, we propose a method of checking the null hypothesis that there is not a distribution of the deduced relative luminosity distance of sources in terms of the MonteCarlo simulation. We are aware that, for a quantity concerned, if a measurement uncertainty is obtained, the observed value of this quantity is assumed to be found with a probability obeying a Gaussian with the uncertainty as its width. Based on this concept, when the uncertainties of a quantity of a group of sources are available, we can create a sample data by performing a Monte-Carlo simulation (see what is done below).
Let us check the case of the SN Ia sample. We assume that the central values of magnitude, M, of individual SN Ia sources are the same and the deviation of the deduced luminosity distance of these sources to the expected value is merely due to the measurement uncertainties. Presented in Riess et al. (2004) is the so-called gold set of SN Ia containing 157 sources which are employed in our analysis. Note that, redshifts of these sources are not the same. We thus consider the relative value of the luminosity distance µ ob /µ th , where µ ob is the deduced luminosity distance moduli from observation and µ th is the theoretical luminosity distance moduli derived from the assumed cosmological model. Obviously, the distribution of µ ob /µ th should peak at unity under the assumption. We assign the set of µ ob /µ th data of the 157 SN Ia as sample 1. According to the null hypothesis, the observed value of µ th for each source is obtained by chance from a parent population of µ ′ ob whose distribution obeys a Gaussian with the measurement uncertainty served as the width of the Gaussian. For each source one can create a µ ′ ob via simulation as long as the expected value µ th and the measurement uncertainty are known. In this way, from the 157 µ th and the corresponding measurement uncertainties, one can create a set of 157 µ ′ ob data by a Monte-Carlo simulation and then obtain a set of 157 µ ′ ob /µ th data. We perform 100 times of simulation and get 100 sets of 157 µ ′ ob /µ th data. Combining these 100 sets we get a large sample with 15700 size, which is called sample 2. Fig. 1a are the distributions of µ ob /µ th and µ ′ ob /µ th for these samples. A K-S test shows that the probability of rejecting the null hypothesis is 0.205 which does not support the hypothesis. Thus it is likely that there is a distribution of the central magnitude M and the distribution is at work.
Shown in
Applying the same method, let us turn to study the luminosity distance distribution of the GRB sample. There are 18 GRB sources presented in Friedman and Bloom (2004) (the FB GRB sample). If the cosmological parameters are provided, the luminosity distance moduli of a source can be deduced according to the E p − E γ relation for a class of GRBs found by Ghirlanda et al. (2004b) . We adopt (Ω m , Ω Λ , h) = (0.29, 0.71, 0.65) and obtain the data of µ ob and its uncertainty for these 18 sources. The 18 µ ob /µ th data are called sample 3. In the same way, we employ the measurement uncertainties to create 100 sets of 18 µ ′ ob data by a Monte-Carlo simulation and then obtain sample 4 which contains 100 sets of 18 µ ′ ob /µ th data (the size of sample 4 is 1800).
Displayed in Fig. 1b are the distributions of µ ob /µ th and µ ′ ob /µ th for samples 3 and 4. We perform a K-S test to these two samples and find that the probability of rejecting the null hypothesis is 0.627. The null hypothesis is thus rejected and it is likely that there is a distribution of the deduced relative luminosity distance moduli µ ob /µ th when the measurement uncertainties are negligible (we call this distribution as the bare distribution of the deduced relative luminosity distance moduli). Thus, if the GRB sample can served as candles to constrain the cosmological model, the bare distribution of the deduced relative luminosity distance moduli should not be ignored (see the analysis below).
Constraining the cosmological model with a certain distribution of candles
Let us study how to constrain the cosmological model with a sample for which there is a bare distribution of the deduced relative luminosity distance moduli. The problem is that, if there does exist such a distribution, the statistic χ 2 cannot be defined if the distribution is unclear. As the knowledge of the distribution relies on the cosmological parameters for limited samples (as studied in last section, µ th , and therefore µ ob /µ th , reply on the cosmological parameters), one cannot determined the parameters with the conventional minimizing χ 2 method (which would lead to a circularity problem). However, as the data of the deduced luminosity distance moduli µ ob are expected to be scattered around their true values, one could estimate the true curve of the moduli by performing the least square method to find the best fit of the theoretical moduli µ th curve to the µ ob data.
In the following we study this issue with different samples. For the sake of simplicity, we adopt h = 0.65 throughout this paper.
With the SN Ia sample
We assume that there exists a distribution of the central magnitude M of the gold SN Ia sample. Therefore the conventional minimizing χ 2 method is no more suitable to be applied due to the aforesaid difficulty of the definition of χ 2 . With the least square method, we get from this sample cosmological parameters for the three kinds of universe, which are listed in Table 1 . We find that parameters obtained by this method are quite similar to those determined by the conventional minimizing χ 2 method. The advantage of the least square method is obvious: it does not suffer from the circularity problem associated with the definition of the statistic χ 2 . Shown in Fig. 2a is the fit of the flat universe to the µ ob data of the SN Ia sample, where the two edge curves of the flat universe are also plotted. The figure shows explicitly that the result obtained with the least square method is very similar to that with the conventional minimizing χ 2 method.
We know that the χ 2 statistic cannot be well defined as the true value of the central magnitude M for each source is unknown. In order to illustrate the confidence domain in the previously adopted way, we simply assume that the conventional definition of the statistic χ 2 can still be applicable as long as the uncertainty concerned is modified. Let us assume that the deviation of the central magnitude M of each source from the commonly adopted one is independent of the measurement uncertainty of the moduli and the previous definition of the χ 2 is applicable when it is determined by
where σ µ ob,i is the uncertainty in the individual distance moduli deduced from the empirical relation between the light-curve shape and luminosity, σ v is the dispersion in supernovae redshift (transformed to units of distance moduli) due to peculiar velocities (see Riess et al. 2004) , and σ µ dev,i is the deviation of the central magnitude M of the source from the commonly adopted one (also transformed to units of distance moduli). The measurement uncertainty is determined by σ 2
Although the deviation of the central magnitude M of each source from the commonly adopted one is in no way to be known, one can estimate it in terms of statistics as long as the distribution of M is available. We simply take σ µ dev,i = σ µ dev µ th,i , where σ µ dev is the width of the distribution of µ ob /µ th , the bare distribution of the deduced relative luminosity distance moduli, with µ ob being the luminosity distance moduli assumed to be deduced from the empirical relation between the light-curve shape and luminosity when the measurement uncertainty (including that caused by the dispersion in supernovae redshift) is not at work (say, when σ 2
(Note that µ ob /µ th should become unity when there is no deviation of the central magnitude M of each source from the commonly adopted one).
According to this assumption, the χ 2 statistic would be applicable as long as σ µ dev is provided. Unfortunately, as µ th itself is unknown, the bare distribution, the distribution of µ ob /µ th , is not available. However, the limit of σ µ dev can be estimated. As the deviation of µ ob from µ th is caused by both the distribution of µ ob and the measurement uncertainty of µ ob itself, σ µ dev must be smaller than σ dev,max , where σ dev,max is the width of the distribution of µ ob /µ th , which is determined by σ dev,max = i (µ ob /µ th − 1) 2 /(N − 1), with N being the size of the sample. Let us over estimate the effect of the measurement uncertainty in the opposite way. Within the range of [µ ob,i − σ 2
we take the value that is the closest one to µ th,i as µ ′ ob,i . Obviously, the distribution of µ ′ ob /µ th would be narrower than the distribution of µ ob /µ th since the deviation caused by the measurement uncertainty is over subtracted. We take the width of the distribution of µ ′ ob /µ th as σ dev,min , which is calculated with σ dev,min = i (µ ′ ob /µ th − 1) 2 /(N − 1). Clearly, σ µ dev must be larger than σ dev,min . With these two quantities we have
and
where σ dev,max,i = σ dev,max µ th,i and σ dev,min,i = σ dev,min µ th,i . Since σ dev,min,i < σ µ dev,i < σ dev,max,i , one gets χ 2 min < χ 2 < χ 2 max . As the cosmological parameters are available, one can calculate three kinds of χ 2 . One is that neglecting the width of the bare distribution of the deduced relative luminosity distance moduli, which is calculated with equation (1) when assigning σ µ dev,i = 0. The other two are determined by equations (2) and (3), respectively. They are listed in Table 1 , where they have been divided by the corresponding numbers of degrees of freedom (thus, presented there are the values of the so-called reduced χ 2 , χ 2 ν ). As shown in Fig. 1a , the widths of the two distributions of the moduli differ slightly. This suggests that the bare distribution of the deduced relative luminosity distance moduli must be quite narrow, and thus the real value of χ 2 , which is confined within (χ 2 min , χ 2 max ), would be quite close to χ 2 max . Thus, the χ 2 value would be better than that neglecting the width of the bare distribution (note that, with the conventional minimizing χ 2 method, we get χ 2 ν = 1.14, 0.923 and 0.492, for the flat, open and closed universities, respectively, showing that they are quite similar to those obtained from the least square method).
We adopt the same method used in Ghirlanda et al. (2004a) to plot the confidence domains associated with χ 2 min and χ 2 max , which are shown in Fig 3a. The figure shows that the domain confined by a certain confidence level calculated with the conventional method (see the solid lines) is smaller than that considering the distribution of µ ob /µ th .
Combining the SN Ia and GRB samples
As shown by the analysis above, we assume that there is a bare distribution of the deduced relative luminosity distance moduli for the FB GRB sample. The problem is that, there are no low redshift sources in this sample, and therefore one cannot perform a fit over a low redshift range (according to Firmani et al. 2005 , low redshift sources are important when employing a GRB sample to constrain the cosmological parameters). As the cosmological model is very sensitive in low redshift ranges, we follow what were done previously (see Ghirlanda et al. 2004a ) to combine the gold SN Ia sample and the GRB sample to perform a fit. The least square method is employed. Note that, unlike what is shown in the case of the SN Ia sample, the deduced luminosity distance moduli of the GRBs concerned depends on the adopted cosmological parameters. For every try of fit we consider a set of parameters and based on these parameters we deduce both the observed and theoretical luminosity distance moduli. Obviously, there is no circularity problem in the adopted least square method. We obtain three sets of parameters for the three kinds of university with this method, which are listed in Table 1 as well. Presented in the table are also the values of the three χ 2 (in terms of χ 2 ν ) discussed above. We find that, joining the GRB sample tends to reach a slightly larger value of the mass density parameter for the tree kinds of universe. Neglecting the width of the bare distribution leads to a value of χ 2 ν which is too large to be acceptable. When taking into account the width of the bare distribution, the statistic χ 2 ν falls into the range where unity is included. Due to the large value of the measurement uncertainty, the deviation of the width of the distribution of the deduced relative luminosity distance moduli of the GRB sample from that obtained by simulation is not very large (see Fig. 1b ). Perhaps because of this, unity is close to χ 2 ν,max rather than to χ 2 ν,min . Shown in Figs. 2b and 3b are the Hubble diagram and the confidence contour for the combination of the two samples, respectively. We find that, the confidence domains for considering or without considering the bare distribution of the deduced relative luminosity moduli are quite different in this situation.
Adding a quasar sample
Shown in Fig. 2b we find that, although the distribution is wide, the advantage of the GRB sample is obvious: they extend the Hubble diagram to a higher redshift range. This suggests that if we find other samples which contain high redshift sources and the distribution of the deduced luminosity distance moduli is not wider than that of the GRB sample, that will work.
Presented in Punsly (1995) is a large sample of core-dominated quasars, which contains 138 sources. The highest redshift in this sample is as large as 3.71. made a statistical analysis of this sample and found that the core-dominated parameter R, the ratio of the core power P core to the extended power P ext is anti-correlated with P ext . Qin and Xie (1998) made a further analysis on this issue, where the cosmological parameters are determined when the best correlation is obtained. Adopting H 0 = 55kms −1 Mpc −1 , they got (Ω m , Ω Λ ) = (0.414, 0.586) for the flat universe. It is interesting that the core power of this sample is correlated with redshift when an older fashion of the cosmological model (H 0 = 55kms −1 Mpc −1 , q 0 = 0) is adopted, while the correlation disappears when a newer model, (Ω m , Ω Λ , h) = (0.414, 0.586, 0.55), is presumed (see Fig. 1 
of Qin and Xie 1998).
To employ this quasar sample to constrain the cosmological model, the data presented in Punsly (1995) are not sufficient. Except P core , from which the observed luminosity distance moduli would be deduced, and z, we need the uncertainty of the moduli as well. Among the 138 sources, we find 108 quasars with the moduli uncertainty, σ µ , derived from the uncertainty of P core , being available, which is estimated by σ µ = 2.5 ln 10 σs ν,max sν . The data are listed in Table 2 .
First, we make a correlation analysis on the relation between P core and z in the flat universe with (Ω m , Ω Λ , h) = (0.29, 0.71, 0.65). The result shows no correlation between them (the figure is omitted), in agreement with what was obtained in .
Second, we compare this sample with the SN Ia and GRB samples and find that the redshift range extends to a much higher region and the size of the sample is large enough.
Third, let us check if the distribution of the deduced relative luminosity distance moduli for this sample is narrow enough. Displayed in Fig. 4 is the distribution of the deduced relative luminosity distance moduli for this sample, where the distributions for the SN Ia and GRB samples are also presented. One finds from this figure that, while the distribution of this quasar sample is obviously wider than that of the gold SN Ia sample, it is slightly narrower and more concentrated than that of the GRB sample.
Due to the same reason we combine this sample and the SN Ia sample to constrain the cosmological parameters, where the least square method is applied. Our results are listed in Table 1 as well.
Similar to the case of joining the GRB sample, adding this quasar sample one obtains a slightly larger value of the mass density parameter for the tree kinds of universe. It shows clearly that neglecting the width of the bare distribution leads to an unacceptable very large value of χ 2 ν . When considering the bare distribution of the moduli the situation is significantly improved. The statistic χ 2 ν shifts from a very large value to the range covering unity. As the measurement uncertainty of this sample is not so large, the width of the bare distribution of the deduced relative luminosity distance moduli plays an important role. Taking into account the width of the bare distribution, the range (from 0.628 to 1.24 for the flat universe) confining the value of χ 2 ν is better in the case including the quasar sample than in other cases (see Table 1 ). Figs. 2c and 3c are the Hubble diagram and the confidence contour for the combination of the SN Ia and quasar samples, respectively.
Displayed in
The case of combining the SN Ia, GRB, and quasar samples is also investigated and the results are listed in Table 1 as well. It shows that both the GRB and quasar samples tend to lead to a slightly larger value of the mass density parameter. Shown in Figs. 2d and 3d are the Hubble diagram and the confidence contour for the combination of the SN Ia, GRB, and quasar samples, respectively.
Note that, when neglecting the bare distribution of the deduced relative luminosity distance moduli, the value of χ 2 becomes very large due to the much scatter of the data. The corresponding confidence contours are omitted in Figs. 3c and 3d.
One finds that when the bare distribution of the deduced relative luminosity distance moduli is taken into account, the quasar sample can be used to constrain the cosmological model in a higher redshift range (as high as z = 3.53). The cosmological parameters obtained are similar to those presented previously.
Discussion and conclusions
The effect of the distribution of cosmological candles is investigated in this paper. Due to fluctuation, it is natural that any sources served as cosmological candles would not be exactly the same. It is likely that there is a distribution of the candles. However, perhaps because the aforesaid distribution is narrow, one always constrains the cosmological model without considering the effect. In this situation, the assumption that there is not such a distribution is underlying. We suggest to perform a Monte-Carlo simulation to check if this assumption is true. If the distribution does exist, the statistic χ 2 cannot be defined since the distribution itself is unclear. Due to this definition problem, we propose to use the least square method to replace the conventional minimizing χ 2 method to find the best estimated cosmological parameters. As long as a cosmological model is determined, one can estimate the distribution and then can define the χ 2 in two extreme ways: one produces a lower value of χ 2 and the other yields an upper limit of the statistic, χ 2 min and χ 2 max . With these two quantities, we are able to make the confidence contour plot in the conventional way.
With this method, a sample bearing a certain width of the bare distribution of the deduced relative luminosity distance moduli would become useful in constraining the cosmological parameters. Based on this, we introduce a sizable quasar sample to join the SN Ia and GRB samples to constrain the cosmological model.
The results of the least square method with these samples are listed in Table 1 . We observe that, when the bare distribution is ignored, the statistic χ 2 ν obtained from the GRB and quasar samples is so large that the fit is not acceptable. When the bare distribution is taken into account, it is significantly reduced and falls into a reasonable range. Even for the case of employing the SN Ia sample alone, the value of χ 2 ν could slightly be improved when taking into account the width of the bare distribution. Since the value of χ 2 ν is less than unity in this latter case (see Table 1 ), we suspect if the measurement uncertainty of this SN Ia sample is over estimated. As revealed recently by Wang et al. (2005) , there is a clear evidence for a tight linear correlation between peak luminosities of SN Ia and their B − V colors at ∼ 12 days after the B maximum. They found that this empirical correlation allows one to reduce scatters in estimating their peak luminosities from ∼ 0.5 mag to the levels of 0.18 and 0.12 mag in the V and I bands, respectively. We wonder if taking into account this effect can reduce the measurement uncertainty of the luminosity distance of the SN Ia sources. If so, the corresponding value of χ 2 ν might become slightly larger than unity (this will be investigated later).
Due to the lack of low redshift sources, we do not perform the fit with the GRB or quasar sample alone. Thus, the results are not independent of that deduced from the SN Ia sample. We expect that, when a sufficiently large number of low redshift GRBs or core-dominated quasars is available, one can check if the cosmological parameters obtained with different samples are the same. In that situation, we believe, the bare distribution should also be considered.
As encountered in other cases, our method suffers from possible evolution of candles. Quite recently, Firmani et al. (2004) found evidence supporting an evolving luminosity function of long GRBs, where the luminosity scales as (1 + z)
1.0±0.2 . It is unclear if the corrected gamma-ray energy, from which the luminosity distance moduli of the adopted GRB sample is deduced, evolves with redshif. If so, the question if the GRB sample can still be used to constrain the cosmological model should be answered. We believe that this deserves a detailed investigation. (It could be done only when the size of the sample is large enough).
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