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NON VIRTUALLY SOLVABLE SUBGROUPS OF MAPPING
CLASS GROUPS HAVE NON VIRTUALLY SOLVABLE
REPRESENTATIONS
ASAF HADARI
Abstract. Let Σ be a compact orientable surface of finite type with at
least one boundary component. Let Γ ≤ Mod(Σ) be a non virtually solvable
subgroup. We answer a question of Lubotzky by showing that there exists
a finite dimensional homological representation ρ of Mod(Σ) such that ρ(Γ)
is not virtually solvable. We then apply results of Lubotzky and Meiri to
show that for any random walk on such a group the probability of landing
on a power, or on an element with topological entropy 0 both decrease
exponentially in the length of the walk.
1. introduction
Let Σ be an orientable compact surface of finite type, possibly with bound-
ary. The mapping class group of Σ, or Mod(Σ), is the group of orientation
preserving diffeomorphisms of Σ that fix the boundary point wise, up to iso-
topies that fix the boundary point wise. A number of years ago, Alexander
Lubotzky asked us the following question.
Question 1.1. (Lubotzky) Given a non virtually solvable subgroup Γ <
Mod(Σ), is there a finite dimensional representation ρ : Mod(Σ) → GL(V )
such that ρ(Γ) is not virtually solvable?
As we discuss below, Lubotzky’s question was asked in the context of try-
ing to describe probabilistic properties of elements in subgroups of Mod(Σ).
However, the question fits into a larger meta-question.
Question 1.2. Which properties of the mapping class group can we discern
in its representations?
The answer to this larger question is important whenever one wants to apply
representation theory to study mapping class groups. This larger question is
quite difficult to answer. For instance it is not known in general whether or
not mapping class groups are linear, that is - whether or not they have any
faithful finite dimensional representations.
Date: May 7, 2018.
1
2 ASAF HADARI
In this paper, we provide a positive answer to Lubotzky’s question in the case
where Σ has non-empty boundary. The class of representations we consider
are called homological representations, which we now describe. Pick a point
∗ ∈ ∂Σ. Since elements of Mod(Σ) are diffeomorphisms that fix ∗ up to
isotopies that fix ∗, we get an injection Mod(Σ) →֒ Aut(π1(Σ, ∗)). Let p :
Σ′ → Σ be a finite cover corresponding to the subgroup K < π1(Σ, ∗). The
subgroup ModK(Σ) = {f ∈ Mod(Σ) : f(K) = K} is a finite index subgroup
of Mod(Σ). This gives a map: ModK(Σ) →֒ Aut(K). There is a natural
map Aut(K) → Aut(H1(K,C)) ∼= GL(H1(K,C)) given by the taking the
induced action of a homomorphism of K on K
[K,K]
⊗ C. The composition of
the above maps gives a homomorphism ρp : ModK(Σ)→ GL(H1(K,C)) called
a homological representation. Inducing this representation to Mod(Σ) gives a
homological representation of Mod(Σ). We prove the following result.
Theorem 1.3. Let Σ be a compact orientable surface of finite type with at
least one boundary component. Let Γ ≤ Mod(Σ) be a non virtually solvable
subgroup. Then there exists a finite cover p : Σ′ → Σ such that the image
ρp(Γ) of Γ under the homological representation ρp is not virtually solvable.
Furthermore, if Γ contains a pseudo-Anosov element then this cover can be
taken to be a regular cover with a solvable deck group.
One key element in our proof is our proof in [5] of the following result, which
answers a question of McMullen ([12]) and also addresses Question 1.2.
Theorem 1.4. (Hadari) Let Σ be a compact orientable surface of finite type
with at least one boundary component. Let f ∈ Mod(Σ) be a mapping class
with positive topological entropy. Then there exists a finite cover p : Σ′ → Σ
such that ρp(f) has eigenvalues off the unit circle. Furthermore, if f is pseudo-
Anosov then this cover can be taken to be a regular cover with a solvable deck
group.
Nearly concurrently with [5], Yi Liu provided a different proof of a similar
result to Theorem 1.4 (see [8]). Liu’s proof covers the case where Σ is a closed
surface as well. However, his proof doesn’t provide a cover with a solvable
deck group. The solvability of the deck group is an important requirement for
the proof appearing in this paper.
1.1. Theorem 1.3 and random elements in subgroups of Mod(Σ). Let
G be a finitely generated group, and let S be a finite symmetric generating
set. Let µ be the uniform measure on S. For any X ⊂ G and any k > 0 let
probk(X) = µ
⋆k(X), that is - the probability that the random walk defined by
S lands in X after k steps. We say that the set X is exponentially small in G
if there exists numbers C > 0, b > 1 such that probk(X) < Cb
−k for every k.
In [9], Lubotzky and Meiri use sieve methods on groups to study expo-
nentially small sets in non-solvable groups. They then apply these results to
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mapping class groups in [10], and to Aut(Fn) in [11]. The motivation for asking
question 1.1 was to extend this study to arbitrary subgroups of the mapping
class group. One of the main results in their paper [9] is the following.
Theorem 1.5. (Lubotzky, Meiri) If G < GLn(C) is finitely generated and not
virtually solvable then the set
⋃∞
m=2G
m is exponentially small in G.
Since homomorphisms of groups send powers to powers, an immediate corol-
lary of Theorems 1.3 and 1.5 is the following.
Corollary 1.6. Let Σ be as in Theorem 1.3 and let Γ < Mod(Σ) be a non vir-
tually solvable finitely generated group. Then
⋃∞
m=2 Γ
m is exponentially small
in Γ.
As part of their proof of Theorem 1.5, Lubotzky and Meiri use a result
of Bourgain, Gumburd, and Sarnak to prove that if G < GLn(Q) is a non
virtually solvable finitely generated with semi-simple Zariski closure then the
set of virtually unipotent elements is exponentially small in G.
Given a finite index subgroup K < π1(Σ, ∗), the group ModK(Σ) acts on
H1(K,Z). Thus, the image ρK(Γ) is contained in GL(H1(K,Q)). Let G be the
identity component of the Zariski closure of this group. The group G may not
be semisimple. Dividing by its radical, we get a map α : G → GLm for some
m. The composition β : Γ → GL(H1(K,Q)) → GLm has image in GLm(Q)
because the radical of G is defined over Q. The identity component of the
Zariski closure of β(Γ) is semisimple. Furthermore, since the map β is given
by taking a quotient of the adjoint representation, it sends virtually unipotent
elements to virtually unipotent elements.
Every element of the mapping class group is either finite order, has a power
that is a multi twist, or has positive topological entropy. The image of a
multi twist under any homological representation is easily seen to be virtually
unipotent. Thus, Lubotzky and Meiri’s proof, together with our Theorem 1.3
give the following.
Corollary 1.7. Let Σ be as in Theorem 1.3 and let Γ < Mod(Σ) be a non
virtually solvable finitely generated group. Let X ⊂ Γ be the set of all elements
with topological entropy 0. Then X is exponentially small in Γ.
1.2. Sketch of the proof of Theorem 1.3. Throughout this paper, we use
the letter B to denote the group of invertible upper triangular matrices, and
U to be the group of invertible upper triangular matrices with 1’s along the
diagonal (where the size of the matrices is taken to be understood by the
context). The main philosophy of the argument is the following. A virtually
solvable linear group has a finite index subgroup that can be conjugated into
B. The commutator group [B,B] is U , and hence every eigenvalue of every
element of [B,B] is 1. Theorem 1.4 is a tool for finding representations where
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given elements have eigenvalues off the unit circle, and hence it should be
useful in proving theorem 1.3.
Let ρ be the homological representation corresponding to the trivial cover
Σ → Σ. If ρ(Γ) is not virtually solvable, then we are done. Otherwise, Γ
has a finite index subgroup Γ′ such that ρ(Γ′) can be conjugated into B. Let
Γ0 = [Γ
′,Γ′]. We call a cover p : Σ′ → Σ corresponding to the subgroup
K < π1(Σ, ∗) Γ0-admissible if K is the pullback of a finite index subgroup
under the map π1(Σ, ∗)→ H1(Γ0 ⋊ π1(Σ, ∗),Z)/(torsion). The proof involves
two major steps.
(a) In Section 2, we show that if Theorem 1.3 is false, then ρp(Γ0) can
be conjugated into upper triangular matrices, for every Γ0-admissible
cover p. This is the content of Proposition 2.2. The important part
here is that ρp(Γ0) itself, and not just a finite index subgroup, can be
conjugated into B. This involves a careful study of homological repre-
sentations corresponding to abelian covers, together with an argument
we call the rigidity argument that shows that if ρp(Γ0) can be conju-
gated into B for some admissible p then it can be conjugated into B for
all admissible p.
(b) The group [Γ0,Γ0] contains an element h of positive topological en-
tropy.We show that if this element if pseudo-Anosov, and Theorem 1.3
is false, then argument from our proof of Theorem 1.4 can be modified
to produce a tower of Γ0-admissible covers Σk → . . . → Σ0 = Σ such
that ρΣk→Σ(h) has eigenvalues off the unit circle. This is the content
of Proposition 3.1. The result now follows after some reduction steps,
which are covered in the final section.
1.3. Acknowledgements. We would like to thank Alex Lubotzky for bring-
ing this question to our attention, and Thomas Koberda for interesting dis-
cussions about this result.
2. Homological representations in admissible covers
Definition 2.1. Let Fn ∼= π1(Σ, ∗), and let Γ0 < Aut(Fn). A subgroup
K ≤ Fn is called Γ0-admissible if it is the pullback of a finite index subgroup
by the composition Fn → Γ0 ⋊ Fn → H1(Γ0 ⋊ Fn,Z)/(torsion).
Our goal in this section is to prove the following.
Proposition 2.2. Suppose (Γ0)∗ ≤ GL(H1(Fn,C)) is conjugate to a subgroup
of B and that ρp(Γ0) is virtually solvable for every Γ0-admissible p. Then
ρp(Γ0) can be conjugated into B for every Γ0-admissible p.
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2.1. The chain space of an abelian covers. Let R =
∨n
1 S
1 be the graph
given by a wedge of n circles, and let v ∈ R be its vertex. We have that
π1(R, v) ∼= Fn. Pick a preferred orientation on each edge of R. Given a
regular cover p : R˜→ R, denote by C = Cp = C1(R˜,C) the space of simplicial
1-chains in R˜ with coefficients in C.
Let G = Gp be the deck group of the covering space p. The action of G on R˜
by deck transformations gives C the structure of a G-module. This structure
has a simple description.
Pick a lift v˜ of v to R˜. Every other lift of v is an image of v˜ under a unique
deck transformation. This identifies the vertex set V (R˜) with the deck group
G. Given a positively oriented edge e of R, every lift e˜ of e is the image under
a deck transformation of an edge originating at v˜. This identifies the lifts of
e with G. Write E(R) = {e1, . . . , en}. Elements of C are formal combinations
of oriented edges in R˜. We can write such an element as the sum of a formal
combination of lifts of e1, a formal combination of lifts of e2, etc. In this way,
we have that as G-modules: C ∼= (C[G])n.
Suppose that the group G is a finite abelian group. Let ξ : G → C∗ be a
character of G. Let
C[ξ] = {x ∈ C : gx = ξ(g)x, ∀g ∈ G}
The space C[ξ] is an n-dimensional subspace of C. Indeed, let e˜1, . . . , e˜n be the
lifts of e1, . . . , en originating at v˜. Since every edge in R˜ is a G-image of one of
these edges, any x ∈ C[ξ] is completely determined by its coefficients for the
edges e˜1, . . . , e˜n.
Since G is a finite abelian group, its group ring decomposes as a direct sum
of all of its characters. Thus, we get:
C =
⊕
ξ
C[ξ]
2.2. The Magnus representation and specializations of the Magnus
matrix. Let p : (R˜, v˜) → (R, v) be an abelian cover as above corresponding
to the subgroup K < Fn. Suppose that Γ0(K) = K. Then we have a well
defined map Γ0 → GL(Cp) ∼= GL(C[G]
n). Let e˜1, . . . , e˜n be the preferred lifts
of e1, . . . , en as above. Given γ ∈ Γ0, letMγ ∈ GL(C[G]
n) be the matrix whose
ith column is the element of C[G]n corresponding to γ · (e˜i).
Since K is Γ0-invariant, the group Γ0 acts on the deck group G ∼= Fn/K.
This induces a map Γ0 → End(C[G]
n). Denote the image of γ ∈ Γ0 in
End(C[G]n) by σ(γ).
Let e˜i,g be the lift of ei corresponding to the element g ∈ G. We identity e˜i,g
with the 1-chain 1 · e˜i,g. Then γ(e˜i,g) = σ(γ)Mγ e˜i,g. The assignment γ → Mγ
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is not a homomorphism, but it is a crossed homomorphism. When Γ0 induces
the trivial map on G, then the assignment becomes a homomorphism.
If p : R˜→ R is the universal abelian cover (that is - the cover corresponding
to the commutator subgroup [Fn, Fn] < Fn then the matrix Mγ is called the
Magnus matrix associated to γ. If we consider H1(Fn,Z) ∼= Z
n as a multiplica-
tive group generated by X1, . . . , Xn then we haveMγ ∈Mn(C[X
±1
1 , . . . , X
±1
m ]).
The entries of this matrix are rational functions in the variables X1, . . . , Xn.
Given an n-tuple ξ = (ξ1, . . . , ξn) ∈ C
n, we can define the specialization of
Mγ at ξ or Mγ(ξ) to be the element of Mn(C) obtained by plugging in ξi for
Xi in every entry of Mγ. The tuple ξ also gives a character ∼= H1(Fn,Z)→ C
∗
obtained by sending Xi to ξi.
Given a finite abelian cover q : R′ → R, with deck group G, any character
ξ of G determines a character of H1(Fn,Z). Suppose that the map γ lifts
to the cover R′. Let V = H1(R
′,Z)∗ be the unitary dual of H1(R
′,Z). The
automorphism γ induces a map γ∗ : V → V . For any character ξ ∈ V , γ sends
the space C[γ∗ξ] to C[ξ] via the map Mγ(γ
∗ξ). This gives us the following
description of the map γ∗ : Cq → Cq.
Observation 2.3. Using the decomposition Cq =
⊕
ξ Cq[ξ], we can pick a basis
in which the map γ∗ : Cq → Cq can be written block matrix form, where the
n×n block in the (γ∗ξ, ξ) spot isMγ(γ
∗ξ) and all other blocks are zero blocks.
For further information about the Magnus representations and its specializa-
tions, see [5], [13], [14].
2.3. The rigidity argument. Let n be an integer and let
R = C[X±11 , . . . , X
±1
n ]. Let B < GLn(C) be the group of invertible upper
triangular matrices and U < GLn(C) be the group of all upper triangular
matrices with 1’s along the diagonal. Let T = {(ξ1, . . . , ξn) ∈ C
n : |ξi| = 1, ∀i}
Lemma 2.4. There exists a function f : N → N such that every finitely
generated G < GLn(C) which contains a normal abelian subgroup of finite
index consisting of diagonalizable matrices contains such a subgroup of index
at most f(n).
Proof. Let A✁G be a normal diagonalizable abelian subgroup of finite index
that is maximal under inclusion. Suppose first that all the elements of A are
multiples of the identity.
Pick a generating set G = 〈X1, . . . , Xm〉. Pick δi such that X
′
i = δiXi
satisfies det(X ′i) = 1. Let G
′ = 〈X ′1, . . . , X
′
m〉. If we find a number M such
that [PM , QM ] = In for any P,Q ∈ G
′ and that PM is diagonalizable for all
P ∈ G′ Then the same will hold for G. Thus, it is enough to assume that
G < SLn(C). In this case, every element of A must have finite order (since
they are multiples of the identity matrix), and thus G is finite. The result now
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follows from the Jordan-Schur theorem, which states that for every n there is
a number g(n) such that any finite subgroup of GLn(C) has a normal abelian
subgroup of index at most g(n).
We now turn to the case where A contains elements that are not multiples of
the identity. Decompose Cn as a direct sum of characters of A: Cn ∼=
⊕
imiχi,
where mi is the multiplicity of the character χi.
As A ✁ G, any element X of G acts by permutations on the set {miχi}i.
Thus, there is a numberM , dependent only on n such that XM fixes each such
representation. For each i, the restriction A|miχi gives a group of matrices that
are multiples of the identity map on the space miχi. The first part of the proof
now gives the result.

Lemma 2.5. Let S ⊂ T be an algebraic sub-torus. Let a1, . . . am ∈ GLn(R).
Suppose that 〈a1(ξ), . . . , am(ξ)〉 is virtually solvable for every ξ ∈ S and that
there exists ζ ∈ S such that 〈a1(ζ), . . . , am(ζ)〉 is conjugate to a subgroup of U .
Then 〈a1(ξ), . . . , am(ξ)〉 is conjugate to a subgroup of B for every ξ ∈ S.
Proof. Let ξ ∈ S, and let G = G(ξ) = 〈a1(ξ), . . . , am(ξ)〉. The group G has a
finite index subgroup G0✁G that is conjugate to a subgroup of B. Indeed, let
G be the Zariski closure of G. The group G is virtually solvable. Let G0 be the
connected component of the identity. As a connected solvable algebraic group,
G0 is conjugate to a subgroup of upper triangular matrices. Take G0 = G0∩G.
We wish to prove that we can take [G : G0] = 1.
Let V be the subspace of all vectors v ∈ Cn such that v is an eigenvector
for every element of G0. The space V is G-invariant, and the restriction map
gives a homomorphism r : G→ GL(V ) such that the image of r(G0) is a finite
index, normal abelian subgroup of r(G) consisting of diagonal matrices. By
Lemma 2.4, up to a change of basis for V , there is a number M which depends
only on n such that r(gM) is diagonal for every g ∈ Γ.
Given a diagonalizable matrix X and an integer k, a diagonalizing basis
for Xk can fail to be a diagonalizing basis for X only if X has two different
eigenvalues λ 6= µ such that λk = µk. Thus, if r(G) is not diagonal then at
least one of the ai(ξ) has the property that it has eigenvalues λ 6= µ such that
λk = µk for some 1 < k ≤ M . Now consider the space Cn/V , and proceed
inductively as before. We deduce that if [G : G0] 6= 1, then at least one of
the ai(ξ) has the property that it has eigenvalues λ 6= µ such that λ
k = µk for
some 1 < k ≤M .
Let X ⊂ S be the set of all ξ such that G(ξ) can be conjugated into B,
and let Xc = S \ X. Suppose there exists a matrix X such that Xa(ξ)X−1
and Xb(ξ)X−1 are both upper triangular. Using the polar decomposition on
GLn(C), we can find a matrix Y ∈ Un(C) such that Y a(ξ)Y
−1 and Y b(ξ)Y −1
are both upper triangular. Given a sequence {ξi}i ⊂ X such that ξi → ξ∞,
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compactness of Un(C) and passing to a subsequence gives that ξ∞ ∈ X. Thus,
X is closed and Xc is open in the Hausdorff topology on S.
If X = S we are done. Suppose that X 6= S. For every k > 1 and every
1 ≤ j ≤ m let Nj(k) be the set of all ξ such that aj(ξ) has eigenvalues λ 6= µ
such that λk = µk. For any ξ, let pk(ξ) be the characteristic polynomial of
akj (ξ). The set Nj is then the set of all ξ such that:
deg gcd(p1(ξ), p
′
1(ξ)) < deg gcd(pk(ξ), p
′
k(ξ))
This can be restated as:
dim ker p′1(ξ)[aj(ξ)] < dimker p
′
k(ξ)[a
k
j (ξ)]
For any r, the set of all ξ such that
dim ker p′1(ξ)[a(ξ)] = n− rank ker p
′
1(ξ)[a(ξ)] ≤ r
is Zariski open in the real Zariski topology on S, since it is given by a union of
non-vanishing sets of determinants of (n − j) × (n − j) minors of aj(ξ). The
same goes for the set of all ξ such that dim ker p′k(ξ)[a
k
j (ξ)] ≤ r. This implies
that Na is a finite union of intersections of a Zariski open set with a Zariski
closed set. Thus we have that Nj ⊂ Fj for some Zariski closed Fj , such that
Nj is open in the induced Zariski topology on Fa.
Since Xc is open and contained in N1∪ . . .∪Nm, we have that one of the Fj’s
is all of S (since S is irreducible). Thus one of Nj ’s is dense (in the Hausdorff
topology) in S. Assume it’s N1.
Let R be the space of unordered
(
n
2
)
-tuples of complex numbers. Let
ρ : S→ R be given by sending ξ to the collection of all λ
µ
where λ, µ are (not
necessarily different) eigenvalues of a1(ξ). By the above, for any ξ ∈ N1, the
collection ρ(α) contains a root of unity 1 6= ω of degree at most M . The tuple
ρ(ζ) contains only the number 1. This is impossible, since ρ is continuous and
1 is not in the closure of the set of all non-1 roots of unity of degree at most
M . Thus, X = S, as required.

We can now prove a stronger version of Lemma 2.5, that allows us to relax
one of the conditions while still getting the same conclusion.
Lemma 2.6. Let S ⊂ T be an algebraic sub-torus. Let a1, . . . am ∈ GLn(R).
Suppose that 〈a1(ξ), . . . , am(ξ)〉 is virtually solvable for every ξ ∈ S and that
there exists ζ ∈ S such that 〈a1(ζ), . . . , am(ζ)〉 is conjugate to a subgroup of B.
Then 〈a1(ξ), . . . , am(ξ)〉 is conjugate to a subgroup of B for every ξ ∈ S.
Proof. Let R0 = C[S] be the ring of functions on S. Let G = 〈a1, . . . , am〉,
where each ai is thought of as an element of GLn(R0). By our assumption
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and by Lemma 2.4, this group is virtually nilpotent, and thus its commutator
subgroup is finitely generated. Let G′ be the commutator subgroup of G. By
our assumption on ζ , and the fact that [B,B] = U , we have that G′(ζ) can be
conjugated into U . Apply Lemma 2.5 to G′ to get that G′[ξ] can be conjugated
into B for every ξ ∈ S.
Using Lemma 2.4, we have that G contains a finite index subgroup H such
that H(ξ) can be conjugated into B for every ξ ∈ S. Since G′(ξ) can be
conjugated into B, we can pick H such that A = G/H is finite and abelian.
Given any ξ ∈ S let V1(ξ) be the space of common eigenvectors of all the
elements of H(ξ). The space V1(ξ) is G(ξ)-invariant. Restriction to V1(ξ)
gives a homomorphism r1 : G(ξ) → GL(V1(ξ)). The group G(ξ) acts on the
space Cn/V1. Let V2(ξ) be the subspace of all the common eigenvectors of the
elements of H(ξ) in Cn/V1. Define the restriction map r2 : G → GL(V2) as
above. Proceed inductively in this manner to define Vi, ri for every i.
The action of G(ξ) on itself by conjugation gives a homomorphism γi :
G(ξ)→ Aut(ri(H(ξ))). By definition, H(ξ) ≤ ker γi for every i. Suppose that
the image of γi is the trivial automorphism for every i. Since A is abelian, and
since abelian groups of matrices can be conjugated into B, we get that G(ξ)
can be conjugated into B. Thus, it is enough to prove that the image of each
γi is trivial, for every ξ.
Let D ⊂ GLn(C) be the group of invertible diagonal matrices and let D =
〈d1, . . . , dk〉 < D be a subgroup. We can write C
n =
⊕s
i=1Wi, where Wi
is a maximal subspace such that dj|Wi is a multiple of IWi for every j. The
group N(D), the normalizer of D, permutes the subspaces Wi. If an element
g ∈ N(D) fixes the subspace Wi, then the restriction of g to Wi commutes
with every dj|Wi.
As in the proof of Lemma 2.5, let X ⊂ S be the set of all ξ such that G(ξ) can
be conjugated into B. The same proof shows that X is closed in the Hausdorff
topology on S. We now wish to show that it is also open. Since S is connected,
and since we assumed that X 6= ∅, this will conclude the proof.
Let ζ0 ∈ X, and let ξ ∈ S. Without loss of generality, we can assume that
G(ζ0) ⊂ B. Let Vi, ri be as above. Let D be the restriction of H(ξ) to V .
Write V1 =
⊕s
i=1Wi as above. The group r1(G(ξ)) normalizes D.
For any norm on matrices, and any ǫ > 0, if ξ is sufficiently close to to ζ0
then r1(aj(ξ)) has distance < ǫ from an upper triangular matrix for every j.
If ǫ is sufficiently small, such a matrix cannot permute the spaces Wi non-
trivially. Thus, r1(aj(ξ)) commutes with all elements of D, so γ1(G(ξ)) = 1.
Proceeding inductively in this manner, we get that γi(G(ξ)) = 1 for every i,
and thus ξ ∈ X. This implies that X is open, as required.

We are now ready to prove the result we need.
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Lemma 2.7. Let S ⊂ T be an algebraic sub-torus. Let a1, . . . am ∈ GLn(R).
Let Y ⊂ S be a dense set. Suppose that Suppose that 〈a1(ξ), . . . , am(ξ)〉 is
virtually solvable for every ξ ∈ Y and that there exists ζ ∈ Y such that
〈a1(ζ), . . . , am(ζ)〉 is conjugate to a subgroup of B. Then 〈a1(ξ), . . . , am(ξ)〉
is conjugate to a subgroup of B for every ξ ∈ S.
Proof. Let G be as in the proof of Lemma 2.5. Suppose G(ξ) is not virtually
solvable. Let M be the number given in the the argument of Lemma 2.5, such
that for any virtual solvable K < GLn(C), the group K
M can be conjugated
into B. Since G(ξ) is not solvable, there is some In 6= γ in (G
M)(n+1), the
(n + 1)th term in the derived series of GM . We can consider γ as a word in
the generators a1, . . . , am, and thus define γ(ξ
′) for any ξ′. Since γ(ξ) 6= In,
we have that γ(ξ′) 6= In in some open neighborhood of ξ. Thus, G(ξ
′) cannot
be virtually solvable for any such ξ′. This contradicts our assumption on the
density of Y . Thus, Y = S and we can apply Lemma 2.6 to prove the result.

2.4. Proof of Proposition 2.2. GivenG ≤ Aut(Fn), letG∗ ∈ Aut(H1(Fn,Z))
be the induced homomorphism.
Lemma 2.8. Suppose that G∗ can be conjugated into B and that G has the
property that the image of G in GL(C) is virtually solvable for abelian every
cover to which G lifts. Let T = H1(Fn,Z)
∗ be the character torus of Fn, and let
S ⊂ T be the sub-torus of all G-invariant characters. For any ξ ∈ S, let G(ξ)
be the group generated by Mγ(ξ), for all γ ∈ G. Then for any ξ ∈ S, the group
G(ξ) can be conjugated into the group of upper triangular n× n matrices.
Proof. By Lemma 2.7, it is enough to prove this for the set of all characters
in S with finite image (This set is dense in the torus S, which is defined over
Q). The group G(1) can be conjugated into upper triangular matrices by
assumption. For any ξ ∈ S, the character ξ is the character of the deck group
of some admissible finite abelian cover R′ → R to which Γ can be lifted. By
observation 2.3, we can choose a basis such that every element of the image of
G in GL(H1(R
′,C)) can be written in block matrix form as a diagonal matrix
with matrices of the form G(ξ) along the diagonal. Thus, if the image of G
is virtually solvable, then so is each such G(ξ). The result now follows from
Lemma 2.7.

Lemma 2.9. If p : R′ → R is an abelian cover to which Γ lifts, and the
image of Γ in GL(H1(Cp,C)) is not solvable then neither is the image of Γ in
GL(H1(R
′,C))
Proof. Since every cycle in a graph is also a chain, we have a natural inclusion
H1(R
′,C) →֒ C1(R
′,C) as a Γ∗-invariant subspace. We begin by claiming that
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for every h ∈ Γ, h∗ : C1(R
′,C)→ C1(R
′,C) has eigenvalues off the unit circle
if and only if h∗ : H1(R
′,C)→ H1(R
′,C) has eigenvalues off the unit circle.
The if direction is obvious. We now show the only if direction. For brevity,
denote V = C1(R
′,C) and W = H1(R
′,C). The space V is spanned by
elements of the form 1 · e, where e ranges over all edges of R′. Pick any norm
‖ · ‖ on V , and let λ > 1 be the spectral radius of the action of h∗ on V . Then
there exists an edge e such that
lim sup
j→∞
1
j
log ‖h∗(e)‖ = log λ
Denote Lλ to be the direct sum of all generalized eigenspaces corresponding
to eigenvalues with absolute value λ. Setting νj =
h
j
∗
(e)
‖hj
∗
(e)‖
, we have that the
distance from νj to Lλ goes to 0 as j →∞. Note that ϕ
j(e) corresponds to a
path in R′, and any such path can be closed to a loop using a bounded number
of edges. Thus, the distance of νj from W goes to 0 as j → ∞. Therefore
Lλ∩W 6= {0}. Since this space is h∗-invariant, it contains an eigenvector with
eigenvalue of absolute value λ.
Now, assume that Γ∗ : W → W is virtually solvable. Then Γ contains a
subgroup K ✁ Γ such that Γ/K is virtually solvable and K∗ : W → W is
trivial. Thus, every eigenvalue of every element of K∗ : V → V is on the
unit circle. Since Γ preserves the lattice of chains with coefficients in Z, the
group K∗ can be conjugated into GL(C1(R
′,Z)). By a well known theorem of
Kronecker, we have that all eigenvalues of all elements of K∗ are roots of unity.
By passing to a finite index subgroup, we can assume that all eigenvalues of
every element of K is 1. By Tits’ proof of the Tits alternative ([15]), a non-
virtually solvable linear group contains a free group generated by two elements
that have an eigenvalue of absolute value > 1. Thus, K∗ must be virtually
solvable. But this implies that Γ∗ : V → V is also virtually solvable, which is
a contradiction.

We are now able to prove Proposition 2.2.
Proposition 2.10. Suppose (Γ0)∗ : H1(Fn,C)→ H1(Fn,C) is conjugate to a
subgroup of upper triangular matrices and that ρp(Γ0) is virtually solvable for
every Γ0 admissible p. Then ρp(Γ0) can be conjugated into the group of upper
triangular matrices for every Γ0-admissible p.
Proof. Since p is an admissible cover, every character of the deck group of
p is Γ0 invariant. Indeed, the deck group of p is a subgroup of H1(Γ0 ⋊
Fn)/torsion, and the action of Γ0 in this group Γ0⋊Fn is given by conjugation
and hence acts trivially on first homology. By Lemma 2.9, the image of Γ0
in GL(H1(Cp,C)) must be virtually solvable. By Observation 2.3 the image
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of Γ0 in GL(H1(Cp,C)) can be written in block matrix notation as a diagonal
matrix with blocks of the form Γ0(ξ) along the diagonal. By Lemma 2.8, we
can find a basis in which each such block is upper triangular. This proves the
result.

3. Finding eigenvalues off the unit circle using admissible
covers
Our goal in this section is to prove the following proposition.
Proposition 3.1. Suppose Γ0 ≤ Mod(Σ) is finitely generated, not virtualy
solvable and has the properties that (Γ0)∗ ≤ GL(H1(Σ,C)) can be conjugated
into U and and that ρp(Γ0) is virtually solvable for every Γ0 admissible p.
Suppose h ∈ [Γ0,Γ0] is a pseudo-Anosov mapping class. Then there exists a
sequence of finite covers Σk → . . .→ Σ0 = Σ such that the following hold:
(a) The group Γ0 lifts to each cover.
(b) The cover Σi+1 → Σi is Γ0-admissible for every i.
(c) The endomorphism h∗ : H1(Σk,C)→ H1(Σk,C) has eigenvalues off the
unit circle.
Our proof here is almost entirely identical to our proof of the following Theo-
rem 1.4. One of the central notions in our proof of 1.4 is the notion of a vertex
subgraph of the transition graph. We provide some basic definitions related
to vertex subgraphs. These will allow us to explain the minor adjustments
necessary to convert the proof of Theorem 1.4 to a proof of Proposition 3.1.
Further details can be found in [5].
3.1. The transition graph of h. As before, we can view h as an element of
Aut(π1(Σ, ∗)) ∼= Aut(Fn). Let X be a train track graph for h, and ϕ : X → X
be a train track representative (see [1]), with base point b ∈ X . Pick an
orientation on each edge of X .
Construct a directed graph T called the transition graph of h in the following
way. The vertex set V (T ) is the set of edges of X . Let e, e′ be two vertices of
T . Connect e to e′ with m edges emanating from e, where m is the number
of times the path ϕ(e) passes through e′.
Every edge η of T connecting e to e′ corresponds to an e′-sub-edge of the
path ϕ(e). Let s(η) = 1 if this sub-edge is traversed in the positive direction
and s(η) = −1 if it is traversed in the negative direction. Similarly, every path
π of length k in T connecting e to e′ corresponds to an e′-sub-edge of the path
ϕk(e). Denote s(π) = 1 if this sub-edge is traversed in the positive direction
and s(π) = −1 if it is traversed in the negative direction.
If η is an edge connecting e to e′, we can write ϕ(e) as a concatenation
ϕ(e) = a(e′)s(η)b. Define the path corresponding to η as p(η) = a if s(η) = 1
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and p(η) = a(e′)−1 otherwise. Similarly, we can define p(π) where π is a path
in T connecting e to e′.
Let G = Γ0 ⋊ Fn, and let i : Fn → G be the obvious map. Let KΓ be the
kernel of the composition Fn → G→ H1(G,Q). The cover of X corresponding
to KΓ is called the Γ-equivariant universal abelian cover of X. We denote this
cover X˜Γ. Denote the deck group of this cover by H .
Fix a preferred lift b˜ of the base point b to X˜Γ. For every vertex c ofX , pick a
minimal length path connecting that vertex to b, and take a lift of that path to
X˜Γ originating at b˜. Associate the terminal point of this path with the element
0 ∈ H . Extend this H-equivariantly to an association of an element of H to
every vertex v of X˜Γ. Call this association a(v). Given a path π in T , define
the translation of π to be t(π) = a(ω) − a(α) where α and ω are the initial
and terminal vertices respectively of a lift of the path p(π) to X˜Γ. Define the
normalized translation of π to be the element tn(π) =
1
length(π)
t(π) ∈ H ⊗ R.
3.2. Vertex subgraphs of the transition graph. Construct the m × m
matrix Aϕ ∈Mm(C[H ]) by setting
(AΓ)i,j =
∑
η
s(η)t(η)
where the sum is taken over all edges η connecting ei to ej . For any k we have
that
TrAkΓ =
∑
γ
s(γ)t(γ)
where the sum is taken over all based cycles in T of length k. Let Sk ⊂ H⊗R
be 1
k
times the support of TrAkΓ. In [5], we show that Sk is contained in the
convex hull of {tn(γ)}γ, where γ ranges over all simple based cycles in T .
The polygon given by the convex hull of these cycles is called the equivariant
shadow of ϕ and is denoted Seϕ.
Given a vertex v of the equivariant shadow, let Tv be the union of all based
cycles in T whose normalized translation is v. In [5], we show that tn(γ) = v if
and only if γ is a based cycle in Tv. The graph Tv is called the vertex subgraph
of v.
3.3. Stabilizing vertex subgraphs. A subgraph T ′ ⊂ T is called stable if∑
γ s(γ)t(γ) 6= 0 for infinitely many values of k, where the sum is taken over
all based cycles of length k in T ′. The vertex v of Seϕ is called stable if Tv is
stable. Given a cover p : X0 → X to which ϕ lifts, the transition graph T0 of
a lift of ϕ is a finite cover of T . The vertex v is said to be stable in the cover
p if the lift of Tv to T0 is stable.
In Lemma 4.17 in [5], we give similar definitions to the ones given above,
except we take G = Z ⋊h Fn. In this case, we prove that for every vertex v
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of Seϕ, there is a finite cover where v is stable. The construction provided in
the proof of this lemma shows that this cover can be obtained by taking an
iterated sequence of 〈hmi〉 admissible covers, where mi are sufficiently large
integers. We wish to duplicate this lemma in our setting.
Lemma 3.2. Let v be a vertex of Seϕ. Then there exists a sequence of finite
covers Xk → . . .→ X1 → X0 = X such that the following hold:
(a) The group Γ0 lifts to each cover.
(b) The cover Xi+1 → Xi is Γ0-admissible.
Proof. The only property of G that is used in the proof of Lemma 4.17 in [5]
is that G is residually torsion free nilpotent. In [7], Koberda proves that for
any K < Aut(Fn) such that K∗ ≤ GL(H1(Fn,C)) can be conjugated into U ,
the group K⋊Fn is residually torsion free nilpotent. Thus, we can always find
a cover X ′ → X in which v is stable. In order to complete the proof, we need
to show that this cover can be taken to be of the form stated in the theorem.
Denote A = H1(G,Z)/torsion. In our proof of Z⋊Fn version of the lemma,
we show that there is a number k such that for almost any sequence of primes
p1, . . . , pk, the vertex v is stable in the cover we get by taking iterated pi
homology covers of G (that is, passing to covers corresponding to the kernels
of the maps A/pA.
Write H1(G,Z) = M ⊕N where M is the abelianization of Γ, and N is the
image of Fn in H1(G,Z). For any p, q the kernel of the map G → M/qM ⊕
N/pN is a semi direct product Γq ⋊ (Fn)p where Γq is the kernel of the map
Γ→ H1(Γ,Z/qZ) and (Fn)p is the kernel of the map Fn → H1(Fn,Z/pZ). We
call this a (p, q)-cover. The same proof as our proof in [5] (except for replacing
p covers with (p, q) covers above) shows that there is a number k such that
for almost any collection of primes p1, . . . , pk, q1, . . . , qk the vertex v is stable
in the cover obtained by taking iterated (pi, qi)-covers. In this way, we get a
sequence of covers Xk → . . .X1 → X such that v is stable in Xk. It remains
to show that these covers are Γ0-admissible.
Since conjugation acts trivially on abelianization, Γ0 acts trivialy on the deck
group of X1 → X . Let F1,2 = ((Fn)p1)p2, and Γ0 = 〈f1, . . . , fs〉. The elements
fi act on H1(F1,2,Z). For all sufficiently large primes q, the fi-invariant vectors
in H1(F1,2,Z) are the same as the f
q
i invariant vectors for every i. Thus, if
we replace q2 with almost any other q (as we are allowed to do), we have that
the Γq invariant vectors in H1(F1,2,Z) are the same as the Γ-invariant vectors.
Thus, the group Γ acts trivially on the deck group of X2 → X1, and the cover
is Γ0-admissible. Proceeding inductively in this manner now gives the result.

3.4. Proof of Proposition 3.1.
Proof. Our proof of Theorem 1.4 uses only three properties of Z ⋊h π1(Σ,Z).
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(a) The group Z ⋊h π1(Σ,Z) is residually torsion free nilpotent. This is
used to prove the vertex stabilization lemma.
(b) The equivariant shadow Seh is a m dimensional polygon, where m =
dimH1(Z ⋊f Fn/B,Q), and B is the normal subgroup generated by
boundary components. This is a theorem of Fried ([3]).
(c) If h does not have eigenvalues off the unit circle, then for every K > 0
there exists an admissible cyclic cover Σ′ → Σ where the dimension of
the equivariant shadow is at least K.
The first property holds in our case for every by Lemma 3.2. To see the second
property, note first that the map Fn → H1(Γ0⋊Fn,Z) factors through the map
Fn → H1(Z ⋊h Fn,Z). Let F
′ = Fn/B. Given a subset Y ⊂ H1(Zh ⋊h F
′,Z)
that spans the image of Fn in this group, the image of Y in H1(Γ⋊F
′,Z) will
also span the image of Fn.The second property now follows in our case from
Fried’s theorem.
We now turn to the third property. Since H1(Fn,Z) has Γ0-invariant vectors,
we have that H1(G,C) 6= 0. In particular, the image of Fn in H1(G,Z)/torsion
has co-cyclic subgroups of arbitrarily large size.
There is a splitting H1(Fn,Z) ∼= M ⊕ N , where M is the image of B in
this group. After passing to some Γ0-admissible cover, we can assume that
Σ has at least 2 boundary components, so M 6= 0. Pick a prime p and a
map H1(G,Z)/torsion → Z/pZ that sends every element of N to 0 and each
boundary component to 1. This corresponds to a cover Σ′ → Σ with cyclic
deck group Z/pZ such that Σ′ has the same number of boundary components
as Σ.
By Proposition 2.2, the group (Γ0)∗ ∈ GL(H1(Σ
′,C)) can be conjugated into
B.Let V be the image of the transfer map from H1(Σ,C) → H1(Σ
′,C). Let
W = kerH1(Σ
′,C) → H1(Σ,C), where the map between homology groups is
the map induced by the covering space map. There is a Γ0-invariant splitting
H1(Σ
′,C) ∼= V ⊕ W . Picking bases for these spaces and conjugating into
upper triangular matrices, we see that the group (Γ0)∗ has common eigenvalues
that are not Z/pZ-invariant. Let U be the space of [Γ0,Γ0]-invariant vectors.
This space is defined over Q, and is invariant under the action of the deck
group. Decomposing V as a sum of representations of Z/pZ representations
that are irreducible over Q, and noting that not all of these representations
are 1 dimensional, we get that dimV ≥ p− 1. Since Σ′ has the same number
of boundary components as Σ, this gives the third property.

4. Proof of Theorem 1.3
We begin by proving a slightly more restrictive form of Theorem 1.3.
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Proposition 4.1. Suppose Γ ≤ Mod(Σ) is a non-solvable subgroup such that
Γ contains two independent pseudo-Anosov elements, and such that Γ∗ ≤
GL(H1(Σ,C)) is virtually solvable. Then There exists a finite cover p : Σ
′ → Σ
such that ρp(Γ0) is not virtually solvable.
Proof. Since Γ∗ is virtually solvable, it contains a finite index subgroup that
can be conjugated into B. Replace Γ with this subgroup (note that the theorem
still holds if we prove it for a non virtually solvable subgroup of Γ.
By a theorem of Fujiwara ([4]), if f, g are two independent pseudo-Anosov
mapping classes then f rgs is pseudo-Anosov for all sufficiently large r, s. Let
Γ0 = [Γ,Γ]. Fujiwara’s theorem implies that Γ0 contains two independent
pseudo-Anosovs. Replace Γ0 with some finitely generated subgroup generated
by independent pseudo-Anosovs. Fujiwara’s theorem implies that [Γ0,Γ0] con-
tains pseudo-Anosov mapping classes. Let h be such an element.
The group (Γ0)∗ can be conjugated into U . If Theorem 1.3 does not hold,
then by Proposition 3.1 there is a tower of Γ0-admissible covers Σk → . . . →
Σ0 = Σ such that ρΣk→Σ(h) has eigenvalues off the unit circle. By repeated
application of Proposition 2.2, the group ρΣk→Σ(Γ0) can be conjugated into
B. But [B,B] = U , which contradicts our assumption that ρΣk→Σ(h) has
eigenvalues off the unit circle.

Proof. We begin with several reduction steps that will allow us to apply Propo-
sition 4.1. Every non virtually solvable subgroup of Mod(Σ) contains two map-
ping classes of positive entropy that generate a non virtually solvable group.
Replace Γ with such a subgroup.
By passing to a finite index subgroup, we can assume that every element of
Γ is a pure mapping class - that is, for every f ∈ Γ there is a multicurve C ⊂ Σ
such that each connected component of Σ\C is f invariant, and f restricted to
each such component is either trivial or a pseudo-Anosov mapping class. We
call the collection of components where f is pseudo-Anosov the pseudo-Anosov
support of f .
Let f, g be two pure mapping classes and suppose that Σf ⊂ Σ is in the
pseudo-Anosov support of f , and Σg ⊂ Σ is in the pseudo-Anosov support of g.
Suppose further that Σf ∩Σg is neither empty nor a union of annuli. The some
element of 〈f, g〉 is a pure mapping class group whose pseudo-Anosov support
contains a surface that contains Σf ∪ Σg (see Theorem 6.1 in Clay, Leininger,
and Mangahas’ paper [2]). This implies that there is an essential subsurface
S ⊂ Σ and a subgroup Γ′ < Γ such that S is Γ′-invariant and Γ′ contains two
elements whose restrictions to S are two independent pseudo-Anosov mapping
classes. Replace the group Γ with Γ′.
By a theorem of Marshall Hall ([6]), there is a finite cover Σ˜ → Σ, and a
lift S˜ ′ of S to Σ˜ such that π1(S˜, ∗) is a free factor of π1(Σ˜, ∗), for some point
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∗. A finite index subgroup of Γ fixes this lift. Replace Γ with this finite index
subgroup.
Apply Proposition 4.1 to the surface S˜, together with the group Γ|
S˜
, to get
a finite regular cover p of S˜ to which Γ|S˜ lifts, such that the image of Γ|S˜ under
the corresponding homological representation is not virtually solvable.
Since π1(S˜, ∗) is a free factor of π1(Σ˜), the cover p can be extended to a
cover of all of Σ˜. Again, since π1(S˜, ∗) is a free factor of π1(Σ˜), H1(p
−1(S˜),C)
injects into H1(p
−1(Σ˜),C) as a ρp(Γ)-invariant subspace. Restriction to this
subspace gives a non virtually solvable image of ρp(Γ), and hence ρp(Γ) itself
is not virtually solvable.

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