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Abstract
The main purpose of this paper is mathematical analysis on time-periodic flows of electrons
and holes in semiconductors. The flows appear in a situation that alternating-current voltages
are applied to devices. In this paper, we study the drift-diffusion model for semiconductors in a
three-dimensional bounded domain and investigate the existence and stability of time-periodic
solutions. We first derive the uniform-in-time estimate of time-global solutions, and then prove
by the relative entropy method that the difference of any two solutions decays exponentially
fast as time tends to infinity. These facts enable us to show the unique existence and global
stability of time-periodic solution.
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1 Drift-diffusion model
This paper is concerned with the asymptotic behavior of solutions to the drift-diffusion model for
semiconductors. The model was proposed by Roosbroeck [19] as a system of partial differential
equations for the transport of electrons and holes in semiconductor devices. Let Ω ⊂ R3 be a
domain occupied by a semiconductor device. Then the model is written as the parabolic–elliptic
system 

nt = ∇ · (∇n−n∇v)−R(n, p),
pt = ∇ · (∇p+ p∇v)−R(n, p),
ε∆v= n− p−D(x), (t,x) ∈ I×Ω,
(1.1a)
where I ⊂ R is an open interval with sup I = ∞. The unknown functions n, p and v stand for the
electron density, the hole density and the electrostatic potential, respectively. The recombination-
generation term R accounts for instantaneous generation or annihilation of electron-hole pairs. The
doping profile D denotes the density of ionized impurities in semiconductors, and determines the
performance of devices. The positive constant ε is the scaled Debye length. For more details of
this model, see [9, 10, 13, 18].
We divide the boundary ∂Ω into two parts ΓD and ΓN , and impose a mixed boundary condition
as follows.{
n= Nb(x), p= Pb(x), v=Vb(t,x) (t,x) ∈ I×ΓD,
(∇n−n∇v) ·n= (∇p+ p∇v) ·n= 0, ε∇v ·n+b(x)v= g(t,x) (t,x) ∈ I×ΓN .
(1.1b)
Here Nb, Pb,Vb, b and g are given functions and n denotes the outer unit normal vector to ∂Ω. From
a physical point of view, this boundary condition corresponds to Ohmic, Schottky or Metal-Oxide
contact arising in widely used semiconductor devices such as MOSFETs, p-n diodes, thyristors
and so on.
There have been many researches on the existence and asymptotic behavior of solutions to
the initial–boundary value problem of (1.1). A pioneer work was made by Mock [14–16] for the
simpler case ΓD = /0 and b = g = 0. It was shown that a solution exists globally in time and
converges to a stationary solution. Physically speaking, the boundary condition in this case does
not allow any electron and hole to flow through the boundary. Gajewski and Gro¨ger [4] proved
the time-global solvability for the more relevant case ΓD 6= /0, g 6= 0 and b ≥ 0 (see also [3]). In
this case, electrons and holes can flow through the boundary. Furthermore, they investigated the
asymptotic state of solutions for a special boundary data Nb, Pb andVb, and then showed the global
stability of a special stationary solution (N,P,V ) which represents a thermal equilibrium, that is,
NP= 1, ∇(logN−V ) = ∇(logP+V ) = 0. (1.2)
The second and third equalities mean that the currents vanish, and therefore their results do not
cover physically important situations that semiconductor devices are used in integrated circuits.
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For general boundary data, a stationary solution was constructed by Gro¨ger [5] (see also [2,
21]). We remark that the currents of the stationary solution are flowing. Physical and mathematical
observations indicate that the stationary problem of (1.1) has multiple solutions in general (for
instance, see [20, 23, 24]). One of natural situations for the uniqueness is that small currents flow
in the semiconductor devices. In [12], the authors proved the uniqueness of stationary solutions in
this situation, but its stability remains an open question. A reason why the stability of stationary
solutions was shown only for the special state (1.2) is that the uniform-in-time estimate of solutions
of (1.1) has not been obtained for general boundary data. The main purposes of this paper are to
derive the uniform-in-time estimate of solutions of (1.1), and to analyze the asymptotic behavior
for general boundary data which allow electrons and holes to be flowing at the asymptotic state.
In this direction, few mathematical results were reported after the research [4]. Fang and
Ito [6–8] derived the uniform-in-time estimate in the case b= g= 0, and then constructed a com-
pact attractor. We remark that the relation between the attractor and stationary solutions was not
clarified. In this paper, we first extend their result on the uniform-in-time estimate to the case b≥ 0
and g 6= 0.
Besides stationary flows, time-periodic flows are also physically important. Indeed, time-
periodic flows appear when PN junction diodes act like a rectifier by converting alternating current
into direct current. In a one-dimensional case, the authors [11] studied the unique existence and
global stability of time-periodic solutions in a situation that the applied voltage is periodic in time.
This time-periodic solution has nonzero currents. Seidman [22] also investigated time-periodic
solutions for a generalized drift-diffusion model. In this paper, we show the global stability of
time-periodic solutions for time-periodic boundary data. Our main theorem also ensures the sta-
bility of stationary solutions which do not satisfy (1.2).
2 Main theorems
We begin with introducing notation and making assumptions to be used throughout the paper.
For 1 ≤ q ≤ ∞, | · |q and | · |q,ΓN denote the norms of the Lebesgue spaces Lq(Ω) and Lq(ΓN),
respectively. Furthermore, ‖ · ‖1 stands for the norm of the Sobolev space H1(Ω). We denote by
H1D(Ω) the subspace { f ∈ H1(Ω); f = 0 on ΓD} and by H1D(Ω)∗ its dual space. The notation f ′
means the derivative of a function f with respect to t. For a ∈ R, we write a+ := max{a,0} and
a− :=min{a,0}.
Assumption 2.1. We assume conditions (H1)–(H8) below.
(H1) Ω ⊂ R3 is a bounded domain with Lipschitz boundary.
(H2) ∂Ω consists of the disjoint union of ΓD and ΓN , and the measure of ΓD is nonzero.
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(H3) The recombination-generation term R is given by the Shockley-Read-Hall form, that is,
R(n, p) := ν
np−1
n+ p+2
,
where ν is a positive constant.
(H4) Nb =Nb(x), Pb = Pb(x), Vb =Vb(t,x), D=D(x), b= b(x) and g= g(t,x) are given functions
satisfying Nb,Pb ∈ H1(Ω)∩ L∞(Ω), Vb ∈W 1,∞(R;H1(Ω))∩ L∞(R×Ω), D ∈ L∞(Ω), b ∈
L∞(ΓN), g ∈ L∞(R;Lr(ΓN))∩W 1,∞(R;L2(ΓN)) for some r > 2.
(H5) |Nb|∞, |Pb|∞, ‖Nb‖1, ‖Pb‖1, supt∈R |Vb(t)|∞, supt∈R‖Vb(t)‖1, |D|∞, |b|∞,ΓN , supt∈R |g(t)|r,ΓN
≤C0 for some positive constant C0.
(H6) Nb, Pb ≥ c0 in Ω with some positive constant c0.
(H7) b≥ 0 on ΓN .
(H8) δ := sup
t∈R
(|∇ logNb−∇Vb(t)|2∞+ |∇ logPb+∇Vb(t)|2∞+‖V ′b(t)‖1+ |g′(t)|2,ΓN)+ | log(NbPb)|∞
< ∞.
Let us also give the definition of solutions of (1.1).
Definition 2.2. We say that (n, p,v) is a solution of (1.1) if it satisfies the following conditions.
(i) For any bounded interval J ⊂ I,
n−Nb ∈ L2(J;H1D(Ω))∩L∞(J×Ω), n′ ∈ L2(J;H1D(Ω)∗),
p−Pb ∈ L2(J;H1D(Ω))∩L∞(J×Ω), p′ ∈ L2(J;H1D(Ω)∗),
v∗−Vb ∈C(I;H1D(Ω)).
(2.1)
(ii) n, p≥ 0 a.e. in I×Ω.
(iii) For any φ1,φ2,φ3 ∈ H1D(Ω) and a.e. t ∈ I,
〈n′,φ1〉+
∫
Ω
(∇n−n∇v) ·∇φ1+R(n, p)φ1dx= 0, (2.2a)
〈p′,φ2〉+
∫
Ω
(∇p+ p∇v) ·∇φ2+R(n, p)φ2dx= 0, (2.2b)
ε
∫
Ω
∇v ·∇φ3dx+
∫
ΓN
(bv−g)φ3dS=−
∫
Ω
(n− p−D)φ3dx. (2.2c)
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Furthermore, if (n, p,v) is a solution of (1.1) with I = R and additionally satisfies the condition
(iv) below, we say that (n, p,v) is a time-periodic solution of (1.1) with period T∗.
(iv) (n, p,v)(t+T∗,x) = (n, p,v)(t,x) for some constant T∗ > 0.
We are now in a position to state our main theorems. As mentioned above, Gajewski and
Gro¨ger [4] considered problem (1.1) with I = (0,∞) and showed the existence of a solution (n, p,v)
satisfying (n, p)(t, ·)→ (n0, p0) in L2(Ω)×L2(Ω) as t ↓ 0 for any initial data (n0, p0) ∈ L∞(Ω)×
L∞(Ω). Our first theorem provides its uniform-in-time estimates.
Theorem 2.3. There exists a positive constant Cˆ > 0 depending only on max{δ ,1}, c0, C0, Ω, ΓD,
r, ε and ν such that any solution (n, p,v) of (1.1) satisfies
limsup
t→∞
(∣∣∣∣ 1n(t)
∣∣∣∣
∞
+
∣∣∣∣ 1p(t)
∣∣∣∣
∞
+ |n(t)|∞+ |p(t)|∞
)
≤ Cˆ. (2.3)
We are interested in the asymptotic behavior of solutions in the case that the applied voltage is
periodic in time as an AC voltage. We prove that if δ is sufficiently small, then (1.1) has a unique
time-periodic solution and any solution converges to it as t → ∞. This result is summarized in the
following theorem.
Theorem 2.4. Suppose that the boundary data Vb and g are periodic in t with period T∗ > 0. Then
there exists δ0 > 0 depending only on c0, C0, Ω, ΓD, r, ε and ν such that (1.1) has a unique time-
periodic solution (n∗, p∗,v∗) if δ < δ0. Furthermore, any solution (n, p,v) of (1.1) converges to
(n∗, p∗,v∗) in L2(Ω)×L2(Ω)×H1(Ω) exponentially fast as t → ∞. Specifically,
limsup
t→∞
ect(|(n−n∗)(t)|2+ |(p− p∗)(t)|2+‖(v− v∗)(t)‖1)<+∞, (2.4)
where c> 0 is a constant depending only on c0, C0, Ω, ΓD, r, ε and ν .
Remark 2.5. Theorem 2.4 provides the global stability of stationary solutions which do not satisfy
(1.2), and therefore it is an extension of [4]. We remark that the stationary solutions may not be
unique for large δ (see [20, 23, 24]).
For the proof of Theorem 2.3, we can obtain the lower bounds of n and p by the same method as
in [12]. The main task is to establish the upper bounds which is done by obtaining the uniform-in-
time estimate of L1-norms. Then a difficulty arises from the condition b 6= 0 in (2.2c). Specifically,
when we rewrite the drift terms n∇v and p∇v in (2.2a) and (2.2b) by using (2.2c), we have bound-
ary terms having a strong nonlinearity. To handle the difficulty, we decompose n and p into the
parts of the lower and higher values. The lower part is not issue at all. If the L1-norm of the higher
part is large, the dissipative effect is strong enough so that the rewrite mentioned above is not nec-
essary. For the case that the L1-norm of the higher part is small, we use a new technique to show
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that the nonlinear term with b can be absorbed into the dissipative terms. It will be discussed in
Lemma 4.6.
A main difficulty of the proof of Theorem 2.4 arises due to the low regularity of solutions. It
is not expected that the solutions have a better regularity than (2.1) due to the mixed boundary
condition (1.1b). In such a case, it is not straightforward to handle some nonlinear terms only by
applying the well-known inequalities. To overcome this difficulty, we use the new estimate proved
in Lemma 5.3.
This paper is organized as follows. In Section 3, we introduce basic inequalities and facts.
Section 4 is devote to the derivation of uniform-in-time estimates in Theorem 2.3. In Section 5, we
estimate the difference of two solutions. The estimate enables us to prove Theorem 2.4. The proof
of Theorem 2.4 will be discussed in Section 6.
3 Preliminaries
In this section, we introduce basic facts to be used in our arguments. First we discuss a L∞-estimate
of a solution w of the boundary value problem

∆w= h(x), x ∈ Ω,
w=Wb(x), x ∈ ΓD,
∇w ·n+ b˜(x)w= g˜(x), x ∈ ΓN,
(3.1)
where h,Wb, b˜ and g˜ are given functions. We say that w ∈ H1(Ω) is a solution of (3.1) if w−Wb ∈
H1D(Ω) and ∫
Ω
∇w ·∇φdx+
∫
ΓN
(b˜w− g˜)φdS=−
∫
Ω
hφdx
for all φ ∈H1D(Ω). The following lemma can be verified by the same argument as in [4, Theorem 2,
Remark 6] or [1, Theorem 2.5]. We omit the proof.
Lemma 3.1. Let q> 3/2 and r > 2. Suppose that h ∈ Lq(Ω), Wb ∈ H1(Ω)∩L∞(Ω), b˜ ∈ L∞(ΓN),
b˜≥ 0 and g˜ ∈ Lr(ΓN). Then any solution w of (3.1) satisfies w ∈ L∞(Ω) and
|w|∞ ≤C(|h|q+‖Wb‖1+ |Wb|∞ + |g˜|r),
where C =C(Ω,ΓD,q,r)> 0 is a constant.
The following lemmas will also be utilized. We will give the proofs in Appendix for readers’
convenience.
Lemma 3.2. The following hold.
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(i) For 1≤ q≤ 2, there exists a constant C =C(Ω,ΓD,q)> 0 such that for all f ∈ H1D(Ω),
| f |q,ΓN ≤C|∇ f |q. (3.2)
(ii) There exists a constant C =C(Ω)> 0 such that for all f ∈ H1(Ω),
| f |4,ΓN ≤C‖ f‖1. (3.3)
(iii) For 1≤ q< 4, there exist constants C =C(Ω,ΓD,q)> 0 and α = α(q)> 0 such that for all
f ∈ H1D(Ω) and µ > 0,
| f |q,ΓN ≤ µ|∇ f |2+Cµ−α | f |1. (3.4)
Lemma 3.3. Let d ≥ 1. Then there is a constant C =C(d)> 0 such that∫ a
A
log
y
A
dy+
∫ b
B
log
y
B
dy≤C
{
(a−b)2+ ab−1
a+b+2
log(ab)+1
}
(3.5)
for all a,b> 0 and 1/d ≤ A,B≤ d.
Lemma 3.4. Let E be a measurable set in a Euclidean space. Assume that sequences { fk} ⊂
L2(E) and {gk} ⊂ L2(E) are convergent in L2(E) and that | fk| ≤C in E for some constant C > 0
independent of k. Then { fkgk} is convergent in L2(E).
4 Upper and lower bounds of solutions
Throughout this section, we assume that (n, p,v) is a solution of (1.1). The goal of this section is
to prove Theorem 2.3. First we consider the lower bounds of n and p.
Proposition 4.1. There exists a constant cˆ> 0 depending only on c0, |D|∞, ε and ν such that
liminf
t→∞ infΩ
n(t, ·)≥ cˆ, liminf
t→∞ infΩ
p(t, ·)≥ cˆ.
This proposition can be shown in the same way as in [12, Lemma 2.3], and therefore we omit
the proof. We put c1 := cˆ/2. Then the above proposition implies that for some t0 ∈ R,
inf
[t0,∞)×Ω
n≥ c1, inf
[t0,∞)×Ω
p≥ c1. (4.1)
In what follows, we suppose that t ≥ t0.
Next let us consider the upper bounds of n and p. We set
E1 :=
∫ n
Nb
log
y
Nb
dy+
∫ p
Pb
log
y
Pb
dy, E2 :=
ε
2
|∇(v−Vb)|2, E3 := 1
2
b(v−Vb)2.
Note that these are all nonnegative. The upper bounds follow from the following propositions
which will be proved in Subsections 4.1 and 4.2.
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Proposition 4.2. There exists a constant C =C(max{δ ,1},c0,C0,Ω,ΓD,r,ε,ν)> 0 such that
limsup
t→∞
(∫
Ω
E1+E2dx+
∫
ΓN
E3dS
)
≤C.
Proposition 4.3. Suppose that
L := limsup
t→∞
(|n(t)|1+ |p(t)|1+‖v(t)‖1)< ∞.
Then there exists a constant C =C(L,C0,Ω,ΓD,r,ε,ν)> 0 such that
limsup
t→∞
(|n(t)|∞+ |p(t)|∞)≤C.
For a moment, we assume that Propositions 4.2 and 4.3 hold, and then complete the proof of
Theorem 2.3.
Proof of Theorem 2.3. Owing to Proposition 4.1, it suffices to show the upper bounds. It is ele-
mentary to show that E1 ≥ (n− eNb)++(p− ePb)+. From this and the Poincare´ inequality, we
have
|(n− eNb)+|1+ |(p− ePb)+|1+‖v−Vb‖1 ≤
∫
Ω
E1dx+C
(∫
Ω
E2dx
)1/2
,
whereC =C(Ω,ΓD,ε)> 0 is a constant. This together with Proposition 4.2 implies that
limsup
t→∞
(|n|1+ |p|1+‖v‖1)≤C
for some constantC=C(max{δ ,1},c0,C0,Ω,ΓD,r,ε,ν)> 0. Combining this with Proposition 4.3
leads to the upper bounds.
4.1 Proof of Proposition 4.2
This subsection is devoted to the proof of Proposition 4.2. We put
D1 := n
∣∣∣∣∇ log nNb −∇(v−Vb)
∣∣∣∣
2
+ p
∣∣∣∣∇ log pPb +∇(v−Vb)
∣∣∣∣
2
, D2 := R(n, p) log(np).
A key of the proof is to decompose n and p into the parts of the lower and higher values. To do so,
we introduce a function
I
M := (n+ p)χ{n+p≥M},
whereM ≥ 0 and χA denotes the indicator function of a set A. We also define h(M) by
h(M) := inf
a,b>0,a+b≥M
1
a+b
{
(a−b) log a
b
+
ab−1
a+b+2
log(ab)
}
.
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Then it is shown in [12, Appendix A] that
lim
M→∞
h(M) = ∞. (4.2)
We show three lemmas used in the proof of Proposition 4.2.
Lemma 4.4. There is a constant C1 =C1(c0,C0,Ω,ΓD,ε,ν)> 0 such that
h(M)
∫
Ω
I
Mdx+
∫
Ω
E2dx+
∫
ΓN
E3dS≤C1
(∫
Ω
D1+D2dx+1
)
. (4.3)
Proof. In the proof, C denotes a positive constant depending only on c0,C0,Ω,ΓD,ε and ν . We
first claim that it suffices to show the inequality
∫
Ω
(n− p) log n
p
dx+
∫
Ω
E2dx+
∫
ΓN
E3dS≤C
(∫
Ω
D1+
∫
Ω
I
0dx+1
)
. (4.4)
This claim is verified as follows. By the definition of h(M), we have
h(M)
∫
Ω
I
Mdx≤
∫
Ω
(n− p) log n
p
dx+
1
ν
∫
Ω
D2dx.
This together with (4.4) yields
h(M)
∫
Ω
I
Mdx+
∫
Ω
E2dx+
∫
ΓN
E3dS≤ C˜
(∫
Ω
D1+D2dx+
∫
Ω
I
0dx+1
)
, (4.5)
where C˜ = C˜(c0,C0,Ω,ΓD,ε,ν) > 0 is a constant. From (4.2), we can choose M1 =M1(C˜) such
that h(M1)≥ 2C˜. Then
h(M1)
∫
Ω
I
M1dx≥ 2C˜
(∫
Ω
I
0dx−
∫
n+p≤M1
n+ pdx
)
≥ 2C˜
(∫
Ω
I
0dx−M1|Ω|
)
.
We substituteM =M1 and this inequality into (4.5) to obtain∫
Ω
I
0dx≤
∫
Ω
D1+D2dx+1+2M1|Ω|.
From this and (4.5), we obtain (4.3).
Let us complete the proof by showing (4.4). Choosing φ3 = log(n/Nb)− log(p/Pb) in (2.2c),
we have
ε
∫
Ω
∇v ·∇ log nPb
pNb
dx+
∫
ΓN
(bv−g) log nPb
pNb
dS=−
∫
Ω
(n− p−D) log nPb
pNb
dx,
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which is written as∫
Ω
(n− p) log n
p
dx= ε
∫
Ω
I1dx+
∫
ΓN
I2dS+
∫
Ω
I3dx+
∫
Ω
I4dx, (4.6)
I1 :=−∇v ·∇ log nPb
pNb
, I2 :=−(bv−g) log nPb
pNb
, I3 := D log
nPb
pNb
, I4 :=−(n− p) log Pb
Nb
.
We estimate the right-hand side of this equality one by one. Notice that
I1 =
1
2
∣∣∣∣∇ log nNb −∇(v−Vb)
∣∣∣∣
2
+
1
2
∣∣∣∣∇ log pPb +∇(v−Vb)
∣∣∣∣
2
−|∇(v−Vb)|2
− 1
2
∣∣∣∣∇ log nNb
∣∣∣∣
2
− 1
2
∣∣∣∣∇ log pPb
∣∣∣∣
2
−∇Vb ·∇ log n
Nb
+∇Vb ·∇ log p
Pb
.
Hence, by (4.1) and the Schwarz inequality,
I1 ≤ 1
2c1
D1− 2
ε
E2− 1
4
∣∣∣∣∇ log nNb
∣∣∣∣
2
− 1
4
∣∣∣∣∇ log pPb
∣∣∣∣
2
+2|∇Vb|2. (4.7)
To estimate the integral of I2, we rewrite I2 as
I2 =−1
2
{
b
(
log
n
Nb
)2
+b
(
log
p
Pb
)2}
−b(v−Vb)2+ I21+ I22, (4.8)
I21 :=
1
2
[
b
{
log
n
Nb
− (v−Vb)
}2
+b
{
log
p
Pb
+(v−Vb)
}2]
, I22 :=−(bVb−g) log nPb
pNb
.
From (3.2) and (4.1), we have
∫
ΓN
I21dS≤C
∫
Ω
∣∣∣∣∇ log nNb −∇(v−Vb)
∣∣∣∣
2
+
∣∣∣∣∇ log pPb +∇(v−Vb)
∣∣∣∣
2
dx≤C
∫
Ω
D1dx.
The Schwarz inequality and (3.2) give
∫
ΓN
I22dS≤
∫
ΓN
µ
(
log
n
Nb
)2
+µ
(
log
p
Pb
)2
+
1
2µ
(bVb−g)2dS
≤Cµ
∫
Ω
∣∣∣∣∇ log nNb
∣∣∣∣
2
+
∣∣∣∣∇ log pPb
∣∣∣∣
2
dx+
C
µ
,
where µ > 0 is an arbitrary number. Substituting these inequalities into (4.8), we deduce that
∫
ΓN
I2dS≤−2
∫
ΓN
E3dS+Cµ
∫
Ω
∣∣∣∣∇ log nNb
∣∣∣∣
2
+
∣∣∣∣∇ log pPb
∣∣∣∣
2
dx+C
(∫
Ω
D1dx+
1
µ
)
. (4.9)
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For the third and fourth terms of the right-hand side of (4.6), we utilize the Schwarz and Poincare´
inequalities to obtain ∫
Ω
I3dx≤
∫
Ω
µ
(
log
n
Nb
)2
+µ
(
log
p
Pb
)2
+
1
2µ
D2dx
≤Cµ
∫
Ω
∣∣∣∣∇ log nNb
∣∣∣∣
2
+
∣∣∣∣∇ log pPb
∣∣∣∣
2
dx+
C
µ
, (4.10)∫
Ω
I4dx≤C
∫
Ω
I
0dx. (4.11)
Plugging (4.7) and (4.9)–(4.11) into (4.6) and then taking µ appropriately, we have (4.4). Thus the
lemma follows.
Lemma 4.5. There is a constant C2 =C2(max{δ ,1},c0,C0,Ω,ΓD,ε,ν)> 0 such that
d
dt
(∫
Ω
E1+E2dx+
∫
ΓN
E3dS
)
+
1
4
∫
Ω
D1+D2dx≤C2δ . (4.12)
Proof. To make the computation in this paragraph rigorous, we use a mollifier with respect to the
time variable t due to the insufficiency of the regularity of solutions. We omit the argument since
it is standard. We differentiate (2.2c) with respect to t to find that
ε
∫
Ω
∇v′ ·∇φ3dx+
∫
ΓN
(bv′−g′)φ3dS=−〈n′− p′,φ3〉.
Combining (2.2a), (2.2b) and this equality gives
〈n′,φ1+φ3〉+ 〈p′,φ2−φ3〉+ ε
∫
Ω
∇(v−Vb)′ ·∇φ3dx+
∫
ΓN
b(v−Vb)′φ3dS
+
∫
Ω
n
{
∇ log
n
Nb
−∇(v−Vb)
}
·∇φ1dx+
∫
Ω
p
{
∇ log
p
Pb
+∇(v−Vb)
}
·∇φ2dx
+
∫
Ω
R(n, p)(φ1+φ2)dx
=−
∫
Ω
n(∇ logNb−∇Vb) ·∇φ1dx−
∫
Ω
p(∇ logPb+∇Vb) ·∇φ2dx
− ε
∫
Ω
∇V ′b ·∇φ3dx−
∫
ΓN
(bV ′b−g′)φ3dS.
Taking φ1 = log(n/Nb)− (v−Vb), φ2 = log(p/Pb)+ (v−Vb) and φ3 = v−Vb and integrating the
result over [t0, t], we have(∫
Ω
E1+E2dx+
∫
ΓN
E3dS
)∣∣∣∣
t
t0
+
∫ t
t0
∫
Ω
D1+D2dxdt
=
∫ t
t0
∫
Ω
I1dxdt+
∫ t
t0
∫
Ω
I2dxdt+ ε
∫ t
t0
∫
Ω
I3dxdt+
∫ t
t0
∫
ΓN
I4dSdt, (4.13)
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where
I1 :=−n(∇ logNb−∇Vb)·
{
∇ log
n
Nb
−∇(v−Vb)
}
− p(∇ logPb+∇Vb)·
{
∇ log
p
Pb
+∇(v−Vb)
}
,
I2 :=
∫
Ω
R(n, p) log(NbPb), I3 :=−ε∇V ′b ·∇(v−Vb), I4 :=−(bV ′b−g′)(v−Vb).
Let us estimate Ik. Hereafter, C denotes a positive constant depending only on c0,C0,Ω,ΓD,ε
and ν . The Schwarz inequality yields
I1 ≤ n
(
1
4
∣∣∣∣∇ log nNb −∇(v−Vb)
∣∣∣∣+ |∇ logNb−∇Vb|2
)
+ p
(
1
4
∣∣∣∣∇ log pPb +∇(v−Vb)
∣∣∣∣+ |∇ logPb+∇Vb|2
)
≤ 1
4
D1+δI
0. (4.14)
It is elementary to show that |R(n, p)| ≤ ν(n+ p+1). From this, we see that
I2 ≤ νδ (I 0+1). (4.15)
The inequality (4.3) yields
|∇(v−Vb)|2 =
(
2
ε
∫
Ω
E2dx
)1/2
≤C
{(∫
Ω
D1+D2dx
)1/2
+1
}
.
This together with (3.2), (3.3) and the Ho¨lder and Schwarz inequalities gives
ε
∫
Ω
I3dx+
∫
ΓN
I4dS≤ ε|∇V ′b|2|∇(v−Vb)|2+ |bV ′b−g′|2,ΓN |v−Vb|2,ΓN
≤ ε‖V ′b‖1|∇(v−Vb)|2+C(‖V ′b‖1+ |g′|2,ΓN)|∇(v−Vb)|2
≤Cδ
{(∫
Ω
D1+D2dx
)1/2
+1
}
≤ 1
4
∫
Ω
D1+D2dx+Cδ
2+Cδ . (4.16)
The equality (4.13) implies that
∫
Ω E1+E2dx+
∫
ΓN
E3dS is absolutely continuous in t. Differ-
entiating (4.13) and then plugging (4.14)–(4.16) into the result, we see that
d
dt
(∫
Ω
E1+E2dx+
∫
ΓN
E3dS
)
+
1
2
∫
Ω
D1+D2dx≤ (ν +1)δ
∫
Ω
I
0dx+Cδ max{δ ,1}. (4.17)
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From (4.2), we can chooseM2=M2(max{δ ,1},c0,C0,Ω,ΓD,ε,ν)> 0 such that h(M2)≥ 4C1(ν+
1)max{δ ,1}, where C1 is the constant being in (4.3). Then, by (4.3),
(ν +1)δ
∫
Ω
I
0dx≤ (ν +1)δ
∫
Ω
I
M2dx+(ν +1)δM2|Ω|
≤ C1(ν +1)δ
h(M2)
(∫
Ω
D1+D2dx+1
)
+(ν +1)δM2|Ω|
≤ 1
4
∫
Ω
D1+D2dx+
δ
4
+(ν +1)δM2|Ω|.
This together with (4.17) gives (4.12), and the proof is complete.
Lemma 4.6. There exist constants c2 = c2(c0,C0,Ω,ΓD,r,ε,ν)> 0 and C =C(max{δ ,1},c0,C0,
Ω,ΓD,r,ε,ν)> 0 such that if
M ≥max{|Nb|∞, |Pb|∞} and
∫
Ω
I
Mdx≤ c2, (4.18)
then ∫
Ω
(n− p)2dx≤C
(∫
Ω
D1dx+M
2+1
)
.
Proof. Let M ≥max{|Nb|∞, |Pb|∞}. In the proof, C denotes a generic positive constant depending
only on c0,C0,Ω,ΓD,r,ε and ν . We set
J :=
∫
n≥M
|∇n|2
n
dx+
∫
p≥M
|∇p|2
p
dx+
∫
Ω
(n− p)2dx.
The assertion immediately follows if we show the inequality
J ≤C
(∫
Ω
I
Mdx
)1/2
J+C
(∫
Ω
D1dx+max{δ ,1}
∫
Ω
I
Mdx+M2+1
)
. (4.19)
Indeed, the first term of the right-hand side can be absorbed into the left-hand side provided that∫
Ω I
Mdx is small enough.
Let us verify (4.19). It is seen that
|∇n|2
n
= n
∣∣∣∣∇ log nNb −∇(v−Vb)+∇ logNb−∇Vb
∣∣∣∣
2
+2∇n ·∇v−n|∇v|2
≤ 2n
∣∣∣∣∇ log nNb −∇(v−Vb)
∣∣∣∣
2
+2n|∇ logNb−∇Vb|2+2∇n ·∇v
≤ 2n
∣∣∣∣∇ log nNb −∇(v−Vb)
∣∣∣∣
2
+2δn+2∇n ·∇v.
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In a similar way, we have
|∇p|2
p
≤ 2p
∣∣∣∣∇ log pPb +∇(v−Vb)
∣∣∣∣
2
+2δ p−2∇p ·∇v.
These inequalities give
∫
n≥M
|∇n|2
n
dx+
∫
p≥M
|∇p|2
p
dx
≤ 2
∫
Ω
D1dx+2δ
∫
Ω
I
Mdx+2
∫
n≥M
∇n ·∇vdx−2
∫
p≥M
∇p ·∇vdx. (4.20)
Owing to the conditionM ≥ |Nb|∞, we can substitute φ3 = (n−M)+ into (2.2c) to obtain∫
n≥M
∇n ·∇vdx=
∫
Ω
∇(n−M)+ ·∇vdx
=−1
ε
∫
ΓN
(bv−g)(n−M)+dS− 1
ε
∫
Ω
(n− p−D)(n−M)+dx.
Similarly, putting φ3 = (p−M)+ yields∫
p≥M
∇p ·∇vdx=−1
ε
∫
ΓN
(bv−g)(p−M)+dS− 1
ε
∫
Ω
(n− p−D)(p−M)+dx.
By substituting these equalities into (4.20), we have
∫
n≥M
|∇n|2
n
dx+
∫
p≥M
|∇p|2
p
dx
≤ 2
∫
Ω
D1dx+2δ
∫
Ω
I
Mdx+
2
ε
(∫
ΓN
I1dS+
∫
ΓN
I2dS+
∫
Ω
I3dx
)
, (4.21)
where
I1 :=−bv{(n−M)+− (p−M)+}, I2 := g{(n−M)+− (p−M)+},
I3 :=−(n− p−D){(n−M)+− (p−M)+}.
Let us first estimate the integral of I1. From Proposition 3.1, we see that |v|∞ ≤C(|n− p|2+1),
and hence
|v|∞ ≤C(J1/2+1). (4.22)
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By (3.2) and the Ho¨lder inequality, we have
|(n−M)+|1,ΓN ≤C|∇(n−M)+|1 =C
∫
n≥M
|∇n|dx
≤C
(∫
n≥M
ndx
)1/2(∫
n≥M
|∇n|2
n
dx
)1/2
≤C
(∫
Ω
I
Mdx
)1/2
J1/2.
Since we also have the inequality with n replaced by p, we deduce that
|(n−M)+|1,ΓN + |(p−M)+|1,ΓN ≤C
(∫
Ω
I
Mdx
)1/2
J1/2. (4.23)
It follows from (4.22), (4.23) and the Schwarz inequality that∫
ΓN
I1dS≤ |b|∞,ΓN |v|∞|(n−M)+− (p−M)+|1,ΓN
≤C
(∫
Ω
I
Mdx
)1/2
(J+ J1/2)
≤C
(∫
Ω
I
Mdx
)1/2
J+µJ+
C
µ
∫
Ω
I
Mdx, (4.24)
where µ is an arbitrary positive number.
Next we deal with I2. Put nM := (n−M)++M and pM := (p−M)++M, and let r′ < 2 be the
Ho¨lder conjugate of r. Then
|nM|r′,ΓN = |
√
nM|22r′,ΓN ≤ 2|
√
nM−
√
M|22r′,ΓN +2|
√
M|22r′,ΓN
≤ µ|∇(√nM−
√
M)|22+Cµ−α |
√
nM−
√
M|21+CM,
where we have used (3.4) with q= 2r′ in deriving the last inequality. Notice that
|∇(√nM−
√
M)|22 = |∇
√
nM|22 =
1
4
∫
Ω
|∇nM|2
nM
dx=
1
4
∫
n≥M
|∇n|2
n
dx≤ 1
4
J,
|√nM−
√
M|21 =
(∫
n≥M
√
n−
√
Mdx
)2
≤
(∫
n≥M
√
ndx
)2
≤ |Ω|
∫
n≥M
ndx≤ |Ω|
∫
Ω
I
Mdx.
Thus we arrive at
|nM|r′,ΓN ≤ µJ+Cµ−α
∫
Ω
I
Mdx+CM.
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Since we also have the inequality with n replaced by p, we see that
|(n−M)+− (p−M)+|r′,ΓN = |nM− pM|r′,ΓN ≤ µJ+Cµ−α
∫
Ω
I
Mdx+CM.
This together with the Ho¨lder inequality gives∫
ΓN
I2dS≤ |g|r,ΓN |(n−M)+− (p−M)+|r′,ΓN ≤CµJ+Cµ−α
∫
Ω
I
Mdx+CM. (4.25)
To estimate I3, we use the following.
(n−M)+− (p−M)+ = n− p− (n−M)−+(p−M)−,
|(n−M)−− (p−M)−| ≤M, |(n−M)+− (p−M)+| ≤ |n− p|.
From these and the Schwarz inequality, we deduce that
I3 =−(n− p)2+(n− p){(n−M)−− (p−M)−}+D{(n−M)+− (p−M)+}
≤ −(n− p)2+M|n− p|+ |D||n− p|
≤ −1
2
(n− p)2+M2+ |D|2. (4.26)
Plugging (4.24)–(4.26) into (4.21) and choosing µ appropriately small, we obtain (4.19). Thus the
proof is complete.
We are now in a position to prove Proposition 4.2.
Proof of Proposition 4.2. Put
E = E(t) :=
∫
Ω
E1+E2dx+
∫
ΓN
E3dS.
The proof is completed by showing that the inequality
E ′+ c˜E ≤ C˜ (4.27)
holds in some interval (T0,∞), where c˜ and C˜ are positive constants depending only on max{δ ,1},
c0, C0, Ω, ΓD, r, ε and ν . Indeed, applying the Gronwall inequality gives
limsup
t→∞
E(t)≤ limsup
t→∞
{
E(T0)e
−c˜(t−T0)+
C˜
c˜
(
1− e−c˜(t−T0)
)}
=
C˜
c˜
.
Let us determine T0. Integrating (4.12) in t leads to
limsup
t→∞
1
t− t0
∫ t
t0
∫
Ω
D1+D2dxdt ≤ limsup
t→∞
(
4E(t0)
t− t0 +4C2δ
)
= 4C2δ .
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Hence we can take T0 > t0 such that∫
Ω
D1+D2dx
∣∣∣∣
t=T0
≤ 5C2δ . (4.28)
The constants c˜ and C˜ are chosen as follows. We takeM3=M3(max{δ ,1},c0,C0,Ω,ΓD,r,ε,ν)
such that
M3 ≥max{|Nb|∞, |Pb|∞} and h(M3)≥ 2C1(5C2max{δ ,1}+1)
c2
, (4.29)
whereC1,C2 and c2 are the constants in (4.3), (4.12) and (4.18). From (4.3), (4.28) and (4.29), we
have ∫
Ω
I
M3dx
∣∣∣∣
t=T0
≤ C1
h(M3)
(∫
Ω
D1+D2dx
∣∣∣∣
t=T0
+1
)
≤ C1(5C2δ +1)
h(M3)
≤ c2
2
.
This gives
∫
Ω I
M3dx ≤ c2 in some open interval J0 ∋ T0. Applying (3.5) and Lemma 4.6, we see
that ∫
Ω
E1dx≤C
{∫
Ω
(n− p)2+D2dx+1
}
≤C
(∫
Ω
D1+D2dx+1
)
in J0, (4.30)
whereC=C(max{δ ,1},c0,C0,Ω,ΓD,r,ε,ν)> 0 is a constant. This together with (4.3) and (4.12)
yields
E ′+ c3E ≤C3 in J0. (4.31)
Furthermore, (4.3), (4.28) and (4.30) imply that
E(T0)≤C4. (4.32)
Here c3, C3 and C4 are positive constants depending only on max{δ ,1},c0,C0,Ω,ΓD,r,ε and ν .
Now we choose c˜ and C˜ as
c˜ :=min
{
c3,
C2max{δ ,1}
4C4
}
, C˜ :=C3.
We complete the proof by showing (4.27). From (4.31), we see that the set
T := {τ ∈ (T0,∞); (4.27) holds in (T0,τ)}
is nonempty, and therefore T1 := supT ∈ (T0,∞]. What is left is to show that T1 = ∞. On the
contrary, suppose that T1 < ∞. Then we have either∫
Ω
I
M3dx
∣∣∣∣
t=T1
< c2 or
∫
Ω
I
M3dx
∣∣∣∣
t=T1
≥ c2.
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We first consider the former case. In the same way as the derivation of (4.31), one can show that
(4.27) holds in some open interval J1 ∋ T1. From this we find that J1 ⊂ T , which contradicts the
fact that T1 is the supremum of T . Next let us consider the latter case. We take T2 > T1 such that∫
Ω I
M3dx≥ c2/2 on [T1,T2]. From this, (4.3) and (4.29), we have
∫
Ω
D1+D2dx≥ h(M3)
C1
∫
Ω
I
M3dx−1≥ 5C2max{δ ,1}
on [T1,T2]. Plugging this into (4.12) leads to
E ′ ≤−1
4
C2max{δ ,1} on [T1,T2], (4.33)
which particularly yields
E ≤ E(T1) on [T1,T2]. (4.34)
Since (4.27) holds on [T0,T1], we see from the Gronwall inequality that
E(T1)≤ E(T0)e−c˜(T1−T0)+ C˜
c˜
(
1− e−c˜(T1−T0)
)
≤ E(T0)+ C˜
c˜
.
This together with (4.32) and (4.34) shows that
E ≤C4+ C˜
c˜
on [T1,T2]. (4.35)
By (4.33), (4.35) and the definition of c˜, we obtain
E ′+ c˜E ≤−1
4
C2max{δ ,1}+ c˜C4+C˜ ≤ C˜ on [T1,T2].
This gives T2 ∈T , a contradiction. We thus conclude that T1 = ∞, and the proof is complete.
4.2 Proof of Proposition 4.3
We prove Proposition 4.3 by the iteration argument of Moser. To this end, we put
Jγ = Jγ(t) :=
∫
Ω
(n−M0)γ++(p−M0)γ+dx,
Kγ = Kγ(t) :=
∫
Ω
∣∣∇(n−M0)γ+∣∣2+ ∣∣∇(p−M0)γ+∣∣2 dx,
whereM0 :=max{|Nb|∞, |Pb|∞} and γ ≥ 1.
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Lemma 4.7. There exist constants C =C(C0,Ω,ΓD,r,ε,ν)> 0 and β = β (r)> 0 such that
J′2γ +Kγ ≤C(‖v‖1+1)β γβ (J2γ +1). (4.36)
Proof. We put ζ := (n−M0)γ+ and ξ := (p−M0)γ+. Take φ1 = (n−M0)2γ−1+ in (2.2a) to obtain
〈n′,(n−M0)2γ−1+ 〉+(2γ −1)
∫
Ω
(n−M0)2γ−2+ ∇n ·∇(n−M0)+dx
−
∫
Ω
n∇v ·∇(n−M0)2γ−1+ dx+
∫
Ω
R(n, p)(n−M0)2γ−1+ dx= 0. (4.37)
The first two terms of the left-hand side of this equality are written as
〈n′,(n−M0)2γ−1+ 〉=
1
2γ
d
dt
∫
Ω
(n−M0)2γ+ dx=
1
2γ
d
dt
|ζ |22, (4.38)∫
Ω
(n−M0)2γ−2+ ∇n ·∇(n−M0)+dx=
1
γ2
∫
Ω
∣∣∇(n−M0)γ+∣∣2dx= 1γ2 |∇ζ |22. (4.39)
Here (4.38) is validated by (2.1). Note that n∇(n−M0)2γ−1+ = ∇F(n), where
F(n) :=
2γ −1
2γ
(n−M0)2γ+ +M0(n−M0)2γ−1+ .
Hence, using (2.2c) with φ3 = F(n), we have∫
Ω
n∇v ·∇(n−M0)2γ−1+ dx=
∫
Ω
∇v ·∇F(n)dx
=−1
ε
∫
ΓN
(bv−g)F(n)dS− 1
ε
∫
Ω
(n− p−D)F(n)dx. (4.40)
Substituting (4.38)–(4.40) into (4.37) yields
1
2γ
d
dt
|ζ |22+
2γ −1
γ2
|∇ζ |22+
1
ε
∫
Ω
(n− p)F(n)dx= 1
ε
∫
ΓN
I1dS+
∫
Ω
I2dx, (4.41)
I1 :=−(bv−g)F(n), I2 := 1
ε
DF(n)−R(n, p)ζ 2−1/γ .
Let us estimate the right-hand side of (4.41). From now on, let C denote a positive constant
depending only on C0,Ω,ΓD,r,ε and ν . By the Young inequality, we have
F(n) =
2γ −1
2γ
ζ 2+M0ζ
2−1/γ ≤ 2γ −1
2γ
ζ 2+M0
(
2γ −1
2γ
ζ 2+
1
2γ
)
≤C(ζ 2+1). (4.42)
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From this, the Ho¨lder inequality, (3.3) and (3.4), we see that∫
ΓN
I1dS≤C
∫
ΓN
(b|v|+ |g|)(ζ 2+1)dS
≤C|b|∞,ΓN |v|4,ΓN |ζ 2+1|4/3,ΓN +C|g|r,ΓN |ζ 2+1|r′,ΓN
≤C (|v|4,ΓN +1)
(
|ζ |28/3,ΓN + |ζ |22r′,ΓN +1
)
≤C (‖v‖1+1)
(
µ|∇ζ |22+µ−α˜ |ζ |21+1
)
, (4.43)
where r′ < 2 is the Ho¨lder conjugate of r, α˜ = α˜(r) > 0 is a constant, and µ > 0 is an arbitrary
number. Furthermore, (4.42) and |R(n, p)| ≤ ν(n+ p+1) together with the Young inequality yield
I2 ≤C(ζ 2+ξ 2+1).
By the Galiardo-Nirenberg, Poincare´ and Young inequalities, we have∫
Ω
I2dx≤C(|∇ζ |6/52 |ζ |4/51 + |∇ξ |6/52 |ξ |4/51 )+C
≤Cµ(|∇ζ |22+ |∇ξ |22)+Cµ−3/2(|ζ |21+ |ξ |21)+C. (4.44)
Plugging (4.43) and (4.44) into (4.41), we deduce that
d
dt
|ζ |22+
2(2γ −1)
γ
|∇ζ |22+
2γ
ε
∫
Ω
(n− p)F(n)dx
≤C (‖v‖1+1)γ
{
µ(|∇ζ |22+ |∇ξ |22)+max{µ−α˜ ,µ−3/2}(|ζ |21+ |ξ |21)+1
}
.
Performing the same computation for ξ and adding the result to the above inequality, we obtain
d
dt
J2γ +
2(2γ −1)
γ
Kγ +
2γ
ε
∫
Ω
(n− p)(F(n)−F(p))dx
≤C (‖v‖1+1)γ
(
µKγ +max{µ−α˜ ,µ−3/2}J2γ +1
)
.
Note that (n− p)(F(n)−F(p)) ≥ 0, since F(z) is nondecreasing in z. Therefore, by choosing µ
as µ = c(‖v‖1+1)−1 γ−1 with a suitable constant c = c(C0,Ω,ΓD,r,ε,ν) > 0, we conclude that
(4.36) holds with β :=max{α˜ +1,5/2}.
Let us prove Proposition 4.3.
Proof of Proposition 4.3. In the proof, c andC denote positive constants depending only on L, C0,
Ω, ΓD, r, ε and ν . From the definition of L, we can take τ0 ≥ t0 such that for all t ≥ τ0,
J1(t)+‖v(t)‖1≤ 2L. (4.45)
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We first take γ = 1 in (4.36). Since the Poincare´ inequality gives K1 ≥ cJ2, we see from the
Gronwall inequality that
J2(t)≤ J2(τ0)e−c(t−τ0)+C
∫ t
τ0
e−c(t−τ)(‖v(τ)‖1+1)β (J1(τ)2+1)dτ
for all t ≥ τ0. From this and (4.45), we have
limsup
t→∞
J2(t)≤ limsup
t→∞
{
J2(τ0)e
−c(t−τ0)+C
∫ t
τ0
e−c(t−τ)dτ
}
=
C
c
.
This particularly gives
limsup
t→∞
∫ t+1
t−1
∫
Ω
n2+ p2dxdτ ≤C limsup
t→∞
∫ t+1
t−1
J2(τ)+1dτ ≤C. (4.46)
By the iteration argument of Moser [17], one can show that for all t ≥ τ0+1,
sup
[t,t+1]×Ω
(n+ p)≤C
(∫ t+1
t−1
∫
Ω
n2+ p2dxdτ
)1/2
+C. (4.47)
The proposition immediately follows by combining (4.46) and (4.47).
To complete the proof, we briefly derive (4.47). Let 0< κ ≤ 1/2 and let ρ ∈C∞(R) satisfy
ρ(τ) =
{
0 for τ ≤ t−2κ ,
1 for τ ≥ t−κ , 0≤ ρ
′(τ)≤ 2
κ
. (4.48)
Multiplying (4.36) by ρ and integrating it, we see that for all t−1≤ t1 ≤ t+1,
J2γ(t1)ρ(t1)+
∫ t1
t−1
Kγρdτ ≤
∫ t1
t−1
J2γρ
′dτ +Cγβ
∫ t1
t−1
(J2γ +1)ρdτ
≤C
(
1
κ
+ γβ
)(∫ t+1
t−2κ
J2γdτ +1
)
, (4.49)
where we have used (4.45) and (4.48) and the fact that J2γ ≤ CJ2γ in deriving the last inequality.
We take t1 = t+1 in (4.49) to obtain∫ t+1
t−κ
Kγdτ ≤C
(
1
κ
+ γβ
)(∫ t+1
t−2κ
J2γdτ +1
)
. (4.50)
We choose t1 ∈ [t−κ , t+1] such that
J2γ(t1) = max
τ∈[t−κ,t+1]
J2γ(τ).
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Then (4.49) also gives
max
τ∈[t−κ,t+1]
J2γ(τ)≤C
(
1
κ
+ γβ
)(∫ t+1
t−2κ
J2γdτ +1
)
. (4.51)
We know from [17, Lemma 2] that for λ = 5/3,
∫ t+1
t−κ
J2λγdτ ≤C
{
max
τ∈[t−κ,t+1]
J2γ(τ)
}2/3 ∫ t+1
t−κ
Kγdτ.
This together with (4.50) and (4.51) leads to
(∫ t+1
t−κ
J2λγdτ
)1/(2λγ)
+1≤ C˜1/(2γ)
(
1
κ
+ γβ
)1/(2γ){(∫ t+1
t−2κ
J2γdτ
)1/(2γ)
+1
}
,
where C˜ = C˜(L,C0,Ω,ΓD,r,ε,ν)> 0. Substituting γ = λ
n and κ = 2−n−1 into this inequality, we
have In+1 ≤ Λ1/(2γn)n In, where
In :=
(∫ t+1
t−2κn
J2γndτ
)1/(2γn)
+1, Λn := C˜(2
n+1+λ βn), n= 0,1, . . . .
Hence we see that
In ≤
n
∏
k=0
Λ
1/(2γk)
k
I0 ≤CI0.
Letting n→ ∞ gives (4.47), and the proof is complete.
5 Estimates of the difference of solutions
In this section we estimate the relative entropy of any two solutions (n1, p1,v1) and (n2, p2,v2) of
(1.1). Theorem 2.3 ensures the bounds of solutions for sufficiently large t. Therefore, we may
assume that (n1, p1,v1) and (n2, p2,v2) satisfy
(2Cˆ)−1 ≤ n1,n2, p1, p2 ≤ 2Cˆ in (t˜,∞)×Ω (5.1)
for some t˜ ∈ R, where Cˆ = Cˆ(c0,C0,Ω,ΓD,r,ε,ν) is the constant being in (2.3). Throughout this
section, we suppose that t ≥ t˜. We set
ϕ :=
n1
n2
−1, ψ := p1
p2
−1, η := v1− v2.
The goal of this section is to prove the following proposition.
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Proposition 5.1. There exist positive constants δ0, c and C depending only on c0, C0, Ω, ΓD, r, ε
and ν such that if δ < δ0, then the following inequalities hold.
|n2ϕ(t)|2+ |p2ψ(t)|2+‖η(t)‖1 ≤Ce−c(t−t˜), (5.2)∫ t
t˜
ec(s−t˜)
(|∇ log(1+ϕ)(s)|22+ |∇ log(1+ψ)(s)|22)ds≤C. (5.3)
For the proof, let us first find the equations for ϕ , ψ and η . By (2.2a), we have
〈n′1−n′2,φ1〉+
∫
Ω
(∇n1−n1∇v1−∇n2+n2∇v2) ·∇φ1+(R(n1, p1)−R(n2, p2))φ1dx= 0,
where φ1 ∈ H1D(Ω). From the following two equalities
n1−n2 = n2ϕ,
∇n1−n1∇v1−∇n2+n2∇v2 = n1(∇ log(1+ϕ)−∇η)+ϕ(∇n2−n2∇v2),
we see that ϕ satisfies
〈(n2ϕ)′,φ1〉+
∫
Ω
{n1(∇ log(1+ϕ)−∇η)+ϕ(∇n2−n2∇v2)} ·∇φ1dx
+
∫
Ω
(R(n1, p1)−R(n2, p2))φ1dx= 0.
(5.4)
Similarly, ψ solves
〈(p2ψ)′,φ2〉+
∫
Ω
{p1(∇ log(1+ψ)+∇η)+ψ(∇p2+ p2∇v2)} ·∇φ2dx
+
∫
Ω
(R(n1, p1)−R(n2, p2))φ2dx= 0,
where φ2 ∈ H1D(Ω). We see from (2.2c) that η satisfies
ε
∫
Ω
∇η ·∇φ3dx+
∫
ΓN
bηφ3dS=−
∫
Ω
(n2ϕ − p2ψ)φ3dx (5.5)
for all φ3 ∈ H1D(Ω).
Now we derive an equality on the relative entropy of solutions.
Lemma 5.2. The equality
d
dt
(∫
Ω
E dx+
∫
ΓN
E˜ dS
)
+
∫
Ω
Ddx=
∫
Ω
K +L +M dx (5.6)
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holds, where
E := n2
∫ ϕ
0
log(1+ y)dy+ p2
∫ ψ
0
log(1+ y)dy+
ε
2
|∇η|2,
E˜ :=
b
2
η2,
D := n1 |∇ log(1+ϕ)−∇η|2+ p1 |∇ log(1+ψ)+∇η|2 ,
K := (R(n2, p2)−R(n1, p1))(log(1+ϕ)+ log(1+ψ)) ,
L := R(n2, p2)(ϕ − log(1+ϕ)+ψ − log(1+ψ)) ,
M := ϕ(∇n2−n2∇v2) ·∇η−ψ(∇p2+ p2∇v2) ·∇η.
Proof. It suffices to show(∫
Ω
E dx+
∫
ΓN
E˜ dS
)∣∣∣∣
t
t˜
+
∫ t
t˜
∫
Ω
Ddxdt =
∫ t
t˜
∫
Ω
K +L +M dxdt,
since this gives the absolute continuity of
∫
Ω E dx+
∫
ΓN
E˜ dS.
To make the following computation rigorous, we use a mollifier with respect to the time vari-
able t due to the insufficiency of the regularity of solutions. We omit the argument since it is
standard.
Choose φ1 = log(1+ϕ)−η in (5.4) to obtain
〈n′1−n′2, log(1+ϕ)〉−〈n′1−n′2,η〉
+
∫
Ω
{n1(∇ log(1+ϕ)−∇η)+ϕ(∇n2−n2∇v2)} ·∇(log(1+ϕ)−η)dx
+
∫
Ω
(R(n1, p1)−R(n2, p2))(log(1+ϕ)−η)dx= 0. (5.7)
Let us rewrite the first and third terms of the left-hand side. Noting n1−n2 = n2ϕ , we have
(n′1−n′2) log(1+ϕ) = (n2ϕ)′ log(1+ϕ)
=
(∫ n2ϕ
0
log
(
1+
y
n2
)
dy
)′
−
∫ n2ϕ
0
(
log
(
1+
y
n2
))′
dy
=
(
n2
∫ ϕ
0
log(1+ y)dy
)′
+n′2(ϕ − log(1+ϕ)).
Then, using (2.2a), we arrive at
〈n′1−n′2, log(1+ϕ)〉
=
{∫
Ω
n2
(∫ ϕ
0
log(1+ y)dy
)
dx
}′
−
∫
Ω
(∇n2−n2∇v2) ·∇(ϕ− log(1+ϕ))dx
−
∫
Ω
R(n2, p2)(ϕ− log(1+ϕ))dx.
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One can rewrite the integrand of the third term on the left-hand side of (5.7) as
{n1(∇ log(1+ϕ)−∇η)+ϕ(∇n2−n2∇v2)} ·∇(log(1+ϕ)−η)
= n1|∇ log(1+ϕ)−∇η|2+(∇n2−n2∇v2) ·∇(ϕ− log(1+ϕ))− (∇n2−n2∇v2) ·ϕ∇η.
From these, we obtain{∫
Ω
n2
(∫ ϕ
0
log(1+ y)dy
)
dx
}′
−〈n′1−n′2,η〉+
∫
Ω
n1|(∇ log(1+ϕ)−∇η|2dx
=
∫
Ω
R(n2, p2) ·∇(ϕ− log(1+ϕ))+(∇n2−n2∇v2) ·ϕ∇η
− (R(n1, p1)−R(n2, p2))(log(1+ϕ)−η)dx. (5.8)
Similarly,{∫
Ω
p2
(∫ ψ
0
log(1+ y)dy
)
dx
}′
+ 〈p′1− p′2,η〉+
∫
Ω
p1|(∇ log(1+ψ)+∇η|2dx
=
∫
Ω
R(n2, p2) ·∇(ψ− log(1+ψ))− (∇p2+ p2∇v2) ·ψ∇η
− (R(n1, p1)−R(n2, p2))(log(1+ψ)+η)dx. (5.9)
Note that (5.5) yields
〈n′1−n′2,η〉−〈p′1− p′2,η〉= 〈(n2ϕ − p2ψ)′,η〉=−
(∫
Ω
ε
2
|∇η|2dx+
∫
ΓN
b
2
η2dS
)′
. (5.10)
Summing up (5.8)–(5.10) and integrating over [t˜, t] complete the proof.
We remark that in the case that (n2, p2,v2) is a stationary solution (N,P,V) satisfying (1.2), the
term K is nonpositive and the terms L and M are zero. Therefore it is easier to show its global
stability. Even if (n2, p2,v2) does not satisfy (1.2), terms K and L can be treated similarly as in
the proof of [12, Theorem 1.2]. On the other hand, to estimate M , we establish the new inequality
in the following lemma.
Lemma 5.3. There is a constant C =C(Ω,ΓD,r,ε)> 0 such that
|ϕ∇η|2+ |ψ∇η|2 ≤C(|n2ϕ|2+ |p2ψ|2)(|∇ϕ|2+ |∇ψ|2). (5.11)
Proof. We note that by (5.5),
|η|∞ ≤C|n2ϕ − p2ψ|2. (5.12)
This follows from Proposition 3.1 with h= (n2ϕ − p2ψ)/ε ,Wb = 0, b˜= b/ε and g˜= 0.
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Let us show (5.11). Taking φ3 = (ϕ
2+ψ2)η in (5.5) yields
ε
(|ϕ∇η|22+ |ψ∇η|22)+∫
ΓN
b(ϕ2+ψ2)η2dS
=−2ε
∫
Ω
η(ϕ∇ϕ +ψ∇ψ) ·∇ηdx−
∫
Ω
(n2ϕ − p2ψ)(ϕ2+ψ2)ηdx.
By the Schwarz inequality and (5.12), the first term of the right-hand side of this equality is esti-
mated as
−2ε
∫
Ω
η(ϕ∇ϕ +ψ∇ψ) ·∇η ≤ 2ε (|η∇ϕ|22+ |η∇ψ|22)+ ε2 (|ϕ∇η|22+ |ψ∇η|22)
≤ 2ε|η|2∞
(|∇ϕ|22+ |∇ψ|22)+ ε2 (|ϕ∇η|22+ |ψ∇η|22)
≤C(|n2ϕ|22+ |p2ψ|22)(|∇ϕ|22+ |∇ψ|22)+ ε2 (|ϕ∇η|22+ |ψ∇η|22) .
The second term is handled as
−
∫
Ω
(n2ϕ − p2ψ)(ϕ2+ψ2)ηdx≤ |η|∞|n2ϕ − p2ψ|2
(|ϕ|24+ |ψ|24)
≤C(|n2ϕ|22+ |p2ψ|22)(|∇ϕ|22+ |∇ψ|22) ,
where we have used (5.12) and the Sobolev and Poincare´ inequalities in deriving the last inequality.
Thus we obtain (5.11).
We are now in a position to prove Proposition 5.1.
Proof of Proposition 5.1. In the proof, c andC stand for generic positive constants depending only
on c0, C0, Ω, ΓD, r, ε and ν . Define
a= a(t) := |(n2p2−1)(t)|22+ |(∇n2−n2∇v2)(t)|22+ |(∇p2+ p2∇v2)(t)|22.
We claim that the desired inequalities are derived from the inequalities∫
Ω
Ddx≥ c(|∇ϕ|22+ |∇ψ|22) , (5.13)∫
Ω
K +L dx≤ µ (|∇ϕ|22+ |∇ψ|22)+Caµ3 (|ϕ|22+ |ψ|22) , (5.14)∫
Ω
M dx≤ µ (|∇ϕ|22+ |∇ψ|22)+Caµ (|ϕ|22+ |ψ|22) , (5.15)
c
(|ϕ|22+ |ψ|22+‖η‖21)≤ ∫
Ω
E dx+
∫
ΓN
E˜ dS≤C(|∇ϕ|22+ |∇ψ|22) , (5.16)
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where µ > 0 is an arbitrary number. Let us verify this claim. Substituting (5.13)–(5.15) into (5.6)
and taking µ small enough, we deduce that
d
dt
(∫
Ω
E dx+
∫
ΓN
E˜ dS
)
+ c(|∇ϕ|22+ |∇ψ|22)≤Ca(|ϕ|22+ |ψ|22).
Applying (5.16) to this inequality, we have
d
dt
(∫
Ω
E dx+
∫
ΓN
E˜ dS
)
+(c−Ca)
(∫
Ω
E dx+
∫
ΓN
E˜ dS
)
+ c
(|∇ϕ|22+ |∇ψ|22)≤ 0. (5.17)
We now use Lemma 4.5 with (n, p,v) = (n2, p2,v2). Integrating (4.12) and applying (5.1) give∫ t
s
a(τ)dτ ≤C+Cδ (t− s) (5.18)
for all t ≥ s≥ t˜. Multiply (5.17) by exp(∫ ts c−Ca(τ)dτ), integrate the result and then use (5.18) to
obtain
ec(t−t˜)
(∫
Ω
E (t)dx+
∫
ΓN
E˜ (t)dS
)
+
∫ t
t˜
ec(s−t˜)
(|∇ϕ(s)|22+ |∇ψ(s)|22)ds
≤C
(∫
Ω
E (t˜)dx+
∫
ΓN
E˜ (t˜)dS
)
(5.19)
provided that δ is smaller than some number δ0 = δ0(c0,C0,Ω,ΓD,r,ε,ν)> 0. By (5.1), we have∫
Ω
E (t˜)dx+
∫
ΓN
E˜ (t˜)dS≤C, (5.20)
|∇ϕ|22+ |∇ψ|22 ≥ c
(|∇ log(1+ϕ)|22+ |∇ log(1+ψ)|22) . (5.21)
Plugging (5.16), (5.20) and (5.21) into (5.19) yields (5.2) and (5.3) as claimed.
We complete the proof by showing (5.13)–(5.16). First let us show (5.13). From the inequality
|a−b|2 ≥ |a|2/2−|b|2 (a,b ∈ R3) and (5.1), we have
∫
Ω
Ddx≥ 1
2
∫
Ω
n22
n1
|∇ϕ|2+ p
2
2
p1
|∇ψ|2dx−
∫
Ω
(n1+ p1)|∇η|2dx
≥ c
∫
Ω
|∇ϕ|2+ |∇ψ|2dx−C
∫
Ω
|∇η|2dx. (5.22)
To estimate |∇η|2, we take φ3 = η in (5.5). Then
ε
∫
Ω
|∇η|2dx+
∫
ΓN
bη2dS=
∫
Ω
(−n2ϕ + p2ψ)ηdx. (5.23)
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By the fact that a log(1+a) ≥ 0 (a> −1), the Schwarz inequality and (5.1), the integrand of the
right-hand side of this equality is estimated as
(−n2ϕ + p2ψ)η ≤ n2ϕ (log(1+ϕ)−η)+ p2ψ (log(1+ψ)+η)
≤ µ˜(ϕ2+ψ2)+ C
µ˜
{
(log(1+ϕ)−η)2+(log(1+ψ)+η)2
}
,
where µ˜ > 0 is an arbitrary constant. Plugging this into (5.23) and then using the Poincare´ inequal-
ity and (5.1), we deduce that
∫
Ω
|∇η|2dx≤Cµ˜
∫
Ω
|∇ϕ|2+ |∇ψ|2dx+ C
µ˜
∫
Ω
|∇ log(1+ϕ)−∇η|2+ |∇ log(1+ψ)+∇η|2 dx
≤Cµ˜
∫
Ω
|∇ϕ|2+ |∇ψ|2dx+ C
µ˜
∫
Ω
Ddx.
Substituting this into (5.22) and choosing µ˜ appropriately small give (5.13).
Next we derive (5.14) and (5.15). Note that
K =−ν n1p1−n2p2
n1+ p1+2
log
n1p1
n2p2
+ν
(n2p2−1)(n2ϕ + p2ψ)
(n1+ p1+2)(n2+ p2+2)
(log(1+ϕ)+ log(1+ψ)).
Since the first term of the right-hand side of this equality is nonpositive, we have
K ≤ ν (n2p2−1)(n2ϕ + p2ψ)
(n1+ p1+2)(n2+ p2+2)
(log(1+ϕ)+ log(1+ψ))≤C|n2p2−1|(ϕ2+ψ2).
It is elementary to show that L ≤C|n2p2−1|(ϕ2+ψ2). Hence, by the Ho¨lder, Sobolev, Poincare´
and Young inequalities, we have∫
Ω
K +L dx≤ |n2p2−1|2
(
|ϕ|1/22 |ϕ|3/26 + |ψ|
1/2
2 |ψ|3/26
)
≤C|n2p2−1|2
(
|ϕ|1/22 |∇ϕ|3/22 + |ψ|1/22 |∇ψ|3/22
)
≤ µ (|∇ϕ|22+ |∇ψ|22)+ Cµ3 |n2p2−1|32 (|ϕ|22+ |ψ|22) .
Here µ > 0 is an arbitrary number. Owing to (5.1), the last term can be estimated as
|n2p2−1|32
(|ϕ|22+ |ψ|22)≤C|n2p2−1|22 (|n2ϕ|22+ |p2ψ|22) .
Therefore, (5.14) is proved.
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The inequality (5.15) is verified by applying the Ho¨lder and Schwarz inequalities together with
(5.11) as ∫
Ω
M dx≤ |∇n2−n2∇v2|2|ϕ∇η|2+ |∇p2+ p2∇v2|2|ψ∇η|2
≤Ca1/2 (|n2ϕ|2+ |p2ψ|2)(|∇ϕ|2+ |∇ψ|2)
≤ µ (|∇ϕ|22+ |∇ψ|22)+Caµ (|n2ϕ|22+ |p2ψ|22) .
Finally we prove (5.16). It is easily seen from (5.1) and (5.23) that
c(ϕ2+ψ2)≤ n2
∫ ϕ
0
log(1+ y)dy+ p2
∫ ψ
0
log(1+ y)dy≤C(ϕ2+ψ2),
ε
∫
Ω
|∇η|2dx+
∫
ΓN
bη2dS≤C(|ϕ|22+ |ψ|22) .
Hence we have
c
(|ϕ|22+ |ψ|22+ |∇η|22)≤ ∫
Ω
E dx+
∫
ΓN
E˜ dS≤C(|ϕ|22+ |ψ|22) .
We thus obtain (5.16) by applying the Poincare´ inequality to the right-hand side of this inequality.
The proof is complete.
6 Time-periodic solutions
This section is devoted to the proof of Theorem 2.4 stating the unique existence and global stability
of time-periodic solutions.
Proof of Theorem 2.4. Throughout the proof, c andC denote generic positive constants depending
only on c0, C0, Ω, ΓD, r, ε and ν . Furthermore, we assume that δ < min{1,δ0}, where δ0 =
δ0(c0,C0,Ω,ΓD,r,ε,ν)> 0 is given in Proposition 5.1.
First we show the uniqueness of time-periodic solutions. Suppose that (n∗1, p∗1,v∗1) and
(n∗2, p∗2,v∗2) are time-periodic solutions of (1.1). Then Theorem 2.3 ensures that
Cˆ−1 ≤ n∗1, p∗1,n∗2, p∗2 ≤ Cˆ in R×Ω,
where Cˆ= Cˆ(c0,C0,Ω,ΓD,r,ε,ν) is the constant being in (2.3). Hence we see from Proposition 5.1
that
|(n∗1−n∗2)(t)|2+ |(p∗1− p∗2)(t)|2+‖(v∗1− v∗2)(t)‖1 ≤Ce−c(t−t˜)
for all t ≥ t˜, where t˜ ∈ R can be chosen arbitrarily. By letting t˜ →−∞, we obtain (n∗1, p∗1,v∗1) =
(n∗2, p∗2,v∗2), which establishes the uniqueness.
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Next we investigate the existence of time-periodic solutions. To this end, we fix a solution
(n, p,v) of (1.1). From Theorem 2.3, we can choose t0 such that
(2Cˆ)−1 ≤ n, p≤ 2Cˆ in (t0,∞)×Ω. (6.1)
Take an integer k0 satisfying k0T∗ > t0 and define a sequence {(nk, pk,vk)}∞k=0 by
(nk, pk,vk)(t,x) := (n, p,v)(t+(k0+ k)T∗,x), (t,x) ∈ [−kT∗,∞)×Ω.
Owing to (6.1) and the fact that g and V are periodic with period T∗, we see that (nk, pk,vk) solves
(1.1) for I = (−kT∗,∞) and satisfies
(2Cˆ)−1 ≤ nk, pk ≤ 2Cˆ in (−kT∗,∞)×Ω. (6.2)
We can apply Proposition 5.1 with (n1, p1,v1) = (nl, pl,vl), (n2, p2,v2) = (nk, pk,vk) and t˜ =−kT∗
to obtain
|(nl−nk)(t)|2+ |(pl− pk)(t)|2+‖(vl− vk)(t)‖1 ≤Ce−c(t+kT∗), (6.3)∫ t
−kT∗
ec(s+kT∗)
(∣∣∣∣∇ log nlnk (s)
∣∣∣∣
2
2
+
∣∣∣∣∇ log plpk (s)
∣∣∣∣
2
2
)
ds≤C, (6.4)
where l > k. In particular, from (6.3), there exists (n∗, p∗,v∗) ∈ C(R;L2(Ω))×C(R;L2(Ω))×
C(R;H1D(Ω)) such that
nk → n∗, pk → p∗ in Cloc(R;L2(Ω)), vk → v∗ inCloc(R;H1(Ω)) (6.5)
as k→ ∞. Note that the limit (n∗, p∗,v∗) is independent of the choice of (n, p,v) used to define the
sequence (nk, pk,vk), since we have shown the uniqueness of time-periodic solutions.
Let us prove that (n∗, p∗,v∗) is a time-periodic solution of (1.1) by checking the conditions
(i)–(iv) in Definition 2.2. We see from (6.2) and (6.5) that
(2Cˆ)−1 ≤ n∗, p∗ ≤ 2Cˆ in R×Ω,
which particularly gives the condition (ii). By the definition of (nk, pk,vk), we have
(nk, pk,vk)(t+T∗,x) = (nk+1, pk+1,vk+1)(t,x).
Hence letting k→ ∞ yields the condition (iv). To check the conditions (i) and (iii), we show that
nk∇vk → n∗∇v∗, pk∇vk → p∗∇v∗, R(nk, pk)→ R(n∗, p∗) in L2loc(R;L2(Ω)) (6.6)
as k→∞. The convergence of {nk∇vk} follows from Lemma 3.4 with fk = nk and gk = ∇vk. In the
same way, we have pk∇vk → p∗∇v∗. By a simple calculation, one can check that |∂R/∂n(n.p)|,
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|∂R/∂ p(n.p)| ≤ ν , and hence |R(nk, pk)−R(n∗, p∗)| ≤ ν(|nk− n∗|+ |pk− p∗|). This inequality
and (6.5) imply that R(nk, pk) → R(n∗, p∗) in L2loc(R;L2(Ω)). Thus (6.6) is verified. By (6.4),
we deduce that {∇ lognk} and {∇ log pk} are Cauchy sequences in L2(J;L2(Ω)) for any bounded
interval J ⊂ R. From this, (6.2) and (6.5), we can apply Lemma 3.4 to conclude that
{∇nk}= {nk∇ lognk} and {∇pk}= {pk∇ log pk} are convergent in L2loc(R;L2(Ω)). (6.7)
Note that nl−nk satisfies
〈n′l−n′k,φ1〉=−
∫
Ω
(∇nl−∇nk) ·∇φ1− (nl∇vl−nk∇vk) ·∇φ1+(R(n1, p1)−R(n2, p2))φ1dx
for all φ1. This together with (6.6) and (6.7) gives
‖n′l−n′k‖H1D(Ω)∗ ≤ |∇nl−∇nk|2+ |nl∇vl−nk∇vk|2+ |R(nl, pl)−R(nk, pk)|2 → 0 (k, l→ ∞),
and therefore
{n′k} and {p′k} are convergent in L2loc(R;H1D(Ω)∗). (6.8)
From (6.5), (6.7) and (6.8), we see that derivatives ∇n∗,∇p∗ ∈ L2loc(R;L2(Ω)) and n′∗, p′∗ ∈ L2loc(R;
H1D(Ω)
∗) exist, and
∇nk → ∇n∗,∇pk → ∇p∗ in L2loc(R;L2(Ω)), n′k → n′∗, p′k → p′∗ in L2loc(R;H1D(Ω)∗) (6.9)
as k→ ∞. The condition (i) is therefore verified. Furthermore, from (6.5), (6.6), (6.9) and the fact
that (nk, pk,vk) satisfies the condition (iii), we see that (n∗, p∗,v∗) also satisfies the condition (iii).
Consequently, we have proved the existence of time-periodic solutions.
It remains to show (2.4). By taking k = 0 and letting l→ ∞ in (6.3), we have
|n(t+ k0T∗)−n∗(t)|2+ |p(t+ k0T∗)− p∗(t)|2+‖v(t+ k0T∗)− v∗(t)‖1 ≤Ce−ct .
This together with the fact that (n∗, p∗,v∗) is periodic with period T∗ gives
|(n−n∗)(t)|2+ |(p− p∗)(t)|2+‖(v− v∗)(t)‖1 ≤Ce−ct .
We thus obtain (2.4), and the proof is complete.
A Appendix
This section provides the proofs of Lemmas 3.2–3.4.
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Proof of Lemma 3.2. The assertion (i) immediately follows from the boundedness of the trace op-
erator fromW 1,q(Ω) to Lq(∂Ω) and the Poincare´ inequality | f |q ≤C|∇ f |q.
One can show (ii) by combining the boundedness of the trace operator from W 1,1(Ω) to
L1(∂Ω), the Ho¨lder inequality and the Sobolev embedding theorem W 1,2(Ω) →֒ L6(Ω). Indeed,
for f ∈ H1(Ω), we have
| f |4,ΓN =
∣∣| f |4∣∣1/4
1,ΓN
≤C
(∣∣|∇ f || f |3∣∣1/4
1
+ | f 4|1/41
)
≤C
(
|∇ f |1/42 | f |3/46 + | f |6
)
≤C‖ f‖1.
Let us show (iii). We need only consider the case q ≥ 3/2 owing to the fact that Lq1(ΓN) →֒
Lq2(ΓN) for q1 ≥ q2. Using (3.2) and the Ho¨lder inequality, we have
| f |q,ΓN = || f |q|1/q1,ΓN ≤C
∣∣|∇ f || f |q−1∣∣1/q
1
≤C|∇ f |θ12 | f |θ26 | f |θ31 , (A.1)
where
θ1 =
1
q
, θ2 =
3
5
(
2− 3
q
)
, θ3 =
1
5
(
4
q
−1
)
.
We note that θ1 + θ2 + θ3 = 1 and that the condition 3/2 ≤ q < 4 gives 0 ≤ θ1 + θ2 < 1 and
0< θ3 ≤ 1. The Sobolev embedding theoremW 1,2(Ω) →֒ L6(Ω) and the Poincare´ inequality yield
| f |6 ≤ C|∇ f |2, and therefore we see from (A.1) that | f |q,ΓN ≤ C|∇ f |θ1+θ22 | f |θ31 . We thus obtain
(3.4) by applying the Young inequality to the right-hand side of this inequality.
Proof of Lemma 3.3. It suffices to show that
a log(da)+b log(db)≤C
{
(a−b)2+ ab−1
a+b+2
log(ab)+1
}
, a,b> 0 (A.2)
for some constantC =C(d)> 0, since
∫ a
A
log
y
A
dy+
∫ b
B
log
y
B
dy= a log
a
A
+b log
b
B
− (a+b)+A+B
≤ a log(da)+b log(db)+2d.
Suppose that (A.2) fails. Then there exist sequences {a j} ⊂ (0,∞) and {b j} ⊂ (0,∞) such that
F(a j,b j)→ ∞ as j→ ∞, where
F(a,b) := (a log(da)+b log(db))
{
(a−b)2+ ab−1
a+b+2
log(ab)+1
}−1
.
It is easily seen that either {a j} or {b j} is unbounded. Therefore, by taking a subsequence if
necessary, we may assume that a j + b j → ∞ and a j/b j → l ∈ [0,∞] as j→ ∞. We first consider
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the case l ∈ (1,∞]. Then, in particular, b j < a j holds for large j. Hence a j → ∞ as j → ∞ and
b j log(db j)≤ a j log(da j) for large j. From these, we have
F(a j,b j)≤ 2a j log(da j) · (a j−b j)−2 = 2log(da j)
a j
·
(
1− b j
a j
)−2
→ 0 ( j→ ∞),
which contradicts lim j→∞F(a j,b j) = ∞. By a similar argument, we have a contradiction for l ∈
[0,1). Next we assume that l = 1. In this case, we have a j,b j→∞ as j→∞ and log(da j), log(db j)
≤ log(a jb j) for large j. It follows that
F(a j,b j)≤ (a j+b j) log(a jb j) ·
(
a jb j−1
a j+b j+2
log(a jb j)
)−1
=
(a j/b j+1)(a j/b j+1+2/b j)
a j/b j−1/b2j
→ 4 ( j→ ∞),
a contradiction. Thus we obtain (A.2), and the proof is complete.
Proof of Lemma 3.4. Let f ∈ L2(E) and g ∈ L2(E) be the limits of { fk} and {gk}, respectively.
Then the assumption | fk| ≤C implies that | f | ≤C. ForM > 0, we have∫
E
( fkgk− f g)2dx≤ 2
∫
E
f 2k (gk−g)2dx+2
∫
E
( fk− f )2g2dx
= 2
∫
E
f 2k (gk−g)2dx+2
∫
|g|<M
( fk− f )2g2dx+2
∫
|g|≥M
( fk− f )2g2dx
≤ 2C2
∫
E
(gk−g)2dx+2M2
∫
E
( fk− f )2dx+8C2
∫
|g|≥M
g2dx,
and hence
limsup
k→∞
∫
E
( fkgk− f g)2dx≤ 8C2
∫
|g|≥M
g2dx.
Thus the lemma follows by lettingM→ ∞.
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