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Zusammenfassung
Was ist eigentlich ein Quantencomputer und wie kann man ihn in der Schule
unterrichten?
Diese Diplomarbeit bescha¨ftigt sich mit diesem Thema und stellt ein Unter-
richtskonzept vor, das zuna¨chst eine Einfu¨hrung in die Quantenphysik bein-
haltet und anschließend die Funktionsweise der Quantencomputer skizziert.
Es werden zu Beginn die wichtigsten Personen und Experimente der Quan-
tenphysik vorgestellt und anschließend die beiden bekanntesten Quantenal-
gorithmen, in einer schu¨lerInnen-gerechten Komplexita¨t, besprochen.
Die Diplomarbeit beinhaltet auch einen Theorieteil, der die quantentheoreti-
sche Funktionsweise und einen ausgewa¨hlten Algorithmus ausfu¨hrlich bear-
beitet, hier orientiert sich das Niveau an Lehrkra¨ften.
Abstract
What is a quantum computer about and how can it be taught in secondary
school?
This degree thesis engages in this topic and presents an educational instruc-
tion, including an introduction to quantum physics and the functioning of a
quantum computer. At first it shows the most important persons and expe-
riments of quantum physics, followed by two popluar quantum algorithms,
both presented in a pupil orientated way.
In addition this degree thesis contains a theory part for teaching persons, in
which the quantumtheoretic mechanics are shown.
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Kapitel 1
Unterrichtsplanung
Dieses Kapitel beinhaltet den Hauptteil dieser Diplomarbeit. Es soll ein Un-
terrichtskonzept skizziert werden, das in 5 Unterrichtseinheiten eine Einfu¨hrung
in die Quantenphysik gibt und die Theorie des Quantencomputers umreißt.
Die Quantenphysik wird nach Lehrplan in der 7. oder 8. Klasse der AHS
Oberstufe unterrichtet. Man arbeitet in diesem Fall bereits mit a¨lteren Schu¨lern.
Meiner Meinung nach soll die moderne Physik in der Schule nur umrissen
werden, damit die Schu¨lerInnen, zumindest im Ansatz, schon einmal von
diesen Theorien geho¨rt haben. Die Komplexita¨t dieser Theorien la¨sst sich
mit den beschra¨nkten zeitlichen und mathematischen Mo¨glichkeiten kaum in
vollem Umfang bewa¨ltigen.
Experimente sind, vor allem in der Quantenphysik, im Schulumfeld sehr
schwer zu realisieren. Es gibt Kapitel die sich wesentlich besser eignen, wie
beispielsweise der Elektromagnetismus. In der Quantenphysik ru¨cken andere
Schwerpunkte in den Vordergrund.
Beispielsweise ist der U¨bergang einer deterministischen Physik, in der alles
berechenbar ist, zu einer Physik in der der Zufall eine maßgebliche Rolle
spielt, ein interessantes Diskussionsthema. Weiters werden die Schu¨lerInnen
mit Gedankenexperimenten vertraut gemacht, eine Technik die der theoreti-
schen Physik große Erkenntnisse gebracht hat.
Aus den oben genannten Gru¨nden mo¨chte ich in dieser Arbeit darauf achten,
einen allgemeinbildenden Zugang zu wa¨hlen, bei dem weniger der Formalis-
mus, sondern hauptsa¨chlich die Entstehungsgeschichte und die dahinter lie-
genden Motive im Vordergrund stehen. Dies bedingt natu¨rlich eine gewisse
Dominanz von lehrerzentriertem Unterricht.
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Wesentlich fu¨r diese Kapitel ist meiner Meinung nach der Wille, Diskussio-
nen entstehen zu lassen und diese auch zu fu¨hren. Unglu¨cklicherweise sind
diese Diskussionen kaum schriftlich festzuhalten und am Ende der Einheit
bleibt scheinbar nichts Greifbares, obwohl die Diskussion ein Hauptaspekt
der physikalischen Forschung ist. Aus diesem Grund werde ich fu¨r jede Un-
terrichtsstunde ein Handout erstellen, in dem die wichtigsten (und natu¨rlich
auch pru¨fungsrelevanten) Punkte zusammengefasst sind.
Die Planung beinhaltet zu Beginn der Unterrichtseinheit eine 10 minu¨tige
Phase, die fu¨r organisatorische Ta¨tigkeiten und wahrscheinlich in vielen Fa¨llen,
fu¨r kurze mu¨ndliche Pru¨fungen, im Rahmen des Notensystems, genutzt wer-
den kann.
1.1 1. Einheit
Die erste Unterrichtsstunde soll den Schu¨lern die ersten Schritte und wichtige
Personen der Quantenphysik aufzeigen. Dazu versuche ich die geschichtliche
Entstehung dieses Zweiges der Physik zusammen zu fassen (nach [1]).
Das Highlight dieser Stunde ist ein Auszug des Originaltexts von Albert
Einstein, fu¨r den er den Nobelpreis erhielt. Ich finde es hat einen besonderen
Reiz, eine tatsa¨chliche Arbeit, einer der meist zitierten Personen der Physik,
zu lesen.
1.1.1 Stundenbild
Zeit Inhalt
00 - 10 Organisatorisches
10 - 20 Max Planck und der schwarze Strahler
20 - 30 Versuchserla¨uterung photoelektrischer Effekt und Probleme
30 - 40 Originaltext von Albert Einstein
40 - 50 Besprechung der Konsequenzen
1.1.2 Max Planck und der schwarze Strahler
Max Planck nimmt sicherlich eine wichtige Position bei der Entdeckung und
Entwicklung der Quantenphysik ein. Er wurde 1858 in Kiel geboren und
begann 1874 mit dem Studium der Physik.
Zu diesem Zeitpunkt war man noch der Meinung, die Physik sei eine abge-
schlossene Wissenschaft. Newton ku¨mmerte sich um die mechanischen Vorga¨nge
und Maxwell beschrieb den Elektromagnetismus auch einwandfrei. Sowohl die
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Mechanik Newtons, als auch die Interpretation von Licht als elektromagne-
tische Welle mussten in naher Zukunft anderen Theorien weichen.
Max Planck bescha¨ftigte sich zu diesem Zeitpunkt mit einem Problem, fu¨r
das es bis dahin noch keine zufriedenstellende Erkla¨rung gab.
Erwa¨rmt man ein Stu¨ck Metall weit genug, so beginnt dieses zuna¨chst dunkel-
rot zu leuchten. Erhitzt man das Metallstu¨ck weiter, so a¨ndert sich die Farbe
von rot, zu gelb, bis es schließlich weiß leuchtet. Jeder glu¨hende Ko¨rper sendet
elektromagnetische Strahlung ab (innerhalb eines gewissen Bereichs nehmen
wir es als Licht war), diese Ko¨rper bezeichnet man als schwarze Strahler.
Im 19. Jahrhundert gab es bereits Theorien, die versuchten dieses Pha¨nomen
zu beschreiben, jedoch funktionierten jene nur innerhalb gewisser Grenzen
und widersprachen stellenweise einander sogar.
Max Planck machte es sich zur Aufgabe, einen Zusammenhang zwischen dem
Spektrum des abgestrahlten Lichts und der Temperatur des Gegenstands
herzustellen. Es gelang ihm eine Formel zu finden, diese hatte jedoch einen
Scho¨nheitsfehler. Planck hatte in seiner Formel einen numerischen Faktor,
den er zuna¨chst nur als mathematischen Kunstgriff sah und den es, so bald
als mo¨glich, zu eliminieren galt. Er postulierte, dass ein schwarzer Strahler
immer nur Energie von einem Vielfachen jenes numerischen Faktors aufneh-
men oder abstrahlen kann. Dieser Faktor geht in die Literatur als Planck’sches
Wirkungsquantum mit dem Formelbuchstaben h ein und besitzt den Wert
h = 6, 626 ∗ 10−34Js
So sehr Planck sein Wirkungsquantuum auch missfiel, es beschrieb exakt die
experimentellen Tatsachen.
Konsequenzen
Dies war das erste Auftauchen der fu¨r die Quantenphysik so wichtigen Kon-
stante h. Allerdings musste man sich nun auch mit der Tatsache anfreunden,
dass es unteilbare Energieeinheiten gibt. Dies steht im Widerspruch zu der,
bis zu dieser Zeit, so erfolgreichen kontinuierlichen Physik.
Der Universalgelehrte Gottfried Wilhelm Leibniz (1646 - 1726) sagte:”Nichts
geschieht auf einen Schlag; und es ist einer meiner gro¨ßten und bewa¨hrtesten
Grundsa¨tze, dass die Natur niemals Spru¨nge macht. Das nannte ich das Ge-
setz der Kontinuita¨t.”
Man muss sich die Folgerungen aus Plancks Formel auch unter den Gesichts-
punkten der Zeit und der damals beteiligten Personen vorstellen. Es han-
delt sich hier immerhin um studierte Physiker, die ho¨chst erfolgreich mit
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den Ansa¨tzen der kontinuierlichen Physik gearbeitet haben und plo¨tzlich soll
Energie nur quantisiert, also in kleinen Portionen, auftreten?
Es dauerte noch einige Zeit, bis sich die Erkla¨rung Plancks wirklich durch-
setzen konnte.
Durch seine Arbeit, seinen Eifer und die bedingungslose Akzeptanz der ex-
perimentellen Tatsachen initiierte er eine stu¨rmische Entwicklung der Physik
und wurde 1918 mit dem Nobelpreis fu¨r Physik geehrt.
1.1.3 Der photoelektrische Effekt
Ein weiteres Experiment, das man mit den damaligen Theoriekonstrukten
nur unzureichend erkla¨ren konnte, ist der sogenannte photoelektrische Effekt.
Der Versuchsaufbau und die Versuchsbeschreibung stammt aus dem Buch
”Physik fu¨r Wissenschaftler und Ingenieure”von Paul A. Tippler [3].
 
Abbildung 1.1: Versuchsaufbau Photoeffekt
Eine Kopiervorlage des Versuchsaufbaus befindet sich im Anhang.
Licht mit einer bestimmten Frequenz ν trifft auf eine Metallplatte, die da-
durch Elektronen emittiert. Diese Elektronen werden von einem Kollektor
aufgefangen. Mittels Amperemeter wird der fließende Strom gemessen.
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Legt man eine elektrische Spannung zwischen Emitter und Kollektor an, so
mu¨ssen die Elektronen eine gewisse (kinetische) Energie aufbringen, um den
Kollektor zu erreichen. Erho¨ht man die Spannung bis kein Strom mehr fließt,
kennt man die maximale Bewegungsenergie der von der Kathode emittierten
Elektronen.
Zieht man die klassische Theorie, das Licht ist eine Welle, zu Rate, so ergeben
sich folgende Schlu¨sse:
• Mit steigender Intensita¨t des Lichts, mu¨sste auch die kinetische Energie
der herausgelo¨sten Elektronen steigen, da diese mehr Energie aufneh-
men ko¨nnen und folglich mit gro¨ßerer Geschwindigkeit aus dem Metall
austreten.
• Bei niedrigen Intensita¨ten dauert es, bis die Elektronen genug Energie
aufgenommen haben, um sich von der Platte zu lo¨sen
Die Ergebnisse des Experiments stehen allerdings im Widerspruch zu den
obigen Vorhersagen:
• Die maximale kinetische Energie ist unabha¨ngig von der Intensita¨t des
Lichts, bei gleicher Wellenla¨nge erha¨lt man stets dieselbe Austrittsge-
schwindigkeit.
1.1.4 Originaltext von Albert Einstein
Nach dem Vortrag der Lehrkraft u¨ber Planck und den photoelektrischen Ef-
fekt, ist es nun an der Zeit den Schu¨lerInnen einen Auszug aus dem Original-
text von Albert Einstein auszuteilen. Es handelt sich hierbei um den Aufsatz
aus 1905 mit dem Titel: ”U¨ber einen die Erzeugung und Verwandlung des
Lichtes betreffenden heuristischen Gesichtspunkt.”(siehe [5])
Fu¨r diese Arbeit wurde Albert Einstein 1921 mit dem Nobelpreis geehrt.
Ich bin der Ansicht, dass es fu¨r Schu¨lerInnen durchaus spannend sein kann,
einmal einen derartigen Text, wenn auch nur auszugsweise, zu lesen.
Es muss meiner Meinung nach jedoch unbedingt darauf hingewiesen werden,
dass dies nur ein Teil der Arbeit ist und Albert Einstein die Lichtquanten-
theorie sehr wohl aus fundierten physikalischen U¨berlegungen abgeleitet hat.
Die Kopiervorlage des Originaltextes fu¨r die Schu¨lerInnen befindet sich im
Anhang.
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Nachdem die Schu¨ler den Text durchgelesen haben, sollte der Versuchsaufbau
des photoelektrischen Effekts erneut aufgelegt werden und das Experiment
nun vom Standpunkt dieser neuen Theorie aus beleuchtet werden.
1.1.5 Stundenabschluss
Das Nahziel dieser Unterrichtseinheit ist es, die Schu¨lerInnen darauf vorzu-
bereiten, dass die Theorie des Lichts als Welle nicht fu¨r alle Experimente
anzuwenden ist. Dies soll im ersten Schritt die Notwendigkeit einer Quan-
tentheorie demonstrieren. Die Schu¨lerInnen sollen erkennen, dass es sich die
Physik zur Aufgabe gemacht hat, eine Theorie fu¨r sa¨mtliche Pha¨nomene zu
finden.
Da sich einige Experimente des damaligen Theoriekonstrukts entzogen ha-
ben, war die Notwendigkeit gegeben, eine umfassendere Theorie zu entwi-
ckeln.
Bemerkung: Auch die Annahme des Lichts als Teilchen kann den photoelek-
trischen Effekt nicht ausreichend erkla¨ren. So la¨sst sich beispielsweise der
Streuungswinkel und die Intensita¨tsverteilung trotzdem nur u¨ber die Wellen-
theorie ableiten.
1.2 2. Einheit
Die zweite Einheit widmet sich dem Doppelspaltexperiment. Die Schu¨lerInnen
kennen dieses Experiment noch aus der Optik und sind auch bereits mit ei-
nem Erkla¨rungsmodell vertraut. In dieser Einheit soll nun ein Versta¨ndnis fu¨r
die quantenphysikalischen Ansichten dieses Experiments geschaffen werden.
Fu¨r diese Stunde wa¨re es vorteilhaft, einen schnell funktionierenden Bea-
mer mit Internetanschluss zur Verfu¨gung zu haben. In vielen Physiksa¨len ist
bereits ein fixer Beamer installiert und durch den steten Preisverfall kann
man hoffen, auch in den Klassenra¨umen in absehbarer Zeit ein vernu¨nftiges
Equipment vorzufinden.
Diese Unterrichtseinheit bedient sich eines Videoausschnitts, der von Dr. Fred
Alan Wolf im 2004 vero¨ffentlichten Film ”What the #$*! Do We Know!?”
stammt [6].
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1.2.1 Stundenbild
Zeit Inhalt
00 - 10 Organisatorisches
10 - 15 Dr. Quantum 1
15 - 25 Besprechung Dr. Quantum 1
25 - 30 Dr. Quantum 2
30 - 40 Wahrscheinlichkeitsinterpretation
40 - 50 Schro¨dingers Katze
1.2.2 Dr. Quantum
Nach dem Organisatorischen Teil der Stunde folgt die Pra¨sentation des Vi-
deos von Dr. Fred Alan Wolf. Es handelt sich genauer gesagt um einen ca. 5
minu¨tigen Animationsfilm zum Thema Doppelspalt. Dieses Video la¨sst sich
glu¨cklicherweise nach kurzer Suche in Internet-Videoportalen finden. Hierbei
kann man sogar aus einer deutschen und einer englischen Version des Videos
wa¨hlen.
Das Video zeigt einen animierten ”Superprofessor” Dr. Quantum (Abb. 1.2),
der den Urvater der Quantenexperimente, das Doppelspaltexperiment er-
kla¨rt. Leider orientiert sich die Figur am klassischen Physikerbild: alt, grau-
haarig, ma¨nnlich. An dieser Stelle sollte man diese Vorurteile kurz entkra¨ften
und auf die junge, dynamische Generation von PhysikerInnen hinweisen.
Abbildung 1.2: Dr. Quantum
Nach einer kurzen Einfu¨hrung von Dr. Quantum wird mit einer Murmelkano-
ne auf ein Hindernis mit zuerst nur einem, dann mit zwei Spalten geschossen.
Auf einer dahinter liegenden Tafel bilden sich die Spalten ab (Abb 1.3).
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Abbildung 1.3: Doppelspalt mit Murmeln
Im na¨chsten Schritt wird das gleiche Experiment mit Wasserwellen wieder-
holt und das entstehende Interferenzmuster beobachtet. Hierbei wird auch die
Versta¨rkung und Auslo¨schung von Wellenbergen und Wellenta¨lern erla¨utert
(Abb. 1.4).
Abbildung 1.4: Interferenzbild von Wellen am Doppelspalt
So weit, so gut. Nun vollzieht Dr. Quantum den Schritt in die Quantenwelt
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und beschießt den Doppelspalt anstatt Murmeln mit einem Strahl aus Elek-
tronen. Hier mu¨ssten sich eigentlich, genau wie bei den Murmeln, wieder zwei
vertikale Streifen mit den Einschusslo¨chern ausbilden.
Dr. Quantum staunt nicht schlecht, als er auf seinem Schirm ein Interfe-
renzmuster wie bei einer Welle feststellt (Abb. 1.5). Zur Erinnerung: Wir
schießen mit Elektronen! Mit Materie! Diese mu¨sste sich eigentlich genau
wie die Murmeln verhalten.
Abbildung 1.5: Elektronenstrahl am Doppelspalt
Noch beeindruckender: Auch der Beschuss mit einzelnen Elektronen fu¨hrt in
der Animation, wie auch bei realen Experimenten, zu dem aus der Wellen-
theorie bekannten Interferenzmuster!
Nach diesem Abschnitt (ca. 3:30) wu¨rde ich das Video vorerst pausieren. Es
wurde bereits sehr viel Information verpackt und jetzt muss diese wiederholt
und aufgearbeitet werden.
Dies ist wieder ein spannender Teil der Unterrichtsstunde, da hier die bishe-
rigen Modelle schlicht und ergreifend versagen.
1.2.3 Besprechung Dr. Quantum
Nach diesem Stoß ins kalte Wasser gibt es sicherlich und hoffentlich einige
Schu¨lerInnen, die der gezeigten Information keinen Glauben schenken. Lei-
der hat es meiner Meinung nach wenig Sinn, ein reales Experiment fu¨r die
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Interfernenzbildung der Elektronen zu skizzieren, da diese Experimente nicht
so leicht greifbar sind.
Man sollte diesen Moment allerdings nutzen um den Schu¨lerInnen klar zu
machen, dass zu Beginn niemand seine wirkliche Freude an diesen Resultaten
hatte, da sie nicht mit der Alltagserfahrung u¨bereinstimmen.
Bis zur quantenphysikalischen Betrachtung dieses Experiments gab es in der
Physik zwei Ansa¨tze, die wunderbar nebeneinander arbeiteten:
• Physik des Diskreten: Hierbei ist die Beschreibung von Massenpunkten
gemeint, die beispielsweise sehr erfolgreich im Rahmen der Mechanik
eingesetzt wird.
• Physik des Kontinuierlichen: Dies beinhaltet den Feldbegriff, der eine
zentrale Rolle bei der Beschreibung von elektromagnetischen Pha¨nomenen
spielt.
Man ist also bereits mit dem Verhalten von Feldern und Wellen vertraut je-
doch konnte man sich keinen Reim daraus machen, wie ein Elektron (also ein
ganz ”normales Teilchen”) plo¨tzlich Eigenschaften einer Welle zeigen sollte.
Dies lo¨ste eine große Diskussion unter den damaligen fu¨hrenden Wissen-
schaftlern aus, die erst einige Jahre spa¨ter durch ein wegweisendes Expe-
riment einer neue Theorie beendet wurde (spa¨ter mehr).
1.2.4 Die Wahrscheinlichkeitsinterpretation
Wir versuchen nun, die Bru¨cke zwischen den Experimenten und der Quan-
tentheorie zu bauen (nach [4]).
Aus der klassischen Theorie der Welle wissen wir:
Intensita¨t ∝ Betragsquadrat der Amplitude
In der vorangegangenen Stunde haben die Schu¨lerInnen gelernt, dass Licht
aus Energiepaketen, den so genannten Photonen, besteht. Wir ko¨nnen al-
so schließen, dass hohe Intensita¨t durch ein Auftreffen von vielen solchen
Energiepaketen verursacht wird. Verteilen sich die Einschla¨ge nun auf eine
abgegrenzte Fla¨che, so kann sagen, dass dunkle Gebiete eine kleinere Wahr-
scheinlichkeit fu¨r ein Auftreffen haben als helle.
Wir folgern:
Intensita¨t ∝ Wahrscheinlichkeit
Setzen wir nun unsere beiden U¨berlegungen zusammen, erhalten wir:
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Wahrscheinlichkeit ∝ Betragsquadrat der Amplitude
So abstrus es auch klingen mag: Wir beschreiben die Teilchen nun mit Hilfe
von Wahrscheinlichkeitswellen (die also interferieren ko¨nnen) und berechnen
die Auftrittswahrscheinlichkeit u¨ber das Betragsquadrat der Amplitude.
Die Quantentheorie liefert wunderbar einfache Rezepte zur Berechnung einer
Vielzahl von Experimenten.
Es macht meiner Meinung nach nun wenig Sinn, tiefer in die Berechnungen
dieser Wahrscheinlichkeitswellen einzugehen. Die mathematischen Fa¨higkeiten
und vermutlich auch der Wille damit zu rechnen, sind kaum gegeben. Die
Schu¨lerInnen haben zu diesem Zeitpunkt zumindest einmal von diesen Wahr-
scheinlichkeitswellen geho¨rt und das soll fu¨rs Erste auch genu¨gen.
1.2.5 Dr. Quantum die zweite
Der erste Videoteil mit Dr. Quantum hat ca. bei 3:30 gestoppt und wir sind
nun bereits mit der Wahrscheinlichkeitsinterpretation vertraut. Dr. Quantum
versucht nun eine Erkla¨rung fu¨r das Verhalten des Elektrons zu geben, wenn
es ganz alleine durch den Doppelspalt schießt (Abb 1.6). An dieser Stelle soll-
te man das Video anhalten und auf die Wahrscheinlichkeitswelle verweisen.
Die Wahrscheinlichkeitswellen interferieren wie gewohnt, das Betragsquadrat
liefert die Wahrscheinlichkeit fu¨r ein Auftreffen.
Abbildung 1.6: Dr. Quantum veranschaulicht Superposition
Nun stellt Dr. Quantum ein Messgera¨t an einem der Spalte auf. Dies zwingt
das Elektron, sich fu¨r einen der beiden Wege zu entscheiden und beeinflusst
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das System, sodass kein Interferenzmuster mehr entsteht. Dies nutzen wir um
anzumerken, dass eine Messung direkten Einfluss auf das System hat (Abb.
1.7).
Abbildung 1.7: Ein Beobachter observiert einen Spalt
1.2.6 Schro¨dingers Katze
Mit ziemlicher Sicherheit hat man es nun geschafft, die Schu¨lerInnen voll-
kommen zu verwirren. All die Informationen u¨ber Wahrscheinlichkeiten, In-
terferenzmuster, Zusta¨nde und Beobachter sind gewo¨hnungsbedu¨rftig und
brauchen Zeit um einzusickern.
Aus diesem Grund widmen wir uns nun der Thematik aus einer neuen Rich-
tung und bemu¨hen das von Erwin Schro¨dinger erdachte Gedankenexperi-
ment.
Skizzieren wir die Situation: Wir haben eine Katze, die in einer zuna¨chst
offenen Kiste sitzt. Diese wurde mit einem To¨tungsmechanismus versehen,
der mit einer bestimmten Wahrscheinlichkeit ein Giftgas freisetzt.
Die Katze hat also bei geo¨ffneter Kiste zwei mo¨gliche ”Zusta¨nde”:
• Der Mechanismus ist noch nicht ausgelo¨st→ die Katze lebt (Abb. 1.8)
• Der Mechanismus wurde ausgelo¨st → die Katze ist gestorben (Abb.
1.9)
In unserer makroskopischen Welt, in der die Quantenphysik nicht in den
Vordergrund tritt, sind diese beiden Zusta¨nde absolut unterscheidbar.
Man stelle sich nun folgendes vor: Wir verschließen den Deckel unserer Kiste
und da der To¨tungsmechanismus nur mit einer gewissen Wahrscheinlichkeit
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Abbildung 1.8: Die Katze lebt Abbildung 1.9: Die Katze ist tot
ausgelo¨st wird, ko¨nnen wir von außen nicht feststellen, ob die Katze nun tot
oder noch lebendig ist. Erst durch das O¨ffnen und Hineinsehen (also Messen)
wird die Katze tot oder lebendig.
Solange die Kiste geschlossen ist, wissen wir nicht, wie es der Katze gerade
ergeht. Beide Mo¨glichkeiten existieren parallel (Abb. 1.10).
Abbildung 1.10: Katze ist tot UND lebendig
Solch u¨berlagerte Zusta¨nde nennt man Superposition und findet man in der
Quantenphysik sta¨ndig.
Wir sehen auch, dass eine Messung die Superposition zersto¨rt, da sich die
Katze nun in einem der beiden Zusta¨nde befinden muss. Erst durch die Mes-
sung wird einer der beiden Zusta¨nde realisiert, zuvor existieren beide parallel.
An dieser Stelle sollte man vielleicht noch darauf hinweisen, dass bis jetzt
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noch keine Katze ihr Leben fu¨r dieses Experiment gelassen hat. Es handelt
sich um ein Gedankenexperiment.
Ein anderes sehr bekanntes Anschauungsbild wurde 1940 von Charles Ad-
dams [7], seines Zeichens auch Scho¨pfer der Addams Family, gezeichnet. Es
zeigt einen Schifahrer der gleichzeitig links und rechts an einem Baum vor-
beifa¨hrt (Abb. 1.11).
Abbildung 1.11: Schifahrer fa¨hrt links und rechts
1.3 3. Einheit
In den ersten beiden Unterrichtsstunden wurden einige Experimente vor-
gestellt, die zur Entwicklung der Quantenphysik gefu¨hrt haben. Außerdem
wurden die Schu¨lerInnen bereits mit dem Konzept der Wahrscheinlichkeits-
wellen vertraut gemacht. Die dritte Einheit erwa¨hnt nun noch einige Begriffe
und Aussagen, die man meiner Meinung nach, mit Abschluss einer allgemein-
bildenden ho¨heren Schule kennen sollte.
Nachdem zumindest eine kleine Grundlage der Quantenphysik gelegt wurde,
brauchen wir noch eine kurze Zusammenfassung einiger Begriffe aus der In-
formatik, um uns dann wirklich auf den Quantencomputer stu¨rzen zu ko¨nnen.
Dieser EDV-Teil ist als optional anzusehen und richtet sich nach der betref-
fenden Klasse. Sehr oft sind diese Themen schon im Informatikunterricht
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behandelt worden, bzw. muss davon ausgehen, dass die Schu¨lerInnen sich
auch privat schon einiges an Vorwissen angeeignet haben.
1.3.1 Stundenbild
Zeit Inhalt
00 - 10 Organisatorisches
10 - 15 Der Laplacesche Da¨mon
15 - 20 Gott wu¨rfelt nicht
20 - 25 Was ist ein Computer?
25 - 35 Datenbanken
35 - 50 Algorithmen (Binary Search)
1.3.2 Der Laplacesche Da¨mon
Pierre-Simon (Marquis de) Laplace lebte von 1749 bis 1827 und war ein an-
gesehener Wissenschaftler. Er verfasste viele bedeutende Werke, unter ande-
rem wichtige Schriftstu¨cke zur Wahrscheinlichkeitstheorie und zur Astrophy-
sik. Der Laplacesche Da¨mon ist das Sinnbild einer deterministischen Phy-
sik. In einer deterministischen Physik ist jeder Vorgang die direkte Folge
eines vergangenen Ausgangszustandes und gleichzeitig die Grundlage fu¨r die
zuku¨nftige Entwicklung.
Oft wird hier der Vergleich mit einem komplizierten Getriebe aus Zahnra¨dern
bemu¨ht. Kennt man die Lage aller Zahnra¨der und wie diese ineinander grei-
fen, so la¨uft dieses Uhrwerk ohne der Mo¨glichkeit einer Intervention von selbst
ab.
Ein Laplacescher Da¨mon braucht also nur den Ort und den Bewegungszu-
stand aller Teilchen (Zahnra¨der) zu kennen und ko¨nnte bis in alle Zukunft
die Bewegungen vorausberechnen. Dies wirft natu¨rlich gewisse philosophische
Probleme auf, die mit dem freien Willen zu tun haben.
1.3.3 Gott wu¨rfelt nicht
Ein solcher Laplacescher Da¨mon wie im vorangegangen Kapitel ist natu¨rlich
reine Fiktion aber dennoch beinhaltet dieses Bild auch ein Quenchen Wahr-
heit. Bis zur Entwicklung der Quantenphysik spielte ein echter Zufall in der
Physik keine Rolle. Probleme mit Vorhersagen gab es aufgrund ungenauer
Bestimmung von Randbedingungen oder mathematischer Vereinfachungen.
Die Quantenphysik hingegen rechnet sehr erfolgreich mit Wahrscheinlichkei-
ten. Es ist nicht vorherzusagen welchen Weg ein Teilchen beim Doppelspalt
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wa¨hlt oder wann die Katze vergiftet wird.
Diese Eigenschaft der Quantenphysik missfiel sogar einem ihrer Mitbegru¨nder.
Die Rede ist von Albert Einstein.
In einem legenda¨rem Briefwechsel mit Max Born schrieb Einstein:
”Die Theorie liefert viel, aber dem Geheimnis des Alten bringt sie uns doch
nicht na¨her. Jedenfalls bin ich u¨berzeugt davon, dass der nicht wu¨rfelt.” (nach
[8])
Mit ”der Alte” ist in diesem Fall Gott gemeint. Einstein wird der Auspruch:
”Gott wu¨rfelt nicht” zugeschrieben.
Einstein und einige andere Wissenschaftler dieser Zeit konnten sich mit der
stochastischen Beschreibung der Quantenphysik nicht anfreunden und ver-
muteten, dass es nur die Na¨herung einer anderen, fundamentaleren Theorie
sein mu¨sse.
Er forderte, dass auch die Quantentheorie eine lokal realistische Theorie sein
mu¨sse. In diesem Zusammenhang bedeutet:
lokal Die Messung eines Objekts darf keine augenblicklichen Auswirkungen
auf ein anderes, ra¨umlich entferntes, Objekt zeigen
realistisch Die Messung fo¨rdert eine bereits vorher vorhandene Eigenschaft zu Ta-
ge, auch wenn man diese wegen ungenu¨gender Kenntnis von verborgenen
Parametern nicht kennt
Es hat sich in bahnbrechenden Experimenten gezeigt, dass die Quantenme-
chanik keine lokal realistische Theorie ist.
Dieser, vielleicht auch etwas philosophische Streit, ging u¨ber mehrere Jahre,
bis erstmalig ein Experiment eine solche Frage kla¨ren konnte.
Der Physiker John Stewart Bell fand eine Ungleichung, die von jeder lokal
realistischen Theorie erfu¨llt werden musste. Er ersann ein Experiment, bei
dem eine lokal realistische Theorie (so sie existieren sollte) und die Quan-
tentheorie unterschiedliche Ergebnisse voraussagten und ließ die Natur (also
das Experiment) als Schiedsrichter fungieren.
Das Ergebnis war eindeutig: Die Quantentheorie wurde besta¨tigt.
Weiters war nun fast1 zweifelsfrei belegt, dass die quantenphysikalischen
Pha¨nomene nicht durch eine lokal realistische Theorie beschrieben werden
ko¨nnen.
1Es gibt noch Schlupflo¨cher, die durch den experimentalen Aufbau entstehen
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1.3.4 Was ist ein Computer?
Wir beenden nun vorerst den Ausflug in die Quantenphysik und versuchen
uns Richtung Quantencomputer zu bewegen. Zuna¨chst stellt sich natu¨rlich
die Frage: Was ist ein Computer u¨berhaupt?
Bereits die ersten Kulturen der Menschheit mussten sich mit Zahlen bescha¨ftigen.
In direkter Folge entstanden damit natu¨rlich auch die Grundrechenarten.
Wie wir alle wissen, ko¨nnen auch diese bereits relativ schwierig im Kopf zu
lo¨sen sein, weshalb man auch schon seit fru¨hester Menschheitsgeschichte nach
technischen Hilfsmitteln gesucht hat. Die ersten Rechenbehelfe funktionier-
ten durch Manipulation von Objekten (Abakus). Spa¨ter wurden mechanische
Rechenmaschinen basierend auf Zahnra¨dern und a¨hnlichem entwickelt. Die
Entdeckung des Elektromagnetismus machte, mit Hilfe von Relais, die ersten
Computer mo¨glich, die auf elektrischen Schaltungen basierten. Diese fu¨llten
allerdings ganze Lagerhallen, waren sehr aufwa¨ndig zu betreiben und dies
hinderte die Verbreitung .
Den großen Durchbruch gab es erst mit der Transistortechnologie. Heute
meint man mit Computer fast ausschließlich einen auf Transistoren basie-
renden Mikrochip. Diese Chips fu¨hren Berechnungen mit unglaublicher Ge-
schwindigkeit aus und ermo¨glichen erst das, was wir als Computer bezeich-
nen.
Das Wort Computer leitet sich aus dem englischen Verb to compute ab, dass
vom lateinischen computare = zusammenrechnen abstammt.
Ein Computer besteht, ganz vereinfacht, aus einer Recheneinheit, einem Spei-
cher und der Peripherie. Man bezeichnet all die Objekte, die man ”angreifen”
kann als Hardware Die Recheneinheit holt sich Daten aus dem Speicher und
fu¨hrt Befehle aus, die in der sogenannten Software niedergeschrieben sind.
Diese Manipulation der Daten ist das eigentliche Rechnen des Computers.
Die Recheneinheit wird CPU fu¨r Central Processing Unit genannt.
1.3.5 Mooresches Gesetz
Die Transistortechnolgie hat in den letzten Jahren große Fortschritte in der
Entwicklung erlebt. Die Technik ist mittlerweile in der Lage Transistoren im
zweistelligen Nanometerbereich zu bauen und auf diesem Wege immer mehr
Schaltkreise auf gleich bleibenden Raum unterzubringen, was im Endeffekt
zu einer Leistungssteigerung fu¨hrt.
Das Mooresche Gesetz wurde 1965 von Gordon Moore formuliert und besagt
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im Wesentlichen, dass sich die Anzahl der Transistoren auf einem Chip jedes
Jahr verdoppelt [9]. Moore vermutete, dass diese Annahme zumindest 10
Jahre, also bis 1975 halten mu¨sste. Die Geschichte hat jedoch gezeigt, dass
das Mooresche Gesetz weit u¨ber dieses Datum hinaus gu¨ltig sein wu¨rde, wobei
die Verdopplungszeit immer wieder neu eingescha¨tzt wurde. Die Struktur
einer exponentiellen Steigerung la¨sst sich allerdings nicht bestreiten (Abb.
1.12:
Abbildung 1.12: Entwicklung der Transistorendichte
Mittlerweile sind die Transistoren jedoch schon so klein geschrumpft, dass
nicht mehr sehr viel Spielraum nach unten besteht. Aus diesem Grund sucht
man nach Mo¨glichkeiten, den immer gro¨ßer werdenden Bedarf an Rechen-
leistung durch andere Technologien zu befriedigen.
Ein Ansatz der derzeit sehr stark verfolgt wird, ist das verteilte Rechnen,
auch GRID-Computing genannt. Dabei werden viele schwa¨chere Prozessoren
verwendet um trotzdem eine sehr hohe Rechenleistung zu erzielen. Besonders
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in großen Rechenzentren, wie beispielsweise im CERN, setzt man auf diese
Technologie.
Die Quantenphysik stellt mir ihrer mathematischen Struktur und ihren Ei-
genheiten einen interessanten Rahmen fu¨r die Entwicklung neuartiger Re-
chenmaschinen bereit. Es gibt mittlerweile sogar schon einige Anwendungsfa¨lle,
bei denen ein auf der Quantenphysik basierender Computer, also ein Quan-
tencomputer, einem herko¨mmlichen auf Transistoren basierenden Computer
u¨berlegen ist (spa¨ter mehr).
1.3.6 Datenbanken
Eine der großen Sta¨rken von EDV-Systemen ist die effiziente Speicherung,
Verwaltung und Bearbeitungsvielfalt von großen Datenmengen. Diese Daten
werden in speziellen Systemen, den sogennanten Datenbanken abgelegt.
Als Beispiel fu¨r eine einfache Datenbank kann man die Kontaktliste im Handy
ansehen.
Hier gibt es fu¨r jeden Namen genau eine Telefonnummer und fu¨r jede Tele-
fonnummer genau einen passenden Namen. 2
Name Telefonnumer
Alex 68437
Berta 35168
Claudia 46843
Dominik 23791
Eva 75135
Diese Art von Datenbank wird in der EDV als sortierte Liste bezeichnet.
Unsere Liste ist nach dem Namen sortiert, die Telefonnummern haben ein-
sichtigerweise keine Strukturierung.
Ein großes Anliegen der Programmierer ist es, die Anzahl der Zugriffe auf
die Datenbank mo¨glichst gering zu halten.
Als Zugriff ko¨nnen wir uns beispielsweise das Auslesen von Namen und Tele-
fonnummer der zweiten Position innerhalb der Liste vorstellen. Diese Anfra-
gen an die Datenbank sind in der Regel sehr zeitintensiv, da große Speicher-
kapazita¨ten (wie sie fu¨r große Datenbanken beno¨tigt werden) meist durch
2Den Fall zweier identischer Namen im Telefonbuch lassen wir hier geschickt unter den
Tisch fallen
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la¨ngere Zugriffszeiten erkauft werden mu¨ssen. 3
Dass die Suche nach dem passenden Namen Zeit in Anspruch nimmt, kann
man bei vielen Mobiltelefonen beobachten. Das Telefon bekommt die Num-
mer des Anrufers mitgeschickt und zeigt diese auch sofort an, das Auffinden
des zugeho¨rigen Namens dauert allerdings und deshalb scheint der Kontakt-
name erst spa¨ter auf.
1.3.7 Algorithmen
Im vorangegangen Kapitel sind wir mit dem Begriff der Datenbank vertraut
gemacht worden und wissen, dass Zugriffe auf die Datenbank zeitintensiv
sind.
Eine der wichtigsten Aufgaben von Programmieren ist es nun, mo¨glichst gute
und schnelle ”Strategien” zu entwickeln, um die Daten zu bearbeiten, bzw.
auszulesen.
Diese ”Strategien” werden in der Informatik als Algorithmus bezeichnet. 4
In weiterer Folge werden wir uns einen speziellen Algorithmus herausgreifen
und diesen na¨her erla¨utern: den sogenannten Binary Search.
Dieser Algorithmus wird fu¨r die Suche in sortierten Listen verwendet und
wir werden dies exemplarisch in unserer Beispieldatenbank durchfu¨hren. Wir
wollen nun die Telefonnummer von Dominik mit mo¨glichst wenig Zugriffen
erhalten.
Zu Beginn belegen wir zwei Variablen 5:
plow Obere Suchgrenze: Im ersten Durchlauf mit Nummer des ersten Ein-
trags
phigh Untere Suchgrenze: Im ersten Durchlauf mit Nummer des letzten Ein-
trags
3Aus diesem Grund sind in allen Computern die sogennanten Arbeitsspeicher verbaut.
Ein Speicher mit wesentlich kleinerem Fassungsvermo¨gen als die Festplatte, jedoch mit
einer um ein Vielfaches schnelleren Zugriffszeit
4Genauer: Ein Algorithmus ist eine aus endlich vielen, eindeutigen Schritten bestehende
Handlungsvorschrift zum Lo¨sen eines Problems.
5Die Variablennamen ko¨nnen natu¨rlich frei gewa¨hlt werden
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Name Telefonnumer
plow → Alex 68437
Berta 35168
Claudia 46843
Dominik 23791
phigh → Eva 75135
In unserem Beispiel steht nun in plow der Wert 1 und in phigh der Wert 5.
Von den beiden Variablen plow und phigh bilden wir nun den arithmetischen
Mittelwert pmid.
Name Telefonnumer
plow → Alex 68437
Berta 35168
pmid → Claudia 46843
Dominik 23791
phigh → Eva 75135
Hier findet der erste Datenbankzugriff statt. Wir fragen die Datenbank, was
sich hinter der noch anonymen Nummer 3 verbirgt. Als Antwort bekommen
wir Claudia und ihre Telefonnummer.
Wir befinden uns aber auf der Suche nach Dominiks Telefonnummer. Wir
wissen, dass Claudia (alphabetisch gesehen) kleiner als Dominik ist, und es
sich um eine sortierte Liste handelt. Aus diesem Grund scheiden alle Eintra¨ge
zwischen plow und pmid aus.
Wir setzen nun die untere Suchgrenze (plow) auf das gerade untersuchte
Element (pmid) und beginnen wieder zwischen plow und phigh zu suchen.
Name Telefonnumer
Alex 68437
Berta 35168
plow → Claudia 46843
pmid → Dominik 23791
phigh → Eva 75135
Aus den neuen Werten von plow und phigh berechnen wir wieder das arith-
metische Mittel und erhalten den Wert 4.
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Eine Anfrage an die Datenbank mit dieser Nummer liefert uns die gewu¨nschte
Telefonnummer von Dominik und wir ko¨nnen unsere Suche beenden.
Dieses Beispiel soll zeigen, wie man durch Einsatz eines guten Algorithmus
Zeit (Datenbankzugriffe) sparen kann. Wir haben fu¨r das Auffinden der Te-
lefonnummer lediglich zwei Datenbankzugriffe beno¨tigt.
Im Anhang der Diplomarbeit befindet sich eine gro¨ßere Liste, mit der man
diesen Algorithmus vor der Klasse durchspielen kann. Am Besten kopiert
man diesen auf eine Overheadfolie und verwendet einen Nicht-Permanent-
Stift. So kann man nach jeden Schritt die alten Indizes (Pfeile) weglo¨schen
und die Folie bleibt u¨bersichtlich gestaltet.
1.4 4. Einheit
Jetzt ist es endlich geschafft und wir ko¨nnen uns auf die Quantenalgorithmen
stu¨rzen. Dieser Teil ist bewusst ohne Mathematik gehalten, da man damit die
Schu¨lerInnen schneller vergrault als man sich vorstellen kann. Es soll gezeigt
werden, wie ein Quantenalgorithmus arbeitet und auf welche Dinge man bei
Quantencomputern achten muss (nach [1] und [2])
1.4.1 Stundenbild
Zeit Inhalt
00 - 10 Organisatorisches
10 - 20 Einleitung
20 - 35 Amplitudenversta¨rkung
35 - 50 Probleme mit dem Quantencomputer
1.4.2 Einleitung
Der erste Algorithmus mit dem wir uns bescha¨ftigen werden, wurde im Jahre
1996 von Lov Grover entwickelt. Dieser Algorithmus bearbeitet eine sehr
weit verbreitete Problemstellung der Informatik: dem Suchen in unsortierten
Listen.
Wir nehmen jetzt wieder Bezug auf das Datenbankbeispiel der vorigen Un-
terrichtseinheit
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Name Telefonnumer
Alex 68437
Berta 35168
Claudia 46843
Dominik 23791
Eva 75135
Wir sind bereits mit einem sehr guten Algorithmus zum Auffinden eines
bestimmten Namens vertraut. Ganz anders sieht der Fall jedoch aus, wenn
wir uns auf die Suche nach einer bestimmten Telefonnummer begeben.
Ein konkretes Beispiel aus dem Umfeld der Schu¨lerInnen: Die Freundin durch-
sucht das Handy ihres Freundes und entdeckt eine Rufnummer zu der kein
Name vorhanden ist. Sie will nun wissen, ob sie die Nummer in ihrem eigenen
Handy gespeichert hat.
Es bleibt ihr nichts anderes u¨brig, als jeden Eintrag der Reihe nach zu durch-
suchen. Im schlimmsten Fall mu¨sste sie dazu die gesamte Liste durchsehen,
was natu¨rlich bei vielen Kontakten sehr lange dauern kann.
Ganz allgemein kann man sagen, dass der Rechenaufwand fu¨r dieses Problem
linear mit der Gro¨ße der Datenbank ansteigt.
Genau mit dieser Thematik bescha¨ftigt sich der Suchalgorithmus von Grover.
1.4.3 Die Amplitudenversta¨rkung
Der wesentliche Geschwindigkeitsvorteil des Grover Algorithmus ergibt sich
durch die Technik der Amplitudenversta¨rkung.
Zu Beginn wird eine Superposition u¨ber alle ”Telefonnummern” erzeugt (Abb.
1.13). Diese Telefonnummern bilden, in unserem Versta¨ndnis, auf Quanten-
zusta¨nde (”Katzen”) ab, die gemessen oder durch Quantenoperatoren ge-
schickt werden ko¨nnnen.
Wu¨rde man nun eine Messung am Gesamtsystem durchfu¨hren, so erha¨lt man,
mit jeweils gleicher Wahrscheinlichkeit, eine der Telefonnummern.
Fu¨r eine erneute Messung mu¨sste man das System wieder vollkommen neu
pra¨parieren, da jeder Messvorgang das Quantensystem beeinflusst und die
fu¨r uns wesentliche Information zersto¨rt wird.
Diese Superposition la¨sst man nun aber durch einen Quantenoperator lau-
fen, der die Amplitude unserer gesuchten Telefonnummer mit einem negati-
ven Vorzeichen versieht, die anderen Amplituden jedoch unvera¨ndert la¨sst.
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Abbildung 1.13: Superposition u¨ber alle Telefonnummern
Dieser Vorgang entspricht der Anfrage an die Datenbank. Durch den Quan-
tenparallelismus ist es nicht relevant, wie viele Telefonnummern in dieser
Superposition enthalten sind (Abb 1.14).
Abbildung 1.14: Gesuchte Amplitude wird gekippt
Diese Aktion hat bis jetzt nur bedingt Erfolg gebracht. Wu¨rde man nun
eine Messung am System durchfu¨hren, so erha¨lt man wieder zufa¨llig und mit
jeweils gleicher Wahrscheinlichkeit eine der Telefonnummern.
Wir erinnern uns: Die Wahrscheinlichkeit einen bestimmten Eintrag zu mes-
sen, entspricht dem Quadrat der Amplitude. In diesem Fall wird das negative
Vorzeichen einfach wegquadriert und wir erhalten gleiche Wahrscheinlichkei-
ten fu¨r alle Eintra¨ge.
Jetzt zeigt sich der Grund fu¨r den letzten Schritt: Es gibt na¨mlich einen
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Quantenoperator, der die einzelnen Amplituden um den Mittelwert aller Am-
plituden spiegelt (Abb. 1.15).
Man erkennt schnell: Der Mittelwert muss, wegen des einen negativen Ein-
trags, ein wenig unter den ”falschen”Telefonnummern liegen.
Abbildung 1.15: Spiegelung um den Mittelwert
Die Spiegelung um diesen gesenkten Mittelwert bringt folgendes Bild (Abb.
1.16):
Abbildung 1.16: Ergebnis der Amplitudenversta¨rkung
Nun haben wir bei einer Messung des Systems, eine sehr große Wahrschein-
lichkeit die richtige Nummer zu erwischen. Auch wenn wir mit einer gewissen
Wahrscheinlichkeit eine ”falsche”Telefonnummer erhalten, so war trotzdem
nur eine einzige Anfrage an die Datenbank notwendig.
In diesem kleinen Beispiel genu¨gt bereits ein Durchgang dieser Grover-Iteration
um die Amplitude des Resultats genu¨gend zu versta¨rken. Bei gro¨ßeren Daten-
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mengen kann man diesen Vorgang einige Male wiederholen, um mit genu¨gend
großer Wahrscheinlichkeit das richtige Ergebnis zu messen.
Man kann dieses Spielchen jedoch nicht beliebig oft wiederholen, da ab einer
gewissen Anzahl an Durchla¨ufen die Amplitude wieder zu sinken beginnen
kann.
1.4.4 Probleme mit dem Quantencomputer
Der soeben vorgestellte Algorithmus birgt neben einem großen Geschwindig-
keitsvorteil eine ganze Reihe an technischen Problemen. Im mathematischen
Modell funktioniert der beschriebene Vorgang sehr gut, die Umsetzung in
eine tatsa¨chliche physikalische Rechenmaschine bereitet jedoch viele Schwie-
rigkeiten.
Eine grundlegende Eigenschaft von physikalisch realisierten Rechenmaschi-
nen ist, dass die Operationen auf die Daten nicht immer das ”richtige” Er-
gebnis liefert. Man muss deshalb, wie auch bei auf Transistoren basierenden
Computern, versuchen, Fehler so gut als mo¨glich zu vermeiden und bereits
eingetretene Fehler zu erkennen und zu korrigieren.
Bei klassischen Computern wird daher ein digitales Signal, das nur 0 und
1 kennt verwendet. Das Bit 0 steht hierbei fu¨r eine ”kleine” Spannung und
die 1 fu¨r eine ”große” Spannung. Daher kann sich der tatsa¨chliche Wert der
Spannung innerhalb eines bestimmten Bereichs bewegen, ohne gleich einen
Fehler zu produzieren. Dies ist also eine Fehler-Vermeidungs-Strategie.
Eine Mo¨glichkeit bereits eingetretene Fehler zu erkennen, besteht darin, zusa¨tzliche
Bits mitzuschicken, die sich aus den u¨bermittelten Daten berechnen lassen.
Ein einfaches Beispiel: Die zu u¨bertragende, sieben Bit lange Nachricht ist
0101100. Nun za¨hlen wir die Anzahl der Vorkommenden Einsen. Bei einer
geraden Anzahl ha¨ngen wir als Kontrollbit eine 0, bei ungerader Anzahl von
Einsen eine 1 an.
0101100 ungerade Anzahl an Einsen → 01011001
0101101 gerade Anzahl an Einsen → 01011010
Der Empfa¨nger der Nachricht u¨berpru¨ft bei Erhalt, ob das Kontrollbit zu
den u¨bertragenen Daten passt. Ist ein U¨bertragungsfehler passiert und ein
Bit beispielsweise von 0 auf 1 gesprungen, so a¨ndert sich klarerweise auch die
Anzahl der Einsen und somit das Kontrollbit. Man hat damit einen Fehler
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erkannt, kann allerdings nicht rekonstruieren, an welcher Stelle dieser Fehler
aufgetreten ist. Als Fehlerkorrektur ko¨nnte man die Nachricht erneut anfor-
dern und hoffen, dass sie unbeschadet ankommt. Diese Technik wird in der
jetzigen Informatik ha¨ufig angewandt.
Unglu¨cklicherweise sind diese Kontrollmechanismen nicht auf den Quanten-
computer u¨bertragbar.
Ein großes Problem bei Quantencomputern ist die sogenannte Dekoha¨renz:
Wir erinnern uns an Schro¨dingers Katze. Eine Superposition aus Tot und
Lebendig, die durch O¨ffnen des Deckels zur Realita¨t wird. Genau dieser
Deckel bereitet bei der Konstruktion eines realen Quantencomputers große
Schwierigkeiten. Wir wissen, dass eine Messung die Superposition im Inne-
ren zersto¨rt. Der Deckel soll nun das System vor Messungen schu¨tzen, was
jedoch nicht so einfach in die Praxis umzusetzen ist, da dieser fast immer
mit einer nicht verschwindenden Wahrscheinlichkeit ein bisschen oder ganz
geo¨ffnet wird.
Auch die Operatoren die auf die Quantenbits angewendet werden sind nur
sehr schwer zu realisieren. Ein realer Quantenoperator unterscheidet sich
von einem modellierten Operator, wie ihn die Theorie verwendet. Es tre-
ten zusa¨tzliche physikalische Wechselwirkungen auf, die man im Algorithmus
nicht miteinbezogen hat.
Wir stellen fest: Es hat sich bis jetzt noch keine ultimative Lo¨sung fu¨r all
diese Probleme gefunden und es ist nach wie vor ein spannendes Gebiet auf
dem die Forschung arbeiten kann.
1.5 5. Einheit
In der vorangegangenen Einheit wurde u¨ber die Probleme bei der Reali-
sierung eines Quantencomputers gesprochen. In dieser Stunde soll noch ein
großer Motivator fu¨r die Entwicklung eines Quantencomputers vorgestellt
werden. Es dreht sich zusammenfassend um Shor´s Algorithmus der in der
Lage ist, eine Zahl effizient in seine Primfaktoren zu zerlegen. Warum dies
wichtig ist, mo¨chte ich zu Beginn der Stunde vorstellen
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1.5.1 Stundenbild
Zeit Inhalt
00 - 10 Organisatorisches
10 - 15 Die RSA-Verschlu¨sselung
15 - 20 Shors Algorithmus
20 - 30 Ru¨ckblick und Ausblick
30 - 50 Puffer
1.5.2 Die RSA - Verschlu¨sselung
Die sichere Kommunikation war der Menschheit ebenfalls seit Beginn ihrer
Geschichte eine wichtige Angelegenheit. Mittlerweile gibt es unza¨hlige Ver-
fahren zur Verschlu¨sselung von Nachrichten, die jedoch alle ein gemeinsames
Problem haben:
Wie bei einem Tu¨rschloss braucht man um diese verschlu¨sselten Nachrichten
zu o¨ffnen einen Schlu¨ssel. Die große Gefahr bei der sicheren Datenu¨bertragung
besteht im sicheren Transport des Schlu¨ssels. Man muss bei einem Transport
des Schlu¨ssels u¨ber das Internet davon ausgehen, dass unbeteiligte Personen
”mitlauschen”.
Ein Team aus drei Mathematikern entwickelte 1977 ein Verfahren, bei dem
die gesamte Kommunikation zwischen Sender und Empfa¨nger belauscht wer-
den kann, ohne der Mo¨glichkeit die Nachricht in absehbarer Zeit zu ent-
schlu¨sseln. Es handelt sich um ein sogenanntes asymmetrisches Verschlu¨sselungsverfahren.
Es wurde 1983 zum Patent angemeldet und nach den Anfangsbuchstaben der
drei Entwickler benannt: RSA (Roland L. Rivest, Adi Shamir und Leonard
Adleman)[10].
Das Verfahren basiert auf einer sogenannten Einwegfunktion. Dies bezeich-
net eine Funktion, die sehr leicht in die eine aber sehr schwer in die andere
Richtung durchzufu¨hren ist. In diesem konkreten Fall geht es um die Mul-
tiplikation zweier großer Primzahlen, die sehr einfach auszufu¨hren ist. Fu¨r
die Faktorisierung einer großen Zahl in ihre Primfaktoren wird jedoch sehr
viel Zeit beno¨tigt, weil kein einfaches Verfahren, wie fu¨r die Multiplikation,
bekannt ist.
Das RSA-Verfahren berechnet aus einem Produkt zweier Primzahlen zwei
neue Zahlen, wobei eine zum Ver- und die andere zum Entschlu¨sseln der
Nachricht dient. Das Produkt aus den Primzahlen und eine der daraus be-
rechneten Zahlen, bilden gemeinsam den sogenannten Public Key und werden
an die O¨ffentlichkeit ausgegeben. Nun kann jeder eine Nachricht verschlu¨sseln
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aber nur der Besitzer der zweiten Zahl (Private Key) ist in der Lage, diese
wieder zu entschlu¨sseln. Der Private Key verbleibt wa¨hrend der gesamten
Verschlu¨sselung lokal am eigenen Rechner und somit wird ein Lauschangriff
u¨ber das Internet ausgeschlossen.
1.5.3 Shors Algorithmus
Um die Wirkung von RSA zu verdeutlichen bekommen die Schu¨lerInnen fol-
gende Aufgabe gestellt: Sie sollen die Zahl 1073 in ein Produkt zweier Zahlen
zerlegen. Sie werden dies mit sehr großer Wahrscheinlichkeit nicht bewerk-
stelligen. Nach kurzer Zeit lo¨st man das Ra¨tsel auf und pra¨sentiert die beiden
Zahlen 29 und 37. Einige Schu¨lerInnen werden nun den Taschenrechner zu
Hilfe nehmen und das Ergebnis u¨berpru¨fen.
Die Schu¨lerInnen sollen erkennen: Ich ko¨nnte die beiden Primzahlen zwar
bestimmen, jedoch wu¨rde dieser Versuch sehr viel Zeit in Anspruch nehmen.
Genau auf diesem Prinzip basiert die RSA-Verschlu¨sselung. Es ist zwar prin-
zipiell mo¨glich, die beiden Faktoren zu finden, jedoch wu¨rde dies so viel Zeit
in Anspruch nehmen, dass die Information in der Zwischenzeit wertlos ge-
worden wa¨re.
An dieser Stelle kommt Shors Algorithmus ins Spiel. Der Ablauf selbst ist
meiner Meinung nach fu¨r die Schule zu kompliziert, da sehr viele Ergebnisse
aus der Algebra beno¨tigt werden, die einfach nicht zur Verfu¨gung stehen.
Die Schu¨lerInnen sollen allerdings darauf hingewiesen werden, dass ein Quan-
tencomputer zumindest theoretisch in der Lage ist, das Problem der Prim-
faktorenzerlegung in absehbarer Zeit zu lo¨sen, was die RSA-Verschlu¨sselung
wertlos machen wu¨rde.
1.5.4 Ru¨ckblick und Ausblick
Wir haben nun die beiden bekanntesten Algorithmen und Anwendungsge-
biete des Quantencomputers besprochen. Wir stellen fest, dass der Quanten-
computer, zumindest bis jetzt, kein Allheilmittel in der Computertechnologie
ist.
Die vorgestellten Algorithmen wurden allerdings mit sehr kleinen Eingaben
und unter Laborbedingungen bereits erfolgreich getestet.
So hat man 2001 die Zahl 15 in ihre Primfaktoren zerlegt. Die Zerlegung in 3
und 5 war zwar bereits im Vorhinein bekannt, es stellt jedoch trotzdem einen
wichtigen Beweis fu¨r die prinzipielle Machbarkeit dar.
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Weltweit forschen viele Wissenschaftler an verschiedensten Ansa¨tzen, einen
brauchbaren Quantencomputer zu erschaffen. Es gibt einige vielversprechen-
de Ansa¨tze und man liest immer wieder von Erfolgsmeldungen.
Wir mu¨ssen uns allerdings daru¨ber im Klaren sein, dass die Theorie beim
Quantencomputer wesentlich weiter fortgeschritten ist, als die Hardware.
Die Vorteile eines Quantencomputers werden erst schlagend, wenn ein nicht
sto¨ranfa¨lliger Rechner fu¨r große Eingaben zur Verfu¨gung steht.
Quantencomputer werden fu¨r ganz spezielle Aufgaben entwickelt werden und
parallel zu den uns bekannten Computern existieren. Fu¨r Anwendungen, an
die wir uns bis jetzt schon sehr gewo¨hnt haben, wie Bu¨rosoftware, Computer-
spiele,... werden auch in Zukunft klassische Computer die Arbeit erledigen.
Erst wenn eine spezielle Anforderung auftaucht, die von einem Quantencom-
puter besser erledigt werden kann, wird dieser auch eingesetzt werden.
Eine Anwendung der Quantenphysik, die wahrscheinlich sehr bald große Ver-
breitung finden wird, ist die Quantenkryptographie. Wie man dieses Thema
in der Schule behandeln kann bearbeitet die Diplomarbeit von Heidemarie
Knobloch ”Quantenkryptographie in der Schule” [11].
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Kapitel 2
Theorie
Dieser Abschnitt der Diplomarbeit ist fu¨r Lehrkra¨fte geplant, die sich etwas
na¨her mit der Theorie der Quantencomputer auseinander setzen mo¨chten.
Der Einsatz im Unterricht ist allerdings nur bedingt sinnvoll, da die Schu¨lerInnen
nicht u¨ber das notwendige formale Hintergrundwissen verfu¨gen, das fu¨r die
Quantenphysik erforderlich ist.
2.1 Quantencomputer am Beispiel Grover Al-
gorithmus
Dieses Kapitel widmet sich im speziellen der quantentheoretischen Funkti-
onsweise eines Quantencomputers. Der/Die Leser/in dieses Kapitels sollte
bereits einigermaßen mit der Quantentheorie vertraut sein, da hier nur die
fu¨r einen Quantencomputer notwendigen Aspekte ausgearbeitet sind (nach
[1] und [2]).
Der Theorieteil liefert alle Bestandteile, um einen prominenten Vertreter der
Quantenalgorithmen zu verstehen: Den Suchalgorithmus von Grover.
2.1.1 Rechenbasis und Operatoren
Das Modell des Quantencomputers basiert auf zweidimensionalen Vektoren
im Hilbertraum, den sogenannten Quantenbits.
Ein Quantenbit φ wird durch folgende Superposition beschrieben:
|φ〉 = α0 |0〉+ α1 |1〉 (2.1)
Wobei α0 und α1, die sogenannten Amplituden, komplexe Zahlen mit
|α0|2 + |α1|2 = 1 (2.2)
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sind.
Hier zeigt sich bereits ein großer Unterschied zu einem klassischen Rechner.
Ein gewo¨hnliches Bit ist entweder 1 oder 0. Bei einem Quantenbit sind theore-
tisch unendlich viele Zwischenzusta¨nde u¨ber den orthogonalen Basisvektoren
|0〉 und |1〉 mo¨glich (Abb. 2.1).
Abbildung 2.1: Graphische Veranschaulichung eines Quantenbits
Ein Quantencomputer mit nur einem einzigen Quantenbit wa¨re natu¨rlich
etwas witzlos. Man fasst daher eine Menge von n Quantenbits zu einem so-
genannten Quantenregister zusammen. Es hat sich als weiteres Axiom der
Quantenphysik gezeigt, dass die Verknu¨pfung von Quantensystemen mittels
des Tensorprodukts (⊗) beschrieben werden muss.
Ich erla¨utere dies nun fu¨r zwei Quantenbits A und B:
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A⊗B =
(
α0
α1
)
⊗
(
β0
β1
)
=

α0β0
α0β1
α1β0
α1β1

Verwendet man beispielsweise nun die beiden Quantenbits |1〉 und |0〉, so
schreibt man das Tensorprodukt: |1〉 ⊗ |0〉 = |10〉
In Vektorschreibweise betrachtet ergibt sich:
(
0
1
)
⊗
(
1
0
)
=

0
0
1
0

Mit Hilfe des Tensorprodukts lassen sich in einem n großen Register 2n ganze
Zahlen darstellen. So ko¨nnen in einem Quantenregister bestehend aus nur 4
Bits bereits die Zahlen von 0 bis 15 abgebildet werden.
Ein weiterer Vorteil der Quantenbits besteht darin, dass man in einem einzel-
nen Quantenregister eine Superposition u¨ber mehrere Zusta¨nde gleichzeitig
speichern und verarbeiten kann.
Man kann also in nur einem Register gleichzeitig die Zahlen 5 und 11 zu
speichern.
|φ〉 = 1√
2
|0, 1, 0, 1〉+ 1√
2
|1, 0, 1, 1〉
Der Einfachheit halber verwendet man, anstatt der Bina¨rdarstellung in den
n einzelnen Quantenbits, die wesentlich besser lesbare Dezimaldarstellung:
|φ〉 = 1√
2
|5〉+ 1√
2
|11〉
Fu¨hrt man nun an diesem Register eine Messung des Zustandes durch, so
erha¨lt man jeweils mit einer Wahrscheinlichkeit von 1
2
die Zahl 5 oder die
Zahl 11.
Eine solche Messung fu¨hrt das Register allerdings wieder in einen neuen
Zustand u¨ber, die alten Informationen gehen verloren.
Operatoren
Mittlerweile sind wir in der Lage Zahlenwerte zu speichern. Als na¨chsten
Schritt muss noch gekla¨rt werden, wie die Daten bearbeitet werden ko¨nnen.
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Quantencomputer basieren auf unita¨ren 1 Operatoren, von denen die meis-
ten durch Matrizen dargestellt werden ko¨nnen. Eine wesentliche Eigenschaft
dieser Matrizen besteht darin, dass sie eindeutig umkehrbar sind.
Dies stellt eine starke Einschra¨nkung dar, da sehr viele Operationen nicht
eindeutig umkehrbar sind.
Betrachtet man zum Beispiel die Modulo-Operation, so stellt man schnell
fest:
5 mod 3 = 2
11 mod 3 = 2
Hat man nur das Ergebnis zur Verfu¨gung, so ist nicht klar, ob die Rechnung
mit 5, 11, 8 oder 1037 2 durchgefu¨hrt wurde.
Aus diesem Grund fu¨hrt ein Quantencomputer den Eingangszustand in einem
zweiten, separaten Quantenregister mit.
Gerechnet wird also mit zwei Registern, einem Register |x〉 fu¨r das Argument
mit der La¨nge n und einem Register |y〉 fu¨r das Ergebnis mit der La¨nge m.
Einsichtigerweise ko¨nnen in einem Register der La¨nge m nur 2m−1 verschie-
dene Zahlen gro¨ßer Null gespeichert werden. Sollte im Rahmen der Rechnung
nun eine noch gro¨ßere Zahl auftreten, so wird nach den Regeln der modularen
Arithmetik mit den Resten (Modulo-Operation) weitergerechnet.
Abbildung 2.2: Schematische Darstellung einer Funktionsberechnung
1Eine Matrix A heißt genau dann unita¨r, wenn gilt: A−1 = At
21037 = 3 x 345 + 2 ⇒ 1037 mod 3 = 2
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2.1.2 Die Superposition der Datenbank
Fu¨r den Grover-Algorithmus muss eine Superposition u¨ber die einzelnen Ein-
tra¨ge in der Datenbank erstellt werden. Dazu verwendet man den sogenann-
ten Hadamard-Operator.
Dargestellt wird diese unita¨re Operation durch folgende Matrix H:
H =
1√
2
(
1 1
1 −1
)
Wendet man diese Matrix auf den Zustand |0〉 eines Quantenbits an, so erha¨lt
man die gleichgewichtete Superposition 1√
2
(|0〉+ |1〉) 3.
Damit eine Anwendung wie der Suchalgorithmus von Grover Sinn ergibt,
will man selbstversta¨ndlich mehrere Quantenbits, also ein Quantenregister,
verwenden.
Um dies zu bewerkstelligen bedarf es wieder eines kurzen Ausflugs in die Ma-
thematik, um uns mit dem Tensorprodukt fu¨r Matrizen vertraut zu machen.
Das Tensorprodukt fu¨r zwei 2x2 Matrizen ist folgendermaßen definiert:
A⊗B =
(
a1 a2
a3 a4
)
⊗
(
b1 b2
b3 b4
)
=
 a1
(
b1 b2
b3 b4
)
a2
(
b1 b2
b3 b4
)
a3
(
b1 b2
b3 b4
)
b4
(
b1 b2
b3 b4
)
 =

a1b1 a1b2 a2b1 a2b2
a1b3 a1b4 a2b3 a2b4
a3b1 a3b2 a4b1 a4b2
a3b3 a3b4 a4b3 a4b4

Bildet man nun des Tensorprodukt aus zwei Hadamard-Operatoren, so erha¨lt
man:
H ⊗H = 1√
2
(
1 1
1 −1
)
⊗H = 1√
2
(
H H
H −H
)
=

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

3H |0〉 = 1√
2
(
1 1
1 −1
)(
1
0
)
=
(
1
1
)
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Dieses Verfahren la¨sst sich auch auf n Hadamard-Operatoren erweitern und
ergibt die Matrix Hn.
Wendet man nun die Matrix Hn auf ein n Bit großes Quantenregister an, so
entspricht dies der Anwendung der Hadamardmatrix auf jedes einzelne Bit
des Registers.
Fu¨r unsere Zwecke eignet sich: Hn mit |0..0〉. Dies ergibt eine gleichgewichtete
Superposition u¨ber alle darstellbaren Zahlen von 0 bis 2n − 1.
Mit diesem Wissen ko¨nnnen wir nun einen geeigneten Anfangszustand |Ω〉
fu¨r den Grover-Algorithmus pra¨parieren, indem wir die Eintra¨ge durchnum-
merieren und die Hadamard-Matrix verwenden:
Index Name Telefonnumer
0 Alex 68437
1 Berta 35168
2 Claudia 46843
3 Dominik 23791
4 Eva 75135
|Ω〉 = 1√
N
N−1∑
x=0
|x〉 = 1√
5
(|0〉+ |1〉+ |2〉+ |3〉+ |4〉)
Abbildung 2.3: Superposition der Amplituden
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2.1.3 Die Amplitudenversta¨rkung
Da wir nun einen geeigneten Zustand pra¨pariert haben, muss als na¨chstes
die Amplitude mit der gesuchten Nummer versta¨rkt werden.
Als Abfrage der Datenbank ko¨nnen wir uns folgende Funktion f(x) vorstellen:
f(x) =
{
1 x = l
0 sonst
l steht hier fu¨r den Index mit der gesuchten Telefonnummer.
Auch dieses Mal ist wieder die Nummer 23791 gesucht, welche dem Index
l=3 der Datenbank entspricht.
Die obige Funktion wird nun benutzt, um die Amplituden der Superposition
zu bearbeiten. Wir wissen bereits, dass Funktionen auf unita¨ren Operationen
beruhen mu¨ssen und wir darum mit zwei Registern rechnen. Im ersten Regis-
ter steht |Ω〉, im zweiten verwenden wir ein Quantenbit mit der Superposition
1√
2
(|0〉 − |1〉)
Nun betrachten wir, welche Wirkung die Funktion f(x) auf einen (einzelnen)
Zustand x hat:
|x〉 1√
2
(|0〉 − |1〉) f−→ |x〉 1√
2
(|f(x)〉 − |1⊕ f(x)〉) = |x〉 (−1)f(x) 1√
2
(|0〉 − |1〉)
Wir erkennen:
• Der Zustand des zweiten Registers la¨uft unvera¨ndert aus der Operation
• Liefert f(x) den Wert 1, so wird das Vorzeichen von |x〉 gea¨ndert
Diese Operation wird in der Literatur auch als Kickback bezeichnet.
Verwenden wir den Kickback nun mit der Superposition |Ω〉, so liefert dieser
genau bei x=l=3 den Wert 1 und das Vorzeichen der Amplitude unserer
gesuchten Telefonnummer wird gewechselt (Abb. 2.4).
Im letzten Schritt der Groveriteration wird eine Spiegelung vorgenommen.
Die Operation a→ −a bewirkt eine Spiegelung um die x-Achse.
Ein Operator Us mit der Gestalt Us = 2 |Ω〉 〈Ω| − 1 sorgt nun fu¨r die
gewu¨nschte Spiegelung am Mittelwert der anderen Amplituden.
Die mehrmalige Anwendung der Kombination aus Kickbacks und Us versta¨rkt
schließlich die Amplitude so stark, dass eine Messung des Registers mit sehr
hoher Wahrscheinlichkeit den richtigen Eintrag liefert (Abb. 2.5).
43
Abbildung 2.4: Gesuchte Amplitude erha¨lt Vorzeichen-Flip
Abbildung 2.5: Ergebnis der Amplitudenversta¨rkung
Man muss allerdings darauf achten, diesen Vorgang nicht zu oft zu wieder-
holen, da man auch an dem gewu¨nschten Zustand ”vorbeischießen” kann
und sich die Amplitude des gewu¨nschten Zustands wieder zu senken beginnt.
Die Verkettung der beiden Spiegelungen erzeugt hier eine Drehung des Zu-
standsvektors. Dieser na¨hert sich immer weiter dem Optimum an, dreht man
allerdings weiter, so beginnt er sich wieder zu senken (Abb 2.6):
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Abbildung 2.6: Rotation des Zustandsvektors
2.1.4 Abschließende Bemerkungen
Wir haben nun gesehen, wie der Suchalgorithmus von Grover in der Theorie
funktioniert. Quantencomputer beruhen auf dem Konzept, die Wahrschein-
lichkeit fu¨r die Messung des richtigen Eintrags zu erho¨hen. Die U¨berpru¨fung
ob ein Ergebnis stimmt oder nicht ist schnell durchzufu¨hren. Hat man ein
falsches Ergebnis erhalten, so wird der Algorithmus erneut durchgefu¨hrt und
gehofft, den gesuchten Wert zu erhalten.
Dies ist ein weiterer Unterschied zu herko¨mmlichen Computern. Bei elek-
tronischen Computern wird das Ergebnis berechnet und in der Regel erha¨lt
man auch das richtige. Ein Quantencomputer hingegen liefert das Ergebnis
nur mit einer gewissen Wahrscheinlichkeit.
Bildet man den Erwartungswert, wie lange die Berechnung wahrscheinlich
dauern wird, so liegen die Werte deutlich unterhalb der klassischen Computer.
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2.2 Komplexita¨tstheorie am Beispiel Shors Al-
gorithmus
Der Geschwindigkeitsvorteil von Shors Algorithmus zur Zerlegung von Prim-
zahlen ist natu¨rlich belegbar. Dazu mu¨ssen wir uns allerdings kurz mit den
Grundlagen der Komplexita¨tstheorie bescha¨ftigen (nach [1]).
2.2.1 Komplexita¨tsklassen
Viele Probleme der Informatik verhalten sich bezu¨glich ihres Laufzeitverhal-
tens a¨hnlich. Diese werden in so genannten Komplexita¨tsklassen zusammen-
gefasst.
Die Komplexita¨tsklasse P
In die Komplexita¨tsklasse P fallen alle Probleme, bei denen die Eingabenla¨nge
(n) und die Laufzeit in einem polynomialen Zusammenhang stehen.
Ein Beispiel fu¨r P wa¨re die Addition zweier Zahlen. Wir kennen einen einfa-
chen Algorithmus fu¨r die Addition noch aus der Volksschule. Die einzelnen
Ziffern werden unter Beru¨cksichtigung des U¨bertrags von rechts nach links
addiert. Fu¨r jede zusa¨tzliche Ziffer (Eingabela¨nge) wird ein zusa¨tzlicher Re-
chenschritt absolviert.
Wir sehen: die Laufzeit steigt linear mit der Eingabela¨nge (also polynomial)
Die Probleme der Komplexita¨tsklasse P lassen sich mit herko¨mmlichen Com-
putern effizient lo¨sen. Sobald man gezeigt hat, dass ein Problem innerhalb
dieser Klasse liegt, findet sich meist auch ein Algorithmus mit kleinem Ex-
ponenten.
Die Komplexita¨tsklasse NP
Im Gegensatz zu P lassen sich Probleme der Klassen NP nicht in polynomialer
Laufzeit lo¨sen.
Ein Beispiel bei dem man vermutet dass es in NP liegt ist das Problem
des Handlungsreisenden, besser bekannt in der englischen U¨bersetzung als
travelling salesman problem, kurz TSP.
Die Aufgabenstellung des TSP sieht folgendermaßen aus:
Ein Handlungsreisender muss eine fixe Anzahl n an Kunden besuchen. Die-
se sind ra¨umlich getrennt, die Absta¨nde zwischen jeweils zwei Kunden sind
bekannt. Gesucht ist nun die ku¨rzeste Route, um alle Kunden zu besuchen.
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Eine Mo¨glichkeit dieses Problem anzugehen wa¨re, einfach alle mo¨glichen Rou-
ten zu berechnen und anschließend die ku¨rzeste auszuwa¨hlen. Nach kurzer
stochastischer U¨berlegung stellt man fest, dass es fu¨r n Sta¨dte (n−1)!
2
verschie-
dene Reiserouten gibt. Eine kurze Zahlenspielerei
Anzahl Sta¨dte mo¨gliche Routen
10 1.814.400
11 19.958.400
15 65.000.000.000
20 1.200.000.000.000.000.000
Man erkennt, dass nur eine geringfu¨gige Erho¨hung der Kundenbesuche bereits
eine Unzahl an neuen Mo¨glichkeiten mit sich bringt (man erinnere sich an
die Addition).
Diese Erkenntnis ist natu¨rlich nicht der Weisheit letzter Schluss, da es fu¨r
dieses Problem mittlerweile wesentlich effizientere Algorithmen gibt. Eines
haben sie jedoch alle gemeinsam: Es wurde noch kein Algorithmus gefunden,
der den optimalen Weg in polynomialer Laufzeit ermittelt.
P 6= NP oder P = NP
Dies ist eines der großen (noch) ungelo¨sten Probleme der Mathematik. Es
geht darum ob es fu¨r Fragestellungen der Klasse NP, zumindest theoretisch,
u¨berhaupt einen Algorithmus geben kann, der das Problem in polynomialer
Laufzeit lo¨st.
2.2.2 Shors Algorithmus
Die RSA Verschlu¨sselung basiert, wie schon erwa¨hnt, auf dem Produkt zweier
großer Primzahlen. Wenn es gelingt, dieses Produkt wieder zu faktorisieren,
so ist die Verschlu¨sselung geknackt.
Stellen wir nun einige kurze U¨berlegungen zum Rechenaufwand an.
Kennt man eine Zahl n so kommt jede Zahl zwischen 2 und
√
n in Frage,
ein echter Teiler von n zu sein. Die Zahl n wird durch eine gewisse Anzahl
von Bits m, der Eingabela¨nge, dargestellt. Die Anzahl der Mo¨glichkeiten
berechnet sich aus der Eingabela¨nge m durch
√
2m.
Wir erkennen in dieser Abha¨ngigkeit eine Exponentialfunktion, die auf lange
Sicht jede Polynomfunktion u¨bertreffen wird. Dieser Zusammenhang ist zwar
nicht ganz so extrem wie beim TSP (Faktorielle), jedoch zeigt sich auch hier,
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dass wir uns nicht mehr in der leicht berechenbaren Komplexita¨tsklasse P
befinden.
Der Faktorisierungsalgorithmus von Shor ist durch die Auslagerung eines
zeitaufwa¨ndigen Rechenschritts in einen Quantencompter in der Lage, dieses
Problem in polynomialer Laufzeit zu knacken (genaue Ableitung siehe [1]).
In absehbarer Zeit wird es allerdings noch keinen physikalisch realisierten
Quantencomputer geben, der diesen Algorithmus fu¨r große Eingaben durchfu¨hren
kann. Die RSA-Verschlu¨sselung wird also noch einige Zeit sicher bleiben.
Anhang A
Handouts
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Quantenphysik: Die ersten Schritte 
 
 
Schwarze Strahler: Bringt man ein Metallstück zum Glühen, so sendet dies 
elektromagnetische Strahlung aus, die wir auch als Licht wahrnehmen können (rot glühen,…) 
 
Die physikalischen Theorien vor 1900 waren nicht in der Lage, die experimentellen Tatsachen 
der schwarzen Strahler zufrieden stellend zu erklären. 
Max Planck (1858 – 1974) fand eine Formel, die das Experiment hervorragend beschrieb. 
Diese Formel benötigte jedoch einen “mathematischen Kunstgriff“, nämlich die Einführung 
einer zusätzlichen Konstante. 
Max Planck entdeckte das nach ihm benannte Plank´sche Wirkungsquantum h. 
Er stellte fest, dass ein Körper nur ganzzahlige Vielfache dieses Wirkungsquantums als 
Energie aufnehmen bzw. abgeben kann 
 
 
Photoelektrischer Effekt 
 
Metallplatte (C) wird mit Licht 
bestrahlt, es lösen sich Elektronen. 
Diese müssen gegen angelegte 
Spannung zum Detektor (A). 
Erhöht man die Spannung bis kein 
Strom mehr fließt, kennt man 
maximale Bewegungsenergie der 
herausgelösten Elektronen 
 
 
Problem mit Theorie des Lichts als Welle: 
Bei höherer Lichtintensität müssten die Elektronen eine größere Bewegungsenergie haben, 
das Experiment zeigt jedoch, dass dies nicht der Fall ist. 
 
 
Lösung erfolgt durch Albert Einstein: 
Das Licht besteht aus diskreten Energiepakten, den so genannten Lichtquanten oder Photonen. 
Diese geben ihre gesamte Energie an das Elektron ab und wenn diese einen gewissen 
materialabhängigen Wert übersteigt, so wird das Elektron aus der Platte gelöst. Den Rest 
erhält das Elektron in Form kinetischer Energie. 
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Quantenphysik: Welle, Teilchen oder beides? 
 
Dr. Quantum: Video ist auf gängigen Internet-Videoportalen zu finden 
 
Physik des Diskreten: Modell des Teilchens, Massepunkts (Mechanik) 
Physik des Kontinuierlichen: Theorie der Felder (Elektromagnetismus) 
 
Die Quantenphysik stellt eine Verbindung zwischen den beiden Denkansätzen her, 
da Teilchen im Experiment auch Welleneigenschaften zeigen (Video) 
 
Für Wellen gilt: Intensität ~ Betragsquadrat der Amplitude 
Für Teilchen: Intensität ~ Auftreffwahrscheinlichkeit 
Insgesamt: Betragsquadrat der Amplitude ~ Aufenthaltswahrscheinlichkeit 
 
Schrödingers Katze: Eine Katze wird in eine Kiste mit quantenphysikalischem 
Tötungsmechanismus gesteckt. Schließt man den Deckel, weiß man nicht ob die 
Katze noch am Leben oder schon gestorben ist. Sie ist gewissermaßen beides 
gleichzeitig. Erst durch das Öffnen des Deckels und Hineinschauen (Messen) nimmt 
die Katze einen Zustand an. 
Überlagerung von Zuständen heißt Superposition 
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Quantenphysik: Gott würfelt doch 
 
Laplacescher Dämon: Der Laplacesche Dämon ist das Sinnbild einer deterministischen 
Physik. In einer deterministischen Physik ist jeder Vorgang die direkte Folge eines 
vergangenen Ausgangszustandes und gleichzeitig die Grundlage für die zukünftige 
Entwicklung. 
 
Oft wird hier der Vergleich mit einem komplizierten Getriebe aus Zahnrädern bemüht. Kennt 
man die Lage aller Zahnräder und wie diese ineinander greifen, so läuft dieses Uhrwerk ohne 
der Möglichkeit einer Intervention von selbst ab. 
 
 Ein Laplacescher Dämon braucht also nur den Ort und den Bewegungszustand aller Teilchen 
(Zahnräder) zu kennen und könnte bis in alle Zukunft die Bewegungen vorausberechnen. Dies 
wirft natürlich gewisse philosophische Probleme auf, die mit dem freien Willen zu tun haben. 
 
Gott würfelt nicht: Berühmter Ausspruch von Albert Einstein. Er konnte die stoachastische 
Natur der Quantenphysik nur schwer akzeptieren. Einstein glaubte an die Existenz von noch 
unbekannten, verborgenen Variablen, die das Verhalten der einzelnen Teilchen bestimmen. 
 
Bell-Ungleichung: Es gab lange Zeit Streit über die Quantentheorie, da sie sich grundlegend 
von anderen Theorien unterscheidet. Bisher gab es nur lokal realistische Theorien: 
 lokal Die Messung eines Objekts darf keine augenblicklichen Auswirkungen auf ein 
anderes, räumlich entferntes, Objekt zeigen 
 realistisch Die Messung fördert eine bereits vorher vorhandene Eigenschaft zu tage, 
auch wenn man diese wegen ungenügender Kenntnis von verborgenen Parametern 
nicht kennt 
John Bell fand ein Experiment, bei dem jede lokal realistische Theorie, so sie existieren möge, 
einen anderen Wert als die Quantenphysik voraussagte und lies die Natur entscheiden: Die 
Quantenphysik wurde bestätigt. 
Die Quantenphysik ist keine lokal realistische Theorie 
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Quantencomputer: Grovers Algorithmus 
 
Suche in unsortierten Listen (Handykontakte nach Telefonnummer) 
 
 
Zunächst wird eine Superposition 
über alle Telefonnummern erstellt. 
Eine Messung würde nun, immer mit 
der gleichen Wahrscheinlichkeit, eine 
der Telefonnummern liefern 
 
 
 
Anschließend läuft eine Anfrage 
an die Datenbank. Die Amplitude 
der gesuchten Telefonnummer 
wird gekippt, die anderen bleiben. 
Vorteil: Beim Quantencomputer 
ist es egal, wie viele Nummern in 
der Superposition sind 
 
 
 
Die Amplituden werden um 
den Mittelwert gespiegelt und 
die gesuchte Amplitude wird 
verstärkt. Bei einer Messung 
erhält man mit hoher 
Wahrscheinlichkeit die richtige 
Nummer.  
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Quantencomputer: Faktorisierung 
 
RSA-Verschlüsselung: Große Zahlen sind nur schwer in Primfaktoren zu zerlegen. 
RSA verwendet zwei große Primzahlen und berechnet daraus zwei Schlüssel. Mit 
Public Key wird veröffentlicht und jeder kann damit Nachrichten verschlüsseln. Der 
Private Key verbleibt die ganze Zeit beim Empfänger und nur mit diesem lassen sich 
die Nachrichten wieder entschlüsseln. 
Das Primzahlenprodukt ist ebenfalls öffentlich. Gelingt es diese Zahl zu faktorisieren, 
ist die Verschlüsselung geknackt. Der Zeitaufwand ist mit herkömmlichen Computern 
gewaltig. 
 
Shors Algorithmus: Ein genau auf dieses Problem optimierter Quanten-
Algorithmus. Mit ihm wäre man in der Lage, die Faktorisierung in kurzer Zeit zu 
berechnen. Die größte Zahl, die bisher faktorisiert wurde, ist 15. 
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Albert Einstein 
 
Über einen die Erzeugung und Verwandlung des Lichtes 
betreffenden heuristischen Gesichtspunkt. 
(erschienen 1905 in Annalen der Physik 17, 132 – 148) 
 
Auszug aus Originaltext: 
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Anhang B
Overhead-Folien
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Schrödingers Katze 
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1 Alex  82703 
2 Beatrix  28513 
3 Claudia  87951 
4 Domink  61345 
5 Eva  83529 
6 Florian  98316 
7 Gerald  41948 
8 Hanna  49442 
9 Iris  36771 
10 Julia  26516 
11 Kathi  91126 
12 Lisa  89657 
13 Markus  32999 
14 Nina  94539 
15 Oliver  67148 
16 Peter  44005 
17 Rudi  78041 
18 Stefan  86412 
19 Theresa  16174 
20 Ulli  21109 
21 Vera  28444 
22 Walter  95899 
23 Xaver  25523 
24 Yvonne  12382 
25 Zelda  84620 
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