We develop explicit, piecewise-linear formulations of functions f (x) : R n → R, n ≤ 3, that are defined on an orthogonal grid of vertex points. If mixed-integer linear optimization problems (MILPs) involving multidimensional piecewise-linear functions can be easily and efficiently solved to global optimality, then non-analytic functions can be used as an objective or constraint function for large optimization problems. Linear interpolation between fixed gridpoints can also be used to approximate generic, nonlinear functions, allowing us to approximately solve problems using mixed-integer linear optimization methods. Towards this end, we develop two different explicit formulations of piecewise-linear functions and discuss the consequences of integrating the formulations into an optimization problem.
linear functions in one dimension have been used to formulate the gas lift problem since the work of Buitrago et al. [14] .
In a recent comparative study of formulations for the gas lift problem, Misener et al. [15] addressed the gas lift problem using four different representations of piecewise-affine functions in one dimension proposed by Nemhauser and Wolsey [16] , Floudas [17] , Sherali [18] , and Keha et al. [19] . Each of the the four algorithms was sufficient to solve the mixed integer linear program (MILP) to global optimality.
However, the tests we reported in Misener et al. [15] revealed that the special structure method from Keha et al. [19] consistently out-performed the three other algorithms. Based on these results, we recommended that industrially-relevant piecewise-linear optimization problems be solved using the Keha et al. [19] formulation. This paper develops explicit, piecewise-linear formulations of functions f (x) : R n → R, n ≤ 3, that are defined on an orthogonal grid of vertex points. If MILPs involving multidimensional piecewise-linear functions can be easily and efficiently solved to global optimality, then non-analytic functions (e.g., the pointwise-defined functions in the gas lifting problem) can be used as an objective or constraint function
for large optimization problems. Towards this end, we develop two different explicit formulations of piecewise-linear functions and discuss the consequences of integrating the formulations into an optimization problem.
Linear interpolation between fixed gridpoints can also be used to approximate generic, nonlinear functions, allowing us to approximately solve problems using linear, rather than nonlinear, programming techniques. The potential of this method is twofold. First, in cases where efficient solution time is of paramount importance, a local search near the optimal point of the approximation will yield a good feasible point of the original nonlinear problem. Second, the solution of the piecewise-linear problem can be used as a warm start for a global optimization algorithm by generating a good initial upper bound.
In this paper, we begin in Section 1.2 by discussing previous applications of piecewise-linear functions to optimization problems. Section 2 introduces the approximation algorithm. Section 3 discusses interpolation within a simplex. Section 4 formulates explicit, piecewise-linear formulations for two and three dimensions which confine a point to a simplex. Section 5 explicitly presents the equations used in the approximation algorithm. Section 6 provides illustrative examples on a set of functions and analyzes the associated error. Finally, Section 7 concludes the paper.
Literature Review
Williams [20] used linear interpolation to convert separable nonlinear programs (NLPs) into piecewise-defined linear programs (MILPs). Kosmidis et al. [13] constructed a two-dimensional piecewise linear function using a hydraulic lookup table in their study of gas lifting and well scheduling for enhanced oil recovery. Zhang and Wang [21] solved an approximation of a nonlinear objective function with linear constraints using a series of linear programs. Magnani and Boyd [22] developed an NLP that can be used to fit a convex piecewise-linear function to a given set of data.
In addition to approximate methods, other groups have studied piecewise underestimation of nonlinear functions to expedite the global solution of large-scale problems. Rosen and Pardalos [23] and Pardalos and Rosen [24] addressed large-scale concave programming problems using piecewise linearization techniques. Meyer and Floudas [25] and Karuppiah and Grossmann [26] took advantage of the special structure of bilinear terms to partition the domain and construct piecewise-linear underestimators that strengthened the lower bound on the generalized pooling and integrated water systems problems, respectively. Based on their success, Wicaksono and Karimi [27] and Gounaris et al. [28] thoroughly studied piecewise-linear relaxations of bilinear functions and suggested formulations that could improve the computational times of Meyer and Floudas [25] and Karuppiah and Grossmann [26] . Recognizing that solution times are sometimes more important than certificates of optimality, Pham et al. [29] designed a piecewise bilinear programming algorithm that quickly obtains a good feasible point for large-scale pooling problems.
For more generic functions, Mangasarian et al. [30] discussed a succession of piecewise-linear underestimators converging to the global minimum of an NLP, a technique similar to the algorithm designed by Gounaris and Floudas [31, 32] , which converges on the convex envelope of a function through a piecewise combination of convex and linear functions.
Dividing a domain into non-overlapping simplices has been previously discussed by Chien and Kuh [33] in the context of linearly interpolating nonlinear electrical networks. Simplex division also played a key role in the development of convex envelopes for trilinear terms and edge concave functions [34, 35, 36] . The technique we use in this study, linearly interpolating vertex points within non-overlapping simplices, generates an easily-solved approximation of the original problem.
Introduction to the Approximation Algorithm

Lookup Tables
Given a continuous function Ω(x) : R n → R, an approximation functionΩ(x) : R n → R can be constructed using a lookup table and an interpolation algorithm. For the purposes of this study, a lookup table consists of function values Ω(x) ∈ R and associated domain points x ∈ R n that are recorded at orthogonal gridpoints.
Function interpolation between the lookup table gridpoints can be performed using a variety of algorithms, but this paper will study linear interpolation through a convex combination of the gridpoints Chien and Kuh [33] . As will be shown in Section 3, the linear interpolation function is uniquely defined only if each point in the domain is restricted to a single simplex. Therefore, the approximation function will interpolate function values within a tessellation of simplices.
Justification of Lookup Table Dimensions
Because the domain space of function Ω(x) is partitioned into orthogonal gridpoints and then tessellated with a pattern of simplices, one of the sub-problems associated with this study is division of a hypercube into simplices. Hughes and Anderson [37] summarized the minimum number of simplices needed to triangulate an n-dimension hypercube and developed results for dimensions six and seven. Dimensions one, two, and three can be triangulated with as few as one, two, and five simplicies, respectively, but four, five, six, and seven-dimensional hypercubes require 16, 67, 308, and 1493 simplices [37] .
Noting the large number of simplices needed to partition hypercubes of dimension greater than three, this study restricts lookup tables to no more than three dimensions. In other words, the algorithm developed in this study uses lookup tables to construct an approximationΩ(x) : R n → R of function
Functional Form
Using the lookup tables introduced in Section 2.1, the interpolation algorithm that will be described in Section 3, and the explicit piecewise linearization for two and three dimensions presented in Section 4, functions Ω(x) : R n → R of dimension three or lower can be approximated as an affine equation
Higher dimension functions consisting of a summation that can be separated into terms of three or fewer terms can be approximated by constructing a number of lookup tables. Functions Ψ(x) : R n → R with n ≤ 6 that cannot be separated into low-order terms can be written as a summation of bilinear terms:
Equation (1) can be relaxed using the convex envelope developed by McCormick [38] and Al-Khayyal and Falk [39] . The resulting bilinear envelope can be tightened using one of the piecewise approaches of Wicaksono and Karimi [27] and Gounaris et al. [28] .
Similarly, a function Φ(x) : R 9 → R with n ≤ 9 can be separated into a summation of trilinear terms and relaxed using the convex envelopes determined by Meyer and Floudas [34, 35] or the looser relaxation of Maranas and Floudas [40] and Ryoo and Sahinidis [41] . Although the convex envelope represents the tightest possible relaxation, determining the convex envelopes of trilinear functions requires a priori permutation of the variables [34, 35] . The relaxation of Maranas and Floudas [40] and Ryoo and Sahinidis [41] , which recursively applies bilinear underestimators, permits tight relaxations through piecewise partitioning of the variable domains.
This study introduces piecewise linear approximations and exploits lookup tables of dimension one, two, and three to construct approximation functions that can be written as a summation of linear, bilinear, and trilinear terms. Note that the algorithm's generic nature permits approximation of arbitrary functions which can be written as a summation of nonlinear terms with up to nine dimensions each.
Interpolation within a Simplex
After a one-, two-, or three-dimensional domain X is partitioned into an orthogonal grid that spans the domain, any point x ∈ X can be written as a convex combination of the gridpoints. But the convex combination of the gridpoints is not necessarily unique. Carathéodory [42] showed that every element of compact, convex set X ⊂ R n can be written as a convex combination of at most n + 1 points of X. If the domain of X is convex, then any point in the domain space can be written as a convex combination of two points (when X ⊂ R), three points (when X ⊂ R 2 ), or four points (when X ⊂ R 3 ).
Although at most n + 1 gridpoints are needed to express each point x ∈ X ⊂ R n , there are many more than n + 1 gridpoints in any reasonable representation of the domain space. Because there are many gridpoints, unique interpolation of function values using a convex combination of gridpoints is unlikely. To guarantee a deterministic interpolation outcome, only n + 1 gridpoints are activated at one time. Section 4 describes appropriately activating n + 1 gridpoints for each point in the domain space.
Assuming that the n + 1 appropriate gridpoints x 0 , . . . , x n ∈ X for domain point x ∈ X ⊂ R n are activated and that we wish to approximate function f (x) : X → R, consider the system of equations:
In the above linear system of equations (2), there are n + 2 unknowns (the n + 1 convex combination weights w i and the value of the approximation functionf (x)) and n+2 equations (the interpolation equation for functionf (x), the n-dimensional equation for x, and the summation of the convex combination weights). This system is uniquely determined when x is in the interior of n + 1 gridpoints, allowing us to interpolate the function f (x) : X → R between the n + 1 appropriate gridpoints.
Restriction to a Simplex: Explicit Formulations for Two and Three
Dimensions
To uniquely represent each point in the domain as a convex combination of gridpoints, we follow Zhang and Wang [21] in partitioning the domain space into small boxes (rectangles and rectangular prisms in two and three dimensions, respectively) and partitioning each of the boxes into non-overlapping simplices.
Section 4.1 describes the set of constraints that restricts each point in domain space to a small box.
Sections 4.2 -4.5 introduce the equations that uniquely confine each point to a single simplex and Section 4.6 describes the interpolation between the simplex vertices. The algorithm described in Sections 4.1 -4.6 generalizes the one-dimensional piecewise-linear approximation from Floudas [17] and Nemhauser and Wolsey [16] to two and three dimensions.
Box Constraints
After variable set X is partitioned into the orthogonal grid, any point x ∈ X is within a line segment (when X ⊂ R), a rectangle (when X ⊂ R 2 ), or a rectangular prism (when X ⊂ R 3 ) defined by the gridpoints. The equations introduced in this section activate only the gridpoints at the vertices of the small box that contains x. Figure 1 diagrams an activated line, rectangle, and rectangular prism within the domain space for dimensions one, two and three, respectively. All other vertices are deactivated.
If the variable is one dimensional, the domain set is X partitioned into X i ∈ R, i = 0, . . . , N 1 , where N 1 represents the number of segments. To activate a single line segment, a set of variables, λ
, is introduced and declared as a Special Ordered Set of type 1 (SOS1). Special ordered sets, proposed by Beale and Tomlin [43] and initially implemented by Forrest et al. [44] , are sets with at most one nonzero component. We use the SOS1 concept because advanced mixed-integer linear programming solvers such as CPLEX [45] efficiently exploit special ordered sets [15] :
Figure 1: A single active line, square, and box in the domain space for dimensions 1-3
Only the vertices of the single active line segment are allowed to contribute to the interpolation, so contin-
, which act as convex combination weights, are constrained by the activated line segment [16, 17] :
When the domain X has two dimensions, it is partitioned into
activate each rectangle. As in the one dimension case, these variables are SOS1:
Only the vertices of a single activated rectangle contribute to the interpolation within that rectangle, so the convex combination of continuous weights
constrained as follows:
Variable 2
Finally, when the domain X has three dimensions, it is partitioned into
Three sets of variables:
. . , N 3 , denote the active rectangular prism.
As in the other two cases, these variable sets are SOS1:
Only the vertices of the activated rectangular prism contribute to the interpolation of points within that prism, so convex combination weights
are constrained as follows:
The constraints in this section restrict each point in the domain to a line segment (defined by 2 points), rectangle (defined by 4 points), or rectangular prism (defined by 8 points). But, as described in Section 3, convex combinations of points in the interior of the small two and three dimensional shapes will not be unique. To achieve a unique interpolation, we partition the rectangles and rectangular prisms into non-overlapping simplices. Sections 4.2 through 4.5 divide the shapes into simplices and, for each point in the domain, activate only the vertices of the appropriate simplex.
Triangulation Classes
In two dimensions, X ⊂ R 2 , there is one representative triangulation class with two distinct orientations that divide a rectangle into non-overlapping simplices. The two possible triangulation orientations of a rectangle are shown in Figure 2 . 
Figure 2: The two possible divisions into nonoverlapping simplices for a 2-cube
The three dimensional case, X ⊂ R 3 , has six representative classes that divide the rectangular prism into non-overlapping simplices [36] . The six standard representatives are diagrammed in Figure 3 . Each triangulation type has multiple orientations.
To partition the domain space X, we choose a particular triangulation class and triangulation orientation. Section 4.3 justifies choosing triangulation type B (see Figure 3) as the representative triangulation.
After choosing a triangulation type, the specific triangulation orientation for each variable set can be selected to reduce interpolation error. The triangulation type and orientation is tessellated across the entire domain, as shown in Figure 4 [33] . 
Justification of Triangulation Type B
There are two major advantages to using triangulation B, shown in Figure 3 
Isolating a Simplex in a Single Box
Given an isolated box of two / three dimensions, this section introduces equations that partition the rectangle and rectangular prism into two and six simplices, respectively, and, for a given point in the box, activate only the relevant simplex vertices. In Section 4.5, the results of this section are generalized to the case of a box situated inside of a domain of gridpoints.
Isolating a Simplex in a Rectangle
For rectangle A of two dimensions:
each simplex is defined by its relation to one of the lines shown in Figure 2 of Section 4.2. Assume for the purpose of illustration that the rectangle is divided using the orientation shown in Figure 2 (a). Defining
L to be the two side lengths of the rectangle, the equation of the diagonal line in Figure 2 (a) is:
To activate the vertices of the appropriate simplex within the rectangle, define binary variable Y 14 ∈ {0, 1} that is activated on one side of the line and deactivated on the other. Figure 8 delineates the region where Y 14 is activated. In the following two inequalities, the binary variable representing the line is explicitly determined according to the scheme shown in Figure 8 , 
so that, given any point [a, b] ∈ A, the point can be expressed as a unique convex combination of the three activated vertices.
Isolating a Simplex in a Rectangular Prism
Consider point [a, b, c] in rectangular prism A of three dimensions:
where each simplex in A is defined by its relation to the three planes shown in Figure 5 of Section 4.3.
L to be the three orthogonal lengths of the rectangular prism, the equations of the planes in Figure 5 are
Plane
To activate the vertices of the appropriate simplex, define three binary variables, Y 1368 ∈ {0, 1}, Y 1458 ∈ {0, 1} and Y 1278 ∈ {0, 1} that are each activated on one side of the plane and deactivated on the other. Figure 9 highlights the regions where Y 1368 , Y 1458 and Y 1278 are activated. The following set of three sets of inequalities, Equations (23) to (25), explicitly determine the binary variables representing the planes corresponding to the scheme shown in Figure 9 . 
Now, the equations in Section 4.1 restrict the active gridpoints to eight box vertices, so the remaining task is to allow only the relevant simplex vertices to remain active. For example, if Y 1278 = 1, then the convex combination weights of vertices 5 and 6 are set to zero. Table 1 lists the vertices that are deactivated for each value of the binary variables. Notice that, in every case, the vertices deactivated by each binary variable lie on a single edge. Figure 9 Value Deactivated Vertices Because the method described in Section 4.5.3 and 4.5.4 does not require the definition of constants like ∆x 1 , it can be used to irregularly partition the variable domains. Regions of higher curvature can be partitioned with more gridpoints, while nearly-linear regions can be coarsely partitioned.
Activating a Single Simplex in a Domain of Gridpoints
2D Domain with 1 Binary Variable
When the domain has two dimensions (x ∈ X ⊂ R 2 ), define vectors e 1 = [1, 0] T and e 2 = [0, 1]
T which select the first and second component respectively from variable x (i.e, the first element of x is
x · e 1 ). Then, assuming even grid spacing, the distances between the gridpoints (represented as ∆a and ∆b in Section 4.4.1) are:
Notice that both the second index of x in Equation (27) and the first index of x in Equation (28) are irrelevant. Since the grid spacing of the first index is independent of the grid spacing of the second index, the index 1 is used arbitrarily. The distances between the gridpoints could be equivalently defined using other placeholder indices.
Equation (16) of the diagonal line connecting vertices 1 and 3 of the rectangle becomes:
The SOS1 variables λ i and λ j are only activated for a single i ∈ 0, . . . , N 1 and j ∈ 0, . . . , N 2 , so Equation (29) describes exactly one line for a given x.
To activate the vertices of the appropriate simplex, define binary variable Y 14 ∈ {0, 1} that is activated as in Section 4.4.1:
Finally, the convex combination weight of either vertex 3 (when Y 14 = 1) or vertex 2 (when Y 14 = 0) is set to zero:
The variables λ i and λ j ensure that only one vertex within the entire domain is deactivated.
3D Domain with 3 Binary Variables
When the domain has three dimensions (x ∈ X ⊂ R 
As in Section 4.5.1, the indices labeled 1 are only placeholders. The grid spacing for each variable is independent of the other two variables, so any arbitrary placeholder could have been used.
Equations (20) - (22) of the planes in Figure 5 become:
As in Section 4.5.1, the variables λ i , λ j and λ k are active for just one value of i ∈ 0, . . . , N 1 , j ∈ 0, . . . , N 2 and k ∈ 0, . . . , N 3 so that only the three appropriate planes are defined.
To activate the vertices of the appropriate simplex, define three binary variables, Y 1368 ∈ {0, 1}, Y 1458 ∈ {0, 1} and Y 1278 ∈ {0, 1} that are each activated as in Section 4.4.2:
The remaining equations allow only the relevant simplex vertices to remain active according to the scheme in Table 1 . Noticing that the vertices inactivated lie on a single edge, the following constraints deactivate the entire edge:
As in Section 4.5.1, the variables λ i , λ j and λ k allow only one line to be deactivated in the domain space for each plane.
2D Domain with SOS2 Index
In this section, we describe domain partitioning for orientation 1 -4, but note that this method can be similarly developed for any triangulation orientation. When triangulation orientation 1 -4 (shown in Figure 2 ) is tessellated across the domain as shown in Figure 10 , we can define a new index t such that Each t represents a diagonal of gridpoints, so that each gridpoint along a given diagonal t can be represented by x i,j = x i,i−N1+t where max{0, N 1 − t} ≤ i ≤ min{N 2 + N 1 − t, N 1 }. Since two adjacent diagonals activate a simplex, we can define SOS2 variable set Ω t such that:
where w i,j is the convex combination weight associated with gridpoint x i,j .
Notice that this change in formulation has changed the order of the constraints from N 2 to N . Using the index t requires us to introduce N 1 + N 2 + 1 new SOS2 variables, but it also eliminates the binary variable representing the switch between the two triangles in the rectangle.
3D Domain with 3 SOS2 Indices
Triangulation orientation 1 -8 partitions domains of three dimensions into six equal simplices using the planes shown in Figure 5 . As in Section 4.5.3, we introduce new indices t 1 , t 2 , t 3 , each representing a diagonal of gridpoints;
where max{0,
and we can use these indices to define three new SOS2 variable sets Ω t1 , Ω t2 , and Ω t3 . As in Section 4.5.3, these new variables and constraints represent the observation that each point in the domain can be written as a convex combination of points on two adjacent planes: it may be advantageous to use this new method, as it does not rely on equal grid spacing.
Interpolation within a Simplex
With the box and simplex constraints described in Sections 4.1 to 4.5, the appropriate n + 1 vertices discussed in Section 3 have been activated for domain X ∈ R n . Interpolation of function f (x) : X → R is performed by taking the convex combination of the activated vertices. For approximation of an one dimensional variable, linear system of equations (2) described in Section 3 becomes:
For approximation of a function of two dimensions, the interpolation is:
w i,j = 1,
Finally, for a three dimensional function, the interpolation is:
i,j,k=0
Summary of Explicit Equations
This section presents explicit equations for two-and three-dimensional domains to summarize the development in Sections 3 -4. Equation Sets (62) and (67) - (69) 
2D Domain
Simplex Line
3D Domain
Applying the Approximation and Estimating the Error
This section applies the approximation algorithm to three examples of increasing difficulty. The function in Section 6.1 has two variables, so it can be directly approximated using a two-dimensional grid. The multilinear function in Section 6.2 has four dimensions, but the function can be separated into a sum of one two-and one three-dimensional function, so the example is approximated using two lookup tables.
Finally, the example in Section 6.3 represents an 11-dimensional model that had to be approximated using the extensions discussed in Section 2.3. The approximated models were solved using CPLEX (version 9.0.2) [45] within the modeling language GAMS [46] on a Pentium 4 running Linux.
Six-Hump Camelback Function
This example is taken from Problem 8.2.5 in Floudas et al. [47] . The objective function is: The average value of the function across the 1 × 10 7 sample points is 1.128 and the maximum function value is f 2 (x = −2, y = −1) = 5.733. Table 2 records five partitioning schemes for the two variables   and Table 3 displays the associated errors. Replacing the 6-hump camelback function with the piecewise-linear approximations, the approximation functions were solved to global optimality. Table 4 compares optimizing the piecewise-linear approximations with optimizing the actual nonlinear function. Note that, in this case, the approximation algorithm finds one of the non-global local minima, which is generated quickly. 
Multilinear Function
This example is taken from the second problem in Table 2 of Gounaris and Floudas [32] . The objective function is The domains of the 4 continuous variables are x i ∈ [0, 1] ∀ i. The average function value across the 1 × 10 7 sample points is -0.125 and there are infinitely many globally optimal solutions with f 1 = −1.
global maximum of the function is 2. Table 5 records partitioning schemes for the 4 variables and Table   6 displays the associated errors. Finally, Table 7 shows that the approximations were able to capture the important features of the function well enough to reach the global optimum. [49] , to set emissions standards.
Final products exiting an oil refinery must comply with these standards, or upper bounds, on volatile organic (V OC MAX ), NO X (N OX MAX ) and toxics (T OX MAX ) emissions.
Although the EPA Model can be formulated as an MINLP [50] , it is difficult to solve even a small problem using the EPA Model as a constraint set for optimal reformulated gasoline blending. But, by approximating the functions representing each of the emissions types, we can construct a reasonable substitute for the EPA Model that can be integrated into an optimization algorithm for process improvement. To reduce the error, we carefully choose the lookup table partitioning and triangulation orientation for the EPA Complex Emissions Model functions. We balance the increased accuracy of finer partitioning with the higher computational times required for many gridpoints. Tables 9 and 10 estimate the error associated with a number of different partitioning schemes. Partitions EPA-1 though EPA-5 in Table 9 represent increasingly accurate approximations. Notice from Table 10 
Conclusions
The explicit, piecewise-linear functions for two and three dimensions developed in this paper can be easily integrated into an MILP model, allowing us to approximately solve large-scale problems. As we show in Section 6, the algorithm produces good approximations for large, industrially relevant models.
