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Recent multimedia interface technologies for ubiquitous environment
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Abstract: `Ubiquitous Computing' and 'Mobile Computing' are getting more popular. Mobile phones, for
instance, enable us to listen to music, browse web pages, and watch TV. Many international airports provide
`hot-spots' and in major hotels, you may be able to plug your lap-top PC into the Internet. This paper deˆnes
`ubiquitous computing' as the IT systems that are usable everywhere, whenever, and by whomever. The
main points of this paper are the human interface technologies that can adapt to a wide variety of people,
places, and times. This paper introduces three technologies: the automatic skimming interface `ChocoPara',
the new interactive public media `Mirai-Tube', and the intelligent interface system `& Robo' which can create
TVlike presentations from web pages. Evaluation experiments conˆrm that all these technologies are eŠec-
tive and useful. Moreover, each methodology has extensive headroom and can be easily extended to more
general ubiquitous services.
Keywords: Ubiquitous, multimedia, skimming, interactive, public place, TV, robot, web page.
. は じ め に
近年，ユビキタス・コンピューティング（Ubiquitous
Computing，以降はユビキタスと呼ぶ）という言葉に関
連付けられる様々な IT 機器，システム，そしてサービ
スが実際に導入されつつある。携帯電話の普及と高機能
化により，電子メールはもとより，Web ブラウジン
グ，音楽のダウンロードや再生，そしてワンセグによる
放送コンテンツの視聴などが可能となっている。但し，
このような携帯端末を利用した IT システムはモーバイ
ル・コンピューティングと呼び，ユビキタスとは区別さ
れるケースも多い。本来のユビキタスは，人間の生活空
間のあらゆる場所や環境に計算資源，すなわちコンピ
ュータが埋め込まれている，という状況を指す場合が多
い［1］［2］。
本稿では，シンプルに「いつでも・どこでも・だれに
でも」簡単に利用できる情報インタフェースという観点
で捉え，ユビキタスとモバイルとの区別の必要はなく，
「時間（いつでも）・環境（どこでも）・人（だれにでも）」
が多様性をもったときに，いかにその多様性に適応し，
利用しやすいインタフェースを提供するか，という点に
スポットをあてる。すなわち，ここでテーマとするユビ
キタスなマルチメディア・インタフェースは，次の 3
つの側面に重点を置く。
■時間いつでも利用しやすい。とくに時間がないと
き・急いでいるときでも快適に利用できる，すなわ
ち時間を有効に活用できるインタフェースを提供す
る。
■環境どのような環境・場所でも利用できる。ここ
では特に我々の生活空間で大きなウェイトを占める
公共空間における有益なインタフェースを提案する。
■人どのような属性をもった利用者でも快適に利用
できる。ここではとくに，情報リテラシの低い層の
利用者に快適なインタフェースを提供する。
本稿では上記 3 つの側面に関するマルチメディア・
インタフェース技術について紹介する。
まず，時間という側面に関しては，長いコンテンツを
自動的に短くし，短時間でのプレビューを可能とする自
動要約技術「Choco Para」について記述する。近年は，
従来の DVD や TV などのメディア以外に，ネットワー
クを介して膨大な量のコンテンツにアクセス可能となっ
ている。ブログや You Tube に代表される多くのサイ
トで自作の映像や様々な情報発信が可能となってきてお
り，視聴可能なコンテンツは爆発的に増加し続けてい
る。これに対し，人間の一日あたりの視聴時間は，平均
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図 ｢いつでも・どこでも・誰でも」を実現する 3 つの技術コンセプト
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的には 4 時間程度であり［3］，将来的にも抜本的に増
えることはないと考えられる。このようなトレンドにお
いて，短時間でコンテンツを「ざっとプレビューする」
ことは，非常に重要なヒューマンインタフェース（HI）
となる。
環境に関する側面としては，ここでは，公共空間にお
ける新しいメディアの創出を考える。我々の日々の生活
において，駅や空港，電車や車による移動など，公共的
な環境にいる割合はかなり高い。しかしながら，街頭に
おける大型 LED 画面による映像表示のようなケースを
除けば，有益な情報提供メディアは現在のところ存在し
ない。また，大型 LED 画面による映像表示は，TV な
どと同類で，基本的に利用者側から操作は行えない一方
向的なメディアである。本稿では，大型の画面を用い，
多人数に同時に露出しながら，人々の動きや環境の変化
によってインタラクションが可能な新しいメディア「み
らいチューブ」を紹介する。
人に関する多様性への適応という側面に関しては，一
つの社会問題にもなりつつあるデジタルデバイドに関係
する。PC や携帯電話の普及によってインターネット利
用者は増加し，かつ，単なる情報のブラウジングからブ
ログや SNS (Social Networking Service）のような情報
発信，Wikipedia に代表される Web2.0のような集合知
の潮流など，その活用・利用方法はますます多様化・高
度化しつつある。一方，もともと IT 技術になじみのな
い利用者層は，このトレンドのため，ますます心理的に
高いハードルを感じ，結果として両者の格差は助長され
る傾向にある。このような状況を鑑み，Web ページの
閲覧など，本来能動的に PC 操作を行わないと実行でき
ないプロセスを，TV やラジオのように受動的でかつ娯
楽性の高いメディアに変換する技術「& ロボ（デルロボ）」
を紹介する。概念的には Web ページの閲覧を，テレビ
のように受動的で簡単に操作が可能で，かつ娯楽性の高
いメディアに変換するシステムを考える。この技術によ
って情報リテラシの低い層に対して，簡便に Web ペー
ジにアクセスする手段を提供する。あるいは，TV の使
われ方の多くがそうであるように，何か他のことをして
いる状況でも，なんとなく Web 情報が流れていて，興
味のあるトピックがでてきたときに，すかさず注視す
る，という新しい Web 閲覧スタイルを提供する。
以下の章では，「時，環境，人」に関連する上記 3 つ
の技術，すなわち，公共空間での新しいメディア「みら
いチューブ」，コンテンツ要約技術「Choco Para」，そし
て，Web 閲覧を受動的で娯楽性の高いものとするコン
テンツ変換技術「& ロボ」について紹介する（図 1 参照）。
最後の章では結論と将来の展望について触れる。
. 公共空間の新しいメディア“みらいチューブ”
日々の生活の中で，駅や空港，電車やバス，あるいは
公園や街頭など公共的な空間を訪れている時間は思いの
ほか長い。生活の場におけるユビキタスな情報システム
として，篠原他［4］は，駅・空港などの公共空間にお
いて，有益でかつ楽しめる，新しいインタラクティブな
マルチメディア・インタフェース「みらいチューブ」を
提案している。本章ではその概要と実証実験について紹
介する。
. みらいチューブのコンセプト
電車や駅のコンコースなどの公共空間における従来の
マルチメディアシステムは，通常一方的に映像を表示す
るものと，利用者の何らかの操作やアクションによって
操作可能なインタラクティブな端末が考えられる。前者
としては街頭交差点などの LED 大型ディスプレイがあ
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図 みらいチューブの概念的構造
国 士 舘 大 学 理 工 学 部 紀 要 第 1 号 (2008)
り，後者としては座席予約・各種案内など特定目的のた
めのパーソナルユーズ（同時利用者は一人）を前提とし
たキオスク端末の類がある。みらいチューブのコンセプ
トでは両者の中間的な情報メディア，すなわち巨大な画
面で大勢が同時に閲覧することを想定し，かつ，利用者
の何らかのアクションあるいは環境の変化によって表示
内容が適応的に変化するようなインタラクションを実現
する新しい情報メディアインタフェースを提案している。
みらいチューブの概念的な構成を図 2 に示す。通常
のシステムとの違いは，複数のセンサからの入力を有機
的に取り扱える点と，出力も複数の画面（及びスピーカ）
を含んでいる点である。Situation Recognizer は，複数
のセンサからの入力を解析・統合する。ここでセンサの
入力はカメラからの映像情報やマイクからの音情報，あ
るいは RfID (Radio Frequency Identiˆcation）など無線
系デバイスからの ID 情報など様々なメディア情報が想
定されている。解析・統合された結果は，歩行者の位置
や動き，音声認識結果，ID 情報など意味的な情報に変
換され Interaction Creator に送出される。 Interaction
Creator は Interaction Generation Rule を参照し，入力
情報とマッチする Rule があればこれを実行する。たと
えば「人が（x, y）に位置するならば⇒IconA を（x, y）
に対応する画面上の（x′, y′）にポップアップし，効果
音 S を出力」のようなルールから構成される。
Media-Space Composer は，仮想的な 3D 空間を内部
で保持し，Interaction Creator によって生成されたイン
タラクション，すなわち何らかの表示情報を空間内に創
り出し，複数の Player を通じて巨大な画面に表示す
る。仮想空間内には複数の 2 次元画像や 3 次元的な任
意のオブジェクトを生成することが可能で，Player を
通じて複数のプロジェクタに画像が割り振られ，表示さ
れる。このように表示すべき世界と，それを物理的に表
示するプロジェクタとは完全に独立した構成にすること
で，実画面の大きさやプロジェクタの数に対する変更が
柔軟に行えるスケーラブルな構造となっている。
. みらいチューブ実証実験
みらいチューブのコンセプトを実フィールドで評価す
るため，実験システムを構築した。実験は，横浜高速鉄
道みなとみらい線みなとみらい駅の B3F コンコースで
行った。改札を出て直後にある広大な半円筒型（Vault
型）公共空間であり，1 日に1000人程度の通行人がある。
実システムでは，図 3 にあるような12 m×3 m（500
インチ相当）の映像画面を半円筒状の壁に 8 台のプロ
ジェクタによって投影する。カメラを含む実際の構成を
図 4 に示す。
. インタラクティブなパブリックメディア
みらいチューブの実証実験は，みなとみらい線が開業
した2004年 2 月から10月末までの 9 ヶ月間実施された
［4］［5］。この間，様々なデジタルアートや広告コンテ
ンツ，映像による時報などを表示し，利用者に対して公
共的な受容性（印象），認知度，理解度，興味度などを
アンケート調査によって評価した。
みらいチューブの大きな特徴は，通行人などの動きや
位置を認識することで表示を変化させることができる点
であり，この一種のインタラクティブ性によって従来の
一方的に流すだけの表示システムに比べ，より興味や利
便性を高めることを狙っている。図 5 に典型的な 4 種
のインタラクションを示す。Type A, B はいずれも利
用者の動きをアイコンなどが追跡するタイプである。
Type C は丁度鍵盤の上を歩いているようなイメージで
対応する鍵盤のキーの色が変わり，かつ「ド，レ，ミ」
など音高の異なる効果音がなる。Type D は，画面が大

図 みらいチューブ実験システム
図 みらいチューブ実験システムの構成
図 みらいチューブにおける主なインタラクションのタイプ
図 デジタルアート“顔 Poiesis”（安斎利洋氏・中村理恵子
氏による作品）
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きく 4 つの領域にわかれており，対応する領域に入る
と，スロットマシンのように当該区域の画像が回転する
しくみとなっている。
表示するコンテンツとしては，種々の広告のほか，デ
ジタルアートの展示も試みた。図 6 に示したのは「顔
ポイエーシス」とよばれるもので，安斎利洋氏・中村理
恵子氏の作品である。この作品では多数の人工的に創り
出された顔が表示され，誰かが対応する位置に立つと，
その顔が大きくクローズアップされるような工夫がなさ
れている。
実証実験では，公共空間における受容性や広告メディ
アとしての目立ちやすさ・理解のしやすさをアンケート
調査によって評価した。受容性はかなり好意的な印象を
もたれたことが確認できており，またインタラクティブ
な動きによって多くの通行人に興味をもって迎えられた
ことなどが確かめられた。発展形態としては，人の動き
や動作だけでなく，例えば天気のような外部環境の変化
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図 コンテンツ要約処理の概要
図 コンテンツ要約の概念的処理例
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を反映させる（雨・夕日・星空など），あるいは，画像
だけでなく，音の変化などをインタラクションに盛り込
むなどの拡張が考えられる。
. 映像コンテンツを自動要約する技術
“Choco-Para”
ブログや SNS (Social Networking Service）が普及し，
You-Tube に代表される所謂 CGM (Consumer Generat-
ed Media）が一般化しつつあり，我々が閲覧可能なマ
ルチメディアコンテンツは爆発的に増えつつある。一
方，一人の人間の視聴に費やせる時間は一定であり，モ
バイル環境における視聴機会は増えつつあるものの，著
しく増加することはない。また，ワンセグなどモバイル
環境での映画・TV などの視聴は実現されつつあるが，
利用形態から考えて，長時間の視聴は考えにくく，限ら
れた時間での視聴が殆どであろうと推定される。
このようなトレンドを鑑み，日高他［6］は，映画・
ドラマ・スポーツなど様々なコンテンツを音声の強調度
を基に自動要約し効率的に視聴する新しいインタフェー
ス Choco Para を実現した。本章ではその概要と現時点
での性能について紹介する。
. コンテンツ要約技術の概要
まず，本稿においてマルチメディアコンテンツを要約
する，あるいは効率よく視聴するインタフェースとはど
のようなものか定義しておく。ここでは，そのコンテン
ツにおいて最も興味を喚起する部分のみを抜き出し，こ
れを提示することによって，「要約」または「視聴効率
の良い」視聴インタフェースであると考える。また，
「最も興味を喚起する」部分の抽出は，現時点では「音
声的に最も強調されている」部分の推定によって実現す
る。本来は映像情報や意味的な内容を汲み取り総合的に
推定すべきであるが，対象とするコンテンツのジャンル
や種類を特定せず汎用的に利用できる技術を想定する
と，映像情報や状況の正確な把握は極めて困難であり，
現実的な解として音声の強調推定によって要約を構成す
るアプローチをとる。
このような考え方を基本においたコンテンツ要約処理
の概略を図 7 に示す。
図 8 には，上記処理の実行の様子を概念的に示し
た。図7に示したように，マルチメディアコンテンツか
らまず音声情報が抽出され，韻律パラメータ（声の高
さ・強さ・速さ）をもとに，予め学習された強調確率
テーブルから当該箇所がどの程度強調されているかとい
う強調度を推定する。強調度は強調されている確率に相
当する尺度である。一般に強調されている語句に続く単
語や文節も同時に強調の対象とされており，言語的な連
続性を考慮して，強調部分を含む音声における「段落」
に相当する部分を抽出する（これを音声段落と呼ぶ）。
図 8 では，P/Q/R/S が強調度の高い部分であり，これ
を含む音声段落が I/II/III/IV となる。換言すれば音声
段落 I/II/III/IV の強調度はその内部で最も強調度の高
い数値，すなわち PQRS が代表値となる。予め利用者
などから設定されている要約率，すなわち最終的な要約
コンテンツの尺をもとに，強調度の大きい音声段落に相
当する映像を順次接続することによってダイジェストコ
ンテンツを生成する。図の例では，I と III が他の音声
段落よりも強調度が高く，かつ指定された要約コンテン
ツの尺を超えないように，これら 2 つの音声段落が選
択されている。
以上のような要約方式の主な特長は次のようにまとめ
られる。
◯ 音声認識技術を利用しておらず，雑音耐性に優れ
る韻律パラメータ分析を基にした処理であるた
め，一般のホームビデオから BGM などの入った
ドラマ・映画など幅広く利用可能となっている
◯ 強調度の大きい音声段落から選択していくという
動的な方法によって，任意の要約率を利用者が設
定できるという極めて柔軟なインタフェースを実
現している。
◯ 韻律パラメータは言語依存性が低く，多言語に対
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図 Choco Para 方式と等間隔選択方式の対比較試験結果
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する適用も可能である。
. 強調度推定方式
本説では韻律パラメータを基にした，強調度の推定方
式について述べる。強調度を推定するにあたり，次の 2
点は重要なポイントである1）強調は韻律パラメータ
の時間的な構造・遷移によって推定されるべきである。
2）強調された音声特徴はある種のゆらぎや幅を含んだ
ものとなっている。本方式では，前者については量子化
された韻律パラメータの遷移情報を取り入れることで，
後者については，強調性から平静性（非強調性）との差
分によって強調度を定義することで，各々対処している。
まず学習用の音声データに人手によって「強調部分」
と「平静（非強調的）部分」をマーキング（ラベリング）
を行う。韻律パラメータをベクトル量子化［7］し，あ
るベクトル Cf に関して，当該ベクトルが強調である確
率 Pemp (Cf ), Cf－1 から Cf に遷移したときに強調である
確率 Pemp (Cf |Cf－1），および，Cf－2 から Cf－1 そして Cf
に遷移したときに強調で有る確率 Pemp (Cf |Cf－1Cf－2）
を全てのベクトルの組合せについて計算しておく。同様
に，平静に関しても Pnrm(Cf )Pnrm(Cf |Cf－1 )Pnrm(Cf |
Cf－1Cf－2）を学習データより求めておく。
音声強調推定時には入力音声の韻律パラメータをベク
トル量子化し，当該音声フレーム f の強調確率 PE ( f）
平静確率 PN ( f）を(1)(2)式によって求める。
PE( f )＝le1Pemp(Cf |Cf－1Cf－2)
＋le2Pemp(Cf |Cf－1)＋le3Pemp(Cf) (1)
PN( f )＝ln1Pnrm(Cf |Cf－1Cf－2)
＋ln2Pnrm(Cf |Cf－1)＋ln3Pnrm(Cf) (2)
ここで lei, lni (i＝1, 2, 3）は重みであり削除補間法［8］
によって求める。L フレームからなる音声部分 X の強
調確率・平静確率は(3)(4)式で求める。
PXemp＝_
L
PE( f ) (3)
PXnrm＝_
L
PN( f ) (4)
強調確率・平静確率の値から，音声部分 X の強調度 KX
は，強調確率と平静確率の対数の差を時間長 L で正規
化した次式によってもとめる。
KX＝log PXemp
－log PXnrm
L
(5)
このように，強調度を強調らしさから平静らしさを差し
引くアプローチによって，たまたま強調度が実際より過
大評価されてしまう危険性を回避し，より安定した強調
度推定を可能にしている。また強調らしさ・平静らしさ
は量子化されたベクトルのトライグラム（三項連鎖）に
よって表現されており，韻律パラメータの時間的な遷移
構造を反映したものとなっている。
. 有効性の評価と将来への展望
Choco Para 方式による要約コンテンツの有効性を確
認するため，10人の被験者に対し，7 種の映像コンテン
ツについて本方式と，一定間隔による間引き方式のどち
らのほうが要約として好ましいかという対比較実験をお
こなった［9］。なお，要約率は101, 151, 301 の
3 種について評価した。結果を図 8 に示す。
図からも分るように，いずれの要約率においても80
程度の高い採択率であり Choco Para 方式が等間隔方
式より優れていることが分る。
コンテンツ要約技術は，広義には感性的な情報による
情報検索・閲覧インタフェースの範疇であり，今後ます
ますニーズは高くなっていくと考えられる。ひとつの発
展系としては，感性情報，すなわち「悲しい場面」「楽
しい場面」「元気な場面」などの検索やプレビューなど
への適用が試みられている。［10］
. Web情報を TV化するインタフェース
“&ロボ”
近年インターネット利用は増加の一途をたどり，携帯
電話によるアクセスも含めれば，いまや子供から高齢者
まで幅広く広まりつつある。しかし，高齢者をはじめ，
まだインターネットへのアクセスに抵抗があり，PC を
利用する機会の殆どない情報リテラシの低い層のあるこ
ともまた事実である。利用する機会を持った人々は，さ
らに高度なユーザとなる可能性があり，所謂デジタルデ
バイドは深まる一方ともいえる。全世界の Web 情報の
閲覧インタフェースに TV と同程度の「便利さ，手軽
さ，面白さ」を提供することによって，情報リテラシの
低い人々に対するアクセシビリティ向上を図る。
このようなコンセプトから菊地他［11］は，本来能
動的である Web 情報へのアクセスを TV と同等の簡便
なインタフェースに変換をすることにより，受動的な視

図 利用者の状況を考慮したコンテンツ再構成モデル
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聴を可能とするインタフェースを提案している。ここ
で，テキスト・写真などが主となる「静的」な Web 情
報を，TV のような「動的」な情報に変換・再構成する
際には，様々な演出のヴァリエーションやアプローチが
可能である。携帯電話やホットスポットの普及など，情
報システムの利用シーンが多種多様であることを受け
て，我々は，利用環境や利用者の心的状態に最もマッチ
した演出・プレゼンテーションを自動的に生成する手法
を提案する。ここで，TV ニュースなどの場合はキャス
ターやアンカーと呼ばれる人たちによって視聴者に興味
深く情報提供していることのアナロジーから，Web 情
報内容を身振りと音声によって紹介するロボットの導入
を試みている。このようなガジェット（道具立て・小物）
は，利用者の興味を引き，面白さの向上などに非常に有
益であると考えられる。なおロボットは必要に応じて入
退場するように実現されており &（デル）ロボと呼ばれ
ている。
. 感性情報に適合したプレゼンテーション生成
IT 利用環境のユビキティ（遍在性）は向上してきて
おり，利用可能なサービスも多様化してきている。また
これに呼応する形で，利用目的や利用者の置かれている
状況・心理的な状態も多種・多様なケースが考えられる。
そこで，我々はこのような利用状況・状態の多様性を
念頭におき，これに最もマッチした形で Web 情報を再
構成し利用者に提示するモデルを提案する（図10参
照）。まず，コンテンツ再構成において参照すべき情報
システムの利用状況を，利用者状況空間（User's con-
text space）とよぶ。利用者状況空間は，アクセスして
いるコンテンツの属性，利用者の情報リテラシと心理的
状態，利用している端末や場所・時間，の 3 つの項目
によって特徴付けられる。利用者状況空間は，このまま
の形ではコンテンツ再構成に利用しにくいため，よりプ
レゼンテーション生成・演出に近い情報，視聴要件空間
（Looking and listening requirements space）にブレーク
ダウンされる。視聴要件空間は，感性情報，コンテンツ
サイズ（尺，画面などの大きさ），理解度，の 3 つの要
因で構成される。我々の最終目的とするインタフェース
システムは，ターゲットである Web コンテンツを視聴
要件空間に最もマッチした形で再構成し，プレゼンテー
ションを生成する。
上記のインタフェースシステムを実現するためには，
利用者状況空間からの視聴要件空間へのブレークダウ
ン，視聴要件空間に基づく，コンテンツ再構成，などを
実現する必要があるが，本技術ではその第一ステップと
して，視聴要件空間における感性情報からのプレゼン
テーション生成について実現した。
このモデルに基づき，Web コンテンツと利用者の心
理状況に基づくプレゼンテーション生成の処理フローを
図11に示す。ここで利用者の心理状況とは，より正確
には，「利用者に喚起すべき感性（感情）」を指し，例え
ば「楽しい・嬉しい」「軽やかに」「悲しげに」などの感
性語で表現されるものを想定する。
ターゲットとなる Web コンテンツは，コンテンツ要
素抽出部（Content Element Extraction）に渡され，コ
ンテンツのカテゴリ，タイトル，内容テキスト，写真，
図などの属性要素に分類され，プレゼンテーション再構
成部（Presentation Composition）に渡される。プレゼ
ンテーション再構成部では，テキストの音声化，テロッ
プの生成，視覚的な効果の付加，BGM の付加，& ロボ
の動作設定，などを行う。これらの演出や効果は，目的
とする感性情報をもとに，状況・再構成文法（Situa-
tional Composition Grammar）を参照することによっ
て，決定される。再構成された表現はプレゼンテーショ
ンインタフェース部に引き渡され，利用者に提示され

図 感性情報に基づくプレゼンテーション再構成インタフェース
図 SD 法因子分析による印象空間における感性語の布置
ユビキタスなマルチメディア・インタフェース
る。プレゼンテーションインタフェースでは，音声・
音，テキスト・テロップ，図・写真，& ロボ，などのメ
ディア要素（Media Component）に応じた表出デバイ
スが使用され，利用者に再構成されたプレゼンテーショ
ンを表示する。
. 感性を反映したコンテンツ再構成のアプローチ
一般に Web コンテンツは「タイトル」「本文」「画像」
「画像を説明するテキスト」［12］の 4 つの部分から成
り立つことが多い。具体的な Web 情報から TV 型コン
テンツを再構成する手順は下記のようなものとなる。
タイトルや画像を説明するテキストのキーワードを
使ってテロップを作る［13］
静止画を使って動画を模したものを作る
本文を使って読み上げ音声を作る
読上げ音声に応じて適切なロボットのアクションを
構成する
必要に応じて適切な BGM をつける
ここで，テロップや静止画の表示の仕方や BGM，ロ
ボットの有無や振り付けなどによって，視聴者のうける
印象はかなり変わってくると考えられる。
感性（印象）をもとに最適な演出効果を得るために，
イメージや印象情報を取り扱う場合に有効な SD 法
（Semantic DiŠerence）［14］を用いる。SD 法では感性
語対（暖かい⇔冷たい，堅い⇔柔らかい，など）を利用
して，対象を主観評価させ因子分析を行うことにより，
印象空間における感性語対と評価対象の布置を得ること
が出来る。図12に主な感性語の印象空間における布置
を，図13に主な効果の布置を示す。印象空間の第 1 の
因子（寄与率48）は「活発（Active)⇔静寂（Calm）」
の軸であり，第 2 の因子（寄与率）は「柔軟（Flexi-
ble)⇔堅固（Strict）」と表現される特徴となった。また，
効果の中では，画像効果の「スポットライト，ズーム切
り替え・速い」などが“活発”であり，「ズーム＋パン」
などは“柔軟”となっている。また & ロボは，これらプ
リミティブな効果と同じ座標では評価できないが，活発
かつ柔軟である方向に印象をシフトすることが主観評価
実験によって確かめられている。
これらの結果をベースとして，ターゲットとなる印象
をもとに，Web コンテンツを再構成する方法を図14に
示す。利用者（視聴者）に与えたい印象 x を入力とし
て，最も類似性の高い感性語の印象空間座標（Ix, Iy）

図 SD 法因子分析による印象空間における各種効果の布置
図 感性情報に基づく Web コンテンツ再構成のアプローチ
図 & ロボ実験システムの外観
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を得，これをもとに最適な演出効果の集合 Fxy＝{Ep,
Et, Em, Er｝を設定する。最終的にはこれらの効果をも
とに Web コンテンツの再構成を行う。
. Webコンテンツ TV化の効用と展望
実験システムを試作し（図15），上記のようなアプ
ローチによっていくつかの Web コンテンツを再構成
し，主観的な評価を行ったところ，直感的に興味を引
き，かつ内容の理解しやすさの助けになることが明らか
となっている。利用者に与える印象がどの程度適切に設
定できるのか，個人性やコンテンツの内容とのマッチン
グはどのように関係してくるのか，などについては今後
検討を進める必要がある。デジタルデバイドの問題が顕
在化する傾向の中で，このような利用者の感性に直接訴
えていく，利用し易いインタフェースは，将来の IT シ
ステムにおいて，ますます重要な役割を担っていくと考
えられる。
. 結 言
ユビキタスなマルチメディア・インタフェースとし
て，「時間（いつでも），環境（どこでも），人（だれに
でも）」利用しやすいインタフェースという視点で捉え，
膨大なコンテンツを短時間で効率よく視聴可能なコンテ
ンツ要約技術“Choco Para”，公共空間における新しい
インタラクティブな巨大画面メディア“みらいチュー
ブ”，および，情報リテラシの低い層に対する Web コ
ンテンツのアクセシビリティを向上する高度な TV 化
変換インタフェース技術“& ロボ”について紹介した。
いずれの技術・コンセプトは大きな拡張性を秘めてお
り，より高度で汎用性・利便性の高い技術へとブラッシ
ュアップが可能である。
コンテンツ要約技術では，すでに感性情報によるコン
テンツ検索へと拡張が試みられている。この方法論をさ
らに発展させれば，ソースである映像コンテンツを，各
個人の感性によって自動編集・チューニングされた
“My Own プレビュー”として再構成することも可能で
ある。また，この編集・チューニングの対象は複数の多
くのコンテンツを同時に対象とすることができる。即
ち，“過去一年間で製作された映像コンテンツから感動
的な場面で 3 分のプレビュー作成”というようなリク
エストも可能である。無論，著作権・改変権に関しては
注意を払う必要があるが，“映像コンテンツの感性によ
るコラージュ”が再生成でき，新しいコンテンツ視聴ス
タイルの萌芽する可能性も有ろう。
公共空間におけるインタラクティブ・メディアに関し
ては，前述のように人々の動きの他に，外部環境・自然
現象の変化に適応するインタラクションへの拡張も可能
であろう。地下空間なので，例えば，雨や風がひどくな
ってきたときに，それを示唆する映像や音を表現すると
いうこともできる。単なる広告メディアではなく，公共
空間における時間や環境・場所，そして人の流れなどに
適応的に動作する新しいインタラクティブ・インタフ
ェースとして高い拡張性を含んでいる。
Web 情報の TV 化変換に関しては，現時点では，あ
ユビキタスなマルチメディア・インタフェース
る目標とする感性情報が与えられ，これに適した演出は
どのように構成するか，という点に重点をおいてコンテ
ンツの再生成を行う方法について検討した。将来的には
コンテンツの内容や，その人の置かれている状況なども
考慮にいれた総合的コンテンツ再生成へと拡張していく
ことが可能である。すなわち，環境・コンテンツ内容・
利用者個性・状況などから，もっとも適したコンテンツ
再構成を行うインタフェース技術の確立という目標が想
定される。恐らく，このような情報変換端末は，各個人
に専用である必要があり，現在の携帯電話のように常に
持ち歩いていて，自動的に NW に“Plug-In”し，置か
れている状況に最適な方法で情報やコンテンツを表出す
るようなスタイルで利用されると思われる。
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