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We consider the 2” sums of the form Z E,ai with the al’s vectors, 1 ai 1 > 1, 
and E* = 0, 1 for each i. We raise a number of questions about their distribution. 
We show that if the ai lie in two dimensions, then at most 2(&J sums can lie 
within a circle of diameter ~‘3, and if n is even at most the sum of the three 
largest binomial coefficients can lie in a circle of diameter 45. These are best 
results under the indicated conditions. 
If two a’s are more than 60” but less than 120” apart in direction, then the 
bound ([&) on sums lying within a unit diameter sphere is improved to 
($l,) - ~~[&t,,]). 
The method of Katona and Kleitman is shown to lead to a significant im- 
provement on their two dimensional result. 
Finally, Lube&type relations for sums lying in a unit diameter sphere are 
examined. 
1. INTRODUCTION 
Littlewood and Offord [I 1, in considering the distribution of zeros of 
random polynomials, raised the question: Given the 2” sums of the 
form cbl eiai with ai fixed real numbers of magnitude at least one, and 
ei = 0, 1, how many can lie within a unit interval? 
Erdiis [2] made use of a generalization of a theorem of Sperner [3] to 
answer this question for intervals of any length, and raised the analogous 
question for ai vectors in more general spaces. Katona [4] and the present 
author [5] independently but by essentially the same method answered this 
question for a, complex numbers, that is, for vectors in two real dimensions 
Results for {a,> vectors in higher-dimensional spaces were obtained by the 
present author for a sufficiently large number of vectors, that number 
depending on the dimension. Katona [6] later generalized his method and 
obtained two-dimensional results for a circle of diameter 2/T, and the 
present author obtained a general argument that applied to the original 
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problem in any dimension [7] and permitted extension of the diameter 1/Z 
result to any dimension [g]. 
It is the purpose of the present paper to raise a number of questions 
related to these problems, and to obtain solutions to several of them. 
The problems are the following. 
1. Can the two-dimensional or m-dimensional results be extended to 
larger spheres ? 
2. Can one sharpen the results for a unit diameter sphere for special 
classes of vector sets? In considering the problem for two or more 
dimensions, a relatively straightforward argument was known so long as 
all vectors ai could be confined in a cone of half-aperture 60”, for in that 
case the one-dimensional argument could be used directly. Thus, the 
difficult part of the problem appeared to arise when the vectors ai would 
not be so confined. Here we show rather easily, however, that the number 
of sums is more strongly limited when the sine of the angle between any 
two vectors exceeds 4. 
In two dimensions we obtain the following result. If n, vectors lie in a 
certain “cone” of half-angle 60”, and the remaining rzz vectors lie in the 
remaining 30” cone, then the number of sums lying in a unit circle is no 
greater than blc, + b,c, + b,c, + b,c, , where bj and cj are the jth 
largest binomial coefficients with upper indices IZ~ and n2 , respectively. 
3. Given a vector sum, C +zj, one can associate a rank to it by, 
for example, considering the sum C E? . In one dimension one can obtain 
limits on rank weighted sums with appropriate definitions of rank that 
are stronger than the size limitation described above. To what extent 
can such limitations be obtained in higher dimensions? 
Below we find partial answers to these questions. We find a number of 
two-dimensional results; in particular, obtaining radius 2/3 and d/5 
results for the first problem. They are surprisingly difficult, requiring 
certain simple exercises in plane geometry along with singificant extensions 
of the methods that have been applied to this problem. The Eq. (1) result, 
also two-dimensional, is obtained by another significant extension of 
methods. No answers beyond diameter dZ are obtained for dimensions 
higher than 2. 
Some partial results are obtained for the third problem. 
2. GENERAL ARGUMENTS 
The usual approaches to this problem can best be understood with 
reference to the one-dimensional case, in which all of the vectors ai are 
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positive. (In general, the sign of any ai is irrelevant to the distribution of 
sums C ciai . This would be obvious if ci took on values &I ; the case in 
which ci has values 0 and 1 differs from the 4 1 case only in that the center 
of the distribution is shifted and the scale is reduced by a factor of 2. 
The effect of changing the sign of any ai is to shift the center of the 
distribution by -ai but it does not shift the set of location differences 
among the sums.) If one considers a unit interval, it is clear that two sums 
whose (EJ differ in only one place differ by one ai and hence cannot both 
lie within it. Likewise, if the two sums differ in that in one ei = I in all 
places that ci = 1 in the other, as well as in other places, again the two 
sums cannot both lie in a unit interval, as they will differ by a sum oi 
(positive) a’s. This means that if one considers the collection of our sums 
lying within a unit interval, the set of indices having value +l in one 
such sum cannot contain the set of indices having value +l in any other. 
Considering our collection of sums as a collection of sets of indices 
(those having value fl in the corresponding sum), it beco:mes what is 
called an “antichain” or “clutter,” a collection of sets with no two ordered 
by inclusion. If we had chosen an interval of length k, our collection of 
sums could instead contain no two sums whose corresponding index sets 
were ordered by inclusion and differed in k + 1 or more indices. 
These facts immediately permit us to obtain the best possible limitations 
on the number of sums in any interval as well as a number of further 
results. Among the most general restriction we find the following. Letfi 
be any nonzero real number, for each i, 1 < i < ~1. Let Ik be any interval 
of length <k, and let the rank of a sum Sj , Sj = C ci(Sj) ai be C ei(Si), 
or r(S). Then 
& f)FJ G M,“” ( c fps,)) . 
3 k r(Sj)=m+l,...,m+B i=l 
In words, the sum of products as indicated over sums in an interval 1, 
achieves its maximum when taken over the k consecutive ranks that 
maximize it. If fi 3 1, for example, one obtains that the number of sums 
in I?< cannot exceed the sum of the k largest (consecutive) binomial 
coefficients. 
Another conclusion one can draw by choosing fi to be etai is, since 
n~s,f~(sj) = .gtsj, 
C e tSj < Max 
SjEIk 
m C etST . 
r(Sj)=m+l,...,m;k 
These results follow from general properties of the lattice of subsets of a 
finite set. They hold equally well (if fi is suitably redefined and with 
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binomial coefficients replaced by appropriate sums) if the coefficient set, 
that is, the set of values of ci, has wider range; for example if 
ei = 0, l,..., k, . The details of the set theoretic results that may be 
generalized in this way (due to Sperner [3], Erdijs [2], Yamamoto [9], 
Levine and Lube11 [lo], and Kleitman 171) are described in [l 11. 
To derive results in these directions when the ai are vectors in a two- 
dimensional space, two separate approaches have been employed. The 
first, that of Katona and Kleitman, involves dividing the vectors ai into 
two sets depending upon their direction. Thus, for example, one could 
divide them into those in the first and third quadrants, and those in the 
second and fourth. For simplicity we reverse the signs of the a’s in the 
third and fourth quadrants so that all a’s will lie in the first or second. 
Now the sum of any two or more vectors of unit length in any quadrant 
is of length at least 2/Z and in the same quadrant. Thus, if we consider 
two sums, whose + 1 index sets are identical as far as indices corresponding 
to vectors in one quadrant are concerned, the index sets cannot be ordered 
by inclusion if the sums are both to lie in a circle of diameter 1, nor can 
they be ordered and differ by two or more indices if they are both to lie 
in a circle of diameter ~‘2. 
The sets of indices corresponding to vectors in a unit diameter of ~‘2 
diameter circle therefore obey restrictions on ordering, albeit weaker 
ones than have been obtained in one dimension. One can easily show 
(see, for example, [S] or [12]) that these conditions imply that the number 
of sums within a unit circle cannot exceed ([&,), whereas the number in a 
YZ diameter circle cannot exceed the sum of the largest two consecutive 
binomial coefficients so long as the number of vectors in either quadrant is 
even (which can always be arranged by a suitable choice of quadrants.) 
We shall see that modifications of the same general approach-dividing 
the vectors (aj} into two or more groups-can yield further and stronger 
results of the same general kind. 
The second approach to problems of this general kind involves 
attempting to use certain methods that yield proofs of the set theoretic 
results applied in the first approach directly upon the sums. For example, 
one can attempt to partition the set of all 2” sums into “blocks,” with 
every two sums in a block being at least one apart, and every three sums 
in a block having at least one distance of at least ~‘2 among them. One can 
easily do this in such a manner that there are (Iny21) blocks in the partition, 
and ([n,;I+I) of these have two or more members. This approach has the 
virtue that it is dimension independent, and that it can be extended to 
yield other stronger conclusions. 
We will now turn to the results. 
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3. DIAMETER 45 IN Two DIMENSIONS 
The problem addressed here is: Given that the ~1~‘s are vectors in two 
real Euclidean dimensions, each ai of magnitude at least 1, how many 
sums C E,ai with ci = 0, 1 can lie within a circle of diameter 1/3? 
The argument makes use of the following property of the lattice of 
subsets of a set. (An analogous property holds for divisors of an integer 
so that the argument extends to sums having more general coefficients set.) 
We define a symmetric rectangle of subsets of S to be a collection (~4~~) 
of nz,r?z, subsets of S (where 1 S 1 = N) for i = I ,..., m, , j = l,..., m2 , 
such that Ai,rj covers Aii, Ai,j,l also covers Aij , and the middle of the 
rectangle occurs at 42. Thus, if m, and m, are both even, we have 
I &/2Hm’2) ! = n/2. If m, is odd, m2 even, we have I A[(,1-1)/2~(m,12) I = 
(n - 1)/2, and if both are odd, 1 A[(~,-l)lzl[(m,+l),21 1 = n/2. (A covers B 
if A contains B and has one more element than B.) 
THEOREM. Given a family F of subsets of S, j S 1 = n, and a partition 
of the 2” subsets of S into symmetric rectangles, if no two members of F lie 
in the same row or column of any rectangle, then the number of members if F 
is no greater than (i&). f I no two members can lie in the same row or column 
and difser in two or more elements, then the size of F is no greater than 
2(,$,). The same result holds for partitions into nonsymmetric rectangles 
of the same set of sizes as a partition into symmetric ones. 
The proof of this theorem is by inspection, since the number of members 
of F in any rectangle in the former case is at worst the minimum of m, and 
m2 , while the same rectangle contains exactly that many sets having [n/2] 
elements. For the second restriction there can be at most twice as many 
members of F per rectangle. The results obviously hold as well for any set 
of rectangles of the same sizes. 
We now show how to obtain such a partition for the subsets of the 
index set in our sums, and hence, for the sums themselves. 
We first arrange the signs of our vectors (ai} so that they all lie in the 
first or second quadrants, and we reorder them so that they become 
arranged in order of increasing angle with respect to the (fixed but 
arbitrarily chosen) X axis. We work up to our partition of sets (or sums) 
by showing how, given a partition of partial sums up to index ,j into 
rectangles symmetric “about j/2,” we can obtain such a partition for 
partial sums up to index j + 1 that are symmetric about (j -+- 1)/2. 
We seek a partition of the collections of sums into rectangles such that 
every pair of sums lying in the same row (or column) of a rectangle and 
differing by two or more indices are at least 2/3 apart in distance. Then no 
circle of diameter 2/T can contain sums differing thusly in its interior. 
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It is an exercise in elementary plane geometry, which will be left for the 
reader to verify, that if one has a sum of vectors in the plane, the vectors 
arranged in increasing order of angle each of magnitude at least 1, each 
one within 60” of its predecessor and all lying in an 180” interval, then the 
sum of any two or more consecutive vectors has magntidue at least d/5. 
(The same result holds if the vectors are ordered so that their directions 
increase from zero then to at most 60”, experience one increase by at 
least 300” and then increase to 360”. This specific situation can arise 
below.) 
Moving over one row or column in a rectangle involves changing 
one index from 0 to 1 (or vice versa), which corresponds to translating 
sums by one vector; moving two or more rows or columns corresponds 
to translating sums by the sum of two or more vectors. By the geometric 
results mentioned in the last paragraph, symmetric rectangles will have 
the desired property if the vectors corresponding to moving over successive 
rows, or columns lie within 60” of one another. 
We obtain a partition into rectangles as desired as follows. The basic 
step involves taking a block or rectangle from the partition of partial sums 
up to j and constructing rectangles for the partition of partial sums up to 
j + 1 from it. The entire set of sums up to j + 1 can be associated with 
those up to j as follows. We may obtain a partition of the sums up to 
j + 1 into nonsymmetric rectangles by considering the old partition of 
the sums up to j and the addition of aj+r to each sum in each block. Our 
task is to show how to take the two nonsymmetric rectangles thus 
obtained corresponding to each of our given symmetric rectangles up to j 
and make them into symmetric rectangles for sums up to j + 1 having 
our desired property. As our given rectangle was symmetric summing 
up to j, its midpoint corresponds to rank j/2. Hence, the two new corre- 
sponding rectangles have midpoints at ranks j/2 and (j/2) + 1, the 
members of one rectangle being identical to our original one and the 
members of the other each having one more vector in them, namely u~+~ .
These can be made symmetric in any of four ways (or less if either 
dimension of the rectangle is 1). Namely, one can remove either the 
bottom row or leftmost column of the small midpoint rectangle and add it 
on the bottom or left of the larger midpoint rectangle. Alternatively, 
one can take the top row or rightmost column from the “high-midpoint” 
rectangle and instead add it to the top or right of the low-midpoint one. 
Any of these procedures produces symmetric rectangles only. And if we 
perform these operations oppositely we get, not symmetric, but equally 
good “symmetric-sized” rectangles. 
Our task, therefore, reduces to finding a way to perform one of these 
operations while assuring that vectors corresponding to moving over 
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successive rows or columns lie within 60” of one another. ‘This follows 
without argument for the rectangle that is to be dismembered since we 
assume that it held for our original rectangle. A rectangle that grows 
under our procedure has a row or column added to it. The entries in that 
row or column differ from those in the neighboring row or column in that 
the members of the upper of the two rows or rightmost column have the 
vector aj+l added to them, compared to the other rows or column. 
Our procedure is as follows. 
If CZ~+~ lies within 60” of the vector, a, , present in the uppermost row 
and lacking in the next in our original rectangle, add the “high-midpoint” 
top row to the “low-midpoint” top rectangle. 
If aj+l lies more than 60” from that vector but lies within 60” of the 
vector a9 differentiating the rightmost column from its neighbor, add the 
rightmost column of the high midpoint to the right of the low-midpoint 
rectangle. (If there is only one column the condition is trivially 
satisfied.) 
If a,+l lies more than 60” from both a, and ak (which are in turn at 
least 60” apart) and the a’s have been ordered in order of increasing angles, 
a,,, will be within 60” of -a, . 
We can therefore reverse the sign of a,+, and after doing so add the new 
high-midpoint top row to the top of the new low-midpoint row, our 
reversing the sign of aj+l having interchanged the identity of the two 
rectangles. 
There is another way to look at this procedure. The important thing 
about the partition into rectangles that we construct is the set of sizes of 
the rectangles and the “60” property,” not the fact that they are symmetric. 
If, without any sign reversal we take the bottom row off the high-midpoint 
rectangle and place it under the low midpoint rectangle, the 60” condition 
will hold, and we obtain asymmetrical rectangles but ones of the exact 
dimensions we would obtain if we had reversed high and low and gotten 
symmetric rectangles. Therefore, the partition obtained by the former 
procedure is adequate for our purposes even though the rectangles are 
no longer symmetric. 
The construction of symmetric rectangles, or, if one prefers, symmetric- 
sized rectangles, just described completes our proof that in two dimensions 
the number of sums on a 2/3 diameter circle is bound by 2(r&). This is 
a best result, since if the a’s are all parallel except one that is perpendicular 
to the others, and all have magnitudes of 1, this bound is achieved. The 
same result seems to hold for diameters up to 2 in two dimensions, 
although the analogous result in three dimensions fails above diameter ~‘3. 
It can be seen that the construction above builds upon the Katona- 
Kleitman approach but introduces new elements in ordering the aj’s by 
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angle, and allows the rectangles to grow horizontally or vertically indepen- 
dently of one another rather than in the same way for every rectangle. 
4. DIAMETER ~'5 IN Two DIMENSIONS 
If we ask for the number of sums that can lie in a circle of diameter 
larger than 2, by choosing all a’s alike and of unit magnitude, we may 
obtain the sum of the largest three binomial coefficients sums in one such 
circle. Above 6, by having one vector perpendicular one can have twice 
the sum of the three largest binomial coefficients on n - 1. In this section 
we describe an argument that leads to the conclusion that for ai vectors 
of unit or greater magnitude in two dimensions, the number of sums 
Cy=, ciai lying in the interior of a diameter ~‘5 circle cannot exceed the 
sum of the three largest binomial coefficients, for even ~1. 
We conjecture that the same result holds for odd n 3 5. The argument 
proceeds from the geometric fact that the sum of three or more vectors 
each of unit or greater magnitude all in one quadrant has magnitude at 
least 45. Thus, two sums that differ by such cannot both lie in one ~‘5 
diameter circle. This fact can be used to obtain the indicated limit (which 
is obviously best possible) by a nontrivial extension of the previous 
arguments. 
Our goal again is to partition the set of 2” sums into blocks in such a 
manner that a size limitation on the number of sums in a circle within each 
block can be deduced. In the original Erdds one-dimensional con- 
struction, the blocks were symmetric chains; in the Kleitman-Katona 
two-dimensional argument the blocks were symmetric rectangles. In the 
d/3 diameter argument just described they were symmetric or “symmetric- 
sized” rectangles whose dimensions were determined step by step and not 
according to a fixed pattern as in the Katona-Kleitman argument. 
In this case the blocks will either be “symmetric-sized” chains 
(rectangles of dimension 1 x k), or “symmetric-sized” rectangles of 
dimension 3 x k for various k values. The number of sums in our circle 
that can lie in the chains will be at most three (except for 1 x 1 chains, 
which can have but one) and the number of sums in 3 x k rectangles 
will be at most nine or if k = 3, seven. These bounds are precisely acheived 
by sums having C E< = n/2, (n/2) & 1, so that our conclusion follows. 
The formation of blocks contains an element of novelty over the 
previous constructions. Blocks in every case have been chosen indirectly; 
as a new vector aj is introduced, each former block produces two new 
blocks (one of which can be trivial); if the dimension of the former one 
was 01 x p, the new ones had dimension either (a + 1) x p and 
LITTLEWOOD-OFFORD PROBLEM 97 
(a - 1) x ,8, or 01 x (p + 1) and 01 x (p - 1). This will still happen here, 
but the order in which vectors aj will be introduced will now be allowed 
to vary among the blocks. That is, given a block constructed among sums 
of nj vectors, instead of extending by allowing addition of a,j+l , we 
permit the new ai to be added to be chosen differently for different blocks, 
according to a criterion related to vectors internal to the block. The 
construction will, in the end, include all sums in blocks. The freedom 
obtained by permitting indivudual choice of a, will permit our con- 
clusions. 
We begin by choosing all ai to lie in the right half-plane, and ordering 
them by angle measured with respect to the vertical ( y) axis. Our blocks 
will be chosen inductively. 
Consider a block of dimension 1 x k. Let the elements (sums) in the 
block be denoted by s1 ,..., sk , and let the differences sj - sjM1 be denoted 
by vjPL . If k = 1, we choose the next vector a, in order and set s2 = s1 + ad 
(thus vl = ad) and go on again. If k = 2, we check whether the next 
vector ad lies within 90” of v1 . If it does, we set sS = s2 + ad , i.e., v2 = ad . 
The block under consideration produces two blocks, one of dimension 
1 x 1 consisting of s1 + ad ; and one of dimension 1 x 3 consisting 
Of% > s2 9 s,+a,.Ifa, . v1 < 0, then we switch from ad, the next vertex 
in the list, to the last vertex ad’ on the list using as new blocks (s, + ad,) 
and (sl + a d’ , s1 , sz) so that in the new 1 x 3 block v1 = -ad’ , while 
v2 is the old v1 . By the nature of the ordering of the a’s we will have 
Vl . us 3 0. 
If k > 1, we check whether v1 . ad > 0. If it is, we produce I x (k + l)- 
and 1 x (k - 1)-dimensional blocks as in the k = 2 case by adding a new 
(k + l)th sum consisting of sk + ad to the old block; the remaining block 
being {s, + ad} for 1 < j < k - 1. If v2 . ad < 0, we again go to the end 
of our list of vertices to ad, and choose as our new blocks 
jsl + ad' > $1 , F2 > s3 ,..., s,} and (s, $ ad’ ,..., s, + ad’}. In the larger block 
v1 becomes ad’ , vie, is the old z+-~ and we will have vlceivl > 0, and 
v,~~~>Oforallj<k. 
The sum of any three vectors in the same quadrant each of magnitude 
at least 1 has magnitude at least d5. After this construction it is easy to 
show that 
I. The vi in any block for j = 1,. .., k - 2 lie within a quadrant and 
are in consecutive order of angle, as a result of the ordering of the a’s and 
the construction, if they were in that order before the last step. 
To complete the construction we need to consider the case k = 3. For 
this case we distinguish three situations. 
6) ad * Vl >, 0. 
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We then proceed as in the first case for general k. 
(ii) ad . v1 < 0, ad, . vZ < 0 (adI is the last a left in the list). 
In this case we proceed as in the second case for general k: The new 
blocks become {sl + ad' , s2 , s2 , .d and is2 i ad' , s, + ad,>. 
Finally, we have the third case: 
(iii) ad . v1 < 0, ad, . up > 0. 
In this case all the vectors ad ,..,, ad, , i.e., within a quadrant satisfying 
these conditions 
a, - vl < 0 and a, * 21, > 0. 
We construct chains of sums among these, ad ,..., ad' and for each such 
chain c1 ,..., c, choose as block 
($1 > 4 (Sl 3 CJ (6 3 CJ . * * (31 3 CIA 
($2 > Cl> . . . (%T 2 4, 
(s,, Cl) ... (s3 2 cd. 
This completes the particular construction procedure. It is a straight- 
forward excercise to verify that no set of sums all lying in the interior of a 
~‘5 diameter circle can have more than three elements in any 1 x k block 
or more than nine in any 3 x k block. 
With slightly more effort one can show that in a 3 x k block no 
two sums can be in relative position (3, 4) or (4,9), (since all a, and (-vl) 
lie in one quadrant, as do all a, and v,), and no four can be in position 
(1, 3, 7 and 9). 
1 2 3 
,4 5 6. 
7 8 9 
Thus no more than seven can be in a 3 x 3 block. 
For even n, blocks will have dimensions that sum to an even number. 
Thus, possible block sizes are 1 x k for odd k and 3 x k for odd k. 
In every case the restrictions on intersection are exactly those that are 
satisfied by all sums of the middle three ranks. 
5. GENERAL SHARPENING OF THE UNIT DIAMETER RESULT 
Suppose now that vectors a, and a2 are more than 60” apart no matter 
how they are oriented. Then of the four sums: 0, a, + a, , a, , a2, no two 
can lie within 1 of each other, if a, and a, are of at least unit magnitude. 
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This fact can be used to obtain an improvement on the Littlewood- 
Offord result in arbitrary dimension when there exist two vectors as 
indicated. 
In the preceding sections, the structure of the partition into blocks used 
to obtain bounds on the size of a maximal family was progressively 
loosened. In this section we carry the procedure a step further, con- 
structing blocks that need have no resemblance to chains or rectangles, 
symmetric or otherwise, but rather having the same set of sizes that 
symmetric chains would have. And they have the same set of sizes because 
they are constructed by the same kind of induction; each block of size s at 
stage k becomes a block of size s + 1 and one of size s - 1 at stage k + 1. 
This procedure provides a derivation of the general result for sums in 
regions of diameter up to ~‘2: for quite general coefficient sets. 
The procedure is very simple. When one adds a new vector ad, one 
singles out the sum in the block under consideration that has a maximal 
coordinate in the direction of ad ; (ad + this sum) is then added to the 
old block, while {ad + the other sums} forms the new (S - 1)-sum-block. 
It is our purpose here to show how this approach can be used to 
improve the upper bound on sums in a unit diameter sphere when two 
vectors are far apart in angle. 
Our approach at this stage is based on inductive development of 
blocks that are defined as antistructures. A block will now miean a set of 
sums every distance among them being at least 
1. Given a partition into such blocks in vectors a, ,..., a,, , we may 
“grow” the partition into a partition a, ,..., a,, ,..., a, by the induction step 
described above. 
We therefore have the following theorem. 
THEOREM. Suppose a, and a2 are 60 or more degrees apart, yet less 
that 120” apart. Then the number of sums Cy=, Eiai that can be in a unit 
diameter where it is no greater than 
( 12 + 1 [(n + 1)/2] 1 i - 2 [(nn--lt/2] 1 ’ 
Proof. This follows as a corollary of the geometric remark at the 
beginning of this section. For, by it we may begin when u = 2 with one 
4-sum-block rather than a 3-block and a l-block. What happens when 
we make an inductive construction from a single 4-block? A set of 4 2 2 
blocks for 0 = 3 grows to (t&J at (T = n. Thus, 4 2 2 for CJ = 2 grows to 
(&~~2,1) and a 2-block for u = 2 grows to ([C,‘&) at 0 = 1~;; hence our 
conclusion. 
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One can obviously draw a wide class of conclusions of this general kind 
when there are several a’s that are far in angle from several others. These 
results will have the general form given by Theorem 6.2 of the next section. 
6. TWO-DIMENSIONAL RESULTS IN TERMS OF NUMBERS OF 
VECTORS IN ANGULAR REGIONS 
In this section we obtain some limitations on the number of sums in a 
unit diameter circle, for the two-dimensional problem, that depend upon 
the distribution of the vectors aj . If the vectors all lie in the same direction 
and have the same magnitude, of course the original bound is best possible. 
We shall see that if the vectors are widely dispersed in direction, the bound 
can be improved significantly. The results described below are examples 
of what can be obtained. It seems likely that many similar results can be 
deduced, and that analogous results in more dimensions are also possible. 
We will characterize the angular distribution of the aj with respect to 
some axis P, by L-7,(0, , 0,) which will represent the number of vectors aj 
whose angle measured with respect to P lies between e1 and Br . We will 
assume, where relevant, that the orientation of the vectors has been chosen 
such that none have angle between 81 + rr and 8, + rr. 
Our first result gives a limitation on the number of sums in a unit 
diameter circle in terms of S,(O, 7r/3) and Sp(n-/2, 577/6) which we shall 
denote by n, and n2 , respectively. 
THEOREM 6.1. If the number of vectors aj , 1 a ] >, I, whose angle 
measured with respect to direction P lies between 0 and ~13, is n, and 
between 7~12 and 571.16 is n2 , then the number of sums C ajEj lying in a unit 
diameter circle is bounded by 
Proof. Partition the sums C Ejai over aj, whose angle with respect 
to P lies between 0 and z-13, into symmetric chains according to the 
standard methods and do likewise for sums C Ejaj over aj , whose angle 
lies between 7~12 and 57716. We can then associate sums over both kinds 
of a’s with the entries in the rectangles obtained by taking direct products 
of each pair of chains one from each partition. We shall show that there 
can be at most two sums in any unit diagonal circle, in any such rectangle, 
from which the theorem follows. 
That there cannot be three such sums in a rectangle in any unit diameter 
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circle follows from the fact that two sums that lie in nonadjacent columns 
of a rectangle differ by at least two vectors a lying, say, between 0 and 43 
in angle, and some number of vectors a lying between, say, 71.12 and 5~/6. 
But this difference will then be at least 1, since each vector with angle 
between 0 and ~13 has a component at least one-half normal to the L-16 
direction while the sum of any number of vectors lying between 7~12 and 
5~16 have a positive component similarly measured, normal to the 5x/6 
direction. Therefore, the sums of two sums lying in nonadjacent “columns” 
or “rows” of a rectangle cannot both lie within a unit diameter circle. 
Therefore, there are at most two relevant sums per rectangle, and hence 
at most S, 
sums all together in a circle of unit diameter, the former term counting 
the number of rectangles, the latter the number having two or more rows 
and columns. 
We have so far considered only sums over aj that lie in angular intervals 
(0, n/3) and (42, 57~/6). Each sum of all aj consists of some fixed sum 
over the other aj (one of 2n-nl-na possibilities) and a sum over those 
considered. The bound of Theorem 6.1 therefore follows. 
In fact we can make use of the ideas of an earlier section to improve this 
bound slightly by noticing that by our rectangle construction we have 
constructed a partition of the sums over aj in our two intervals into S 
blocks every sum in which is a distance at least 1 from every other. The 
blocks may be chosen to be the union of alternate rows or alternate 
columns in a rectangle. 
The remaining aj may be included by our previous induction, each of 
our blocks giving rise to two (one of which can be empty) as each new aj 
as added. 
The number of sums over all the a, obtained in this way will usually 
be a slight improvement over the bound (1). 
The result obtainable in this manner is rather complicated. We include 
it for completeness, without a detailed proof. 
THEOREM 6.2. Under the conditions of Theorem 6.1 the bound (1) may 
be re$ned, for n1 , n2 , and n - IQ - n2 = n3 , to 
and for n, even, 
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Here 8j”i represents the number of chains of length (number of elements) 
j in the decomposition of 212+: 
tp = 
i 
ni Mi 
- (ni + j - 1)/2 1 ( (ni f j + I)/2 1 forj- 1 rniand2; 
and f (a, b) is the number of blocks our inductive process produces starting 
with one b element chain after a induction steps. f (a, b) is given explicitly by 
(Heref(a, b) = 2a for b > a.) 
The results just described involve a specific choice for angular intervals 
that was chosen for illustrative purposes, and may be relaxed without 
altering the conclusions. That is, one can define n1 to be S,(O, 0) and n2 
to be S,(d + n/6, 5n/6) without altering the argument at all, for any 
positive d < 2~/3. Results of the identical form may be obtained in 
higher dimension when n, vectors a all lie within a cone of half-angle 60” 
and are separated pairwise from n2 other vectors, likewise all within 
such a cone, by more than 60” and less than 120”. The preceding argument 
was based on the geometric property that the two intervals above are 
separated by n/6 in angle; since sin(n/6) = +, this property implied that 
two vectors in one interval when added to any number of vectors, either 
all in the other or all the negative of vectors in the other, add to more 
than 1 in magnitude. Extensions of the result can be made without added 
complication if the intervals are enlarged so as to be separated by 
sin-l(l/k). One could then obtain as a conclusion, with analogously 
defined I-Q and ne, 
where the (bi) and (ci) are the binomial coefficients on n, and n2 , 
respectively, each ordered in decreasing order of size. 
We now obtain some refinements of the preceding results that are based 
upon the application of a curious property of the lattice of subsets of a set, 
which we begin by describing. 
We consider sets of integers chosen from the positive integers up to n. 
Suppose these are partitioned into “chains” each member of which 
“covers” its predecessor by set inclusion. We can then completely 
characterize each chain by specifying its smallest or first member, and the 
LITTLEWOOD-OFFORD PROBLEM 103 
sequence of integer upon whose addition to the appropriate member one 
obtains its next member. Thus, for example, the chain (123), (1235), 
(12345) can be characterized by (123) 5, 4. 
The property of interest to us is that the sets of integers may be 
partitioned into symmetric chains (symmetric meaning that set sizes in 
each chain range from (n/2) - d to (n/2) + d) in such a way that the 
sequence of integers, just defined, that characterize each chain alternate 
even and odd. 
Perhaps the easiest way to verify this fact is to display a partition that 
exhibits this property. Such a partition was discovered by de Bruijn, 
Tengbergen, and Kruyswijk [13] and rediscovered independently by many 
others; the characterization described below was obtained by Leeb [14], 
and independently by Greene and Kleitman [15] and probably others. 
We can represent a set of integers by a sequence of parentheses, with the 
jth parenthesis a left one, if j lies in the set, and a right one, otherwise. 
In such a sequence we “close” any pair of left and right parentheses that 
are adjacent in the order ( ), and also close any pair that are similarly 
ordered and separated only by already closed parentheses, We now define 
the chains of our partition to be the sets of sequences of parentheses 
having a particular set of closed parentheses. 
For example, HO, HO, ((0 would lie in one chain, whose the 
closed part is xx( ). It is obvious that the partition into chains just defined 
is a partition into “symmetric” chains. If there is no closed part the 
integers characterizing tht: chain are simply the integers in order; they 
obviously alternate even and odd. As any closed part must consist of 
blocks of an even number of consecutive closed parentheses, its presence 
or absence is irrelevant to the parities of the positions of the nonclosed 
entries. This verifies our property, which here says that the nonclosed 
parentheses appear in positions that alternate even and odd. 
We will apply this property to sums of vectors when there are vectors 
corresponding to indices in a chain that lie in two separate regions A 
and B. If the number of vectors aj in A is less than the number in B, 
by the property above we can always arrange things such that if two 
successive sums in a chain differ by a vector in A, then either differs from 
its other neighbor in the chain by a vector in B. This follows, as we can 
insist that all indices of vectors in A be even in the chain partition just 
described. 
We use this result to prove the following three results. 
THEOREM 6.3. Suppose that for 0 < A < 5-13 + 2 sin-la, 
S,(O, A) 3 ] ??,(A, A + (n-/6) - sin-l i) - S,((5~/6) + sin-l 4, rr)/, 
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S,(A + (7-r/3) - sin1 &, (2~/3) + sin-l &) 
3 I %(A + (7r/6), A + (r/3) - sin-l $) - S,((2-rr/3) + sin-l $, 5rr/6)i 
= n1 = S,((5~/6) sin-l a, r) + S,(O, d f (n/6) - sin-l $), 
and S,(A + (~r/6), 5n/6) = n2, the number of sums lying within a unit 
diameter circle is no greater than <CL1 b,cJ 2n-nl-nz, for 0 < A < 
(2~13) - 2sin1 a. Here bj and cj represent the jth largest binomial coefJi- 
cients with upper indices n1 and n2 , respectively; and 
12 - n, - nz = S,(A + (n/6) - sin-l $, A + (r/6)) 
+ S,(5rr/6, (571/6) + sin-l $). 
This result involves a sum of three products of binomial coefficients, 
rather than the four that would arise in the conclusion if the method of 
Theorem 6.1 were applied directly. The conditions under which this 
holds are not very restrictive. Proof of this result will be described after 
we state the final theorem of this section. Again it can be refined in the 
sense that Theorem 6.2 is a refinement of Theorem 6.1. 
THEOREM 6.4. Suppose that 
I S,@, n/6) - S,(77/2,377/2) ! < S,(7r/6, r/2). 
Then the number of sums lying within any unit diameter circle cannot exceed 
b,c, + b,c, + kc, + b,c, , 
where bi and ci are the ith largest binomial coejkients with upper indices n, 
and n2, respectively, where n, = S,(O, 2n/3), nz = S,(2n/3, rr) = n - n, . 
In this result we have the sum of four products of binomial coefficients. 
Again this condition is not very restrictive. It will hold, for example if 
the 60” region having the most vectors a, lies between 7~16 and 7~12 from P. 
The following result holds under a somewhat more restricted condition. 
THEOREM 6.5. If 
and 
I UO, 77’6) - S,(7rl3, 77i2)i < S&r/6, r/3) 
j SD(n/2,2n/3) - S,(n/6, r/3); < S,(2~/3, 5~~/6), 
then the number of sums lying within any unit diameter circle cannot exceed 
b,c, + b,c, + b,c, with notation as above with n1 = S,(O, z-/2), n2 = n - n1 . 
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To prove these results, we again correspond sums of vectors a, , over 
indices j for which a, lie in the angular intervals counted by n, and n2 , 
by symmetric rectangles as in the proof of Theorem 6.1. 
Using our property of chain decompositions, we arrange for 
Theorem 6.3, that no two vectors whose angle lies in the range 
((5~/6) + sin-l 2, n) are successive differences in a chain used in the 
rectangles, and likewise for those whose angle lies in the range 
(4 d + (77/Q - sin-l 2) and (0 + (n/6), d f (n/3) - sin-l Q) and 
((2n/3) + sin -l t, 57~16). The hypotheses of Theorem 6.2 permit this 
to be accomplished because it permits the vectors with the angles in the 
first or third range to be given odd indices in defining their appropriate 
chains, while vectors in the other ranges can be given even indices. 
To prove Theorem 6.3 it is only necessary to verify that at most three 
sums in any rectangle having the property just mentioned can be within 
a unit diameter circle. This follows since by elementary geometric 
reasoning: 
1. no two sums within one of each other can be in a row or column; 
2. no two can be separated by having two or more rows between them 
or two or more columns between them. 
The latter condition follows from the fact that, for example, two sums 
separated by two rows differ by three vectors in the interval 
(A + (r/6), 5~/6), say; one of these vectors has a component at least i 
and the others at least $ (therefore, in sum at least 1) normal to the 
$re$cm ,A i (z-/6) - sin-l $, and also normal to the direction 
7r + sin-l $. Sums of vectors in the interval (-(n/6) + sin-l 4, 
d + (7r/6) - sin-l 1) have positive components in the former direction, 
while sums in the opposite interval ((5rr/6) + sin-l a, d + (77~/6) - sin-l &) 
have positive components in the latter direction. Therefore, no sum of 
either of the latter two kinds of vectors alone can, when added to the sum 
of the three vectors in (A + (7r/6), 5n/6) have a magnitude less than 1. 
Thus, sums that are separated by two or more rows (and similarly, 
columns) cannot both lie in a unit diameter circle. 
Theorem 6.4 is proved by similar reasoning; the vectors with angles in 
(0,2~/3) are arranged so that successive differences in a chain in the chain 
partition of sums over these do not both lie in (0, r/6) or in (~/2,2~r/3). 
A chain partition is also obtained for sums of vectors with angles in 
(2~13, r), and rectangles defined as products of chains are from each of 
the two partitions. From the fact above, again by elementary geometric 
reasoning exactly as above, one can show that no two vectors in a rectangle 
can be separated by three or more rows or columns, from which the 
result follows. 
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Theorem 6.5 again is proved in the same way. The sums of vectors with 
angles (0, 7r/2) are partitioned into chains such that no successive 
difference vectors in one chain lie both in the angle range (0, r/6) or both 
in the angle range (n/3, n/Z), which is possible from the condition on the 
theorem. The analogous chains are obtained for vectors in the angle 
range (VT/~, rr) with similar restrictions on differences in the 30” range in 
either side of the whole range. 
Rectangles are defined as above. Elementary geometric arguments in 
this case show that: 
(a) no two sums in a rectangle can lie in one row or column; 
(b) no two sums may have three or more rows or columns between 
them; 
(4 no two sums can have a row or more between them and a column 
or more between them, by arguments similar to those above. 
It is possible to show, further, that all these conditions and the overall 
geometric configuration of the vectors actually imply that at most 
three sums can be in a rectangle. A detailed geometric argument going 
beyond conditions (a)-(c) is necessary to eliminate the possibility that 
four sums lie in a “Knights tour” from one another in a rectangle whose 
configuration does not violate these conditions. 
It can, however, be shown (the details are uninteresting and are omitted 
here) that in fact such a configuration in a unit diameter circle is impossible, 
which proves the theorem. 
To summarize the results of this section, we have shown that the 
number of sums in a unit diameter circle in two dimensions obeys far 
stronger constraints than those obtained by Kleitman and Katona, if the 
conditions for any of these theorems applies and both IZ~ and ~1~ are large. 
This will occur if there is a sizable spread among the vectors aj . 
If the vectors aj are almost all crowded into roughly one direction, the 
conditions on Theorems 6.2-6.4 require that both n, and n2 be small for 
any suitable P and A or else it will usually be possible to invoke one of the 
theorems (or the remarks following Theorem 6.1) to yield a bound on 
sums in our unit circle of the form c~“/(Pz,Pz,)~/~ as opposed to ~‘2~/rzl/~. 
It appears likely that results of this kind can be extended to higher 
dimensions. They also have implications for larger-diameter circles; for, 
if n1 and fz2 can both be made large then the number of sums in a unit 
circle will become so small that one could paste together a larger circle 
from unit circles and get a tight bound on the number of sums in such 
a circle. 
Of the theorems discussed in this section, the easiest to apply are the 
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generalizations of Theorem 6.1 described immediately after it. They apply 
whenever the vectors a, can be separated into two or more sets, in two of 
which the vectors are separated by at least some fixed angle, if those 
two sets have large populations. 
These results suggest the conjecture that extremal configurations of 
vectors ai for sums in circles of any diameter consist of all but an obvious 
diameter-dependent number lying in one direction, for all y1 large compared 
to the diameter squared. 
7. LYM INEQUALITIES ON SUMS IN REGIONS 
Lube11 [17], Meshalken [16], and Yamamoto [9] (LYM) independently 
discovered a relation satisfied by antichains among subsets of an y1 element 
set that goes somewhat beyond being a limitation on size. Thus, if the 
number of sets in the antichain that comprises k sets is X, , one obtains 
that 
This relation implies that 
(7.2) 
but also that 
for any positive function f& and a number of other results. One can, for 
example, deduce from it that the inequality (7.2) can only be an equality, 
for n even, if X, = 0 for k f 42. 
The relation (7.3) can be rewritten, if F is the antichain, as 
CAEFf(4 G Maxdh=dWN~. L evine and Lube11 showed that this 
result could be extended to 
where v&4) = 1 or 0 and v&4) = 1 when j E A, for positive Xj . 
In this section we raise the question, Are there similar results about sums 
that lie in a circle or sphere of given size? 
We have only relatively simple results of this kind. We can summarize 
them as follows. 
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1. If all the vectors aj lie within a cone of half-angle 60”, then we may 
orient the vectors to have cj = +1 when they are positively oriented 
with respect to the cone axis direction and let the rank of a sum A be 
2 G,(A), and obtain results identical to those just mentioned. 
2. If one can distinguish two sets, S, and S, of vectors ai , such that the 
vectors in Si are all within a 60” half-angle cone and the vectors in S, are all 
less than 120” but more than 60” from all those in S, , then one can obtain 
a stronger result for sums over those vectors that lie within these regions. 
3. Arguments of the same kind can be extended to several groups of 
vectors that either lie close to or far from one another in any combination. 
Conclusions of the same kind can be drawn from them, but they can be 
somewhat difficult to interpret. 
4. In particular, one can describe such results in two dimensions where 
they can be considered as extensions of the first three theorems of the last 
section. 
It would be interesting if interpretations of these relations could be 
obtained. 
We now turn to the results. 
THEOREM 7.1. Suppose all vectors ai lie within a cone of half-angle rr/3. 
For a sum A, A - 2 ejai , let r(A) = C q(A), and count the + 1 coej‘icients 
of vectors chosen to have the same orientation with respect to this cone. 
Then we have, with the notation A E C for A lying in the unit diameter 
hypersphere S, and f (r) arbitrary, 
Further, if Xj is an arbitrary positive quantity, the relation 
holds. 
ProojI The proof of this theorem exactly parallels the results of [ll]; 
details will be omitted here. 
THEOREM 7.2. If n1 vectors lie within a region RI enclosed by a (r/3)- 
half-angle cone, n, vectors lie within a region Rz that is similarly enclosed, 
and every vector in RI is more than z-13 and less than 25713 in angle from 
every vector in R, , then if the R-rank of a sum is the number of ai positively 
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oriented in RR , with ej = + 1 and negatively oriented with cj = 0, we have 
with f (j, k) an arbitrary rankj!uxtion, for S the interior of a unit diameter 
circle. 
Proof. Assume all ai are positively oriented in R, . Under the given 
conditions, consider “rectangles” of sums, two sums lying in a row 
implying that they differ only by 1, containing several vectors in R, with 
E’S = +I not containing the other; two sums lying in a column only if 
they differ similarly by vectors in R, . Then under the conditions of this 
theorem only one sum in a rectangle can lie in a unit diameter circle. The 
theorem is then once more a consequence of the results of [II]. We 
outline the proof: Consider all possible maximal chains of sets of indices 
in RI and of sets of indices in R2 (ordered by inclusion), and consider all 
direct products of maximal chains for R, with those for R, . These direct 
products form rectangles. Let Xij represent the proportion of the rank i, j 
sums that are in S. We sum, for each pair (sum A, and rectangle O), the 
quantity g(r,(A), r,(A)) if A lies in S and d. We obtain 
where NR is the number of rectangles, since each sum A of ranks i, j, will 
contribute g(i,j) to (l/(~l))(l/(;~)) NR rectangles. The total will therefore be 
NR c &j di,.j). 
i,i 
This total is clearly bounded by NR times the maximum of g(i,j) in a 
rectangle; we therefore obtain the inequality 
If we choose g(i,j) = f (i, j)(F)(jnz), we obtain 
,&f(rdA), r&O) G Maxg(Cj), I, 
which is our theorem. 
This result may be generalized to resemble the second part of 
Theorem 7.1. 
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The general inequality, with the obvious definitions, is 
A different kind of generalization, for arrays of higher dimension is as 
follows. 
THEOREM 7.3. If ni vectors a, lie in region Ri for i < q and the regions 
Ri are oriented to obey a certain set X of exclusions such as, “No positive 
sum of vectors in Ri and R, can have magnitude <a” ifs is the interior of 
a region of diameter a andf is arbitrary, then 
where T is a subset of the q-dimensional direct product of chains of sums 
whose members obey all of the conditions imposed by X on sums lying in a 
region of a diameter a. 
Proof. This theorem may be proven exactly as was Theorem 7.2. 
Again it may be generalized by introduction of X’s for each vector. 
The actual applications of this result make it powerful, but somewhat 
mysterious, when q, the dimension of the direct product, is large, as it 
becomes difficult to analyze the right-hand side of the inequality, which is 
the bound. We give some examples. 
1. We consider regions R, , Rz , and R, , such that vectors in RI and R, 
are separated by more than 60 and less than 120” and those in R, and R, 
are all within a 120” angle cone, as are those in R, and R3 . 
(For example, R, is the interval 0 < B < 7r/6, RZ = (v/6 < ~9 < r/2), 
R3 = (42 < 6 < 2~/3).) 
If the number of vectors in Ri is 7zi, with given orientations, one has 
the restriction that in a direct product of chains Xijrc , there can be only 
one sum in a unit diameter region for each value of j; for each value of i 
no two sums in a product can be ordered in either of the other components, 
and likewise for a fixed value of k. 
If f = 1, and the mth largest binomial coefficients on nl, n, , n3, 
respectively, are denoted by a, , b, , and c, and the jth largest product 
of an (a) with a(c) is (a . c)? , we can easily obtain a bound of 
although for some values of the ni one could possibly do better. 
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For example, if 17~ = 5, n2 = 2, n3 = 3, we have 
a, = 10; a, = 10, a3 = 5, a4 = 5, a5 = 1, aG = 1; 
bl=2, b,=l, b,=l; 
Cl = 3, c2 = 3, CQ = 1, c4= 1; 
(ac), = 30, (a~)~ = 30, (ac)8 = 3. 
The bound above is 120. The bound (CJz,), by comparison, is 252. 
2. In two dimensions, we let 
R, = (0, 7i-/6), R, = (z-16, 7r/3), R, = (43, 7~/2), R, = (n/2, 2~13). 
Then we have as restrictions that in a fourfold direct product of chains 
we have as restrictions on T: 
No two with fixed second and third indices; 
No two ordered similarly in all four indices; 
For fixed second and fourth indices, no difference of 2 between two 
or more in either of the other indices; 
Likewise, for fixed first and third indices; 
For fixed second index, no two sums with the same direction of 
difference in third and fourth indices (e.g., not 1234, 2213); 
Likewise, for fixed third index, no two second and first having the 
same directional difference; 
No two different in all four indices, with the same sign difference 
in the first two and last two. 
All of these conditions represent simple geometric facts, many based 
on the fact that sin(n/6) = &. 
It is not easy to unscramble the complications of these conditions. For 
example, if ni = 3 for all i < 4, the bound (‘3 is 924, while one can 
easily construct vectors in the regions above having 400 lying in a unit 
circle. Our theorem applied to the conditions listed above gives a bound 
that may be 400, but appears to be 480. To determine the bo-und exactly, 
it is necessary to examine optimal configurations in the 4 x 4 x 4 x 4 
product of chains weighted by the products of binomial coefficients. This 
process is more straightforward, but almost as tedious as the original 
geometric problem. 
3. In two dimensions we set Ri = ((i - l)(r/6), ir/6) for i = I,..., 4. 
Limitations as in Example 2 may be obtained. Their implication is at 
least as strong as the Sperner bound, but can be much stronger for 
582a/zo/r-8 
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suitable values of ni . It is rather difficult in most cases to get a handle on 
the bound that makes fullest use of the implications of all these relations. 
8. CONCLUSIONS AND OPEN QUESTIONS 
In the sections above we have obtained bounds on the number of sums 
in circles of diameters d3, and 2/T, improved bounds depending on 
angular distribution of the vectors and certain Lubell-type relations for 
sums of vectors. 
A number of specific questions remain unanswered: 
1. Can one obtain the 1/5 bound for odd n > 3 ? 
2. Can one obtain analogous bounds in several dimensions? 
3. Is it possible to use results like those of Sections 6 and 7 to obtain 
tight large-diameter bounds? 
4. Can one find meaningful ways to apply the results of Section 7 to 
obtain bounds in more than two dimensions? 
5. Are there ways to combine the techniques employed in the last 
two sections above ? 
6. Is there a general approach to obtain best bounds for questions of 
this kind ? 
7. Can one show directly or indirectly that in an optimal configuration 
all but a suitable small number of vectors are identical? 
8. Can one show that for diameter k + E that the sum of the k + 1 
largest binomial coefficients is an implied bound for sufficiently large 
number n(k) of vectors? (Suggested by P. Erd6s.) 
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