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ACTIONS OF SKEW BRACES AND SET-THEORETIC SOLUTIONS OF THE
REFLECTION EQUATION
K. DE COMMER
Abstract. A skew brace, as introduced by L. Guarnieri and L. Vendramin, is a set with two group structures
interacting in a particular way. When one of the group structures is abelian, one gets back the notion of
brace as introduced by W. Rump. Skew braces can be used to construct solutions of the quantum Yang-
Baxter equation. In this article, we introduce a notion of action of a skew brace, and show how it leads to
solutions of the closely associated reflection equation.
Introduction
The quantum Yang-Baxter equation first appeared in the theory of exactly solvable quantum integrable
systems [Yan67, Bax72], but has by now permeated many different areas of mathematics such as Hopf
algebras, knot theory and tensor categories. In particular, within the theory of quantum groups the matrix-
valued solutions of the quantum Yang-Baxter equation, known as R-matrices, play a crucial roˆle as a ‘quasi-
commutativity’ condition [Dri87].
In [Dri92, Section 9], V. Drinfeld asked whether there is an interesting theory of set-theoretic solutions to
the quantum Yang-Baxter equation. This has recently received a lot of attention [G-IVdB98,ESS99,LYZ00,
G-I04, G-IM07, G-IM08, CJO10, G-I12, G-IC12, Deh15], with a strong impetus coming from the theory of
braces introduced by W. Rump [Rump07], see also [CJdR10, Rump14, CJO14], and more recently skew
braces [GV17], see also [SV18,JVA18].
In a different direction, there has recently also been considerable interest in the reflection equation, which
first appeared in the study of quantum scattering on the half-line by I. Cherednik [Che84]. Just as the theory
of quantum groups is governed by a universal R-matrix satisfying the quantum Yang-Baxter equation, the
theory of quantum group actions is closely connected with a universal K-matrix satisfying the reflection
equation [DKM03,Kol08,KS09,KB15,RV16,Kolb17]. On the categorical level, this corresponds to braidings
on module categories over braided tensor categories [tD98, tDH-O98,Bro13,B-ZBJ16].
In this article, we make a connection between these two areas by studying solutions to the set-theoretic
reflection equation coming from actions of skew braces. As far as we know, the set-theoretic reflection
equation only appeared in the physics literature so far [CZ12,CCZ13].
The article is structured as follows. In the first section, we recall the definition of skew (left) brace (A, ◦, ·)
[GV17], and propose a definition of skew brace action as an action of (A, ◦) on a set X together with an
equivariant map fromX to a universal (A, ◦)-spaceXA. In the second section, we consider some examples. In
the third section, we introduce the set-theoretic reflection equation. In the fourth section, we recall the notion
of a braiding operator for a group [LYZ00]. In the fifth section we study braided actions for groups with a
braiding operator, and show how they lead to solutions of the reflection equation. In the sixth section, we
show how braided actions can be amplified, and subsequently characterized in terms of the amplified actions.
In the seventh section, we prove the equivalence between skew brace actions and braided actions of groups
with a braiding operator.
Acknowledgements : This work was supported by the FWO grant G.0251.15N. The author would like to
thank A. Van Antwerpen for bringing [Rump09] to his attention.
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1. Skew braces and actions of skew braces
Definition 1.1 ([GV17]). A skew (left) brace is a triple (A, ◦, ·) such that ◦ and · are group structures on
the same set A, and such that we have the following distributivity law:
a ◦ (b · c) = (a ◦ b) · a−1 · (a ◦ c),
where a 7→ a−1 is the inverse with respect to ·.
Note that the unit eA of (A, ◦) is then automatically also the unit of (A, ·). On the other hand, the inverse
a−1 of a for · can be distinct from the inverse a¯ of a for ◦.
Write
λa(b) = a
−1 · (a ◦ b), ρa(b) = (a ◦ b) · a
−1. (1.1)
Lemma 1.2. Let (A, ◦, ·) be a skew brace. Then
• λ is an action by automorphisms of (A, ◦) on (A, ·),
λa(b · c) = λa(b) · λa(c), λa◦b(c) = λa(λb(c)).
• ρ is an action by automorphisms of (A, ◦) on (A, ·),
ρa(b · c) = ρa(b) · ρa(c), ρa◦b(c) = ρa(ρb(c)).
Proof. The statement for λ follows by [GV17, Proposition 1.9]. The statement for ρ follows by observing
that (A, ◦, ·op), with a ·op b = b · a, is also a skew brace. 
Let
XA = End(A, ·)
be the monoid of all group endomorphisms of (A, ·) with composition as product. Then we can endow XA
(as a set) with the (A, ◦)-action
a ⋄ χ := λaχρ
−1
a .
We propose the following definition for action of a skew brace. It will be motivated in the next sections.
Definition 1.3. An action of a skew brace consists of a triple (X, ◦, pi) where X is a set endowed with a
left action ◦ of (A, ◦) and where pi is an equivariant map
pi : (X, ◦)→ (XA, ⋄), pi(a ◦ x) = a ⋄ pi(x). (1.2)
We write in the following pi(x) = pix ∈ End(A, ·). The following proposition shows that the equivariance
condition on pi tells us how to move the products · and ◦ through the pix.
Proposition 1.4. Let (A, ◦, ·) be a skew brace, and let (X, ◦) be a left action of (A, ◦). Then (A, ◦, pi) defines
an action of (A, ◦, ·) if and only if the pix satisfy
pix(a · b) = pix(a) · pix(b)
and
pix(a ◦ b) = λa(pia¯◦x(b)) · pix(a), (1.3)
Proof. We can rewrite condition (1.3) as
pia◦x(b) = λa
(
pix(a¯ ◦ b) · pix(a¯)
−1
)
. (1.4)
Assuming the pix are (A, ·)-endomorphisms, this is equivalent with
pia◦x(b) = λa(pix((a¯ ◦ b) · a¯
−1)) = (λapixρa¯)(b) = (λapixρ
−1
a )(b), (1.5)
which is pia◦x = a ⋄ pix. 
Condition (1.3) says the pix are a ‘twisted cocycle family’ with respect to λ : (A, ◦)× (A, ·
op)→ (A, ·op).
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2. Examples of skew brace actions
The first example shows that an ordinary action of (A, ◦) can be made into a skew brace action of (A, ◦, ·)
in a trivial way.
Example 2.1. Let (X, ◦) be an action of (A, ◦). Then (X, ◦) becomes an action for (A, ◦, ·) by putting
pix(a) = eA for all x ∈ X and a ∈ A. We call this the trivially extended skew brace action associated to
(X, ◦).
For example, in this way the ‘action of a skew brace on a skew brace’ [SV18, Definition 2.35] can be
interpreted as a particular action in our sense. In the case of braces, the same applies to the the brace
modules of [Rump09], which are just left modules1 over (A, ◦).
Example 2.2. By Proposition 1.4, actions of (A, ◦, ·) on a one-element set are in one-to-one correspon-
dence with endomorphisms χ : (A, ·) → (A, ·) such that χ is a 1-cocycle with respect to λ as a group of
automorphisms of (A, ·op),
χ(a ◦ b) = λa(χ(b)) · χ(a).
These are then precisely the ⋄-fixed points in End(A, ·), i.e. the maps which intertwine ρ with λ. For example,
χ = idA satisfies this requirement if and only if (A, ◦, ·) is a brace, i.e. · is commutative.
Example 2.3. More generally, let (B, ◦) ⊆ (A, ◦) be a subgroup, and assume that we have an endomorphism
χ : (A, ·)→ (A, ·) such that χ is a cocycle with respect to λ : (B, ◦)× (A, ·op)→ (A, ·op), i.e.
χ(b ◦ a) = λb(χ(a)) · χ(b), a ∈ A, b ∈ B.
Then it is easily seen that B ⋄ χ = χ. Hence with
pi(a ◦B) := a ⋄ χ,
we obtain an action (A/B, ◦, pi) of (A, ◦, ·) with respect to the usual (A, ◦)-action on A/B. We will call such
actions irreducible. It is clear that, up to isomorphism, any action of (A, ◦, ·) is a direct product of actions
of the above form.
Example 2.4. Returning again to the case of braces, where · is commutative, we see that any action of
(A, ◦) on a set X becomes an action of (A, ◦, ·) by taking pi(x) = idA for all x.
The following example introduces the universal action.
Example 2.5. Let (A, ◦, ·) be a skew brace. We call (XA, ⋄, id) the universal action of (A, ◦, ·).
Next, we present the standard action of a skew brace.
Example 2.6. Let (A, ◦, ·) be a skew brace. Then (A, ◦) becomes an action for (A, ◦, ·) with respect to
pia(b) = αa(b) := a
−1 · b · a.
Indeed, we are to check that αa◦b = a ⋄ αb. But observing that ρa = α
−1
a λa and αa·b = αbαa, we find
a ⋄ αb = λaαbρ
−1
a = λaαbλ
−1
a αa = αλa(b)αa = αa·λa(b) = αa◦b.
A little more generally, we get the following class of inner actions.
Example 2.7. Let (A, ◦, ·) be a skew brace, and let (X, ◦) be an action of (A, ◦). Assume that
c : (X, ◦)→ (A, ◦), c(a ◦ x) = a ◦ c(x)
is an equivariant map from X to A. Then
pix(a) = c
−1
x · a · cx
defines an action (X, ◦, pi) of (A, ◦, ·).
The following example treats a particular class of skew braces constructed from groups.
1In [Rump09], the author works with right modules and right braces, we adapt the definition straightforwardly to the setting
of left braces.
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Example 2.8. Let (A, ·) be a group, and consider the associated brace (A, ·, ·). Then λa = id, while
ρa(b) = a · b ·a
−1. It follows by Example 2.3 that an irreducible action of (A, ·, ·) is determined by a subgroup
B of (A, ·) and an endomorphism χ ∈ End(A, ·) satisfying
Ker(χ) ⊇ {a · b · a−1 · b−1 | a ∈ A, b ∈ B}.
Example 2.9. By [SV18, Example 1.13], the permutation group (A, ·) = S3 can be endowed with a unique
skew brace structure such that
λid = λ(123) = λ132 = id, λ(12) = λ(23) = λ(31) = Ad(23),
with (A, ◦) ∼= Z/6Z and (12) having order 6 for ◦.
Since ρa(b) = a
−1 · λa(b) · a
−1, we then find
ρid = ρ(23) = id, ρ(12) = ρ(123) = Ad(123), ρ(31) = ρ(321) = Ad(321).
Now as a set, we have
End(S3) ∼=
µ
S3 ⊔ {1, 2, 3} ⊔ {•},
where, identifying {1, 2, 3} ∼= Z/3Z and writing e(t) = 0 for t even and e(t) = 1 for t odd in S3,
µs(t) = sts
−1, s, t ∈ S3, µm(t) = (m,m+ 1)
e(t), µ•(t) = id, s, t ∈ S3,m ∈ {1, 2, 3}.
An easy computation then shows that, for s ∈ S3 and k ∈ {1, 2, 3},
(12) ⋄ µs = µ(23)s(321), (12) ⋄ µk = µ(12)k, (12) ⋄ µ• = µ•.
We hence find that the universal action ⋄ on End(S3) decomposes into an orbit µ(S3) of order 6, which is
equivalent with the standard action of (A, ◦) = Z/6Z, one two-element orbit {µ2, µ3}, and two one-element
orbits {µ1, µ•}. In particular, (A, ◦, ·) has a non-trivial action on the one-element set {µ1}.
3. Settheoretic reflection equation
Diagrams are read from top to bottom.
Definition 3.1. Let Z be a set, and let r : Z ×Z → Z ×Z be an invertible map. We say that r satisfies the
braid relation if
(r × idZ)(idZ ×r)(r × idZ) = (idZ ×r)(r × idZ)(idZ ×r). (3.1)
We represent r as a braid,
r = r−1 =
Then the braid relation corresponds pictorially to the identity of braids
=
Figure 1. Braid relation
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If r satisfies the braid relation, then R(x, y) = r(y, x) satisfies the set-theoretic quantum Yang-Baxter equation
R12R13R23 = R23R13R12,
where Rij is R acting on the ith and jth factor and the identity on the other factors.
A close cousin to the braid relation is the reflection equation.
Definition 3.2. Let X,Z be sets, and let r : Z × Z → Z × Z satisfy the braid relation. We say that a map
k : Z ×X → Z ×X
satisfies the reflection equation with respect to r, or that k is a solution to the reflection equation for r over
the set X, if the following maps from Z × Z ×X to itself are equal:
(r × idX)(idZ ×k)(r × idX)(idZ ×k) = (idZ ×k)(r × idX)(idZ ×k)(r × idX). (3.2)
We represent k as a full twist around a fixed pole,
k =
Then the reflection equation is represented pictorially by the sliding rule
=
Figure 2. Reflection Equation
Example 3.3. If r satisfies the braid relation, then
k = r2 : Z × Z → Z × Z
satisfies the reflection equation with respect to r.
Remark 3.4. In general, the reflection equation appears with an additional ‘twist’ by an automorphism of
the group, or with extra parameters. Here we only study the simplest case.
4. Groups with a braiding operator
Definition 4.1. [LYZ00] Let (A, ◦) be a group. A braiding operator on (A, ◦) is a map
r : A×A→ A×A, (a, b) 7→ (a  b, a b)
such that, with mA : A×A→ A the multiplication and
η : {•} → A, • 7→ eA
the unit map, we have
r(mA × idA) = (idA×mA)(r × idA)(idA×r), (4.1)
r(idA×mA) = (mA × idA)(idA×r)(r × idA), (4.2)
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r(idA×η) = η × idA, r(η × idA) = idA×η, (4.3)
mA ◦ r = mA. (4.4)
We then call (A, ◦, r) a group with braiding.
Pictorially, the conditions look as follows:
mA = η = r =
Figure 3. Pictorial representation of multiplication, unit and braid operator
= =
Figure 4. Relations (4.1) and (4.2)
= =
Figure 5. Relations (4.3)
=
Figure 6. Relation (4.4)
If (A, ◦, r) is a group with braiding, r : A × A → A × A is automatically invertible and satisfies the braid
relation [LYZ00, Corollary 1].
Example 4.2. [LYZ00, Theorem 9] Let
r : Z × Z → Z × Z, (w, z) 7→ (w  z, w  z)
satisfy the braid relation, and let A(Z) be the universal group with generators {az | z ∈ Z} and relations
awaz = awzawz.
Then A(Z) is a group with braiding operator r˜ uniquely determined by
r˜(aw, az) = (awz, awz).
The study of (semi-)groups of this type was initiated in [G-IVdB98].
The notions of skew brace and group with braiding are equivalent, as the next theorem shows.
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Theorem 4.3. [LYZ00, Theorem 2],[GV17, Remark 3.2] Let (A, ◦) be a group. Then there is a one-to-one
correspondence between skew brace structures (A, ◦, ·) and braiding operators r on (A, ◦), determined by
a · b = a ◦ (a¯ b), a, b ∈ A, (4.5)
or, equivalently,
a  b = λa(b). (4.6)
To see more conceptually where the dot-product comes from, note that r in particular defines a matching
[Tak81,Tak03] of (A, ◦) with itself by (4.1),(4.2) and (4.3). It follows, see e.g. [Maj95, Proposition 6.2.15],
that we can endow A×A with the twisted product group structure
A×
tw
A = (A×A, ◦tw) (4.7)
with
(a1, a2) ◦tw (b1, b2) = (a1 ◦ (a2  b1), (a2  b1) ◦ b2), eA ×
tw
A = (eA, eA), (a, b) = (b¯  a¯, b¯  a¯).
◦tw :=
Figure 7. Twisted product on A×
tw
A
The multiplication map mA then becomes a group homomorphism,
mA : (A×A, ◦tw)→ (A, ◦), (a, b) 7→ a ◦ b.
The kernel Ker(mA) ⊆ A×
tw
A consists of all pairs (a, a¯), and identifying
ι : A
∼=
→ Ker(mA), a 7→ (a, a¯),
we see that the induced product on A is precisely the dot-product.
5. Braided actions
Definition 5.1. Let (A, ◦, r) be a group with braiding operator. We call braided action of (A, ◦, r) a set X
together with an action of (A, ◦)
mX : A×X → X, (a, x) 7→ a ◦ x
and a map
k : A×X → A×X
such that the following relations are satisfied:
k(mA × idX) = (mA × idX)(idA×k)(r × idX)(idA×k), (5.1)
k(idA×mX) = (idA×mX)(r × idX)(idA×k)(r × idX), (5.2)
k(η × idX) = η × idX , (5.3)
mXk = mX . (5.4)
We call (A, ◦, r) a generalized braided action if, in stead of (5.4), the reflection equation (3.2) is satisfied.
These above conditions can again be represented pictorially:
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mX = k =
Figure 8. Pictorial representation of action and action braid
=
=
Figure 9. Relations (5.1) and (5.2)
= =
Figure 10. Relations (5.3) and (5.4)
Remark 5.2. The definition of (generalized) braided action is inspired by the notion of braided module
category over a braided tensor category [Bro13], see also the earlier work [tD98,tDH-O98] on cylinder twists.
Example 5.3. Let (A, ◦, r) be a group with braiding, and put k = r2. Then (A,mA, k) is a braided action
for (A, ◦, r), using for (5.1) that r satisfies the braid relation.
Lemma 5.4. Let (X,mX , k) be a braided action for a group with braiding (A, ◦, r). Then k satisfies the
reflection equation with respect to r.
In other words, any braided action is a generalized braided action.
Proof. We use the technique of [LYZ00, Theorem 1]. Let (a, b, x) ∈ A × A × X , and let (a1, b1, x1) and
(a2, b2, x2) be the result of applying respectively the left hand side and the right hand side of (3.2) to
(a, b, x). It is then sufficient to show that
(a1 ◦ b1, x1) = (a2 ◦ b2, x2), (a1, b1 ◦ x1) = (a2, b2 ◦ x2).
These identities can be proven pictorially as follows:
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a b x
a1 ◦ b1 x1
=
(4.4)
=
(5.1)
=
(4.4)
=
(5.1)
a b x
a2 ◦ b2 x2
a b x
a1 b1 ◦ x1
=
(5.2)
=
(5.4)
=
(5.2)
=
(5.4)
a b x
a2 b2 ◦ x2

We will show in Section 7 that an action of a skew brace (A, ◦, ·) is equivalent to a braided action of (A, ◦, r)
for r the braiding operator associated to the skew brace structure. This shows, by means of Lemma 5.4,
that actions of skew braces lead to solutions of the reflection equation.
6. Product actions
In the following, we fix a group with braiding (A, ◦, r). Given a generalized braided action (X,mX , kX), we
will construct three generalized braided actions on A×X .
Proposition 6.1. Let (X,mX , kX) be a generalized braided action of (A, ◦, r). Then Y = A ×X has the
following generalized braided actions of (A, ◦, r), all with the same action braid
kY = (r × idX)(idA×kX)(r × idX) : A× (A×X)→ A× (A×X), (6.1)
namely:
• the absorbing A-extension
mtrivY = mA × idX , (6.2)
• the k-twisted absorbing A-extension
mkY = (mA × idX)(idA×kX)(r × idX) : A× (A×X)→ A×X (6.3)
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• the r-twisted A-amplification of mX ,
mrY = (idX ×mX)(r × idX). (6.4)
We will present the product actions and action braid as follows:
mtrivY = := m
k
Y = := m
r
X = :=
Figure 11. Pictorial representation of product actions
kY = :=
Figure 12. Pictorial representation of product action braid
Proof. Trivially, mtrivY is an action. The action property for m
k
Y follows from the following computation:
= =(4.2) =
=
(5.1)
=
(4.1) =
The unit property for the action is easily checked, as is property (5.3).
Finally, the action property formrY follows immediately from the action property for mX together with (4.1).
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The fact that kY satisfies the reflection equation is easily proven algebraically: writing k = kX , we have
(r × idY )(idA×kY )(r × idY )(idA×kY )
= r12r23k34r23r12r23k34r23 = r12r23k34r12r23r12k34r23
= r12r23r12k34r23r12k34r23 = r23r12r23k34r23k34r12r23
= r23r12k34r23k34r23r12r23 = r23r12k34r23k34r12r23r12
= r23k34r12r23r12k34r23r12 = r23k34r23r12r23k34r23r12
= (idA×kY )(r × idY )(idA×kY )(r × idY )
Let us now check (5.1), which is common to all of the above actions as it only involves kY , r and mA. We
compute
= =(4.1)
=
(5.1)
=
(4.2)
=
(3.1) =
We now prove (5.2) for mkY , the other two cases being similar. We have
= =(4.2)
=
(4.1)

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=
(3.2)
=
(3.1)
=
(3.1) =
It follows in particular that, starting from a braided action (X,mX , kX) of (A,m, r), we obtain solutions to
the reflection equation over the sets A×n ×X .
Definition 6.2. We say two actions mY ,m
′
Y of (A, ◦) on a set Y braid-commute if
mY (idA×m
′
Y ) = m
′
Y (idA×mY )(r × idY ). (6.5)
Note that the relation of braid-commuting is not symmetric if r is not involutive!
mY = m′Y = =
Figure 13. Braid-commuting actions
Proposition 6.3. Let (X,mX , k) be a generalized braided action. Then the pairs (m
k
Y ,m
triv
Y ), (m
k
Y ,m
r
Y )
and (mrY ,m
triv
Y ) braid-commute.
Proof. We leave the braid-commutation of mrY and m
triv
Y to the reader.
The braid-commutation of mkY and m
triv
Y follows from
= =(4.2)
=
(3.1) =
The braid-commutation of mkY and m
r
Y is proven as follows:
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= =(5.2)
=
(3.1)
=
(4.2) =

Note that the (A, ◦)-actions mtrivY and m
r
Y can be constructed purely from the (A, ◦)-action (X,mX).
Lemma 6.4. There is a one-to-one correspondence between
• generalized braided actions (X,mX , k) of (A, ◦, r), and
• pairs of actions mX ,mY of (A,mA) on the respective sets X and Y = A × X such that the pairs
(mY ,m
triv
Y ) and (mY ,m
r
Y ) braid-commute.
Moreover, the action is braided if and only if the map
mX : Y → X
is (A, ◦)-equivariant.
Proof. If (X,mX , k) is a generalized braided action, we have shown in Proposition 6.3 that the pairs
(mkY ,m
triv
Y ) and (m
k
Y ,m
r
Y ) braid-commute. If moreover (X,mX , k) is a braided action, it follows straight-
forwardly from (4.4) and (5.4), together with the action property of mX , that mX is an equivariant map
from (Y,mkX) to (X,mX).
Conversely, assume that (X, ◦) is an action of (A, ◦), and that we have an action mY of A on A×X ,
mY (a, (b, x)) = a ∗ (b, x),
satisfying the braid-commutation (6.5) with mtrivY and m
r
Y . Define
k : A×X → A×X, (a, x) 7→ k(a, x) := a ∗ (eA, x).
Let us write
a ◦ (b, x) = (a ◦ b, x)
for the action mtrivY . Take a, b ∈ A and write (b
′, a′) = r(a, b). Then from the braid-commutation of mY
with mtrivY , we obtain that
a ∗ (b, x) = a ∗ (b ◦ (eA, x)) = b
′ ◦ (a′ ∗ (eA, x)) = b
′ ◦ k(a′, x),
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so that mY is determined by the formula (6.3) with kX replaced by k. We may hence write k and mY
diagramatically as in resp. Figure 8 and Figure 12, and are to show that the associated k-map satisfies (5.1),
(5.2), (5.3).
In fact, (5.1) is immediate upon applying the action equationmY (mA× idY ) = mY (idA×mY ) to (a, b, eA, x),
and similarly (5.3) follows from eA ∗ (eA, x) = (eA, x). The relation (5.2) follows from the following compu-
tation, where in the penultimate step we use that mY and m
r
Y braid-commute:
= =
=
(3.1)
(4.2)
= =
Finally, if mX intertwines ∗ and ◦, it is easily seen that (5.4) holds. 
Remark 6.5. Note that the braid-commutation of mkY and m
r
Y at A × A × eA × X already implies the
mX-braid relation, which then in turn implies the full braid-commutation relation for m
k
Y and m
r
Y under the
presence of the other conditions.
7. Equivalence between actions of skew braces and braided actions of groups with
braiding
Fix a skew brace (A, ◦, ·), and let r be the associated braiding operator given by Theorem 4.3. We write in
the following
r(a, b) = (a  b, a b).
Recall also the notations λ, ρ introduced in (1.1).
Lemma 7.1. The following identities hold:
a b = λa(b) = a
−1 · (a ◦ b), a b = ρb¯(a¯) = (b¯ ◦ a¯) · b¯
−1 = a¯ · b ◦ b. (7.1)
Proof. The identity a  b = λa(b) is part of the statement of Theorem 4.3. On the other hand, a  b is
determined by (4.4),
(a  b) ◦ (a  b) = a ◦ b. (7.2)
Now using
λa(b) = a
−1 · (a ◦ b) = a ◦ (a¯ · b),
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we see that (7.2) becomes
(a¯ · b) ◦ (a b) = b,
and so
a b = b¯ ◦ (a¯ · b) = (b¯ ◦ a¯) · b¯−1 = ρb¯(a¯).
The equivalent expression for a  b follows from applying the fundamental skew brace relation. 
Recall now from (4.7) the twisted Cartesian product group A×
tw
A. We leave the proof of the following easy
lemma to the reader.
Lemma 7.2. Let Y be a set. There is a one-to-one correspondence between
(1) braid-commuting actions mY and m
′
Y of (A, ◦) on Y , and
(2) actions θY of A×
tw
A on Y ,
the correspondence being given by
θY = m
′
Y (idA×mY ).
Recall from the discussion at the end of Section 4 that we have a short exact sequence
{eA} → (A, ·)
ι
→ (A×
tw
A, ◦tw)
mA→ (A, ◦)→ {eA},
where ι(a) = (a, a¯). In particular, ι(A) is a normal subgroup of A×
tw
A. On the other hand, we also have the
group imbedding
j1 : A→ A×
tw
A, a 7→ (a, eA).
Since
j1(a) ◦tw ι(b) = (a ◦ b, b¯),
the map
A×A→ A×A, (a, b) 7→ j1(a) ◦tw ι(b)
is surjective. An easy computation shows that
j1(b) ◦tw ι(a) = ι(ρb(a)) ◦tw j1(b), (7.3)
and we obtain in this way a group isomorphism
(A, ◦)⋉γ (A, ·) ∼= A×
tw
A, (a, b) 7→ j1(a) ◦tw ι(b). (7.4)
Lemma 7.3. Let (X,mX) be an action of (A, ◦). There is a one-to-one correspondence between
• actions
mY : A× (A×X)→ A×X, (a, b, x) 7→ a ∗ (b, x)
of (A, ◦) on Y = A × X which braid-commute with mtrivY and for which mX : Y → X is (A, ◦)-
equivariant, and
• maps
β : A×X → A, (a, x) 7→ βx(a)
such that, for each x ∈ X, the map
γx : A×A→ A, (a, b) 7→ a ·x b := b ◦ βb¯◦x(ρb¯(a)) (7.5)
defines an action of (A, ·) on A,
(a · b) ·x c = a ·x (b ·x c), eA ·x a = a, (7.6)
The correspondence is completely determined by
a ∗ (b, b¯ ◦ x) = (a ◦ (a¯ ·x b),−). (7.7)
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Proof. By Lemma 7.2, there is a one-to-one correspondence between, on the one hand, the mY braid-
commuting with mtrivY and making mX equivariant, and, on the other hand, the A×
tw
A-actions
⊚ : (A×
tw
A)× (A×X)→ A×X, ((a, b), (c, x)) 7→ (a, b)⊚ (c, x)
satisfying
(a, eA)⊚ (c, x) = (a ◦ c, x), (7.8)
mX((a, b)⊚ (c, x)) = a ◦ b ◦ c ◦ x, (7.9)
the correspondence being determined by
(a, b)⊚ (c, x) = a ◦ (b ∗ (c, x)), (7.10)
where we write a ◦ (d, y) = (a ◦ d, y) as a shorthand.
By (7.4) and (7.8), such an action ⊚ is completely determined by its restriction to ι(A). Let us write
γ : A× (A×X)→ A×X, (a, b, x) 7→ γ(a)(b, x) = ι(a)⊚ (b, x)
for the corresponding ·-action. From (7.9) and the fact that ι(A) = Ker(mA), it follows that the orbits of γ
are contained in the sets
Ax = {(a, a¯ ◦ x) | a ∈ A, x ∈ X} ∼= A, (a, y) 7→ a.
Hence γ splits into actions
γx : A×A→ A, (a, c, x) 7→ γx(a)(c) = a ·x c (7.11)
of (A, ·) on A, uniquely determined by
ι(a)⊚ (c, c¯ ◦ x) = (a ·x c, a ·x c ◦ x). (7.12)
Conversely, from (7.3) and the observation
j1(b)⊚ (c, c¯ ◦ x) = (b ◦ c, b ◦ c ◦ (b ◦ x)),
it is easily seen that a family of actions γx as in (7.11) can be uniquely extended to an action of A×
tw
A
satisfying (7.12) and (7.8) if and only if for all a, b, c ∈ A and x ∈ X
b ◦ (a ·x c) = ρb(a) ·b◦x (b ◦ c) (7.13)
or, equivalently,
a ·x (b ◦ c) = b ◦ (ρb¯(a) ·b¯◦x c), (7.14)
condition (7.9) then being automatic by the form of (7.12).
We have thus shown that actions mY as in the statement of the lemma are equivalent to families of (A, ·)-
actions
γx : A×A→ A, (a, b) 7→ a ·x b
satisfying the compatibility relation (7.13). By (7.12), the correspondence is uniquely determined by (7.7).
Define now
β : A×X → A, (a, x) 7→ βx(a) := a ·x eA.
Taking c = eA in (7.14), we see that
a ·x b = b ◦ βb¯◦x(ρb¯(a)). (7.15)
Conversely, if
β : A×X → X, (a, x) 7→ βx(a)
is any map, then defining a ·x b by means of (7.15), we see that (7.13) is satisified since
b ◦ (a ·x c) = b ◦ c ◦ βc¯◦x(ρc¯(a))
= (b ◦ c) ◦ βb◦c◦(b◦x)(ρb◦c(ρb(a))
= ρb(a) ·b◦x (b ◦ c).
Hence the only condition on β is that the ·x-product defined by (7.15) defines an action of A on A for each
x. This finishes the proof. 
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Lemma 7.4. Let (X,mX) be an action for (A, ◦), and let β : A ×X → A be a map such that (7.6) holds
with respect to (7.5). Let mY be the corresponding action of (A, ◦) on Y = A×X determined by (7.7). Then
mY braid-commutes with m
r
Y if and only if for all a, b, c ∈ A
a ·x (b · c) = a · b · a
−1 · (a ·x c). (7.16)
Proof. It is easy to see that, under the condition (5.4), the braid-commutation
mrY (idA×mY )(r × idY ) = mY (idA×m
r
Y ) (7.17)
will hold if and only if the first components of these maps are the same. Applying then (7.17) to (a, b, c, c¯◦x)
and taking first components, we see by using (7.2) that (7.17) is equivalent with the identity
(a  b) ((a  b) ◦ (a  b ·x c)) = a ◦ (a¯ ·b◦x (b  c)). (7.18)
Now the left hand side of (7.18) simplifies as follows,
(a b)  ((a b) ◦ (a b ·x c)) =
(7.1)
(a  b)−1 · ((a  b) ◦ (a  b) ◦ (a  b · x))
=
(7.2)
(a  b)−1 · ((a ◦ b) ◦ (a  b ·x c))
=
(7.1)
λa(b)
−1 · ((a ◦ b) ◦ (ρb¯(a¯)) ·x c)) (7.19)
=
(7.13)
λa(b)
−1 · (ρa◦b(ρb¯(a¯)) ·a◦b◦x (a ◦ b ◦ c))
= λa(b)
−1 · (ρa(a¯) ·a◦b◦x (a ◦ b ◦ c))
= λa(b)
−1 · (a−1 ·a◦b◦x (a ◦ b ◦ c)). (7.20)
On the other hand, by applying a◦ to eA = b
−1 · b we have
a · (a ◦ b)−1 · a,
and the right hand side of (7.18) can then be rewritten as follows,
a ◦ (a¯ ·b◦x (b  c)) =
(7.13)
ρa(a¯) ·a◦b◦x (a ◦ λb(c))
= a−1 ·a◦b◦x (a ◦ λb(c))
= a−1 ·a◦b◦x (a ◦ (b
−1 · (b ◦ c)))
= a−1 ·a◦b◦x ((a ◦ b
−1) · a−1 · (a ◦ b ◦ c))
= a−1 ·a◦b◦x (a · (a ◦ b)
−1 · (a ◦ b ◦ c))
= a−1 ·a◦b◦x (a · λa(b)
−1 · a−1 · (a ◦ b ◦ c)). (7.21)
Replacing now subsequently a ◦ b ◦ x by x, c by b¯ ◦ a¯ ◦ c, a · λa(b)
−1 · a−1 by b and a by a−1, we obtain that
the equality of (7.20) and (7.21) becomes (7.16). 
Theorem 7.5. Let (A, ◦, ·) be a skew brace with associated braiding operator r, and let (X, ◦) be an action
of (A, ◦). Then there is a one-to-one correspondence between actions (X, ◦, pi) of (A, ◦, ·) and braided actions
(X, ◦, k) of (A, ◦, r), determined by
k(a, x) = (pia◦x(a), pia◦x(a) ◦ a ◦ x).
Proof. By Lemma 7.3 and Lemma 7.4, braided actions of (X, ◦, k) are in one-to-one correspondence with a
collection of maps
βx : A→ A
such that (7.5) defines an action satisfying (7.16). In particular, applying (7.16) with c = eA leads to
a ·x b = a · b · a
−1 · βx(a). (7.22)
Since ·x is an action, the identity a ·x (b ·x c) = (a · b) ·x c leads to
βx(a · b) = a · βx(b) · a
−1 · βx(a). (7.23)
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On the other hand, equating (7.22) with (7.5), we see that βx satisfies the identity
b ◦ βb¯◦x(ρb¯(a)) = a · b · a
−1 · βx(a). (7.24)
Conversely, assume that βx : A→ A are a collection of maps satisfying (7.23) and (7.24). The latter identity
tells us that a ·x b, as defined by (7.5), is given by the formula (7.22), and the former identity clearly implies
that ·x is then an action. The full identity (7.16) then follows immediately from the expression (7.22) of the
·x-action.
Put now
pix(a) := βx(a)
−1 · a, (7.25)
so that
βx(a) = a · pix(a)
−1.
It is then sufficient to verify that pix is an endomorphism satisfying (1.3) if and only if βx satisfies (7.23) and
(7.24). Clearly (7.23) is equivalent to pix being an endomorphism. On the other hand, upon multipliying
(7.24) to the left with b−1· and using that pix is an endomorphism, we obtain for pix the further necessary
and sufficient condition
λb(ρb¯(a) · pib¯◦x(ρb¯(a
−1))) = b−1 · a · b · pix(a
−1).
Using λb(ρb¯(a)) = b
−1 · a · b and replacing a by a−1 and x by b ◦ x, this simplifies to
λb(pix(γb¯(a))) = pib◦x(a),
which is the identity (1.4) (with a and b interchanged), and hence equivalent to (1.3).
We have thus shown the one-to-one correpsondence between braided actions (X,mX , k) and skew brace
actions (X,mX , pi). The concrete formula for k now follows from observing that
k(a, x) = a ∗ (eA, x) = (b, b¯ ◦ a ◦ x),
where
b = a ◦ (a¯ ·x eA) =
(7.13)
ρa(a¯) ·a◦x a = a
−1 ·a◦x a =
(7.22)
a · βa◦x(a
−1) = pia◦x(a).

Example 7.6. If k = r2, the associated family of pib : A → A is given by the standard skew brace action
from Example 2.6,
pib(a) = αb(a) = b
−1 · a · b.
Indeed, we have by construction that pib(a) is the first leg of k(a, a¯ ◦ b). Now using (7.1) and (7.2), we have
r(a, a¯ ◦ b) = (λa(a¯ ◦ b), λa(a¯ ◦ b) ◦ b) = (a
−1 · b, a−1 · b ◦ b).
Hence the first leg pib(a) of k(a, a¯ ◦ b) = r
2(a, a¯ ◦ b) is given by
pib(a) = λa−1·b(a−1 · b ◦ b) = (a
−1 · b)−1 · b = b−1 · a · b.
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