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Abstract
This thesis describes the performance of the common ATLAS b-tagging algorithms in the
context of the dense environments that can be found in the decay of boosted top quarks into
jets and addresses the problems related to such conditions. The results of these studies lead
to the development of two new multivariate-analysis-based b-tagging algorithms called MVb
and MVbCharm. The training of these new b-tagging algorithms is modified with respect to
that of the current tools to take the conditions of boosted topologies better into account. Their
performance is significantly improved relative to the standard algorithms for high pT b-jets and
jets contained in dense environments.
These new developed b-tagging algorithms are calibrated with a new approach using recon-
structed t¯t candidate events that have one charged lepton, missing transverse momentum, and
at least four jets in the final state. Expanding on previous b-tagging calibration studies, the
b-tagging efficiencies are measured not only as a function of the transverse momentum or the
pseudorapidity of the jets, but also as a function of quantities that are sensitive to close-by jet
activity. The results measured in data are in good agreement with the predictions from simula-
tion.
Furthermore, it is shown how a connection between the topology of reconstructed t¯t candi-
date decays and the b-tagged jets contained in the studied events can be exploited to improve
the sensitivity to search for new heavy particles decaying into top-quark pairs by classifying the
selected t¯t candidate events into several categories. The expected exclusion limits on the cross
section times branching ratio for the production of hypothetical new heavy particles decaying
into top-quark pairs are significantly improved using this new event classification scheme.
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Chapter 1
Introduction
Elementary particle physics aims to describe the production, interaction and decays of natures’
smallest constituents, the fundamental (or elementary) particles. A theoretical description of
these processes is given by the so-called Standard Model of particle physics. This model is one
of the most extensively tested theories in physics. Its validity is currently probed in phase space
regions that were never accessible before using the high energetic particle collisions provided
by the Large Hadron Collider [1], which is located at the European Organisation for Nuclear
Research (CERN). This particle accelerator is the largest single machine ever constructed by
mankind.
From all the so far discovered elementary particles, the top-quark is the heaviest. Its large
mass of 173.34 GeV is unexplained and suggests that the top-quark may play a special role in
nature, as it occurs in many beyond the Standard Model predictions. Several of these theories an-
ticipate the existence of heavy particles that decay predominantly into top-quark pairs. Favoured
benchmark models in the search for these high mass resonances are topcolour-assisted techni-
colour [2] or Randall-Sundrum warped extra-dimensions [3], which predict particles such as a
leptophobic Z′, a bulk Kaluza-Klein gluon or a bulk Randall-Sundrum spin-2 graviton. Further
theories that predict particles that might predominantly decay into top-quarks are supersymmet-
ric extensions of the Standard Model [4, 5] or scenarios including further Higgs bosons [6].
Searches for such new particles have been already performed by the experiments of the
TEVATRON collider located at the Fermi National Accelerator Laboratory as well as by the
two largest LHC experiments, ATLAS and CMS. Meanwhile, the exclusion limits on some of
these models extend already up to TeV mass scales. Thus the ongoing searches for new heavy
particles decaying into top-quark pairs focus more strongly on events that contain high-pT top-
quarks. The decay products of a boosted top-quark (or any other highly boosted particle) can
be strongly collimated and their signatures in the detector system might even have a significant
overlap. In such a case the standard reconstruction techniques might fail to resolve the decay
products of the top-quarks individually and dedicated algorithms are needed in order to recover
the loss of sensitivity.
The identification of bottom-quark decays, called b-tagging, is an important tool for the
selection and reconstruction of top-quarks in order to suppress most of the relevant background
processes. Boosted particle decays are a particularly challenging environment, as the perfor-
mance of the currently used b-tagging algorithms are strongly reduced under these conditions.
Thus dedicated b-tagging algorithms are required that are more stable inside dense jet environ-
ments in order to recover for the effects that are connected to the performance degradation.
The outline of this thesis is the following: Chapter 2 summarises the relevant aspects of
the Standard Model of particle physics, including its particle content and the fundamental inter-
actions, and highlights the main properties of the top-quark. In Chapter 3 an overview of the
experimental setup, including the LHC as well as the ATLAS detector and all its subsystems, is
given. In addition, it is discussed how the detector is used to identify the various types of parti-
2cles that are produced via the high energetic pp collisions provided by the LHC. The concept of
b-tagging and the main b-tagging algorithms used in the analyses of the ATLAS collaboration
are introduced in Chapter 4, while the various selection and reconstruction techniques that are
currently used in the search for heavy resonances decaying into top-quark pairs are explained
in Chapter 5.
Chapter 6 describes extensively the performance of the common ATLAS b-tagging algo-
rithms in the context of dense environments as they can be found in the decay of boosted top-
quarks. In addition, the development of a new set of multivariate analysis based b-tagging
algorithms are presented as well. The training of these new b-taggers is modified with respect
to that of the current tools to take the conditions of boosted topologies better into account. Their
performance is compared in great detail to that of the current default b-tagging algorithm of the
ATLAS collaboration. A significant part of these studies are published in the ATLAS note [7].
New developments within the ATLAS collaboration strive for the usage of jets clustered
only from reconstructed particle tracks [8] for the purpose of b-tagging. Chapter 7 gives a short
motivation for a possible application of this track jet based b-tagging to the top-quark sector.
A new method for the calibration of b-tagging algorithms is presented in Chapter 8. In
contrast to previous b-tagging calibration studies, the b-tagging efficiencies are measured not
only as a function of the transverse momentum or the pseudorapidity of the b-jet candidates, but
also for the first time as function of quantities that are sensitive to close-by jet activity. A large
fraction of these studies are published via an additional ATLAS note [9].
Finally Chapter 9 discusses how a connection between the topology of the reconstructed
t¯t candidate decays and the b-tagged jets contained in the studied events can be exploited to
improve the sensitivity to search for new heavy particles decaying into top-quark pairs.
Chapter 2
The top-quark and its role in the
Standard Model of particle physics
The Standard Model (SM) of particle physics describes the elementary constituents of nature,
and the fundamental forces with which those particles interact with each other. Developed in the
1960s and 1970s, the SM has meanwhile become one of the most extensively tested theories in
physics. It is in a good agreement with the experimental findings in the fields of atomic, nuclear
and sub-nuclear physics accomplished over the years and it made several precise predictions
for a wide variety of phenomena. However, the Standard Model of particle physics is not a
complete theory, as it does not include a description of gravitational interactions on quantum
level nor does it explain the large difference in the mass scale of the elementary particles or
the huge asymmetry between matter and antimatter existent in the universe. Thus the Standard
Model has to be extended in order to give answers to these and further open questions.
Many theoretical efforts predict beyond the Standard Model (BSM) effects to occur at the
TeV scale such that they are accessible to the current particle physics experiments. Due to its
large mass, the top-quark, one of the SM particles, plays an important role in many of these new
physics scenarios. Several of them predict the existence of so far unrecognised heavy particles
that decay predominantly into top-quark pairs. Examples for such models can be found in the
References [2, 3, 6].
2.1 Short summary of the Standard Model of particle physics
The mathematical description of the Standard Model of particle physics is based on a relativistic
quantum field theory, which assigns a dynamical quantum field to each elementary particle.
All known non-gravitational interactions between these particles are derived from one general
principle, the requirement of local gauge invariance and renormalisability. The dynamics and
kinematics of the quantum fields and their interactions are described by a Lagrangian, which is
invariant under local SU(3) ⊗ SU(2) ⊗ U(1) gauge symmetry transformations [10].
The main purpose of the Standard Model of particle physics is to specify and classify all
known elementary particles and to describe the fundamental interactions between them.
2.1.1 Particle content
Depending on their spin, the elementary particles are divided into two different categories called
fermions and bosons. While fermions have a half-integer spin and build up matter, bosons
have an integer spin and mediate the fundamental interactions between the elementary particles.
Fermions are further subdivided into two different subgroups, leptons and quarks. They obey
the Fermi-Dirac statistics as well as the Pauli exclusion principle, which forbids two fermionic
particles to have identical quantum numbers. Both, leptons ℓ and quarks q are grouped into
4three generations, whereas all known matter is built up only by the particles from the first
generation leptons (the electron e and electron neutrino νe) and quarks (up u and down d).
Quarks and leptons of the second and third generation can be produced in high energetic particle
interactions, but due to their higher mass they decay subsequently into particles from the first
generation. These are respectively the charm (c), strange (s), top (t), and bottom (b) quarks and
in the leptonic sector the muon µ, muon neutrino νµ, tau τ and tau neutrino ντ. In addition, each
of these particles has an associated anti-particle, which has the same mass but opposite colour
and electrical charge.
Interactions between these fermions are described by the Standard Model via the exchange
of gauge bosons. In this sense electromagnetism is mediated by the photon γ, while weak and
strong interactions are described by the exchange of a W±- or Z-boson and a gluon, respectively.
The particle content of the SM is completed by the recently discovered Higgs-boson H, which
is connected to the process of electroweak symmetry breaking and the generation of particle
masses [11]. Having a spin of 0, the Higgs-boson is the only scalar elementary particle described
by the SM.
Some properties of the SM particle spectrum, which include their electric charge and their
mass, are presented in Figure 2.1. A detailed overview of all properties of the SM particles can
be found in Reference [12]. The up-type quarks (u, c, t) have an electric charge of +2/3 (in units
of the elementary charge e), while the down-type quarks (d, s, b) and the charged leptons (e, µ,
τ) have −1/3 e and −1 e, respectively. Neutrinos have a very low mass compared to the other
fermions, neither an electric nor a colour charge and interact only via the weak interaction.
Except of the W+- and the W−-boson all other gauge bosons are electrically neutral. The
masses of the SM particles range from zero (for the photon and gluon) to 173.34 GeV [13],
which is the current world average mass value of the top-quark.
leptons quarks
bosons
elementary particles
spin
mass [MeV]
electric
charge γ 0 1
0
g 0 1
0
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1± 1
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0 1
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eν 
0 1/2
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 10⋅<2 
u 
+2/3 1/2
2.3
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s 
-1/3 1/2
95
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 10⋅<2 
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173,340
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Figure 2.1: Elementary particles described by the SM displayed together with a subset of their
properties including the spin, the electric charge (in units of the elementary charge) and the
mass (in MeV) [12].
52.1.2 Fundamental interactions
As far as we know, there are four fundamental interactions observable in nature: Strong, elec-
tromagnetic, weak and gravitational. While the first three of these interactions are described
by quantum field theories included in the Standard Model, a completely satisfactory quantum
theory of gravity does not yet exist. However, as gravity is 43 order of magnitudes weaker than
the strong interaction, it is assumed to be negligible for elementary particle physics below the
so-called Planck scale (∼ 1019 GeV). In order to participate in a certain type of interaction an
elementary particle has to carry the corresponding charge.
Electromagnetic interaction
Quantum electrodynamics (QED) is a relativistic quantum field theory based on the abelian
symmetry group U(1) and it is used to describe interactions between electrically charged par-
ticles. The photon is the corresponding gauge boson of the QED. It is massless and couples
to electrical charge but as it is not charged itself, photon self-interaction does not occur in the
Standard Model. Due to the fact that the photon is massless, the electromagnetic force extends
to an infinite range.
Strong interaction
The strong interaction is mathematically described by the Quantum Chromodynamic (QCD),
which is based on a non-abelian SU(3) gauge symmetry. It is mediated by a massless particle
called gluon that couples to all particles carrying the strong charge (colour charge). According
to the prediction of the Standard Model of particle physics these are the quarks and antiquarks
and the gluon itself, as it has a colour charge as well. Quarks can have one of three possible
colour states, while the anti-quarks have one of the corresponding anti-colours. Gluons have
both a colour and an anti-colour. The interaction between a quark and a gluon rotates the colour
state of the quark within the SU(3) space.
In any given process involving the strong interaction between two colour-charged particles,
their effective coupling strength is given by
αS (Q2) = 12π(33 − 2n f ) ln (Q2/Λ2) . (2.1)
Here n f is the number of quark flavours that are relevant at the considered energy scale Q2 andΛ
refers to the energy scale at which the strong coupling can not be described by the perturbation
theory anymore. This means that processes with energy scales below that value have to be
described by empirical models. Its value is on the order of 200 MeV.
The dependence between the strong coupling constant and the energy scale of a process
leads to quasi-free quarks at small distances (high energies), which is commonly referred to as
asymptotic freedom [14]. At large distances the strong force increases and the quarks get con-
strained to form almost immediately colourless bound states containing either a quark-antiquark
pair, called mesons, or three quarks (three antiquarks), called baryons. This characteristic is re-
ferred to as confinement.
Due to the confinement, quarks that are produced in particle interactions underly a process
called hadronisation: If the distance between two quarks reaches approximately 10−15 m, the
resulting potential energy becomes large enough to create additional quark-antiquark pairs from
the vacuum that form collimated colour-neutral particle showers together with the initial quarks.
These particle showers are referred to as jets.
6Weak interaction
The weak interaction is the mechanism responsible for the nuclear β decay of subatomic parti-
cles and it plays an important role in nuclear fission. Weak interactions are either mediated by
the emission or absorption of a W±-boson (charged currents) or by a Z-boson (neutral currents).
Typical for weak particle decays are relatively long lifetimes, which are related to the high mass
of the W±- and Z-boson. As the weak coupling is proportional to the inverse boson mass 1/m2W ,
it is several order of magnitudes smaller than the couplings of the electromagnetic and strong
interactions.
In general, all fermions participate in the weak interactions with the exception that the
charged currents couple only to left-handed particles and right-handed antiparticles. Thus inter-
actions involving the exchange of a W±-boson violate the parity symmetry, the invariance under
point reflection. In order to describe the weak interactions a SU(2)L symmetry group is used,
which requires the left-handed fermions (right-handed antifermions) to be classified into dou-
blets and the right-handed fermions (left-handed antifermions) into singlets. Charged currents
can provide a transition (flavour change) within each of these doublets
(
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where d′, s′ and b′ denote the flavour eigenstates of the down-type quarks which differ from the
mass eigenstates d, s, and b that are produced via the strong or the electromagnetic interaction.
The transformation of the mass and flavour eigenstates into each other is described by a unitary
3 × 3 matrix MCKM, the Cabibbo-Kobayashi-Maskawa (CKM) matrix [15, 16]:

d′
s′
b′
 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

︸                  ︷︷                  ︸
MCKM
·

d
s
b
 (2.2)
The flavour eigenstates d′, s′ and b′ are therefore linear combinations of the physical quarks d,
s and b, which means that the CKM matrix describes a mixing of the three mass eigenstates.
Each of the nine (complex) matrix elements quantifies the weak coupling strength (transition
probability) between a pair of two quarks. The magnitudes of the various elements (and all other
properties of MCKM) have to be determined from measurements, as they are free parameters in
the theory [17]:
|Vi j| =

0.9743 0.2253 0.0035
0.2252 0.9735 0.0410
0.0086 0.0403 0.9992

Due to the fact that the off-diagonal elements of the CKM matrix are not equal to zero, also cross-
generational transitions can be provided by the exchange of a weak charged boson. However, as
the size of this elements are relatively small, these processes are strongly suppressed compared
to the transition between two quarks of the same generation.
Similar to the mixing of the flavour eigenstates of down-type quarks, also a mixing in the
leptonic sector is observed e.g. in the oscillation of neutrino flavours [18]. This mixing is
described by the so-called Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix.
72.1.3 Electroweak symmetry breaking
On the first glance, the weak and electromagnetic interactions appear to be very dissimilar
due to the large-scale difference of their coupling strength. Still Sheldon Lee Glashow, Steven
Weinberg and Abdus Salam independently discovered in the 1960s that the electromagnetic and
weak interactions between elementary particles can be described by a combined gauge field
theory invariant under transformations of a local SU(2)L ⊗ U(1)Y symmetry group [19]. Thus
these two interactions can be understood as two different aspects of the same process. According
to the unification of both theories four massless gauge fields were introduced to fully describe
electroweak processes, where the three gauge fields W1, W2 and W3 correspond to the SU(2)L,
while one field, denoted as B0, is associated to the U(1)Y group. However, as weak interactions
are mediated by massive particles, the gauge fields of the SU(2)L group can not be identical with
the fields corresponding to the W± or the Z-boson. Hence the SU(2)L ⊗ U(1)Y symmetry used
to formulate this theory has to be broken by a mechanism that acquires mass to the particles
exchanged in weak interactions but not to the photon mediating electromagnetic interactions.
In the year 1964 Peter Higgs and Franois Englert & Robert Brout developed independently
a formalism, later referred to as Brout-Englert-Higgs-mechanism that is capable of solving
this problem. The formalism is based on the introduction of an additional scalar field with
non-vanishing vacuum expectation value ν ≈ 246 GeV. Due to the existence of this so-called
Higgs-field, the SU(2)L ⊗ U(1)Y symmetry is spontaneously broken down into a SU(2) and a
U(1), which are associated with the weak and the electromagnetic interactions, respectively.
The spontaneous symmetry breaking also causes the W1, W2, W3 and B0 fields to be merged
into the well-known W+, W−, Z and γ fields via:
W± =
1√
2
(W1 ∓ iW2)
(
γ
Z
)
=
(
cos θW sin θW
− sin θW cos θW
)
·
(
B0
W3
)
,
where θW denotes the weak mixing angle, which is determined using experimental data to be
approximately 28.74◦ [20]. Beside the generation of the W±- and Z-boson masses, the spon-
taneous symmetry breaking is also expected to be responsible for the fermion mass terms as
the fermion fields couple via the so-called Yukawa interaction to the Higgs-field. The particle
masses are free parameters in this theory, which are specified by their coupling strength to this
field.
Furthermore this mechanism leads to an additional massive elementary particle, the famous
Higgs-boson, whose discovery was finally announced on the 4th July 2012 [21,22]. This particle
has a spin of zero, a mass of mH ≈ 125 GeV and does not carry an electric nor a colour charge.
2.2 Top-quarks
The existence of the top-quark was predicted by the Standard Model of particle physics as the
weak-isospin partner of the bottom-quark shortly after this was discovered in the year 1977. Still
it took another 18 years until the top-quark was directly observed by the CDF [23] and D0 [24]
collaborations in the pp¯ collisions at a centre-of-mass energy of
√
s = 1.8 TeV [25] that were
provided by the TEVATRON accelerator ring. With a world average mass of 173.34 GeV, the
top-quark is the most massive of all known elementary particles. Due to its high mass the
8lifetime of the top-quark is predicted to be 0.5 · 10−24 s, which is shorter than the hadronisation
scale. This means that it decays even before top-flavoured hadrons can be formed. Thus it is
the only quark which occurs as a free state in nature passing its spin information directly on to
its decay products. Therefore, it provides an unique opportunity to measure certain parameters
contained in the Standard Model. Due to its unexplained large mass (which is in the same
order of magnitude than the vacuum expectation value of the Higgs-field) it is expected that
the top-quark has a significant connection to the process of electroweak symmetry breaking. In
addition, the top-quark plays an important role in many beyond the Standard Model predictions.
In the following a short overview about the production and decay modes of the top-quark
will be given. Details on the measurements of the various properties like the production cross-
section, the electrical charge or the mass are presented in [26–30] and will not be discussed
further in this thesis. However, Figure 2.2 displays results on recent measurements of the t¯t
production cross section and the top quark mass. In general, an excellent agreement between
the measured quantities and their theoretical predictions was found. A more complete review
on top-quark physics in hadron collisions is given in References [31, 32].
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Figure 2.2: Summary of recent measurements of the t¯t production cross section at 8 TeV (a)
and the top-quark mass (b). The measured production cross section is compared to recent QCD
calculations. The results of the mass measurement are compared to the 2013 Tevatron and LHC
combinations. More information on these measurements can be found via the References stated
in these plots.
2.2.1 Top-quark production mechanism
The production of top-quarks in high energetic pp collisions at the LHC occurs either via the
strong or electroweak interaction. While the strong interaction creates top-quarks only in pairs
the electroweak interaction produces single top-quarks in association with a bottom-quark, a
light-flavoured quark or a W-boson. Exemplary Feynman diagrams corresponding to various
single and top-quark pair production modes are displayed in Figure 2.3. The diagrams in Fig-
ures 2.3 (a) to (c) show the top-quark pair production via gluon fusion at leading order (LO),
9while Figures 2.3 (d), (e) represent the LO production due to quark-antiquark annihilation and
the next-to-leading order (NLO) t¯t production via qg scattering. Examples of the single top-
quark production in the s- and t- channel as well as in association with a W-boson are shown in
Figures 2.3 (f), (g) and (h), respectively.
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Figure 2.3: Examples for Feynman diagrams of the leading order top-quark pair production due
to gluon-fusion (a-c) and quark-antiquark-annihilation (d). In addition, examples for the next-
to-leading order production of top-quark pairs via qg scattering (e) and the s-, t- and Wt-channel
production of single top-quarks are presented as well.
The mathematical description of the top-quark pair production is based on perturbative QCD
calculations, in which the hard scattering process between the two colliding protons is assumed
to be an interaction of their constituents called partons (quarks and gluons). These partons carry
a broad distributed fraction x of the longitudinal momentum of their parent hadrons, where the
probability density to observe a parton of the flavour i inside a hadron A carrying the longitudi-
nal momentum fraction xi is given at a fixed energy scale µ2 by the so-called parton distribution
function (PDF) f Ai (xi, µ2) .
The total production cross-section for top-quark pairs in the collision of the two hadrons A
and B can be therefore simply computed at any centre-of-mass energy
√
s by evaluating the gg,
qq¯, qg and q¯g production modes individually and summing their contributions:
σAB→t¯t(√s) =
∑
i, j=q,q¯,g
∫
dxidy j f Ai (xi, µ2) f Bj (x j, µ2)σˆi j→t¯t(sˆ, µ2) (2.3)
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Here sˆ = xix js denotes the squared effective centre-of-mass energy of the interacting partons,
which has to be at least twice the top-quark mass mt, in order to produce top-quark pairs. At
those sˆ values the t¯t production is strongly dominated by gluon-gluon fusion, while the quark-
antiquark annihilation becomes more important for larger values of the effective centre-of-mass
energy. The distribution of the momentum densities for gluon, u, u¯, d, ¯d and b quarks contained
in a proton are shown as a function of their longitudinal momentum fraction x in Figure 2.4.
Presented is the parametrisation of the CT10 PDF [33] set at µ = 350 GeV, which corresponds
to the approximate t¯t production threshold.
The t¯t production cross-section using a top-quark mass of 172.5 GeV is calculated with
the HATHOR software framework [34] at next-to-next-to-leading order (NNLO) accuracy in
QCD calculations including also resummation of next-to-next-to-leading logarithmic (NNLL)
soft gluon bremsstrahlung [35]. For a centre-of-mass energy of 8 TeV, these calculations lead
to a value of 253+13−15 pb [28]. A precise knowledge of this quantity is not only important for
testing the Standard Model, but it is also needed to probe for new physics, as for example a
resonant production of top-quark pairs would lead to an enhancement of the total production
cross-section.
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Figure 2.4: Momentum densities of the gluon and the u, u¯, d, ¯d and b quarks in the proton as
a function of their longitudinal momentum fraction x with respect to the proton. Shown is the
CT10 parametrisation [33] at the approximate t¯t production threshold µ = 350 GeV.
2.2.2 Resonant top-quark pair production
As the top-quark is the heaviest of all known elementary particles, it is assumed to play an
important role in many beyond the Standard Model theories. Several of such Standard Model
extensions predict the existence of new heavy gauge bosons that predominantly decay to top-
quark pairs. These additional, resonant and non-QCD based production modes can lead to
peaks in the invariant t¯t mass spectrum, if the width of the new resonance is narrow enough.
Examples for possible BSM theories that predict new heavy particles decaying into top-quark
pairs are topcolour models [2], extra dimensions [3] and Two-Higgs-Doublet models (2HDMs)
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[6], which are briefly summarised in the following section, while the potential to search for the
resulting t¯t resonances is discussed extensively in Reference [36]. More technical details about
the simulation (including the choice of the relevant parameters) of these BSM signals are given
in Section 5.3.1.
Topcolour
Several theories connect directly the top-quark and its large mass with the dynamics of elec-
troweak symmetry breaking (EWSB). Examples are the so-called topcolour models [37], which
introduce a new strong gauge coupling, a t¯t condensate and explain in addition the scale of the
top-quark mass. These models require a minimal extension of the SM such that strong interac-
tions are described e.g. by a SU(3)1 ⊗ SU(3)2 symmetry group, which is dynamically broken
down to the well know SU(3)c of the QCD at a scale ∼ 1 TeV.
One of the possible topcolour scenarios (Model IV of [38]) causes a heavy Z′ boson that
couples preferable to quarks from the third generation, while it has no significant coupling to
leptons. Thus it is referred to as leptophobic or topophyllic. The predicted Z′ production cross-
section of such a model is large enough to be discovered by the LHC experiments for resonance
masses extending to several TeV1.
Extra dimension
One approach to formulate gravity as a consistent quantum field theory and therefore include
it into the Standard Model of particle physics is by introducing additional spatial dimensions,
each being compactified at a well-defined energy scale. Within these extra dimensions, the
gravitational interactions mediated by a Spin-2 particle, the graviton, could be as important as
the SM interactions. The advantage of such models is that they incorporate a Grand Unification
of all couplings, introduce dark matter candidates and give a solution to the so-called hierarchy
problem, the large scale difference between the strength of weak and gravitational interactions
[39].
Lisa Randall and Raman Sundrum suggested a model with one warped extra dimension
detectable at the TeV scale. Scenarios of this model, in which the SM fields are allowed to
propagate into the extra dimension, predict the existence of so-called Kaluza-Klein (KK) exci-
tations for each SM particle [3]. The most promising candidate for (KK) excitations that might
be observable at the LHC is the KK gluon, as KK fermions can only be produced in pairs and
have therefore smaller production rates. Also the (KK) graviton, a colourless spin-2 resonance,
itself could be experimental accessible [40].
Two-Higgs-Doublet models
The Higgs sector in the SM has been chosen such that it is as simple as possible. But in-
deed there is no theoretical restriction to the number of Higgs fields involved in the process of
electroweak symmetry breaking and generation of particle masses. One of the most simplest ex-
tensions is provided by the so-called Two-Higgs-Doublet models [6], which introduce a second
Higgs doublet into the Brout-Englert-Higgs-mechanism.
Such an extension could also be motivated by the fact that it provides a source for CP vio-
lation of sufficient size that would explain the baryon asymmetry of the universe [41]. Another
1Models in which the couplings of the Z′ are analogous to that of the SM Z-boson are much more likely to
be observed in the di-muon mass spectrum. Thus scenarios providing a significant branching ratio for decays into
leptons are typically not considered in the search for t¯t resonances.
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consequence of the 2HDMs is the existence of further scalar (CP-even) and pseudoscalar (CP-
odd) Higgs-bosons. In total, two electrically charged scalars H±, two neutral scalars h and H
and one pseudoscalar A would emerge from the process of electroweak symmetry breaking.
While the light scalar h could be identified with the particle that was discovered in 2012
at a mass of 125.3 GeV, the mass of the second neutral scalar could extend to the TeV scale.
Assuming the couplings of this heavy Higgs-boson to be SM-like, decays into top-quark pairs
could have a significant branching ratio. Beside the masses of the five Higgs-bosons, such
models have further free parameters of which in particular
tan β =
v2
v1
, (2.4)
where v1 and v2 are the vacuum expectation values corresponding to the two Higgs doublets
and the angle α, which characterises the mixing between the two CP-even neutral scalars, are
of great importance. These two parameters control the coupling strength between the Higgs-
bosons and the SM particles and thus also the corresponding production cross-sections and
branching ratios. In particular, the case cos(β − α) = 0, in which the lighter CP-even scalar h
has the same couplings as the Higgs-boson of the Standard Model, is of great interest.
2.2.3 Top-quark decay
Top-quarks decay via the weak interaction into a W-boson and a down-type quark. The predom-
inant decay channel is t → bW as the decays t → sW and t → dW are strongly suppressed
by the size of their CKM matrix elements. The predicted branching ratios for these three decay
modes are approximately 99.89%, 0.1% and 0.01% respectively.
Given the fact that the top-quark almost exclusively decays to a bottom-quark and a W-
boson, a further classification depending on the decay mode of the associated W-boson is mean-
ingful. The W-bosons can decay into a lepton pair from all three generations or into a quark
pair from the first two generations, with three possible colour states each. As the sum of masses
of the third generation quarks exceed the W-boson mass, the decay W → t ¯b is strongly sup-
pressed. Due to the fermion universality in electroweak interactions, the W-boson decay occurs
in lowest order in 1/3 of the time into a lepton neutrino pair and in 2/3 of the time into a pair
of quarks. Thus the decay of a top-quark pair can be subdivided into three different channels:
The all-hadronic channel (t¯t → W+bW− ¯b → qq¯bq′q¯′ ¯b), in which both W-bosons decay into
quarks. This channel is the dominant decay mode (45.7%), but suffers from a large background
contamination due to the production of QCD mutijet events. A slightly lower branching ra-
tio (43.8%) and a significant lower background rate is associated to the single-lepton channel
(t¯t → W+bW− ¯b → ℓν¯lbqq¯¯b+ ¯ℓνlbqq¯¯b), while the dilepton channel (t¯t → W+bW− ¯b → ℓν¯ℓb ¯ℓνℓ ¯b)
has the lowest expected background contamination but also the lowest branching ratio (10.5%).
The branching ratios stated above take not yet into account that τ-leptons themself can either
decay into a leptonic or hadronic final state, such that top-quarks for example decaying via the
chain t → Wb → τν¯τb → qq¯ν¯τb will (in the following studies) be considered as hadronic as
well.
Chapter 3
Experimental setup
The studies presented in this thesis are based on measurements of ATLAS (A Torodial LHC
ApparatuS) [42], which is one of the two major multi-purpose particle detectors at the Large
Hadron Collider (LHC) that records data from high energetic proton-proton collisions. These
interactions take place at centre-of-mass energies never reached before by any of the previous
collider experiments. Therefore, they provide the opportunity to test the Standard Model of
particle physics at new energy regimes and enable the search for new heavy particles. Its greatest
success so far was the discovery of the Higgs-boson in the year 2012 [21, 43].
The following Section summarises the experimental setups of the LHC and in particular of
the ATLAS detector used in the data taking periods during 2012. This overview is needed in
order to better discuss the results presented in Chapters 6, 7, 8 and 9, respectively. A more
detailed presentation of the LHC and its experiments can be found in References [1, 44].
3.1 The Large Hadron Collider
The LHC is the most recent section in the accelerator complex of the European Organisation for
Nuclear Research (CERN) located near Geneva, Switzerland. It was constructed between 2003
and 2008 into the tunnel of the former Large Electron Positron (LEP) ring accelerator, which
lies between 45 m and 170 m below the surface on a plane with an inclination of 1.4%. Two sep-
arated 26.7 km long rings are used to accelerate two proton (or heavy ion) beams, containing up
to 3 ·1011 particles, in opposite direction and bring them to collision at four different interaction
points.
The LHC is designed to collide either proton beams with centre-of-mass energies up to
14 TeV or heavy ions (Pb) with energies up to 2.8 TeV per nucleon. Before the particle beams are
injected into the LHC rings, they are pre-accelerated by former accelerator facilities. The first
stage of acceleration is done by a linear accelerator (LINAC), which brings the proton beams to
an energy of 50 MeV. The following stages include the Booster, the Proton Synchrotron (PS)
and the Super Proton Synchrotron (SPS), which accelerate the beams to 1.4 GeV, 25 GeV and
450 GeV, respectively.
The acceleration of the injected particle beams in the LHC is realised by using a 400 MHz
superconducting niobium sputtered cavity system, which is designed to operate at a temperature
of 4.5 K and a voltage of 16 MV.
In order to keep the particle beams on the nominal track, the LHC is equipped with high-
field superconducting NbTi dipole, quadrupole and higher-order magnets that are operated in
superfluid helium at a temperature of 1.9 K. Using a current of approximately 1200 A, these
magnets provide field strengths up to 8.33 T. In total, 1232 dipole magnets with a length of
15 m each are used at the LHC to bend the particle beams around the arcs of the ring, while 392
quadrupole magnets with a length between 5 m and 7 m are used to focus them.
14
Beside the centre-of-mass energy
√
s a further quantity, called luminosity L, is of great im-
portance to characterise the performance of a particle accelerator. Assuming the beams collided
by the accelerator to have a Gaussian shape in space, the machine luminosity is defined as
L =
Nbn1n2 frevγr
4πεnβ∗
F , (3.1)
where n1 and n2 are the number of particles within the two colliding beams, while frev the revo-
lution frequency, γr the relativistic gamma factor, εn the normalised transverse beam emittance,
β∗ the beta function at the collision point and F a geometric luminosity reduction factor, which
depends on the beam crossing angle at the interaction point [1]. The machine luminosity of an
accelerator is directly connected to the number of events of a certain process type generated in
the provided particle collisions:
N = L · σprocess , (3.2)
in which σprocess is the production cross-section of the process under study, while L =
∫
Ldt is
the luminosity provided by the accelerator over a certain period of time. The LHC has four large
experiments. The multipurpose detectors, ATLAS and CMS [45], aim both for a peak luminos-
ity of about 1034 cm−2 s−1 during the pp collisions, while LHCb [46] aims for a luminosity of
1032cm−2 s−1. A dedicated heavy ion experiment, ALICE [47], aims at a peak luminosity of
1027 cm−2 s−1 for the nominal operation with lead-lead collisions. The high beam intensities
required to reach luminosities up to 1034 cm−2 s−1 excludes the use of anti-particle beams and
thus also the use of a common vacuum and magnet system for both circulating beams, as it was
realised in the Tevatron accelerator complex. Therefore the LHC was designed to have sepa-
rated magnetic fields and vacuum chambers in both rings, in order to store and accelerate the
two counter-rotating proton beams. Figure 3.1 visualises the positions of these four experiments
relative to the accelerator complex and to each other.
While the ATLAS and CMS detectors are designed to explore a broad spectrum of TeV scale
physics processes that are predicted to occur in the pp interactions, the two experiments ALICE
and LHCb are more dedicated devices. LHCb is optimised to investigate rare B-Meson decays
in order to search for new physics appearing in the B sector and to explore the process of CP-
violation extensively. The ALICE experiment is specialised to study the quark-gluon plasma
resulting from the high energetic heavy ion collisions provided by the LHC in order to gain a
better understanding of certain key aspects of Quantum Chromodynamics, such as the colour
confinement. Beside these major detectors, three smaller experiments MoEDAL [50], TOTEM
[51] and LHCf [52] are placed at the LHC as well. The prime motivation of MoEDAL is to
directly search for magnetic monopoles, the dyon and other highly ionising stable (or pseudo-
stable) massive particles produced in the pp collisions at the LHC. While TOTEM is dedicated
to precisely measure the proton-proton interaction cross-section, LHCf is aimed to study the
forward production of neutral particles at extremely low angles.
3.1.1 Operation of the LHC
Originally it was planned to operate the LHC in its first years at a centre-of-mass energy of
10 TeV, but due to a severe incident, which occurred on the 19th of September 2008 [53], the
first collisions had to be postponed and the beam energy was reduced. On the 30th of March
2010, pp collisions were finally initiated at a centre-of-mass energy of 7 TeV for the first time
and therefore the LHC experiments were able to start their research programs. The operation
with two proton beams in 2010 was continued until the 4th of November. During this period the
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Figure 3.1: Schematic view of the CERN accelerator complex including the LHC and its pre-
accelerator infrastructure as well as further accelerators (e.g. ISOLDE [48]) used for a variety
of different collider experiments [49].
ATLAS detector recorded an integrated luminosity [54] of 45.0 ± 1.5 pb−1. After a short period
of 29 days with lead-lead collisions, the LHC was shut down again for the 2011 run preparations.
In the 2011 run, the LHC provided again pp collisions with a centre-of-mass energy of 7 TeV
but with a substantially increased machine luminosity. Thus ATLAS was able to collect data
corresponding to an integrated luminosity of 5.3 ± 0.2 fb−1 (see Figure 3.2 (a)) for the period
between the 13th of March and the 30th of October. The 2011 run of the LHC was completed
again by a short period of lead-lead collisions followed by the winter shutdown, during which
the machine was prepared to provide an increase of the beam energy from
√
s = 3.5 TeV to√
s = 4 TeV. First collisions with stable proton beams at a centre-of-mass energy of
√
s = 8 TeV
were delivered to the experiments at the 5th of April 2012. The operation with this setup lasted
until the 17th of December 2012. During this period, the ATLAS detector recorded in total an
integrated luminosity of 21.7 ± 0.6 fb−1 (see Figure 3.2 (b)). The so-called Run I of the LHC
was concluded with collisions between protons and lead ions occurring in the period of time
between the 20th of January and the 11th of February 2013. Currently the whole accelerator
facility is in preparation for the next round of pp collisions, which is supposed to start again in
June 2015 at a centre-of-mass energy of
√
s = 13 TeV and a substantially increased machine
luminosity.
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Figure 3.2: Cumulative integrated luminosity delivered by the LHC (in green) and recorded by
the ATLAS detector (in yellow) during the operation with stable proton beams as a function of
time. The corresponding centre-of-mass energy of the 2011 (a) and 2012 (b) runs of the LHC
were 7 TeV and 8 TeV, respectively. In addition, also the cumulative luminosity is shown as a
function of time that correspond to the case that all ATLAS sub-detectors were fully operational
(in blue). This dataset is referred to as “Good for Physics”.
3.2 The ATLAS experiment
The ATLAS detector [42] has a cylindrical forward-backward symmetric geometry and a close
to 4π coverage of the solid-angle. It has a length of 46 m, a diameter of 25 m and weighs
about 7000 t. Close to the interaction region (at the center of the detector) the Inner Detector
is located, which has the purpose to measure the momenta of all charged particles. This sub-
detector is embedded in a barrel shaped solenoid magnet that provides a field strength of up to
2 T. Energies of electromagnetic and hadronic particle showers are measured with the so-called
Liquid-Argon (LAr) and Tile calorimeters, which surround the solenoid. The outermost part
of the detector is formed by the Muon Spectrometer (MS), which is located within the large
superconducting air-core coils of a toroid magnet. The overall layout of the ATLAS detector
is displayed schematically in Figure 3.3. Approximately 3000 physicists from more than 177
universities and laboratories distributed over 38 countries worldwide collaborate to operate the
ATLAS detector and to analyse the data collected with it.
3.2.1 Coordinate system
In the right-handed ATLAS-coordinate system the z-axis is defined parallel to the beam pipe,
while the positive x- and y-axis pointing to the center of the LHC and upwards respectively. The
origin is at the nominal interaction point in the center of the detector. A space point within this
system is described using spherical coordinates. Thus Φ is the azimuthal angle in the x-y-plane,
whereas θ denotes the polar angle between the z-axis and a particle trajectory. Both angles are
measured in the range [−π,+π] and increase clockwise. The pseudorapidity, defined as
η = − ln
[
tan
(
θ
2
)]
, (3.3)
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is used in the following instead of θ. Transverse momentum and energy are defined in the x-y-
plane as pT = p · sin θ and ET = E · sin θ, respectively. The angular separation ∆R between the
two objects i and j, reconstructed in the detector, is defined as
∆R =
√
∆η2i j + ∆φ
2
i j . (3.4)
Figure 3.3: Computer generated image of the whole ATLAS detector showing and labelling
the several subdetector components. [55]. | ATLAS Experiment c© 2014 CERN
3.2.2 Inner Detector
The Inner Detector (ID) of the ATLAS experiment is a high granularity tracking device consist-
ing of three different types of independent but complementary subdetectors, which are dedicated
to perform measurements that allow to trace the trajectories of charged particles (called tracks),
determine precisely their momenta and locate the approximate decay position of heavy and un-
stable particles (called secondary vertices). Each of these subdetectors provide a number of
space points that correspond to the interaction of a charged particle with the detector material.
These so-called hits along the particle flight path are used for the purpose of track reconstruc-
tion.
The innermost of the three detector components, the Pixel Detector, is based on silicon
semiconductor pixel sensors of the size 50 × 400 µm2 (in R-φ ×z), which are arranged on three
concentric cylinders around the beam axis in the barrel region and on three disks perpendicular
to the beam axis in the end-caps. With this layout intrinsic accuracies of up to 10 µm in R-φ
and 115 µm in the z direction are obtained. This high resolution is in particular important for
the identification of b-hadrons. Next to the Pixel Detector, the Semiconductor Tracker (SCT)
is installed, which comprises four cylindrical double-layers of silicon based microstrip sensors
around the beam axis and nine layers in each of the end-caps. These double-layered sensors
consist of two 6.4 cm long strips that are shifted by an angle of 40 mrad to each other, in order
to measure both the R-φ and z direction of a charged particle crossing the Inner Detector. The
corresponding intrinsic accuracy is 17 µm and 580 µm in the R-φ and z direction, respectively.
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The Transition Radiation Tracker (TRT) is the most outer part of the Inner Detector. It is
built from straw tube detectors (proportional counters) filled with a gas mixture of 70% Xe,
27% CO2 and 3% O2 with 5-10 mbar over-pressure. The straws are arranged parallel to the
beam axis in the barrel region and radially in the end-caps. Each tube has a diameter of 4 mm,
a length of 144 cm (in the barrel) or 37 cm (in the end-caps) and contains a 31 µm diameter
tungsten anode wire operated with a high voltage of about 1530 V in order to measure the drift
time of electrons resulting from the ionisation of the gas mixture. Measurements of the TRT
provide spatial information in R-φ with an accuracy of 130 µm.
In addition to its contribution to the track reconstruction, the TRT is also used to identify
electrons. For this purpose the straw tube walls consist of several thin layers made from differ-
ent materials. If charged particles pass the borders of these walls characteristic radiation (called
transition radiation) is emitted, depending on the relativistic γ factor of the particle. Thus elec-
trons can be distinguished from pions of the same momentum due to their smaller mass.
Figure 3.4 demonstrates the arrangement of the various Inner Detector components in the
barrel region of the ATLAS detector and their distance from the beam axis. Both the Pixel
Detector and the SCT provide a full coverage up to a pseudorapidity of |η| < 2.5, while the
TRT enhances the momentum resolution and the electron identification in the region |η| < 2.0.
The ID is surrounded by a superconducting solenoid magnet that provides an axial field with
a strength up to 2 T. Thus charged particles passing the Inner Detector are deflected, which
allows for the measurement of their momenta due to the curvature of the resulting track. The
design goal of the Inner Detector in terms of track momentum resolution is
σpT
pT
= 0, 05% · pT ⊕ 1% ,
where ⊕ denotes an addition in quadrature.
Figure 3.4: A schematic illustration of the sensors and structural elements alignment in the
barrel region of the Inner Detector of the ATLAS experiment including the beryllium beam-
pipe, the three cylindrical silicon-pixel layers, the four cylindrical double layers of the silicon-
microstrip sensors (SCT) and the 72 straw tube layers of the Transition Radiation Tracker [56].
| ATLAS Experiment c© 2014 CERN
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3.2.3 Calorimeter system
The calorimeter system of the ATLAS detector serves the purpose of measuring the total energy
of electrons, photons, and hadrons produced in the particle collisions that are provided by the
LHC. Over a pseudorapidity range of |η| < 4.9, different calorimeter types are used to satisfy
the widely varying requirements of the studied physics processes and the expected radiation
environments being present in the various η regions. The fine granularity of the electromag-
netic calorimeter, in the η region matched to the Inner Detector, is adapted to measure the
energies of electrons and photons with high precision, while the coarser granularity of the rest
of the calorimeter is sufficient to satisfy the demands of jet reconstruction [42]. Furthermore the
calorimeter system operates as a shielding for the Muon Spectrometer by providing good con-
tainment of electromagnetic and hadronic particle showers in order to minimise punch-throughs
by particles other than muons into the muon system.
The EM calorimeter provides a radiation lengths larger than 22 X0 in the barrel region and
larger than 24 X0 in the end-caps, while the interaction lengths in the hadronic calorimeter is
approximately 9.7 λ in the barrel and 10 λ in the end-caps. Both the radiation length and the
interaction length are matter specific quantities. While X0 defines the mean distance over which
the energy of an electron is reduced by bremsstrahlung to 1/e of its initial value, λ describes
similarly the energy loss of hadrons in matter due to nuclear interactions.
The so-called sampling technique is used for all the electromagnetic and the hadronic
calorimeter components, which means that the absorber, the part that induces the particle show-
ers, and the active material, the part that measures the deposited energies, alternate. Figure 3.5
presents a schematic view of the whole ATLAS calorimeter system. The EM calorimeter is
based on the use of liquid argon as the active material including accordion-shaped electrodes
and lead as the absorber. Due to the accordion geometry a complete and homogeneous coverage
of the azimuthal angle Φ is provided.
In the barrel region the calorimeter consists of two identical half-barrels in the range |η| <
1.475, which are separated by a 4 mm small gap at z = 0. The end-cap calorimeters are mechani-
cally divided into two coaxial wheels that cover the regions 1.375 < |η| < 2.5 and 2.5 < |η| < 3.2,
respectively. Each calorimeter component consists of several layers of varying depth and granu-
larity. The EM calorimeter of the ATLAS detector is designed to provide energy measurements
with an approximate resolution of
σE
E
=
10%√
E
⊕ 0.7% .
As the regions between the barrel and end-cap calorimeters (1.37 < |η| < 1.52) contain services
and cables for the Inner Detector and the barrel EM calorimeter, the energy resolution is sub-
stantially degrade in this pseudorapidity range of the detector, even though special scintillators
are used to partially recover the energy loss in the inactive material.
The hadronic calorimeter system includes three different subdetectors. In the most central
part, directly outside the EM calorimeter envelope, is the tile calorimeter consisting of a barrel in
the region |η| < 1.0 and of two identical extended barrels in 0.8 < |η| < 1.7. These components
use steel as the absorber and scintillating plastic plates (tiles) as the active material, which are
read out by photomultiplier tubes. The tile calorimeter has in total a segmentation of three layers
with a granularity of ∆η × ∆φ = 0.1 × 0.1 in the first two layers and 0.2 × 0.1 in the last. Larger
pseudorapidities are covered by the Hadronic End-Cap Calorimeter (HEC), which is directly
located behind the end-caps of the electromagnetic calorimeter in the range 1.5 < |η| < 3.2, and
the Forward Calorimeter (FCal), which is placed in the region 3.1 < |η| < 4.9. Both calorimeter
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types use liquid argon as the active material, while the used absorbers are different. The design
goal for energy measurements with the hadronic tile and forward calorimeters are
σE
E
=
50%√
E
⊕ 3% and σE
E
=
100%√
E
⊕ 10% ,
respectively. Detailed information about the main parameters of the calorimeter system such as
the granularity as a function of η or the number of readout channels can be found in Reference
[42], while information about the performance of the several calorimeter components can be
found in [44, 57].
Figure 3.5: Cut-away view of the whole ATLAS calorimeter system [42]. | ATLAS Experiment
c© 2014 CERN
3.2.4 Muon Spectrometer
As muons are minimum ionising particles, they usually pass the whole calorimeter system with-
out depositing a substantially fraction of their kinetic energy in the detector material. Thus
a precise measurement of the muon kinematics is not possible using the electromagnetic or
hadronic calorimeter. For this purpose the outermost part of the ATLAS detector is equipped
with a variety of gaseous detectors, in which the reconstruction of muons and the measurement
of their properties is based on the deflection of a candidate track in the magnetic field provided
by the large superconducting air-core toroid magnets that surround the Muon Spectrometer [42].
The field strengths provided for this purpose reach 0.5 T in the barrel region and 1 T in the end-
caps.
The muon system is instrumented with four different detector technologies, which serve
either the purpose of high precision tracking or triggering. For the measurement of the track
coordinates in the bending plane of the magnetic field both Monitored Drift Tubes (MDT) and
Cathode Strip Chambers (CSC) are used, while trigger information is provided by Resistive
Plate Chambers (RPC) and Thin Gap Chambers (TGC), as they provide an excellent time reso-
lution of 1.5 ns and 4 ns, respectively.
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Each MDT has a diameter of approximately 30 mm and is operated with a mixture of 93%
Ar and 7% CO2 gas at 3 bar. Electrons that result from the ionisation of this gas mixture are
collected at a central gold-plated tungsten-rhenium wire using a potential of 3080 V. With this
approach an average spatial resolutions of 80 µm per tube is reached, while the maximum drift
time is of the order of 700 ns. Single tubes are combined in layers of three to eight (depending on
the corresponding pseudorapidity region) in order to form MDT chambers which are mounted in
three cylindrically layers around the beam axis and also in three layers as planes perpendicular to
the beam. The MDT chambers provide a full coverage of the range |η| < 2.7, with the exception
of a small gap in the center of the detector at |η| ≈ 0 to allow for services to the solenoid
magnet, the calorimeters and the Inner Detector. Also, the innermost layer in the forward region
(2.0 < |η| < 2.7) is not covered by MDT chambers, but instead with Cathode Strip Chambers due
to their higher rate capability and time resolution. These components are multiwire proportional
chambers that provide a simultaneous measurement of both track coordinates with a spatial
resolution of 40µm in the bending plane and about 5 mm in the transverse plane. Similar to the
drift tubes a mixture of 80% Ar and 20% CO2 gas is used for the operation of the CSCs.
The Muon Spectrometer is complemented by Resistive Plate Chambers in the barrel region
(|η| < 1.05) and Thin Gap Chambers in the end-caps (1.05 < |η| < 2.4). These components
are used to obtain both a reliable identification of the beam-crossing and a measurement of the
candidate tracks’ azimuthal angle φ, which is the coordinate in the direction perpendicular to the
bending plane. The RPCs are gaseous detectors, made of phenolic-melaminic plastic laminate,
that contain parallel plates as electrodes. An electric field of 4.9 kV/mm between the plates,
which are arranged with distances of 2 mm to each other, allow the forming of avalanches along
the trajectory of an ionising particle towards the anode. The readout of the signal is realised by
a capacitive coupling to metallic strips, which are installed on the outer faces of the resistive
plates. The gas contained in this chambers are a mixture of 94.7% C2H2F4, 5.0% Iso − C4H10
and 0.3% SF6. The TGCs are multi-wire proportional chambers, in which the wire-to-cathode
distance of 1.4 mm is smaller than the wire-to-wire distance of 1.8 mm and a mixture of CO2
and C5H12 gas is used for their operation. For muons with a transverse momentum of 1 TeV the
measurements of the spectrometer are expected to provide a momentum resolution of
σpT
pT
= 10% . (3.5)
3.2.5 Forward detectors
Beside the previously described subdetectors, ATLAS includes also a system of three smaller
detectors in the very forward region. Two of these serve the purpose of determining the lumi-
nosity delivered by the LHC, while the third system is needed in order to measure the centrality
of heavy-ion collisions. At a distance of ±17 m to the interaction point lies the LUCID (LU-
minosity measurement using Cerenkov Integrating Detector) detector, which is the main online
instantaneous luminosity monitoring device of ATLAS. It consists of an array of twenty alu-
minium tubes filled with C4F10 gas at a constant pressure of 1.2 − 1.4 bar. Particles passing
these tubes produce Cherenkov light, which is detected by photomultipliers. The resulting sig-
nal amplitudes are used to extrapolate to the number of particles per tube.
The second system is the Zero-Degree Calorimeter (ZDC), which is located at a distance
of ±140 m relative to the interaction point. Its primary goal is to detect the number of very
forward neutrons stemming from heavy-ion collisions as this quantity is strongly correlated
with the centrality of such a collision.
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The outermost component of the forward detector system is placed at a distance of ±240 m
and aims to determine the absolute luminosity provided by the LHC, as it measures elastically
scattered protons at very small angles based on scintillating-fibre trackers housed inside Roman
pots. The corresponding detector is referred to as ALFA (Absolute Luminosity For ATLAS).
3.2.6 Magnet system and magnetic field
The alignment of the whole magnet system of the ATLAS detector is displayed schematically
in Figure 3.6. It consists of one solenoid and three toroids (one barrel and two end-caps) and
provides a field that covers a volume of approximately 12, 000 m3 (defined as the region in
which the field strength exceeds a value of 50 mT). The solenoid is aligned to the beam axis and
provides an axial magnetic field with a strength of 2 T for the Inner Detector. Its axial length is
5.8 m, while its inner and outer diameters are 2.46 m and 2.56 m, respectively. In total the toroid
magnet contains 24 coils, which produce a toroidal magnetic field of approximately 0.5 T for
the muon detectors located in the barrel region and approximately 1 T for those in the end-caps.
Figure 3.6: Schematic view of the geometry of the ATLAS magnet system showing the solenoid
magnet and the eight coils of each the barrel and end-cap toroids. The solenoid winding is
contained inside the calorimeter volume. For the sake of visibility the forward shielding disk
is not displayed [42]. The whole magnet system is based on NbTi/Cu conductors. | ATLAS
Experiment c© 2014 CERN
3.2.7 Trigger and data acquisition system
At the design luminosity of 1034 cm−2 s−1 the ATLAS detector systems have to face event rates
of the order of 1 GHz, which exceed the maximum read-out rate of the full detector information
(about 1 MHz). At the same time the production cross-section for processes containing heavy
particles such as vector bosons, the top-quark, the Higgs-boson or also new particles are orders
of magnitude smaller than for example soft QCD processes. Thus the collision data has to
be filtered for potentially interesting events. For this purpose the ATLAS detector exploits a
three-level trigger system in order to reduce the data to a manageable amount. Each trigger
level refines the decisions made by the previous step and applies further quality requirements
and selections criteria to the provided information. The first stage, the Level-1 (L1) trigger, is
implemented in the hardware and uses a subset of detector components with reduced-granularity
information to search for high-pT objects such as muons, electrons, photons, jets, tau-leptons
decaying into hadrons or in general for a large sum of transverse energy.
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The geographical coordinates in η and φ of a possible candidate are associated to a so-called
Region-of-Interest (RoI), which is then used to seed the Level-2 (L2) trigger. This trigger stage
uses then the full granularity and precision of the detector systems corresponding to these re-
gions. In the last trigger stage the so-called Event Filter (EF) processes the L2 output data with
more sophisticated reconstruction techniques which are similar to the tools used in the ATLAS
oﬄine software. The event processing time in this step is of the order of several seconds, while
the previous stages have to handle the available information in 2.5 µs (L1) and 40 ms (L2), re-
spectively. Finally the EF decides whether an event is written to tape or not.
3.2.8 Event generation
The simulation of high energetic pp collisions, the resulting particles and the according detector
response is essential to compare theoretical predictions to the measured data.
The production of top-quark pairs and their main background processes are generated in
several subsequent stages. In the first step the pp collisions are simulated as a hard scatter-
ing process between the constituents (quarks and gluons) of the two incoming protons using
a dedicated PDF set and by taking the formalism described in Section 2.2.1 into account. For
this purpose, the matrix element corresponding to the production of top-quarks is calculated at
next-to-leading order (NLO) accuracy.
Several different types of MC generators are used in the various studies of the ATLAS collab-
oration. Examples for generators that are dedicated to the simulation of the matrix element are
POWHEG [58], MC@NLO [59], ALPGEN [60] and MADGRAPH [61], while multi-purpose
generators such as PYTHIA [62,63], HERWIG [64] or SHERPA [65] can provide a simulation
of whole events (including also parton shower, fragmentation and hadronisation).
During the generation of the matrix element, kinematic variables such as masses, momenta
or the spin orientation are set for the outgoing particles. These informations are stored and
passed to the second step of event generation, the parton showering. At this stage the emission
of gluons from colour-charged particles, involved in the matrix element generation, and photons
from electrical charged particles is simulated. Both these photons and gluons split into further
partons, which can then produce QED or QCD radiation themself. The parton showering is
resumed until a predefined energy threshold is reached.
Figure 3.7 shows exemplary Feynman diagrams corresponding to the LO production of
top-quark pairs via gluon-fusion including gluon radiation in the initial (a) and final state (b),
respectively. A precise modelling of such radiation effects is of great importance as they directly
influence the jet kinematics and multiplicities of the simulated t¯t events.Thus, initial and final
state radiation (ISR and FSR) are one of the most important sources for systematic uncertainties
related to measurements of the top-quark properties.
During the parton showering also the so-called underlying event, which emerges due to
secondary interactions of the spectator partons of the colliding hadrons, is generated. These
processes are rather soft and can not be described by perturbative QCD. Therefore, phenomeno-
logical models are used, which are tuned to data from dedicated measurements. In the next
step, the hadronisation and fragmentation, colourless mesons and baryons are formed from the
particles that are produced during the simulation of the matrix element and the parton shower-
ing. Subsequently, the decay of unstable particles is initiated. For these procedures the multi-
purpose event generators, PYTHIA or HERWIG, are mainly used in this thesis, where both
generators approach the tasks differently. The PYTHIA generator is based on the implemen-
tation of the Lund model, which splits gluons into quark pairs using the string fragmentation
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approach [66], while HERWIG incorporates the cluster fragmentation model [67], which forms
colourless clusters from quarks and gluons with low invariant mass and transforms them into
hadrons. Independently from all these procedures, the generated events are randomly overlaid
with additional inelastic pp interactions in order to model the so-called pile-up in the detec-
tor. After the generation of the matrix element, parton showering, fragmentation, underlying
event and pile-up interactions, the generated events are either passed through a full simulation
of the detector geometry and material distribution based on GEANT4 [68,69], or through a fast
detector simulation [70] based on simplified shower developments in the calorimeter system.
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Figure 3.7: Examples for top-quark pair production via gluon-fusion at a leading order accuracy
of the matrix element including the emission of gluon radiation in the initial (a) and final state
(b).
3.3 Particle identification and reconstruction
Particles produced in the high energetic pp or lead-lead collisions provided by the LHC pass
the several detector components of ATLAS and leave traces in the detector material. These
signals are collected, digitalised and read out by the detector electronics and processed by the
oﬄine reconstruction software (in the case that the corresponding event is triggered). In this
section the reconstruction algorithms that are used by the ATLAS collaboration to identify the
physics objects typically occuring in the final state of a t¯t decay such as electrons, muons, jets
and neutrinos are described. As the algorithms used to identify these objects rely strongly
on the primary vertex, tracks and topological clusters in the calorimeter, their reconstruction
procedures are described as well. The various identification techniques for jets containing b-
hadrons, called b-tagging, are discussed in more detail in Section 4, while a new calibration
method for b-tagging algorithms is extensively presented in Section 8.
3.3.1 Tracks and vertices
The reconstruction of a charged particle track in the Inner Detecor of ATLAS, referred to as
tracking, is based on the combination of different algorithms [71]. In a first stage the so-called
inside-out algorithm starts the track finding by combining space-points (hits) in the three pixel
and the first SCT layers to form a track seed. These seeds are then extended by adding iteratively
hits of the subsequent SCT layers to form a track candidate. This is performed by a combina-
torial Kalman filter [72]. In a next step, the ambiguities in the association of hits and tracks
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are resolved to reduce the fraction of tracks sharing one or more hits in the silicon detectors.
Fake tracks are rejected by applying quality cuts, in which a certain number of hits in the pixel
and SCT detectors are required. Further cuts limit the number of shared hits and the number
of missing measurements (holes) on detector layers that are intersected by the trajectory of the
fitted track, where only layers between the first and the last measurement assigned to the fit are
taken into account. The track candidates passing these quality requirements are extended into
the TRT, where further hits are added.
As the performance of the inside-out algorithm depends on a track seed found in the silicon
detector, the trajectories of particles, which do not cause a significant number of Pixel or SCT
hits, will most likely not be reconstructed. Thus the final stage of track reconstruction is based
on the so-called outside-in algorithm, which searches for unused TRT segments to apply a
successive back tracking into the silicon detector [71] in order to increase the tracking efficiency
for e.g. tracks stemming from long-lived particles.
Primary vertex candidates are reconstructed by applying an iterative vertex finding algo-
rithm [73] on tracks that are compatible with originating from the interaction region [74], where
all tracks with pT > 400 MeV are considered. In the first step, the algorithm searches for the
global maximum in the distribution of the z-positions of the selected tracks to find a vertex seed.
The position of this seed and nearby tracks are then used to calculate the vertex position by
applying a χ2 fit [75] which removes iteratively tracks that are incompatible with the vertex.
Tracks that are displaced by more than 7σ are used as a new vertex seed and the procedure is
repeated until no further seed is found in the event. In top-quark analyses the primary-vertex
candidates are required to have more than four reconstructed tracks originating from it. From
all these candidates, the one with the highest p2T sum of the associated tracks is chosen to be the
primary vertex of the event.
Also secondary and tertiary vertices corresponding to the decay of a heavy flavour hadron
contained inside a particle jet are reconstructed using the Inner Detector. A short description of
the main secondary-vertex finding algorithms used in the efforts of the ATLAS collaboration is
given in Section 4.2.3.
3.3.2 Topological clusters
Topological clusters are groups of adjoining calorimeter cells that are designed to follow the
development of a particle shower. Their reconstruction is based on the topocluster formation
algorithm [76], which is seeded with calorimeter cells, whose signal-to-noise ratio exceeds a
value of S/N = 4. In a second step of the reconstruction procedure, the seed is combined
with all neighbouring cells that have a signal-to-noise ratio above S/N = 2 in order to form
a so-called topo-cluster. These clusters are extended by adding all adjoining calorimeter cells
to it. The properties of such a cluster are reconstructed taking all included calorimeter cells
into account. Thus the energy of a topo-cluster is determined from the energy sum of all its
components, while its mass is defined to be zero. The calculation of its position relative to
the ATLAS coordinate system is based on the weighted averages of the pseudorapidities and
azimuthal angles of all associated calorimeter cells, where the absolute cell energies are used as
the corresponding weights.
3.3.3 Electrons
Electrons produce, due to their electric charge, tracks in the Inner Detector and bremsstrahlung
induced showers in the EM calorimeter. Thus candidates are reconstructed by matching energy
deposits (clusters) in the electromagnetic calorimeter to a high-pT track in the Inner Detector.
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The size of the clusters is chosen to be 3 × 7 cells in the EM barrel and 5 × 5 cells in the EM
end-cap regions. These clusters are restricted to a range of |ηcl| < 2.47 excluding the transition
region 1.37 < |ηcl| < 1.52 between the barrel and the end-cap of the EM calorimeter. Stringent
cuts are applied on both the associated track and the shape of the cluster of energy deposits
corresponding to the induced showers in order to ensure a high quality of the selected object
and to reduce the background due to photon conversions, charged pions or other sources. The
transverse energy ET of the electron is defined by the ratio of the energy Ecl contained in the
associated cluster to the hyperbolic cosine of the pseudorapidity ηtrk of the reconstructed track
ET =
Ecl
cosh ηtrk
(3.6)
and is required to be above 25 GeV for electrons used in top-quark studies. Candidates are
required to be sufficiently isolated from additional hadronic activity to suppress the selection
of electrons stemming from heavy-flavour decays inside jets and to reduce the amount of back-
ground corresponding to the misidentification of hadrons faking lepton signatures. In the fol-
lowing studies the so-called mini-isolation is used for this purpose:
Iℓmini =
Ntracks∑
∆R(ℓ,tracki)<KT/pℓT
ptrackiT (3.7)
The transverse momentum of each charged particle track that fulfills ptrackT > 1 GeV is summed
if its angular separation to the electron candidate is less then ∆R(ℓ, track) < KT/pℓT, where KT is
an empirical scale parameter set to 10 GeV [77]. Electrons that satisfy Iℓmini/pℓT < 0.05 are finally
considered to be isolated. This requirement is by construction looser for high-pT leptons than
other isolation criteria used in top-quark analyses at ATLAS, and tighter for low-pT leptons. In
addition, electrons stemming from pile-up vertices are rejected by requiring that the absolute
value of the longitudinal impact parameter of their associated track, calculated with respect to
the primary vertex candidate of the event, is smaller than 2 mm.
A more detailed description about the electron identification and reconstruction techniques
and their performance in measurements with the ATLAS detector can be found in the Refer-
ences [78, 79]. This description includes also the exact quality requirements used to select the
candidates, whereas in the following studies “tight++” electrons are used.
The quality of the trigger, reconstruction and selection efficiency modelling for electrons
as well as their energy resolution and scaling are adjusted using selected Z → ee events in
the data [79]. The uncertainties corresponding to these measurements are propagated into the
studies presented in this thesis.
3.3.4 Muons
Tracks of muon candidates in the spectrometer are built from track segments in each of the
three muon stations. For this purpose the so-called Moore algorithm [80] is used, which also
extrapolates the tracks to the interaction region in order to determine the track parameters with
respect to the primary vertex. Within this extrapolation both multiple scattering and energy
losses in the calorimeter system are taken into account. In order to obtain an optimal momentum
resolution of the muon candidates, the spectrometer track is combined with information from
the Inner Detector. The χ2
match of this track combination is defined as the difference between the
outer (MS) and inner track (ID) vectors weighted by their combined covariance matrix
χ2match = (TMS − TID)T (CID +CMS)−1 (TMS − TID) (3.8)
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and provides a measure of the quality of these matching procedure. Here T denotes a vector
of the ID and MS track parameters, while C corresponds to their covariance matrix [44]. The
parameters of the combined muon candidate tracks are either obtained via a statistical combina-
tion of both tracks (Staco algorithm [44]) or by a partial refitting (MuId algorithm [81]). In the
following studies, muons are used that were reconstructed with the latter algorithm.
The muon candidates are required to have a pT above 25 GeV, at least one hit in the pixel
detector, five hits in the SCT and six hits in the TRT if the track has an |η| between 0.1 and
1.9. In addition, the combined muon candidate tracks are required to be in the region |η| < 2.5.
To avoid the incorrect identification of a jets’ punch-through into the muon system as a muon
and to reduce the selection of muons coming from heavy flavour decays within jets, the muon
candidates are required to be isolated from hadronic activity. The muon isolation is defined via
the Equation 3.7, in the same way as for the electron candidates, where also Iℓmini/pℓT < 0.05 is
required. As for the electron tracks, the |z0| of the combined muon track, calculated with respect
to the primary vertex, has to be smaller than 2 mm to remove muons from pile-up vertices. To
further suppress the contribution of non-prompt muons the significance of the transverse track
impact parameter, defined as the ratio of the transverse impact parameter to its uncertainty, has
to be smaller than d0/σd0 < 3.
The overall reconstruction efficiency [82] for muon candidates is strongly reduced around
η = 0, where the spectrometer is only partially equipped with muon chambers in order to
provide space for services of the Inner Detector and the calorimeters and in the region between
the barrel and the end-caps (1.1 < |η| < 1.3) as the installation of several chambers in this region
were incomplete during the Run I of the LHC.
The resolution and scale of the transverse muon momentum as well as the modelling of
their triggering, reconstruction and selection efficiencies are adjusted to the observations in data
using Z → µµ events [82].
3.3.5 Jets
Jets are objects that represent the particle showers induced by a quark, an antiquark or a gluon.
For the purpose of jet reconstruction several definitions exist, whereas it is important to use a
definition that provides infrared and collinear safety. This means that the addition of infinite
partons (infrared safety) or a parton radiated by an infinite small angle (collinear safety) should
not change the number and properties of the reconstructed jets. Furthermore it should be ap-
plicable to different types of input quantities as hadron momenta, charged particle tracks or
energy deposits in the calorimeter. The two most commonly used classes of jet definitions are
cone-algorithms [83,84] and sequential recombination algorithms [85]. While algorithms of the
first class were extensively used at the Tevatron, the LHC experiments use mainly algorithms
of the latter class. The sequential recombination algorithms used in ATLAS (and also in CMS)
analyses are based on the calculation of the distance
di j = min
(
p2ρT, i, p
2ρ
T, j
)
·
∆2i j
R2
(3.9)
between each pair of protojets (e.g. particle tracks or energy deposits) i and j considered in
the jet clustering procedure. The quantity ∆i j corresponds to the distance of these two objects
in the pseudorapidity-azimuthal plane, while pT, i and pT, j are their transverse momenta. The
clustering parameter R can be freely chosen in order to control the size of the reconstructed
jets, whereas the parameter ρ corresponds to a predefined integer value. During the clustering
procedure di j is calculated for the protojet i with respect to all other protojets in the event. If
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di j is for one protojet pair i, j smaller than p2ρT, i itself, the protojets i and j are combined (by
adding their four-vectors). However, if p2ρT, i is smaller than the di j, the protojet i is not used in
the clustering process anymore as it is considered as a reconstructed jet.
The class of recombination algorithms is further subdivided by the choice of the parameter
ρ, where the kt algorithm [86] is defined by ρ = 1, the Cambridge-Aachen algorithm [87] by
ρ = 0 and the anti-kt algorithm [88] by ρ = −1. While ρ = 1 and ρ = 0 lead to an irregular
shape of the jets, the case ρ = −1 corresponds to a cone-like shape if the distance to the nearest
neighbour jet is larger than 2R. If two jets have an angular separation smaller than 2R, the jet
with the larger transverse momentum will be conical and the other jet will only be partly conical
as it misses the components associated to the jet with the higher pT. This feature is caused by
the fact that the anti-kt algorithm prefers to cluster soft protojets to near hard protojets rather
then to other close soft protojets (depending also on their ∆i j), while the kt algorithm tends to
cluster first protojets with similar kinematic properties. Each of these variants of the sequential
recombination algorithm is infrared and collinear safe. A comparison between the resulting jet
shapes (i.e. the active jet areas) is shown for the kt- and the anti-kt algorithms in Figures 3.8 (a)
and (b), respectively.
(a) kt algorithm (b) anti-kt algorithm
Figure 3.8: Shape comparison of the active jet areas for two different jet clustering algorithms.
All particles within the active area of a particular jet will be clustered into this jet [88].
Due to its conical shape in isolated topologies the anti-kt algorithm is the most frequently used
jet clustering algorithm in ATLAS analyses, with the distance parameter R set to 0.4. The
technical implementation of this algorithm is realised in the FASTJet package [89], which is
mainly applied to topological clusters of calorimeter cells, but also tracks, reconstructed in the
Inner Detector, can be used for the purpose of jet finding. As track based jets do not include the
information of neutral particles, they are not suited to completely reconstruct the kinematics of
a hadronic final state. Thus the use of calorimeter jets is preferred in most analysis. However,
not all applications need a complete reconstruction of their final states and thus the use of track
based jets can be beneficial. An example is given in Section 7, where track based jets are used
for the purpose of b-tagging.
Two independent calorimeter based jet collections are used in the following studies. Their
distance parameters are chosen to be R = 0.4 and R = 1.0. The topological clusters used in the
reconstruction of these jets are initially determined at the electromagnetic (EM) scale, which cor-
rectly measures the energy deposited in the calorimeter by particles produced in electromagnetic
showers. With the local cluster weighting method [90] these clusters are calibrated in order to
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compensate for differences in the calorimeter response to electromagnetic and hadronic showers.
After applying this procedure, the reconstructed jet energies are obtained at the hadronic scale
(i.e. the so-called jet energy scale). In addition, the final jet properties (such as the transverse
momentum) are corrected with energy and η dependent simulation-based scale factors [90, 91]
to compensate for the effects of pile-up, out-of-cluster leakage and dead material.
In the following studies, the narrow radius jets (R = 0.4) are required to have a transverse
momentum of at least 25 GeV and an absolute pseudorapidity smaller than 2.5, while the large
radius jets (R = 1.0) have to satisfy pT > 300 GeV and |η| < 2.0. Jets stemming from a pile-up
vertex are rejected by using the so-called jet-vertex fraction rJVF [92]. This quantity is calculated
with respect to a certain vertex vtx j as the pT sum of all matched tracks originating from vtx j
divided by the pT sum of all tracks matched to the jet:
rJVF(jeti, vtx j) =
∑
k pT(trkjetik , vtx j)∑
n
∑
l pT(trkjetil , vtxn)
. (3.10)
The rJVF value gives a measure of how likely jet i emerges from a particular vertex j. So when
calculating it for each jet with respect to the primary vertex, a suppression of jets stemming from
pile-up vertices or emerging from underlying events is possible, since their rJVF values tend to
be low. The computed values are in the range of [0, 1], while a rJVF value of −1 is assigned to
those jets, which have no tracks associated. All R = 0.4 jets considered in the following studies
are required to have a |rJVF| above 0.5, if the transverse jet momentum is below 50 GeV and the
absolute pseudorapidity below 2.4.
The total jet energy scale (JES) uncertainty consists of several components that are mea-
sured in a variety of different event topologies (like Z/γ+ jets or dijet) using dedicated methods.
A detailed description of the efforts to measure the jet energy scale in the data can be found in
References [93, 94]. Contributions are e.g. due to detector effects, the physics modelling, in-
tercalibration for jets with large pseudorapidities or pile-up effects. The JES uncertainty varies
from below 2% up to 7% as a function of the jet pT and η. Additional uncertainties arise
from a flavour-specific calorimeter response (i.e. different responses for pions and kaons), the
modelling of b-hadron decays or the fact that a substantial fraction of heavy flavour hadron de-
cays contain neutrinos, which interact only weakly with the calorimeter material. The flavour-
specific contributions are added in quadrature to the JES uncertainties that are stated above,
where the contribution from the term corresponding to jets containing a b-hadron ranges from
0.8% to 2.5%, depending on the particular jet kinematics.
As measurements of the jet energy resolution (JER) in data are found to agree well with the
predictions by the simulation [95] no corrections are applied to the simulated jets. However, the
impact on the measurements presented in the following is evaluated by smearing the transverse
momenta of the simulated jets by 5-20% depending on the jet pT and η, which corresponds to
the uncertainty of the JER measurement in data.
The jet reconstruction efficiency (JRE) is derived using a tag-and-probe method in dijet
events, which is based on a ∆R matching procedure between track jets and calorimeter jets.
While low-pT jets (< 20 GeV) show inefficiencies smaller than 3%, jets with a transverse mo-
mentum of > 30 GeV were found to be fully efficient [95]. Differences observed between data
and the simulation are taken into account by discarding randomly a small fraction of the jets
that pass the selection requirements.
The systematic uncertainties related to the jet selection requirements corresponding to the
jet vertex fraction rJVF are evaluated by shifting the nominal rJVF cut value up (down) by 6%.
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3.3.6 Jet substructure and trimming
Heavy particles produced with a significant boost tend to have highly collimated decay prod-
ucts, which can be contained in a single jet. The substructure and shape [91,96] of such jets are
expected to show deviations in comparison to jets induced by light quarks or gluons. Therefore
substructure and jet shape related observables can be used to distinguish QCD jets from jets orig-
inating from hadronic decays of boosted massive particles as high-pT top-quarks, electroweak
bosons or even new particles.
Frequently used substructure quantities are found in the set of the so-called kt splitting scales√
di j, which are calculated by reclustering the constituents of a jet using the kt algorithm. The
variable
√
d12 for example is defined as the kt-distance√
di j = min
(
piT, p
j
T
)
· ∆Ri j (3.11)
between the two protojets i and j of the final clustering step. In the environment of a two-body
decay of a heavy particle, the final clustering step will likely combine the two decay products,
due to the fact that the kt algorithm tends to combine the hardest components last. Thus the√
d12 value of such a decay is expected to be approximately half the mass of the decaying parti-
cle, while QCD jets will tend to have values in the order of pT/10 [97]. Following this approach
further quantities as the splitting scale
√
d23 of the second-to-last step of the reclustering pro-
cedure can be defined as well. Another observable that can be used to distinguish between
boosted hadronic decaying top-quarks and high-pT QCD jets is the invariant mass, which is
derived from the four-momentum sum of all constituents of the jet.
Examples of such substructure related quantities are presented in Figures 3.9 (a) and (b),
where the invariant mass and the
√
d12 distribution of jets that originate from boosted hadronical
top-quark decays are compared to those corresponding to high-pT QCD jets. Both quantities
provide a significant separation strength. For these comparisons, only anti-kt R = 1.0 jets are
taken into account that have a pT above 300 GeV and a |η| < 2.0.
The so-called top-tagging algorithms combine a variety of these quantities to distinguish boosted
hadronically decaying top-quarks from high-pT QCD jets. In the studies presented in Section
9, simple rectangular cuts are applied to certain properties of the large radius jets (i.e. the first
kT splitting scale
√
d12 is required to be above 40 GeV and the jet mass must exceed 100 GeV),
while more sophisticated top-tagging algorithms are currently validated. Their descriptions can
be found for example in References [98, 99].
Since the resolution of the jet mass and substructure quantities degrades dramatically with
an increasing contamination of soft QCD radiation induced by pile-up, multiple parton interac-
tion or initial state radiation, various so-called jet grooming techniques are intensively studied
by the ATLAS collaboration [91]. These methods are either based on the adaptive modification
of jet clustering algorithms or on the selective removal of soft radiation during the reconstruc-
tion procedure [100].
One of the most used grooming techniques within ATLAS analyses is the so-called jet trim-
ming [101]. This procedure takes advantage of the fact that the contamination due to multiple
parton interaction, pile-up and ISR has a much softer energy spectrum as particles associated to
the hard interaction. Constituents of a jet are therefore removed if their transverse momentum
relative to that of the jet psubjetT /pjetT is below a certain threshold f cut, which is typically of the
order of a few percent. After the application of the trimming procedure jets are reclustered
taking only the remaining constituents into account.
The current implementation of the trimming algorithm includes the reconstruction of Rsub
sized subjets from the constituents of the jet in study, using the kt algorithm. In the following
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Figure 3.9: Distribution of the invariant mass (a) and the √d12 (b) for jets that are reconstructed
using topological clusters in the calorimeter system and a distance parameter of R = 1.0. Jets
obtained from a simulated QCD dijets sample are compared to hadronic top-quark jets. For the
latter case only those jets are considered that contain all partons from simulated t → bW → bqq¯
decays inside a cone of the radius R = 1.0 around the jet axis. The corresponding di-
jet sample is produced using the PYTHIA generator, while the t¯t decays are obtained using
POWHEG+PYTHIA.
studies, Rsub is set to 0.3, while the transverse momentum fraction fcut is set to 0.05 [91]. The
final properties of the large radius jets are calculated after applying jet trimming. A schematic
view of the whole jet trimming procedure is illustrated in Figure 3.10.
Uncertainties related to the energy scale of the large-R jets are evaluated using the γ-jets in
situ calibration, the so-called double ratio method [91] and additionally an approach completely
based on the predictions of the simulation in order to account for effects due to possible topology
dependencies. The same method is also used to derive scale uncertainties on the invariant mass
and the
√
d12 for large radius jets [91]. The relative uncertainties on the measured pT, invariant
mass and the
√
d12 of the large radius jets are found to vary between 3% and 11% as a function
of the jet pT and |η|.
3.3.7 Neutrinos
As neutrinos interact only weakly with matter, they cross the several detector systems without
leaving traces. Hence their identification is only possible exploiting the momentum imbalance
in the transverse plane of an event. The corresponding observable is referred to as the missing
transverse momentum/energy
EmissT =
√(
Emissx
)2
+
(
Emissy
)2
. (3.12)
In top-quark measurements of the ATLAS collaboration an object based definition of the EmissT
is used. In this definition topological clusters of the calorimeter are matched to reconstructed
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Figure 3.10: Schematic view of the jet trimming procedure [91] in case of the use of subjets.
The trimming algorithm takes a jet as input and re-clusters its components into kT subjets. In
the last step all subjets are discarded that have psubjetT /pjetT < f cut.
objects (such as electrons, muons or jets) and calibrated accordingly. Energy depositions in
calorimeter cells not assigned to reconstructed high-pT objects are included in the missing trans-
verse momentum calculation as the so-called cell-out term, which is calibrated to the EM scale.
The x- and y-components of the missing momentum are therefore defined as
EmissX,Y = −
(
ERe f ElecX,Y + E
Re f Jet
X,Y + E
Re f S o f tJet
X,Y + E
Re f Muon
X,Y + E
CellOut
X,Y
)
.
The electron and muon terms are determined considering all electrons with a pT > 10 GeV
and all muon candidates reconstructed by the MuId algorithm. Jets are included in the EmissT
calculation either at the EM+JES scale if their pT is greater than 20 GeV or as soft jets at the
EM scale if their pT is between 7 GeV and 20 GeV.
Sources for systematic uncertainties that are related to the EmissT calculation procedure corre-
spond to the energy scale and resolution of calorimeter cells not associated to any reconstructed
lepton or jet candidate. The energy scale uncertainty is evaluated by scaling the so-called cell
out and soft-jet components up (down) by 8% during the EmissT calculation, while the energy res-
olution uncertainty corresponding to the EmissT is calculated by smearing these two components
by up to 2.5%.
Chapter 4
Identification of b-hadron jets
The identification of jets containing b-hadrons, called b-tagging, is an important ingredient
of many physics analyses. Possible applications range from high precision measurements in
the top-quark sector to searches for new phenomena, where b-tagging algorithms are used to
suppress background processes containing mainly light flavour jets.
The heavy flavour tagging algorithms used in ATLAS are either based on the presence of
leptons (electrons or muons) as decay products of c- and b-hadrons or on the relatively long
lifetime τ for hadrons containing a b-quark. As their lifetime is in the order of 1.5 ps, b-hadrons
that have a transverse momentum of 70 GeV will have therefore an average decay length 〈Lxy〉 =
βγcτ of 6.4 mm in the transverse plane before their decay. Such a decay gives rise to a secondary
vertex (see Figure 4.1). The impact parameter is the distance of closest approach between an
extrapolated track and the primary vertex. This distance tends to be relatively large for tracks
stemming from a displaced vertex, while tracks coming from the primary vertex have impact
parameters compatible with zero once the tracking resolution has been accounted for.
primary vertex
xydecay length L
secondary vertex
jet axis
track
impact
parameter
Figure 4.1: Schematic view of a b-hadron decay inside a jet resulting in a secondary vertex with
three charged particle tracks. The vertex is significantly displaced with respect to the primary
vertex, thus the decay length is macroscopic and well measurable. The track impact parameter,
which is the distance of closest approach between the extrapolation of the track and the primary
vertex, is shown in addition for one of the secondary tracks.
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The ATLAS lifetime-based b-tagging algorithms are subdivided in two categories. The impact
parameter based b-tagging algorithms such as IP2D or IP3D [102] use the transverse and lon-
gitudinal impact parameter significances sd0 = d0/σd0 and sz0 = z0/σz0 (defined as the ratio
of the impact parameters to their uncertainties) of all tracks associated to a jet. However, the
vertex based b-tagging algorithms such as SV0, SV1 or JetFitter [103, 104] utilize the proper-
ties of reconstructed secondary vertices to distinguish between b- and light flavour jets. A short
description of how these tools are defined, is given in Section 4.3.
The vertex based b-tagging algorithms have a much higher separation power than the impact
parameter ones, but their ability to identify b-jets is limited by the secondary vertex finding effi-
ciency. More sophisticated b-tagging algorithms such as JetFitterCombNN [104] or MV1 [105]
use multivariate techniques such as artificial neural networks (ANN) to combine information
from the track impact parameters and the secondary vertex to achieve an even higher separation
power by also taking the correlations of the various input quantities into account.
4.1 b-hadron properties
The lifetime-based b-tagging algorithms used in ATLAS are strongly dependent on the b-hadron
properties. In particular the lifetime but also the invariant hadron mass is crucial to distinguish
jets containing a b-hadron from those containing just light-flavoured (u, d, s) particles.
About 80.2% of all generated b-quarks hadronise into a B+ or B0 meson, 10.5% create
a BS meson and approximately 9.3% produce a b-flavoured baryon. The decay of a ground
state b-flavoured hadron occurs via the weak interaction, which is well described by the so-
called spectator model. This approach assumes the additional quarks to be spectators, while
the b-quark decays predominantly via b → cW∗. The virtual W-boson in this decay can either
materialise into a pair of quarks or into a charged lepton and a neutrino. However, as such
a decay is a generation changing process and thus suppressed by the CKM matrix, b-hadrons
tend to have a relative large lifetime, which is in the order of 10−12 s. Decays via b → uW∗ are
even more suppressed by the size of the corresponding CKM matrix element, while the decays
into a d- or s-quark are required to be mediated via flavour-changing neutral-current, which are
forbidden in the SM at tree-level. The main properties of the various b-hadron types are listed
in Table 4.1.
Particle Content Production fraction [%] Mass [ MeV] Lifetime [ ps]
B+ ub 40.1 ± 0.8 5279.26 ± 0.17 1.641 ± 0.008
B0 db 40.1 ± 0.8 5279.58 ± 0.17 1.519 ± 0.007
BS sb 10.5 ± 0.6 5366.77 ± 0.24 1.516 ± 0.011
B+c cb

9.3 ± 1.6
6274.5 ± 1.8 0.452 ± 0.033
Λ0b udb 5619.4 ± 1.6 1.425 ± 0.032
Ξ−b dsb 5791.1 ± 2.2 1.56+0.27−0.25
Ω−b ssb 6071 ± 40 1.13+0.53−0.40
Table 4.1: The main properties of the various b-hadron ground states [12] presented as a statis-
tical combination from CDF [23], D0 [24] and LCHb measurements.
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4.2 Key ingredients for b-tagging
The key ingredients for the various b-tagging algorithms used in ATLAS analyses are the
charged particle tracks reconstructed from the information provided by the Inner Detector. All
tracks that are associated to a certain jet and pass dedicated quality requirements are used as an
input to the ATLAS b-tagging algorithms. Several steps of pattern recognition (e.g. reconstruc-
tion of secondary vertices) are then applied in order to calculate a so-called b-tagging weight.
These weights quantify how likely the jets on study contain a b-hadron decay. Of similar impor-
tance for b-tagging is the knowledge of the primary vertex position, as this is used as a reference
in the calculation of the track impact parameters and the displacement of the secondary vertex
candidates.
The definition of b-, c-, τ- and light-flavour jets in simulated events is given via the so-called
truth flavour labelling. This procedure is currently based on an angular matching of genera-
tor level particles to reconstructed jets using their coordinates in the pseudorapidity-azimuthal
plane. If a b-quark with pT > 5 GeV is found to be inside a cone of radius ∆R = 0.3 around the
axis of a jet, this jet is labelled as a b-jet. This matching procedure is repeated for c-quarks and
τ-leptons respectively, if no association to a b-quark is possible. A jet is labelled per default as
light-flavoured, if no association to one of these particles was successful.
4.2.1 Track-to-jet association
Both, the secondary vertex and the impact parameter based algorithms are applied only to the
sub-set of tracks that are assigned to any of the jets contained in a selected event. The associ-
ation between tracks and their jets is accomplished by a spatial ∆R(track, jet)-matching proce-
dure [104], where the allowed distance between the two objects dependents on the transverse
momentum of the jet:
∆R (pT) = 0.239 + e−(1.22+0.0164·pT/ GeV) (4.1)
This matching function is completely empirical and leads to smaller cones for high-pT jets
which are more collimated. It is meant to reduce the number of associated tracks stemming
from the fragmentation, the underlying event or from pile-up vertices in order to increase the
separation power of the b-tagging discrim-
inants. While jets with a pT of 25 GeV
get all tracks associated that are within a
cone of ∆R = 0.43 around their axis, the
corresponding cone for jets with a trans-
verse momentum of 200 GeV has a radius
of 0.25. In the case where two or more
jets are very close to each other, tracks are
always matched to the nearest jet in order
to avoid double-counting. The course of
the parametrisation function used in the
track-to-jet association procedure is shown
in Figure 4.2.
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Figure 4.2: Parametrisation function used in
the track-to-jet association procedure.
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4.2.2 Track selection
Tracks that are associated to a jet have to fulfill certain quality requirements in order to be
considered in any of the b-tagging algorithm. The aim is to keep the well-measured tracks,
while rejecting those coming from material interactions with the silicon layers of the Inner
Detector or from the decay of long-living light-flavour particles like K0S , Λ
0 or other hyperons.
The impact parameter based taggers as IP3D and IP2D require tight selection cuts on the
number of hits in the silicon detector and on the track impact parameters. To be selected, a
track must have at least two hits in the Pixel detector of which one has to be in the B-layer and
at least seven silicon hits (SCT+pixel) in total. Furthermore, it is required that the transverse
track momentum is above 1 GeV and the transverse and longitudinal impact parameters with
respect to the primary vertex satisfy |d0| < 1 mm and |z0| · sin θ < 1.5 mm respectively, with
θ being the track polar angle (see Table 4.2). These selection requirements are often referred
to as b-tagging quality. In the corresponding track selections of the vertex-based b-tagging al-
gorithms (SV0, SV1 and JetFitter) looser criteria are applied to guarantee high vertex finding
efficiencies. In particular the cuts on the track pT and the longitudinal and transverse impact
parameters are relaxed, while additional cuts on the uncertainties of the impact parameters σd0
and σz0 or the χ2 of the track fit divided by the number of degrees of freedom (ndof) are applied.
The requirement of having a hit in the pixel B-layer is also removed in order to not be restricted
to decay lengths ≤ 50 mm. For the SV1 algorithm tracks that have more than one shared hit in
the pixel- or more than two shared hits in SCT-layers are rejected. A detailed summary of the
entire track selection requirements of some ATLAS b-tagging algorithms is shown in Table 4.2.
IP3D/IP2D SV0 SV1 JetFitter
pT [ GeV] 1.0 0.7 0.7 0.5
B-layer hits 1 0 0 0
pixel hits 2 2 1 1
SCT hits – 4 4 4
silicon hits 7 7 7 7
max. shared hits – 1 1 –
max. |d0| [ mm] 1.0 2.0 5.0 7.0
max. σd0 [ mm] – 1.00 1.00 0.35
max. |z0| · sin θ [ mm] 1.5 2.0 25 10
max. σz0 [ mm] – 2.0 5.0 2.5
max. χ2/ndof – 3.0 3.0 3.5
Table 4.2: Track selection requirements for several ATLAS b-tagging algorithms.
4.2.3 Reconstruction of secondary and tertiary vertices inside jets
Secondary vertices inside jets can be reconstructed either by an iterative vertex finder (used
for the SV0 and SV1 tagger) or by the JetFitter algorithm (used for JetFitterCombNN). The
iterative vertex finder reconstructs inclusive vertices containing the decay products of a b-hadron
and possibly also that of the subsequent c-hadron [103] based on a χ2 minimisation. Using
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significantly displaced tracks as input, the iterative algorithm starts by forming vertices of two-
track pairs. In the second step vertices originating from material interactions or from long-lived
light-flavour particles are reduced by removing two-track pairs if their distance to the primary
vertex is compatible with the position of one of the Pixel detector layers or if their invariant
mass fit to a K0S meson or a Λ
0 baryon. The inclusive vertex is formed by combining all tracks
from the remaining two-track pairs into a fit, which iteratively removes the track with the largest
χ2 contribution until the vertex satisfies certain quality requirements [103].
The JetFitter algorithm [104,106] exploits the topology of the decay cascade introduced by
a b-hadron decay to reconstruct separately the secondary and tertiary vertices. A multi-vertex fit
is performed on the assumption that the primary event vertex and the vertices of the weak b- and
c-hadron decays lie on a common line defined through the flight direction of the b-hadron. The
technical implementation of this procedure is based on a Kalman filter and its main advantage
with respect to the iterative vertex finder is the feasibility of reconstructing vertices from single
tracks intersecting the flight axis.
The efficiencies to reconstruct a secondary vertex candidate inside a jet using either the Jet-
Fitter algorithm or the iterative vertex finder (with the SV1 setup) are displayed in Figure 4.3 (a)
and (b) as a function of the jet pT and separately for b-, c- and light-flavour jets. As the JetFitter
algorithm can reconstruct both single- and multi-track vertices, its vertex finding efficiencies
inside b-jets (up to 90%) are significantly larger than that of the iterative vertex finder with the
SV1 setup (up to 75%). However, also its fake rate is substantially larger compared to that of
the iterative vertex finder, which becomes obvious in particular for the high pT regime. For
jets with a pT around 400 GeV, the vertex finding efficiency inside light-flavour jets increases
to 40% for the JetFitter algorithm, while the efficiency of the iterative vertex finder is still only
in the order of 10%. The vertex finding efficiency inside c-jets is also significantly larger, by a
factor of approximately 2, for the JetFitter algorithm than for the iterative vertex finder.
Most properties of a secondary vertex resulting from the decay of a b-hadron are signif-
icantly different compared to those stemming from light-flavour decays. The relatively high
b-hadron mass (about 5 GeV) and its long lifetime are particularly important. Examples for
vertex based observables that are used in the various ATLAS b-tagging algorithms to identify
b-hadrons inside highly-energetic particle jets are listed in Table 4.3.
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Figure 4.3: Efficiencies to reconstruct a secondary vertex provided by the JetFitter algorithm
(a) and the iterative vertex finder (b) as a function of the jet pT presented separately for b-, c- and
light-flavour jets. These jets are obtained from a t¯t sample that is simulated using the POWHEG
and PYTHIA generators.
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Quantity (Symbol) Definition
N2tv Number of two-track vertices associated to the jet
NtrkSV Multiplicity of tracks associated to the displaced vertices
Invariant mass Invariant mass of all tracks associated to the displaced vertices
Energy fraction Energy sum of all tracks associated to the displaced vertices
divided by the energy sum of all tracks associated to the jet
Transverse decay length Lxy Distance in the xy-plane between the primary and the
secondary vertex
Decay length significance 3-dimensional distance between the primary and the
secondary vertex divided by its uncertainty
∆R(vertex, jet) Angular separation between the jet axis and
the line joining the primary and secondary vertex
Vertex imbalance Angular separation between the jet axis and the vectorial sum
of all tracks fitted to the displaced vertices
log10
(
χ2/ndof
)
Logarithm of the ratio between the χ2 obtained
from the vertex fit and the number of degrees of freedom
φS V , θS V , σφS V , σθS V Measured azimuth and polar angle of the secondary vertex
obtained from the vertex fit and their uncertainties
Table 4.3: Various properties (and their definitions) of the vertex candidates reconstructed ei-
ther by the iterative vertex finder or the JetFitter algorithm. The quantity NtrkSV is equal to zero
if the decay topology is only described by single-track vertices (its definition is therefore by
construction slightly different for vertices reconstructed with the iterative vertex finder and the
JetFitter algorithm). Decay topologies reconstructed by the JetFitter algorithm are further de-
scribed by the overall number of single- and multi-track vertex candidates associated to the fit.
The azimuth and polar angle of the vertex candidates are measured with respect to the detector
coordinate system. The decay length significance of a secondary vertex candidate is signed with
respect to the jet axis direction analogously to the impact parameter. Both the iterative vertex
finder (with the SV1 setup) and the JetFitter algorithm reject vertices that have a negative decay
length significance.
4.3 Application of the main ATLAS b-tagging algorithms
The ATLAS lifetime-based b-tagging algorithms use information from the track impact param-
eters and secondary vertices to calculate a continuous b-tagging discriminant. These output
quantities are then used to determine whether a jet is tagged as a b-jet candidate or not by apply-
ing a cut on them. The corresponding cut values are chosen such that a certain fraction of b-jets
obtained from simulated t¯t decays passes this selection requirement. Typical operating points
correspond to selection acceptances ranging from 50% to 80% for the lifetime-based tagging
algorithms. This section gives a short overview of the lifetime-based b-tagging algorithms that
were used in the data recorded by ATLAS during the Run I of the LHC, while a more detailed
overview can be found in Reference [107].
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4.3.1 Impact parameter based algorithms
The ability of the track impact parameter to distinguish between tracks stemming from a dis-
placed vertex inside a jet from those originating from the primary vertex is increased by con-
sidering its sign with respect to the jet direction, as an approximation of the b-hadrons flight
path. This sign is calculated separately for the transverse and longitudinal impact parameters,
following the prescriptions
sgn(d0) = sgn
(
sin(φjet − φtrackPV ) · dtrack0
)
(4.2)
and
sgn(z0) = sgn
(
(ηjet − ηtrack) · ztrack0
)
. (4.3)
The sign is positive if the angle between the direction of the jet axis and the line joining the
primary vertex to the point of closest approach of the studied track is less than 90◦ and negative
otherwise. While tracks stemming from the decay of a c- or b-hadron tend to be signed posi-
tively, tracks not coming from a displaced vertex have a random sign due to the finite resolution
of the detector. However a bad measurement of the track properties, the jet direction or the
primary vertex position can cause a flip of the impact parameter sign.
The IP2D algorithm relies on a log-likelihood ratio (LLR) method using the signed trans-
verse impact parameter significance sd0 of all tracks matched to a particular jet to calculate the
b-tagging discriminant. For each track the measured sd0 is compared to a pre-determined prob-
ability density function, testing both the b- and light-flavour jet hypotheses b(sd0) and u(sd0)
respectively. The ratio of the resulting probabilities are used to define the track weights wi,
which are summed according to the equation
wjet =
Ntrk∑
i=1
lnwi =
Ntrk∑
i=1
ln
b(sd0)
u(sd0)
(4.4)
to finally obtain the b-tagging weight of the studied jet. As the resolution of the impact param-
eters is strongly dependent on the track pT or the hit-pattern in the silicon detector layers, it is
beneficial to classify the tracks and evaluate their weights separately using a dedicated proba-
bility density function for each category. Currently two disjoint classes are used distinguishing
whether the selected tracks share a precision hit in the silicon detector or not.
The IP3D algorithm is based on the same formalism as IP2D, but uses instead of the one-
dimensional reference distribution of the sd0 measurements, a two-dimensional reference con-
taining both the signed transverse and longitudinal impact parameters and takes therefore also
their correlation into account.
4.3.2 Secondary vertex based algorithms
As previously mentioned, both the SV0 and the SV1 algorithms are based on the properties of
a displaced vertex reconstructed with the iterative vertex finder (see Table 4.2 for details on the
track selection).
While the SV0 tagger is simply defined as the decay length significance signed with respect
to the jet direction, the tagging weight of the SV1 algorithm is computed with the same likeli-
hood ratio formalism used for the IP2D and IP3D taggers. As input a two-dimensional reference
distribution of the energy fraction and the invariant mass is used as well as two one-dimensional
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distributions corresponding to the number of two-track vertices and the ∆R(vertex, jet). In ad-
dition also an a priori knowledge of the vertex finding efficiencies for b-, and light flavour jets
is needed.
The b-tagging weight of the JetFitter algorithm is defined by the output value of an artificial
neural network, which uses the energy fraction, the invariant mass, the flight length significance
and the track multiplicity of the decay cascade reconstructed by the JetFitter algorithm in addi-
tion to the number of single- and multi-track vertices as input nodes. The transverse momenta
and the pseudorapidities of the jets are included as additional input nodes to take the correlation
to the jet kinematics into account. In order to prevent the neural network from separating the
different jet flavours using information on their kinematics, a re-weighting technique is applied
before the training of the ANN to flatten the pT and η spectra of the b-, c- and light-flavour
jets separately. The neural network has three output nodes, that correspond to the b-, c-, and
light-flavour jet hypotheses, which are referred to as pb, pc and pu, respectively. With these
probabilities a tagging weight is defined as wJetFitter = ln(pb)/ ln(pu) to separate b- and light
flavour jets, while an improved c-jet rejection is obtained using ln(pb)/ ln(pc) as a jet weight.
4.3.3 Combined algorithms
The ability to distinguish between b- and light-flavour jets can be strongly improved by combin-
ing the information of the secondary vertex candidates with those of the track impact parameters.
In a simple approach the LLR-based algorithms can by unified by simply adding their output
values. The combination of the IP3D and SV1 taggers is referred to as the IP3D+SV1 algorithm,
which was frequently used in the early ATLAS data taking periods.
A different approach to combine secondary vertex and impact parameter based information
is the usage of an artificial neural network, which can also take the correlations between the
various jet properties into account. Two different ANN-based b-tagging algorithms were used
in ATLAS analysis until now: The JetFitterCombNN algorithm is a simple extension of the
neural network used for JetFitter, as an additional input node for the IP3D tagging weight is
added. The current ATLAS default tagger, called MV1 [105], is based on an ANN taking the b-
tagging weights of the JetFitterCombNN, IP3D and SV1 algorithms as input nodes. Similar to
JetFitter, MV1 also takes the correlations to the jet kinematics into account by including the jet
pT and η in the ANN. In order to increase the rejection against c-jets, the MV1 architecture can
be slightly changed. Instead of the JetFitterCombNN weight, the three jet flavour-hypotheses
pb, pc and pu corresponding to the artificial neural network of the JetFitterCombNN algorithm
are directly used in the training. The resulting b-tagger is referred to as MV1c.
4.3.4 Expected performance of the various b-tagging algorithms
The performance of a b-tagging algorithm is quantified by the b-tagging efficiency εb and the
rejection rates for τ-, c- and light-flavour jets. The b-tagging efficiency is defined as the fraction
of b-hadron jets that are tagged by the b-tagging algorithm, while the rejection rate of a certain
jet flavour i is simply the inverse of the corresponding mis-tagging efficiency εi (fraction of τ-,
c- or light-flavour jets tagged mistakenly as a b-jet).
A comparison of the expected performance corresponding to some of the previously intro-
duced b-tagging algorithms can be found in Figure 4.4, which shows the light-flavour rejection
rate as a function of the b-tagging efficiency for jets stemming from simulated t¯t decays. Each
working point on these curves corresponds to a different cut on the discriminant of the vari-
ous taggers. Since the MV1 algorithm shows a much better light-flavour rejection for a given
b-tagging efficiency compared to the other tagging tools, it is currently the default b-tagger in
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ATLAS. However, as different signal processes have different needs in terms of rejecting a cer-
tain jet flavour more dominantly, both the b-tagging algorithm and the working point should be
chosen such that it is optimal to the corresponding analysis. Nevertheless, the 70% operating
point of the MV1 algorithm is most frequently used. The corresponding tagging efficiencies for
b-, c- and light-flavour jets are shown as a function of the jet pT and |η| in Figures 4.5 (a) and (b)
respectively. While the tagging efficiencies for c-jets range from 15% to 25% at this working
point, the tagging efficiencies for light-flavour jets is in the order of a few per mille for low and
medium pT jets and rises to the percentage level for jets with a pT above 250 GeV.
The tagging efficiency for b- and c-jets is flat in the |η| range that corresponds to the barrel
region of the Inner Detector and decreases continuously for increasing |η| values above |η| > 1.2.
This decrease is based on the fact that the forward region of the Inner Detector contains more
material than the barrel region, which leads to a degradation of the track finding efficiency.
However, the mis-tagging efficiency for light-flavour jets is approximately flat over the whole
range of |η| values.
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Figure 4.4: The light-flavour rejection rate as a function of the b-tagging efficiency for different
b-taggers available at ATLAS. The jets are extracted from a t¯t sample that is simulated using the
POWHEG and PYTHIA generators. As it can be seen, the MV1 tagger (presented as a black
dashed line) shows a significantly better rejection power for light-flavour jets than all the other
tagging algorithms presented here. Also the other ANN based tagger, the JetFitter algorithm
(presented as a red dashed line), is much better than the three standalone taggers (SV0, SV1 and
IP3D).
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Figure 4.5: Tagging efficiencies corresponding to the MV1 algorithm for b-, c- and light-flavour
jets are presented as well as a function of the jet pT (a) and |η| (b) for a representative working
point corresponding to an overall b-tagging efficiency of 70%.
4.3.5 Calibration of b-tagging algorithms
Due to the imperfect modelling of the detector and its response to incoming particle showers,
the usage of approximations in the generation of the fragmentation and hadronisation or the fact
that many Monte Carlo models depend strongly on inputs from previous measurements (e.g.
branching ratios of heavy flavour decays) the simulation does not describe the performance of
the various b-tagging algorithms perfectly. In order to use a certain b-tagging algorithm in a
physics analysis the b-tagging efficiency of the tagger and its mis-tagging efficiencies for c- and
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light-flavour jets have to be measured in data and compared to the expectations provided by the
simulation. This procedure is called calibration and the corresponding results are presented in
the form of pT or η dependent data-to-simulation scale factors:
κ
data/sim
εi (pT, η) =
εdatai (pT, η)
εsimi (pT, η)
, (4.5)
in which the measured tagging efficiency in data is divided by the tagging efficiency in simulated
events. The corresponding inefficiency scale factors are defined as
κineff.εi (pT, η) =
1 − κdata/sim.εi (pT, η) · εsim.i (pT, η)
1 − εsimi (pT, η)
. (4.6)
Both, the tagging efficiency and the inefficiency scale factors are calculated separately for the
three different flavour types (i = b, c, light) using dedicated calibration methods, which aim to
select samples that predominantly contain jets of a certain flavour to probe for the b-tagging
efficiency for this particular jet flavour.
Mis-tagging efficiencies for light-flavour jets εlight and their corresponding scale factors
were measured by ATLAS in the Run I data by either applying a template likelihood fit to the
invariant mass spectrum of vertices reconstructed by the iterative vertex finder (with the SV0
setup) [108] or by using the negative tag method [105]. The calibration of c-jets is based on the
so-called D∗ method, while the measurement of the b-tagging efficiencies εb is performed either
on a sample of jets containing soft muons or on a jet sample obtained from t¯t candidate events.
For the muon based approaches either the so-called system8 or the prelT [109] method can be
used to measure the b-tagging efficiency, while a variety of different t¯t based methods exist of
which the combinatorial likelihood approach in dileptonic top pair events [110] gives currently
the most precise results with combined statistical and systematic uncertainties between 2%-8%.
The results of the b-tagging efficiency calibration efforts corresponding to the ATLAS default
flavour-tagging algorithm, MV1 (evaluated at an operating point that matches an overall b-
tagging efficiency of 70%), provide scale factors for b-jets that are consistent with unity within
their combined statistical and systematic uncertainties. However, the b-tagging scale factors for
c-jets and light-flavour jets tend to be different from 1.0. They range from 0.9 to 1.0 (1.1 to 1.5)
for c-jets (light-flavour jets) and have combined statistical and systematic uncertainties of 8%
to 15% (15% to 40%).
In each physics analysis which uses b-tagging, the scale factors are calculated per jet in the
simulation as a function of their flavour i, their transverse momentum pT and their pseudorapid-
ity η. A final b-tagging based event weight wb−tag is obtained by the product sum of all these
(in)efficiency scale factors
wb−tag =
Njets∏
j=0
κ
j
εi(pT, η) . (4.7)
The systematic uncertainties that arise due to the use of b-tagging are evaluated by shifting
the values of the b-tagging calibration scale factors up/down by the total uncertainties of the
measurements (full envelope approach). In order to properly take into account the correlation
of the b-tagging uncertainties across the various jet pT bins, the so-called eigenvector approach
can be used, instead of full envelope approach. The eigenvectors are obtained from the total
covariance matrix of the flavour-specific scale factors and their number is equal to the number
of bins of the corresponding b-tagging calibration measurement. The according eigenvalues
are then used in order to vary the scale factors properly during the calculation of the b-tagging
uncertainties.
Chapter 5
Selection and reconstruction of top-quark
pair candidate events
The studies presented in Sections 8 and 9 are based on a selected sample of top-quark pair candi-
dates decaying into a final state containing high-pT objects such as a charged lepton, a neutrino
(i.e. a large amount of missing transverse momentum) and at least four jets. Decays into the
single lepton channel (see Figure 5.1) offer a relative large branching fraction (compared to the
dilepton channel), a clear signature in the detector system and thus a relatively low contribu-
tion due to non-t¯t backgrounds (compared to the all-hadronic channel). In addition, this decay
channel provides the possibility to reconstruct the complete t¯t system and its invariant mass.
Therefore, the single lepton channel is an ideal channel to e.g. search for t¯t resonances.
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Figure 5.1: Schematic view of a single lepton t¯t decay at parton level (i.e. a decay into a final
state with one charged lepton, one neutrino, two b-quarks and two additional quarks from the
hadronic decay of a W-boson.
The various BSM theories summarised in Section 2.2.2 predict new heavy particles that decay
predominantly into top-quark pairs. As the possible mass range of these hypothetical particles
extend to several TeV, the resulting top-quarks might be produced with a significant Lorentz
boost. The decay products of a boosted top-quark (or any other highly boosted particle) can be
strongly collimated and their signatures in the calorimeter system might even have a significant
overlap. While the merging between an electron or a muon and a jet can often still be resolved by
applying dedicated isolation requirements and correction techniques, the overlap of two or more
particle showers can lead to the problem that the reconstructed jets do not resemble sufficiently
the initial partons. Thus the decay of a highly boosted top-quark candidate into a hadronic final
state is reconstructed as one single jet, using a large-radius parameter R = 1.0 during the jet
clustering (see Figure 5.2). Further dedicated selection requirements are used to increase the
45
sensitivity to search for t¯t candidate events produced with a large invariant mass. This event
category is referred to as the boosted decay channel, while events which are assumed to have
well-separated physics objects in the final state are classified into the so-called resolved decay
channel. This section describes the techniques used to select and reconstruct both boosted and
resolved top-quark candidate events having a final state containing exactly one charged lepton,
missing transverse momentum and at least four jets. In addition, the methods used to estimate
the remaining non-t¯t background contributions are summarised as well.
This chapter introduces the various selection and reconstruction requirements used to iden-
tify possible t¯t candidates for both boosted and resolved event topologies. In addition, also the
relevant background sources are explained as well as the methods with which these processes
are estimated.
qbq
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ν
tt
Figure 5.2: Schematic view of the decays of a boosted top- and antitop-quark into a final state
containing leptons and jets. The decay products on both the leptonic and hadronic side of the
event are strongly collimated and their signatures might overlap in the calorimeter system. As
the standard narrow-cone jet algorithms might fail to resolve the hadronic side of the event,
the t → bW → bqq decay is reconstructed as one single large-radius jet in order to recover
sensitivity.
5.1 Event preselection
Top quark pair candidate events decaying into a final state of exactly one charged lepton, miss-
ing transverse momentum and jets are selected by requiring that the appropriate single-lepton
trigger has fired. The lepton trigger decisions are based on information at the event filter level us-
ing a logical OR of two single-electron or two single-muon triggers with transverse momentum
thresholds of 24 GeV for leptons isolated from hadronic activity and further lepton candidates
and 36 GeV or 60 GeV for non-isolated muons and electrons. Motivated by the decay of a
W-boson into a high-energetic charged lepton and neutrino, exactly one electron or one muon
that passes the full object definition requirements that are described in Sections 3.3.3 and 3.3.4
(including isolation) has to be identified within the acceptance of the detector. Additionally, the
lepton candidate has to be matched to the triggered object.
The minimal distance ∆R between a lepton candidate and a selected jet in the η-φ-plane is
not allowed to be less than 0.2 for electron candidates and not less than 0.04 + 10 GeV/pµT for
muon candidates. Leptons that fail this requirement are removed from the event. For electrons
with 0.2 < ∆R < 0.4 to the nearest jet, a dedicated overlap and correction procedure is applied in
order to take into account that the energy deposits of the electron candidate into the calorimeter
system can substantially affect the direction of the jet axis. In such a case, the four-vector of the
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electron is subtracted from the jet four-vector. If the track associated to the electron candidate
is originally considered in the calculations of the jet vertex fraction, it is removed and the rJVF
value is re-calculated. The corrected jet is removed from the event if it fails the jet selection
requirements on the transverse momentum, the energy, the pseudorapidity and the jet vertex
fraction. The electron is removed if the corrected jet still passes these requirements and the ∆R
between the two objects is smaller than 0.2 (in this case the electron four-vector is added again
to the jet). Such an overlap removal becomes beneficial in particular in decays of top-quark
pairs that are produced with an invariant mass above 1 TeV, as the lepton and jet candidates of
such events tend to have a relatively low angular separation.
The missing transverse momentum EmissT , which corresponds to the neutrino transverse mo-
mentum, is required to be at least 20 GeV for each selected candidate event. This requirement
is meant to reject events containing only non-prompt and fake leptons (i.e. multijet production
processes in which such leptons originate for example from heavy-flavour decays inside jets). A
further suppression of this background is realised by using the transverse mass of the W-boson:
mT,W =
√
2pℓTE
miss
T (1 − cos φℓν) (5.1)
where φℓν corresponds to the azimuthal angle between the lepton candidate and the EmissT vector
in the x-y-plane of the detector. For both the electron and muon channel the sum of mT,W and
EmissT has to be larger than 60 GeV. Further cuts are applied to remove events that fail dedicated
quality requirements. Therefore events are removed if they contain a noise burst in the LAr
calorimeter or any jet with pT > 20 GeV that is identified as noise in the calorimeter or out-
of-time activity with respect to the considered pp collision. Events are also rejected, if they
contain at least one electron whose reconstructed track is also associated to a muon. Additional
requirements on the jet multiplicity are applied to the candidate events, where the particular
selection that is chosen depends on whether the event is categorised into the so-called resolved
or the boosted decay channel. The definition of these two channels is given in the following.
Boosted decay channel
In order to optimise the selection of events containing high-pT top-quarks decaying into a fully
hadronic final state, at least one anti-kt R = 1.0 jet j1.0 that passes the object definitions given
in Sections 3.3.5 and 3.3.6 has to be selected in the event. In the case that more than one large-
radius jets was found, the highest pT jet is considered as the top-quark candidate. In addition,
at least one anti-kt R = 0.4 jet j0.4 has to be found within ∆R(ℓ, j0.4) < 1.5 to the charged lepton
ℓ to enable the reconstruction of the leptonic top-quark decay.
As a large fraction of the top-quark and top-antiquark (in the boosted decay channel) are
expected to be emitted back-to-back, the azimuthal angle between the charged lepton and the
large-radius jet has to fulfill ∆φ(ℓ, j1.0) > 2.3. Furthermore, the angular separation between the
R = 1.0 jet and the R = 0.4 jet that is used in the reconstruction of the leptonic top-quark decay
is required to fulfill ∆R( j0.4, j1.0) > 1.5 in order to avoid a double counting of cluster energies
in the reconstruction of the invariant t¯t mass. To further reduce the selection of processes not
containing the decay of a top-quark, at least one anti-kt R = 0.4 jet in the event has to be b-
tagged using the MV1 algorithm at an operating point that matches an overall efficiency of 70%
in a simulated t¯t sample. The corresponding cut value on the jet weight of the MV1 algorithm
is 0.7892.
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Resolved decay channel
Events that are expected to have only well separated electrons, muons and jets (i.e. physics
objects whose signals do not significantly overlap in the various detector systems) are classified
in the so-called resolved category. Candidate events from this decay channel are required to
contain at least four anti-kt R = 0.4 jets. As for the boosted decay channel, these jets have to
fulfill the kinematic requirements stated in Section 3.3.5. In addition, at least one of them has
to be tagged as a b-jet using again the MV1 algorithm at the 70% operating point.
5.2 Event reconstruction
The current strategy of the ATLAS collaboration in searches for new heavy bosons decaying into
top-quark pairs is to probe the invariant mass spectrum of the t¯t system for an excess in data
with respect to the prediction of the Standard Model. In order to reconstruct the invariant mass
of the t¯t system, the four-vectors of both the hadronically and leptonically decaying top-quarks
have to be determined. The methods used for this purpose depend on whether the corresponding
events are selected in the boosted or the resolved decay channel.
The reconstruction of the leptonic top-quark candidate requires the knowledge of the neu-
trino four-vector. However, the momentum imbalance of an event (see Section 3.3.7) provides
only the neutrino px and py components approximated by Emissx and Emissy respectively. It does
not give any information on the longitudinal momentum or the pseudorapidity of the neutrino.
For top-quark pair decays into single-lepton final states, the longitudinal component of the neu-
trino momentum can be calculated by applying an on-shell W-boson mass constraint to the
EmissT +lepton system. Nevertheless, this procedure requires the majority of the missing trans-
verse momentum to stem from the neutrino, instead of mis-reconstruction of jets or leptons.
Solving this problem, which is done for example in Reference [111], gives the longitudinal
neutrino momentum
pνz
±
=
µ · pℓz
pℓT
2 ±
√√
µ2 · pℓz2
pℓT
2 −
Eℓ2 · EmissT
2 − µ2
pℓT
2 , (5.2)
where the abbreviation µ = m
2
W
2 + p
ℓ
T · EmissT cosΦℓν is used. This equation provides either two,
one or zero real solutions. If it does not have an existing real solution, the missing momentum
vector is rotated until exactly one real solution is found. If this procedure leads to ambiguities,
the rotation which provides the minimal change in the EmissT is chosen.
The t¯t decay in the resolved decay channel is reconstructed by a χ2 minimisation proce-
dure, which uses a constraint on the expected top-quark and W-boson masses and on the event
kinematics. All selected anti-kt R = 0.4 jets, the charged lepton and both solutions for the
longitudinal neutrino momentum (if two exist) are taken into account to find the jet-neutrino
assignment corresponding to the smallest
χ2total =
m j j − MWh
σMWh

2
︸            ︷︷            ︸
χ2Wh
+
m j j j − m j j − Mth−Wh
σMth−Wh

2
︸                         ︷︷                         ︸
χ2th−Wh
+
m jℓν − Mtℓ
σMtℓ

2
︸           ︷︷           ︸
χ2tℓ
+
( (pT, j j j − PT,th) − (pT, jℓν − PT,tℓ)
σPT diff
)2
︸                                        ︷︷                                        ︸
χ2pT diff
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value. The first and second terms (χ2Wh and χ2th−Wh) in this equation correspond to the mass
constraints on the W-boson and the top quark on the hadronic side of the event, where MWh
and σMWh represent the average value and the standard deviation of the mass distribution of the
hadronically decaying W bosons. As the invariant masses of the two and three jet combinations
m j j and m j j j are strongly correlated to each other, the W-boson mass is subtracted from the mass
of the hadronically decaying top quark (which leads to Mth−Wh and σMth−Wh ) in order to decouple
both terms. The two-jet combination is assigned to the hadronically decaying W-boson, while
the three-jet combination is assigned to the hadronically decaying top-quark.
The contribution χ2tℓ corresponds to the t → bW → bℓν decay in the event, and the fourth
term includes information on the expected event kinematics and constrains the pT difference
of the leptonically and hadronically decaying top quark candidates to the predictions of the
simulation. Included in the last two terms are the mass of the combined jet-lepton-neutrino
system m jℓν, the expected average mass of the leptonically decaying top quark Mtℓ , the expected
average transverse momenta of the hadronic and leptonic top quarks PT,th and PT,tℓ as well as
the corresponding standard deviations σMtℓ and σPT diff . For each event only the assignment
corresponding to the smallest χtotal value is considered in the following measurements.
All parameters, contained in the χ2total expression (i.e. masses, momenta and their standard
deviations), that are denoted by a capital letter are kept constant during the minimisation proce-
dure. Their values are obtained from simulated Z′ → t¯t decays with resonance masses in the
range of 0.5 TeV and 2 TeV and were found to be MWh = 82.4 GeV, Mth−Wh = 89.0 GeV, Mtℓ =
166.0 GeV, σWh = 9.6 GeV, σMth−Wh = 15.7 GeV, σMtℓ = 17.5 GeV, PT, jℓν − PT,tℓ = 0.43 GeV
and σpT diff = 46.1 GeV (as described in Reference [36]). The calculation of these values is
based on the invariant mass distribution that is obtained combining jets, which are ∆R matched
to the corresponding decay products (i.e. the generator level partons) of the leptonically and
hadronically decaying top-quarks.
In addition to the previously mentioned selection requirements used to identify possible
t¯t decays, the candidate events are also required to have a log10(χ2total) < 0.9. This cut is in-
troduced in order to further remove non-t¯t backgrounds and also to ensure that dominantly
well-reconstructed top-quark pair decays are used for the following analyses.
Top-quark pair candidate events passing the boosted selection requirements are reconstructed
from the the vectorial sum of the four-momenta of the neutrino, the charged lepton, the jet with
the largest pT inside ∆R < 1.5 to the charged lepton (as a b-jet candidate) and the large-radius
jet. If Equation 5.2 has two real solutions, the one with the smallest |pz| is used in this recon-
struction procedure.
5.3 Prediction of signal and background processes
In order to measure any of the top-quark properties precisely a good knowledge about the var-
ious top-quark production and decay modes as well as their main background contributions is
required. Indeed the single lepton t¯t decay channel has a clear signature in the detector. How-
ever, several other processes can have the same signature in terms of lepton and jet multiplicities
in the final state. Such background events contain particle jets that tend to be produced with
relatively small angles with respect to the beam axis, while their energy spectrum is expected to
be relative low. Particle jets stemming from a top-quark decay are emitted rather centrally into
the detector and tend to have much higher energies due to the large top-quark mass. Thus the
signal-to-background ratio S/B can be improved by optimising the adjustment of the selection
requirements to the underlying event kinematics.
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The most dominant background processes for the investigation of t¯t decays into final states
with one charged lepton, missing transverse momentum and at least four jets is the produc-
tion of a W-boson in association with jets, followed by processes involving single top-quarks,
which have much lower event rates but a rather similar event topology. Smaller background
contributions arise due to the production of Z+jets events or dibosons (WW, WZ and ZZ) in
association with jets. Also QCD multijet events can mimic the topology of a t¯t decay, if e.g. a
heavy-flavour particle (as a c- or b-hadron) inside a particle jet decays into either an electron or
a muon. This type of background is only relevant due to its large production rates and is usu-
ally estimated completly data-driven using approaches like the matrix element method, which
is briefly described in Section 5.3.3.
Exemplary Feynman diagrams visualising the production of W- and Z-bosons in association
with jets, and diboson events are shown in Figures 5.3 (a-f), while exemplary Feynman diagrams
of the single top-quark production were already presented in Figures 2.3 (f-h).
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Figure 5.3: Examples for Feynman diagrams depicting important background processes for
top-quark physics: The production modes of diboson events (WW, WZ, ZZ) in association with
jets (a-c) as well as the associated production of a W/Z-boson and jets (d-f) are presented.
5.3.1 Modelling of the various signal and background processes
The simulated signal and background samples used in the following studies are briefly de-
scribed below: The production of t¯t events (according to the SM predictions) is simulated by
the POWHEG r2129 [112] generator at next-to-leading order (NLO) accuracy of the matrix
element using the CT10 parton distribution function (PDF) sets [33]. Parton showering and
underlying events are modelled by PYTHIA v6.4.26 [62] with the Perugia 2011C tune [113].
Systematic effects corresponding to the generation of the matrix element or the modelling of
parton showering and fragmentation are studied by using samples of t¯t events that are produced
with alternative generators. For this purpose the MC@NLO v.4.03 [59] and the POWHEG gen-
erators are interfaced to HERWIG v6.52 [64] with the AUET2 tune and JIMMY [114] for the
modelling of the hadronisation and the underlying event, respectively. The uncertainties arising
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from the choice of the Monte Carlo generator and the associated matching between the matrix el-
ement and the parton shower are estimated by comparing the results obtained with the t¯t sample
produced by POWHEG+HERWIG to those from a sample generated by MC@NLO+HERWIG,
while the dependence on the fragmentation and parton shower modelling is estimated compar-
ing samples that are produced with POWHEG+PYTHIA and POWHEG+HERWIG. In both
cases, the full difference of the results obtained with these samples is assigned as a systematic
uncertainty.
The impact of the initial and final state radiation (ISR/FSR) is estimated by using two differ-
ent setups of the AcerMC v3.7 [115] generator, which is interfaced to PYTHIA v6.4.26. Both
generators are used with the AUET2B tune. In these AcerMC setups, the parameter 1/ΛIS RQCD, the
maximum parton virtuality in space-like parton showers, and ΛFS RQCD, the FSR infrared cut-off,
are varied in order to increase or decrease the additional jet activity produced in association
with t¯t events. Both parameters are chosen such that the amount of additional radiation is in-
creased (decreased) in a range consistent with experimental findings [116,117]. The uncertainty
is calculated as 1/2 of the difference between the results derived with these two samples.
Events containing the associated production of a top-antitop pair and a vector boson (t¯t +
V) are generated by MadGraph v5 [61] at leading-order using the PDF set CTEQ6L1 [118]
and PYTHIA v6.4.26 for parton shower and fragmentation. Its production cross-section is
normalised to the NLO predictions. An uncertainty of 13% is assumed to be on the cross-section
for top-quark pairs produced in association with a W-boson [119] and 14% for the associated
production with a Z-boson [120].
Single top-quark production in the s- and t-channel or in association with a W-boson are
simulated like the t¯t events by using POWHEG and PYTHIA to generate matrix element and
parton shower including the PDF sets CT10F4 [33] and CT10. The overlap at higher orders
between the Wt-channel and top-quark pair processes is handled by the so-called diagram re-
moval scheme [121]. The production cross-sections for these three channels have uncertainties
of 4% for both the s- and t-channel and 7% for the associated production of a top-quark and a
W-boson [122]. Per additional jet an extra uncertainty of 24% is added in quadrature, leading
in total to an uncertainty of 34% for the s- and t-channel and 25% on the normalisation of the
Wt-channel.
For all top-quark involved processes a top-quark mass of 172.5 GeV is assumed and the
branching ratio of the t → Wb decay is set to 1. The t¯t production cross-section corresponding
to this particular top-quark mass is computed at NNLO accuracy in QCD calculations including
the resummation of NNLL soft gluon bremsstrahlung leading to 253+13−15 pb for
√
s = 8 TeV
[28, 123–126].
However, as the kinematic distribution of the top-quark decay products are strongly corre-
lated to the top-quark mass, it has to be investigated to what extent the following measurements
are affected by a variation of the top-quark mass. For this purpose, samples, generated by
POWHEG and PYTHIA, corresponding to mtop = 170.0 GeV and mtop = 175.0 GeV are used
separately instead to the nominal t¯t sample. The nominal cross-section of the mass variation
samples is scaled to the cross-section corresponding to a top-quark mass of 172.5 GeV, as the
total normalisation uncertainty already includes a contribution due to the lack of knowledge of
the exact top-quark mass (in order to avoid a double-counting of uncertainties). The uncertainty
due to the top-quark mass variation is calculated as 1/4 of the difference between the results
derived with these two samples.
Events containing the production of a single vector boson (W or Z) are simulated in asso-
ciation with up to five additional partons using the multileg LO generator ALPGEN [60] and
the CTEQ6L1 PDF set interfaced to PYTHIA 6.426, used with the P2011C tune, for parton
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showering and fragmentation. To avoid a double-counting of events having the same partonic
configurations produced by both the matrix element and the parton shower evolution, the MLM
matching procedure [127] is performed. Samples of the W+jets production are generated sep-
arately for the sub processes W+light-flavour jets, Wcc¯+jets, Wb¯b+jets and Wc+jets, while
samples for the process Z+jets are generated for Z+light-flavour jets, Zcc¯+jets and Zb¯b+jets.
As the W/Z+jets final states containing c- or b-jets can be produced in the same configuration
for several of these subsamples, the heavy-flavour-overlap-removal [128] is applied in order to
avoid a double counting of the corresponding heavy-flavour contributions.
For the predictions of the W+jets background dedicated systematic uncertainties have to
be taken into account that are related to the parameter choices in the setup of the ALPGEN
generator (shape uncertainty). The dominant systematic uncertainties arising from the use of
the ALPGEN generator (referred to as “iqopt3” and “ptjmin10”) are evaluated by varying so-
called scale and MLM matching parameters. Hence, the first term corresponds to a variation of
the functional form of the factorisation and renormalisation scale used in ALPGEN, while for
the calculation of the “ptjmin10” term, the minimum pT value of the partons considered during
the matrix element generation are changed from 15 GeV to 10 GeV.
The Z+jets normalisation uncertainty depends on the number of jets in the final state [129].
A basic uncertainty of 4% is assumed and an additional term of 24% per jet is added in quadra-
ture, leading to a total uncertainty of 48% for the four-jet bin. The inclusive cross-sections
of the W/Z + jets samples are normalised to the NNLO predictions obtained from the FEWZ
package [130].
The diboson (WW, WZ and ZZ) production is simulated at NLO accuracy with up to 3
additional partons using the PDF set CT10 and SHERPA v.1.4.1 [65] for the generation of the
matrix element and parton shower. For these dibosonic events a basic uncertainty of 5% from
the inclusive cross-section is taken into account, together with an additional term of 24% per
jet is added in quadrature (as for Z + jets events). This leads to a total uncertainty of 34% for a
requirement of at least four jets, as two of the required jets are assumed to originate from one
of the well-described hadronic gauge bosons decays.
QCD dijet events are generated by PYTHIA8 v8.1.60 using the AU2 tune [131] and the
CT10 PDF set. These samples were generated with the same number of events for each of
several disjoint phase space regions, where the transverse momentum of the leading jet is the
classification criteria. In total seven different dijet samples are used with bin edges of 20 GeV,
80 GeV, 200 GeV, 500 GeV, 1000 GeV, 1500 GeV, 2000 GeV and ∞.
In addition various BSM Monte Carlo samples are used. The process Z′ → t¯t [132] is
simulated using the default settings of PYTHIA v8.165 [63] for both the matrix element and
parton shower generation. The PDF set MSTW2008LO [133] is used to produce samples for
various Z′ masses ranging from 0.4 TeV to 3 TeV, in which the assumed Z′ width is of the order
of 3% of its mass and therefore small compared to the detector resolution. While the kinematic
distribution for this process are generated at LO accuracy, the cross-section is normalised in
order to match the NLO calculations by applying a scale factor of 1.3 [134]. The hypothetical
decay of a Kaluza-Klein-gluon gKK into a t¯t pair [135] is simulated at LO for masses in the
range from 0.4 TeV to 3 TeV and for a gKK width of 15.3% using the MadGraph5 v1.3.33
generator [61] interfaced to PYTHIA8 v8.1.65 with AU2 tune and the MSTW2008LO PDF
set. Additional gKK samples with assumed masses of 1 TeV, 2 TeV and 3 TeV are produced for
which the width ranges from 10% to 40% of the gKK mass.
The production and decay of Kaluza-Klein gravitons, GKK , are simulated using the Mad-
Graph generator for the matrix element, the CTEQ6L1 as the PDF set and PYTHIA8 v8.1.75
with the AU2 tune for the fragmentation and parton showering. The parameters of the studied
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model are chosen such that they match those from the scenario described in References [40],
which leads to resonances with widths between 3% and 6% of their mass. For such gravitons
the decay to light fermions are strongly suppressed. In addition, the branching ratio to photons
is insignificant, while decays into t¯t, W+W−, ZZ or hh are dominant.
A further BSM process corresponding to the decay of a Higgs-like spin-0 resonance into
a top-quark pair [136] is simulated with the MadGraph generator assuming effective couplings
[137] of the Higgs-like particle. The CTEQ6L1 parametrisation is used to provide the PDF
information, while PYTHIA8 is chosen for the fragmentation and parton showering. Various
samples are produced to cover resonance masses ranging from 0.4 TeV to 3 TeV, in which the
width of the resonance is set to be 0.66% of its mass. Interference effects with the SM processes
are ignored for all these signal hypotheses.
The simulated events are generated at a centre-of-mass energy
√
s of 8 TeV and passed
afterwards through either the full or the fast ATLAS detector simulation [68, 69]. The sim-
ulated events are overlaid with additional inelastic pp interactions, which are simulated with
PYTHIA8, in order to match the pile-up conditions observed in the ATLAS data recorded dur-
ing the 2012 run of the LHC. The cross-sections for the various Monte Carlo samples used in
the following studies are listed in detail in the Tables A.1, A.2, A.3, A.4, A.5, A.6, A.7 and A.8,
which are contained in the appendix.
The uncertainties corresponding to the use of a particular PDF set for the generation of the
various Monte Carlo samples are evaluated by re-weighting the selected events according to
the PDF4LHC recommendations [138]: combining the 68% C.L. uncertainties on the CT10,
NNPDF2.3 [139] and MSTW2008NLO PDF sets.
The effect of changes in the performance of the tile calorimeter during the data-taking pe-
riod was checked by using two different simulated t¯t samples with different numbers of dead
modules, covering the variations seen during data-taking 1. The corresponding uncertainties are
also calculated as 1/2 of the difference between the results derived with these two samples.
5.3.2 Charge asymmetry
The associated production of W-bosons in association with jets is one of the most important
backgrounds to top-quark analysis. Its kinematics are predicted with LO accuracy, while the
production cross-section is known from NNLO calculations.
However, both the overall normalisation and the heavy flavour composition of this back-
ground are not described sufficiently by the simulation. Thus they have to be determined using
data-driven techniques, while the shape of the various kinematic distributions of the W+jets
1Due to a variety of reasons, several modules of the hadronic tile calorimeter were temporarily or permanently
defective throughout the 2012 data taking periods of the ATLAS detector. One particular tile module was even
kept inactive for the full dataset and thus had to be considered as defective during the detector simulation as well.
Calorimeter cells contained on the affected modules are not available for energy measurements. Indeed the cluster
energy is corrected by extrapolating from the energy content of cells neighbouring the inactive modules, still this
procedure becomes very inaccurate for high pT clusters due to their collimated energy deposits. As a consequence,
both the measurements of the jet energy and direction can be substantially affected by this issue.
While the simulated signal and background samples take only one permanently inactive tile module into account,
three further modules were affected for 29%, 36% and 82% of the collected integrated luminosity. In order to
estimate the impact, this inconsistency between the data taking conditions and the detector simulation has on the
b-tagging calibration results, an alternative sample of top quark pairs is generated for which these four tile modules
are completely deactivated. While the default Monte Carlo samples underestimate the corresponding effects on the
calibration results, the alternative t¯t sample provide an conservative overestimation. Hence it is possible to derive
dedicated systematic uncertainties corresponding to 1/2 of the difference between the results obtained with these
two samples.
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background is taken from the simulation. The normalisation of the W+jets background is es-
timated using the so-called charge asymmetry method, which relies on the fact that positively
charged W-bosons (e.g via u ¯d → W+) are produced more often in proton-proton collisions than
negatively charged W-bosons (e.g. via du¯ → W−), due to a relative difference in the quark and
antiquark distribution functions. In contrast to the overall production rates for W+jet events,
the ratio of cross-sections rasym = σ(pp→W
+)
σ(pp→W−) is expected to be relatively well modelled with un-
certainties in the order of a few percent [133]. As the main backgrounds to a dedicated W+jets
selection (as top-quark pairs, QCD multijet and Z+jets events) do not provide a charge asym-
metry, the total number of W+jets events in data NW+ + NW− can be estimated via the equation
NW+ + NW− =
rasym + 1
rasym − 1
· (N+data − N−data) . (5.3)
Here N±data denotes the selected number of events having a positively/negatively charged lepton.
This number is measured in data for a given event selection, while the asymmetry ratio rasym is
taken from the simulation. However, as the associated production of top-quark pairs and vector-
bosons, single top-quarks and diboson events provide a source for additional charge asymmetry,
their contributions to N+data and N
−
data are subtracted from the measurements in data. The results
obtained via the Equation 5.3 are then used to scale the predicted normalisation of the W+jets
background to the event yields in data.
The relative fractions of W-bosons produced in association to light flavour Fll, and heavy
flavour jets Fc, Fcc and Fbb are fixed by performing a template fit of the predicted b-tag mul-
tiplicity distribution to the observations in data. The control region is defined by keeping the
event selection criteria the same as in the signal region except for the requirement on the jet
multiplicity. The fit is performed in the two jet bin. Four separate templates are used as the sim-
ulated W+jets events are subdivided into the processes W+light, Wcc¯, Wb¯b and Wc, while the
data is subtracted by the contribution due to the other processes. The resulting flavour fractions
are extrapolated to higher-jet multiplicities and used to correct the predictions of the simulation
accordingly. Since the charge asymmetry is different between Wb¯b and Wcc¯ on the one hand
and Wc on the other, the results provided by Equation 5.3 vary if the fractions Fc, Fcc, Fbb and
Fll change. Therefore the charge asymmetry method and the template fit are applied iteratively
until stable results are reached. The normalisation scale factors kCA obtained after applying this
procedure to the resolved decay channel are 1.03 ± 0.01 (0.98 ± 0.01) for the electron (muon)
channel. The corresponding scale factors for the relative flavour fractions are listed in Table 5.1
separately for the electron and the muon channel, while further details on their measurement
can be found in Reference [36].
The measurement of the charge asymmetry is repeated for the boosted channel, due to the
fact that the large difference in the covered phase space region (with respect to the resolved
decay channel) can bias the resulting normalisation scale factors. The control region of the
W+jets background in the boosted decay channel is defined by removing the b-tagging and
∆φ(ℓ, j1.0) > 2.3 requirements as well as the cuts on the mass and the
√
d12 of the large-radius
jet. As the statistics of the 2012 dataset is not sufficient to measure the heavy flavour fractions
separately for the boosted channel, the scale factors obtained in the resolved channel are used in-
stead to correct the relative fractions of W+light, Wcc¯, Wb¯b and Wc events passing the boosted
selection requirements. The normalisation scale factors kCA obtained in the boosted channel
are 0.89 ± 0.06 and 0.81 ± 0.05 for the electron and muon channel, respectively. The determi-
nation of the W+jets normalisation scale factors and the corresponding heavy flavour fractions
in data are repeated for all relevant systematic uncertainties. Thus when shifting e.g. the jet
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energy scale up/down for the Monte Carlo based processes (i.e. t¯t, Z+jets, single top-quarks
and diboson events) the normalisation of the W+jets background is also changed.
Channel kbb, kcc kc kll kCA
Electron 1.36 ± 0.07 0.70 ± 0.03 0.93 ± 0.00 1.03 ± 0.01
Muon 1.52 ± 0.08 0.66 ± 0.03 0.87 ± 0.00 0.98 ± 0.01
Table 5.1: Scale factors kbb, kcc, kc, kll and kCA (including their statistical uncertainties) used
to correct the relative flavour fractions and the normalisation of the W+jets background in the
resolved decay channel presented separately for final states containing electrons and muons.
5.3.3 Background from non-prompt and fake lepton sources
The remaining contribution due to the production of QCD multijets events is estimated using
the so-called matrix method [140] in both the electron and the muon channel. Events from
this background type do not contain a prompt charged lepton but reconstructed leptons that can
originate for example from a heavy flavour decay or from a jet misidentification.
The matrix method applied to the data is based on the definition of two differently strict lep-
ton selection requirements. While the tight (T) lepton definition has to be equal to the require-
ments used in the final event selection, less strict cuts on the isolation and quality definitions are
applied in order to classify leptons into the loose (L) category. Hence, the sample of selected
tight leptons is a subsample of the loose lepton category. The aim of this method is to estimate
the number of events containing exactly one non-prompt lepton passing the tight selection re-
quirements. This is approached by disentangling the total number of events containing exactly
one lepton passing the selection requirements of the loose category according to:
NL = Nprompt + NQCD . (5.4)
Here Nprompt is the number of events that contain prompt leptons (t¯t, single-top, W/Z+jets and
diboson), while NQCD gives the number of selected QCD multijet events, i.e. sources for non-
prompt leptons. Following this approach, the number of events having exactly one lepton being
defined as tight, can be written as:
NT = ε · Nprompt + f · NQCD , (5.5)
where ε and f are the efficiencies for prompt and non-prompt leptons that are selected with the
loose requirements to pass also the tight lepton definitions. Solving Equation 5.4 for Nprompt
and inserting the corresponding expression in Equation 5.5, it becomes possible to estimate the
QCD contribution to the signal region via
NQCD =
1
ε − f (ε · NL − NT ) . (5.6)
In order to obtain two independent event samples, which means that their correlations do not
have to be taken into account, the loose lepton category is split into two disjoint subsamples
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NL = NT + NA, which contain either events with a lepton candidate passing the tight selection
requirements NT or those events having exactly one lepton that fails the tight requirements NA.
Using this relation, Equation 5.6 can be re-written as:
NQCD =
1
ε − f ((ε − 1) · NT − εNA) . (5.7)
However, it is required to know both the total event yields and the shape of all relevant kinematic
distributions (as e.g. the lepton and jet pT) in order to estimate the impact of the non-prompt
lepton background to the mass spectrum of the selected t¯t candidates. The shapes of the various
kinematic distributions required in the following studies are obtained by applying Equation 5.7
on each candidate event individually, setting (NT , NA) to (0, 1) or (1, 0) depending whether or
not the lepton of the loose category passes or fails the tight object definitions.
Crucial for the estimation of the non-prompt lepton background via the matrix method is
the determination of the reconstruction efficiencies ε and f . Their measurement is performed in
a control region in data, which is defined by inverting, relaxing or removing certain event and
object selection requirements. Hence, the missing transverse energy and the transverse W-boson
candidate mass have to fulfill EmissT < 20 GeV and E
miss
T +mT,W < 60 GeV. In addition the cut on
the log10(χ2) is removed for events assigned to the resolved channel, while the selection criteria
for the large-radius jet are changed to pT > 100 GeV,
√
d12 > 0 GeV and m < 70 GeV for
events from the boosted decay channel. Both reconstruction efficiencies ε and f are measured
as a function of the lepton pT, the ∆R between the lepton and its closest jet and the pT of this
jet, while the corresponding uncertainties are evaluated by altering the definition of the control
regions.
The estimation of the non-prompt lepton background is performed for each of the two lepton
channels separately, where the isolation requirements are removed for both electron and muon
candidates to define the loose lepton category. The corresponding normalisation uncertainties
were found to be 20.1% for e+jets events and 22.6% for µ+jets events in the resolved channel
and 19.4% (e+jets) and 18.9% (µ+jets) in the boosted decay channel. Further details on the
extraction of the efficiencies for prompt and non-prompt leptons ε and f can be found in Refer-
ence [36], while the matrix method formalism is also extensively explained in Reference [140].
Chapter 6
A new b-tagging algorithm dedicated to
identifying b-jets in boosted top-quark
decays
The identification of isolated b-jets was studied intensively in the Monte Carlo simulation
adapted to the expected conditions of pp collisions at centre-of-mass energies of 7 TeV and
8 TeV as well as in the data that was recorded by the ATLAS detector during the LHC runs in
2011 and 2012. As searches for new physics will gradually probe higher and higher masses, the
corresponding analyses will focus more strongly on event topologies containing highly boosted
massive particles such as top-quarks, W-, Z- or Higgs-bosons. Since top-quarks and Higgs-
bosons predominantly decay into final states including b-quarks the importance of understand-
ing the performance of the ATLAS b-tagging algorithms (which are summarised in Section 4.3)
in dense environments (i.e. a topology containing several close-by jets) will increase. The fol-
lowing chapter demonstrates the main problems related to the identification of b-jets inside the
dense environments of boosted top-quark decays (i.e. the degradation of the b-hadron direction
resolution and the contamination with tracks from nearby light-flavour decays). In addition,
the development of a new set of multivariate analysis (MVA) based b-tagging algorithms is
described. The corresponding taggers are referred to as MVb and MVbCharm. The choice of
their input quantities and training procedures are modified with respect to the current ATLAS b-
tagging tools to take the conditions of boosted topologies better into account. The performance
of these new taggers is extensively tested in both boosted and resolved event topologies using
information that is obtained from Monte Carlo simulation and compared to the current ATLAS
default b-tagger, MV1. A first validation of these tools is shown in Chapter 8, where the pre-
dicted distributions of the most important input quantities and their MVA outputs are compared
to data that was measured by the ATLAS detector in the 2012 run of the LHC. A complete cal-
ibration of the b-tagging efficiencies corresponding to the MVb tagger is demonstrated in this
Chapter additionally for a representative operating point using a new developed approach. This
method is dedicated to measurements of b-tagging efficiencies in dense jet environments (i.e.
in hadronic top-quark decays) in order to probe whether the performance of these new tagging
algorithms is compatible in data and in the simulation.
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6.1 Problems related to the identification of b-jets inside dense en-
vironments
A crucial feature of highly boosted massive particles is their strongly collimated decay products.
The angular separation ∆R in the η − φ-plane between the decay products of a particle with the
mass m and the transverse momentum pT can be approximated in case of a 2-body decay [91]
by
∆R ≈ 2m
pT
. (6.1)
Hence the decay products of a top-quark with a transverse momentum of ptopT = 450 GeV tend
to have an angular separation smaller than 0.8, which is twice the radius of the jets that are
typically used for b-tagging purposes in ATLAS. For ∆R values below this threshold, the stan-
dard jet reconstruction techniques start failing to resolve the decay products of a hadronic final
state individually. This leads for example to the problem that the reconstructed jets might not
sufficiently resemble the partons from the decay t → bW → bqq¯, as the particle showers corre-
sponding to more than one parton could be combined into one jet. These effects are irrelevant
for most of the SM top-quark pair production as only about 1% of all the top-quarks are pro-
duced with a pT of more than 450 GeV. However, these problems become more important in e.g.
searches for t¯t resonances. In Z′ → t¯t events simulated with a Z′ mass of 1 TeV, approximately
12% of all top-quarks are predicted to be produced with a pT exceeding this threshold. For
resonance masses of 1.5 TeV and 2.5 TeV, these fractions even increase to about 58% and 72%,
respectively. These numbers indicate impressively how important it is to develop dedicated re-
construction techniques in order to be sensitive to search for new heavy particles decaying into
top-quark pairs.
Figure 6.1 visualizes the pT dependence of the angular separation ∆R between the W-boson
and the b-quark in simulated top-quark decays (generated using both POWHEG and PYTHIA),
as well as the pT dependence of the minimal separation between the b-quark and the two result-
ing partons stemming from the W → qq¯ decay.
The identification of b-hadrons inside the dense environment of a boosted hadronic top-quark
decay or also in a boosted H → b¯b decay is much more demanding than in resolved topologies
as tracks can easily be assigned to the wrong source if the decay products are close to each
other. A further shortcoming under these conditions is the degradation of the resolution of
the b-hadron direction which is approximated by the axis of the corresponding reconstructed
jet in certain steps of the calculation of any b-tagging related quantity. As additional activity
next to a jet can change the axis direction considerably, this approximation might no longer be
valid. Therefore it is important to investigate the performance of the various ATLAS b-tagging
algorithms and their input quantities for b-jets that overlap partially or are merged completely
with a particle shower induced by the partons resulting from the W → qq¯ decay. A simple
approach to study the b-tagging performance in hadronic top-quark decays is to calculate for
each reconstructed b-jet the minimal distance to the quarks (at generator level) that originate
from the W → qq¯ decay
∆Rmin = min{∆R(b−jet, q),∆R(b−jet, q¯)} (6.2)
and probe the b-tagging efficiency of the different taggers as a function of this quantity. This
approach is of course only applicable in the simulation, whereas reconstructable variables are
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Figure 6.1: Angular distance ∆R between the W-bosons and b-quarks in t → bW decays as a
function of the transverse momentum of the top-quark (a), and smallest distance ∆Rmin in the
η − φ-plane between the b-quark and the decay products of the W-boson in t → bW → bqq¯ de-
cays (b) as a function of the top-quark pT. The distributions are normalised column-wise in the
pT bins and the colour coding corresponds to the fraction of considered top-quarks. Both distri-
butions correspond to the particle information at the generator level after the emission of initial
and final state radiation and are obtained from t¯t decays simulated using POWHEG+PYTHIA.
essential to understand the performance in data. However, this quantity allows the identification
of those variables used in the various b-tagging algorithms that are sensitive to a jet overlap.
Hence b-jets are classified according to their distance to the nearest W-boson decay product, so
that jets are considered as merged if their ∆Rmin is smaller than the size of the radius parameter
used in the jet clustering procedure, which is R = 0.4 in these studies.
Figure 6.2 (a) shows the b-tagging efficiency of the current ATLAS default tagger, MV1, as
a function of this quantity separately for three different jet pT regions. The chosen operating
point corresponds to an overall b-tagging efficiency of 70% for b-jets selected from the simu-
lated SM t¯t sample according to the object definition criteria described in Section 3.3.5. It can
be seen that the tagging performance is degraded noticeably if the distance between a b-jet and
the W-boson decay products decreases. The total loss of efficiency due to a partial overlapping
or even a complete merging of the b-jet with a decay product of the W-boson seems to be only
slightly dependent on the jet pT and an overall loss by a factor of 1.7 can be observed from the
highest to the lowest considered ∆Rmin values. The same comparisons for the JetFitterCombNN,
the IP3D, the SV1 and the SV0 taggers reveal that the degradation effect occurs regardless of
whether the studied b-tagger is based on the track impact parameters, the secondary vertex prop-
erties or a neural network combining both. The dependence of the b-tagging efficiency on the
∆Rmin between the b-quark jets and the hadronic decay products of the W-boson are displayed
in Figures 6.2 (b-e). This ∆R dependence is similar for all these b-tagging algorithms. In addi-
tion, the total loss in their b-tagging efficiency is found to be in the same order of magnitude as
for the MV1 tagger.
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(a) Neural network based tagger (MV1) [7]
(q,b-jet)minR∆
0 0.2 0.4 0.6 0.8 1
b-
ta
gg
in
g 
ef
fic
ie
nc
y
0.2
0.4
0.6
0.8
1
1.2
1.4
JetFitterCombNN
70%
= 8 TeVs
 R=0.4 JetstAnti-k  < 75 GeVT25 GeV < jet p
 < 200 GeV
T
 jet p≤75 GeV 
 200 GeV≥ 
T
jet p
(b) Neural network based tagger (JetFitterCombNN)
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(c) Impact parameter based tagger (IP3D)
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(d) Secondary vertex based tagger (SV1)
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(e) Secondary vertex based tagger (SV0)
Figure 6.2: The b-tagging efficiencies’ dependence on the ∆Rmin between the b-quark jets and
the closest hadronic decay product of the W-boson stemming from top-quark decays for the
MV1 algorithm (a) as well as for the JetFitterCombNN (b), the IP3D (c), the SV1 (d), and the
SV0 (e) taggers. The chosen working points correspond to an overall b-tagging efficiency of
70% for all these algorithms, except for the SV1 and the SV0 taggers, which are investigated
at operating points that correspond to b-tagging efficiencies of 60% and 50%, respectively. Jets
obtained from simulated SM t¯t decays are classified into three different pT regions and studied
separately.
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The following sections are dedicated to study in more detail possible reasons for the perfor-
mance loss of the main ATLAS b-tagging algorithms observed in boosted hadronic top-quark
decays. In this context, it is studied to what extent effects like the degradation of the jet axis di-
rection resolution (in Section 6.1.1) or the contamination with tracks from nearby light-flavour
decays (in Section 6.1.2) contribute to the degradation of performance of these b-tagging algo-
rithms.
6.1.1 Shift of the jet axis
One of the major problems connected to b-tagging in dense environments is the resolution of the
b-jet direction, which is here quantified by the angular separation between the flight direction of
a b-hadron at generator level and the axis direction of the associated jet at reconstruction level
∆R(b−hadron, jet). Additional activity in the calorimeter clusters next to those stemming from
a b-jet can skew the jet axis away from the flight direction of the b-hadron, if the non-b-hadron
component next to the jet has enough energy.
When the distance in the η−φ-plane between the b-jet axis and the b-hadron flight direction
becomes too large, tracks from the b-hadron decay might no longer be matched to the jet and
therefore not be taken into account in the calculation of the several b-tagging discriminants.
Related to this problem is also a degradation of the reconstruction efficiency for secondary
vertices, a change of the vertex properties and a reduction in the ability to determine correctly
the sign of the track impact parameters. As a consequence of these effects, the performance of
the various b-tagging algorithms degrades considerably with increasing ∆R values.
The b-tagging efficiency as a function of the jet axis shift ∆R(b−hadron, jet) is shown in
Figure 6.3 (a) for the current ATLAS default b-tagger at an operating point corresponding to an
overall efficiency of 70%. Jets with a pT below 75 GeV show a total efficiency loss by a factor
of 4 over the full range of ∆R values. For jets with a transverse momentum between 75 GeV
and 200 GeV a total loss by a factor of 7 is observed as their b-tagging efficiency decreases
from 80% for jets that are perfectly aligned to the b-hadron flight direction (∆R = 0) to 12%
for jets that have a ∆R larger than 0.25. The b-tagging efficiency for jets with pT > 200 GeV
decreases from 80% to 5%, which corresponds to a reduction by a factor of 16. The b-tagging
efficiency degradation is more pronounced for high-pT jets due to the smaller radius used in the
track-to-jet association procedure, which was explained in Section 4.2.1.
Again, the same comparisons are performed for the JetFitterCombNN, the IP3D, the SV1
and the SV0 taggers. Their b-tagging efficiencies’ dependence on the ∆R(b−hadron, jet) are
displayed in the Figures 6.3 (b-e). It is shown that a degradation effect, similar to that of
the MV1 algorithm, occurs for all studied b-tagging algorithms (regardless of whether they
are based on the track impact parameters, the secondary vertex properties or a neural network
combining both). When comparing the performance loss of the various b-tagging algorithms in
more detail, it becomes obvious that the vertex-based b-tagging algorithms (i.e. SV0 and SV1)
are more sensitive to a shift of the jet axis than the b-taggers that are based on the track impact
parameters (i.e. the IP3D tagger).
For the IP3D tagger the b-tagging efficiency for jets that have a ∆R larger than 0.25 and a pT
below 75 GeV is decreased by a factor of 3 with respect to those jets that are perfectly aligned
to the b-hadron flight direction. Jets with a pT in the range between 75 GeV and 200 GeV show
a total efficiency loss by a factor of 5 over the full range of ∆R values, while a reduction by a
factor of 8 is seen for jets with a pT above 200 GeV. The b-tagging efficiencies corresponding
to the SV1 (SV0) algorithm are reduced by factors of 5 (4), 8 (5), and 18 (9) for these three pT
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(a) Neural network based tagger (MV1) [7]
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(b) Neural network based tagger (JetFitterCombNN)
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R(b-hadron,jet)∆
0 0.05 0.1 0.15 0.2 0.25
b-
ta
gg
in
g 
ef
fic
ie
nc
y
0.2
0.4
0.6
0.8
1
1.2
1.4
SV1 60%
= 8 TeVs
 R=0.4 JetstAnti-k  < 75 GeVT25 GeV < jet p
 < 200 GeV
T
 jet p≤75 GeV 
 200 GeV≥ 
T
jet p
(d) Secondary vertex based tagger (SV1)
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(e) Secondary vertex based tagger (SV0)
Figure 6.3: The b-tagging efficiency of the MV1, JetFitterCombNN, IP3D, SV1 and SV0
taggers as a function of the angular separation between the jet axis and the b-hadron
∆R(b−hadron, jet). The chosen operating points correspond to overall b-tagging efficiencies
of 70%, 60% and 50%. Jets obtained from simulated SM t¯t decays are classified into three
different pT regions and studied separately.
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regions. The dramatic decrease of the b-tagging efficiencies corresponding to the vertex-based b-
tagging algorithms with increasing ∆R values is simply caused by the degradation of the vertex
reconstruction efficiencies of the corresponding vertex finders (i.e. the JetFitter algorithm or
the iterative vertex finder). This is related to the problem that in case where the track-to-jet
association procedure loses several tracks stemming from the b-hadron decay, the vertex fit
might fail.
However, the loss of tracks in the track-to-jet association procedure is not the only reason
for a decrease of the vertex finding efficiencies of both the JetFitter algorithm and the iterative
vertex finder (using the SV1 setup). The shift of the jet axis can also have an influence on
the sign of the decay length of a reconstructed secondary vertex, which might be flipped from
positive to negative (or vice versa). Such a flip of the sign of the decay length degrades the
vertex finding efficiency as both the JetFitter algorithm and the iterative vertex finder (applied
with the SV1 setup) reject secondary vertex candidates having a negative decay length.
The efficiency to find a secondary vertex in a b-jet using the iterative vertex finder with the
SV1 setup or the JetFitter algorithm is displayed in Figures 6.4 (a) and 6.4 (b) as a function
of the angular separation ∆R(b−hadron, jet) between the b-hadron flight direction and the jet
axis. Both vertex finders show qualitatively a similar behaviour for increasing ∆R values. But
as the JetFitter algorithm is capable of reconstructing single-track vertices, its finding efficiency
is consistently higher than that of the iterative vertex finder. In the lowest pT bin, about 90%
(70%) of all jets that are perfectly aligned to the b-hadron flight direction have a secondary
vertex reconstructed with the JetFitter algorithm (iterative vertex finder based on the SV1 setup).
The efficiency decreases to approximately 40% (30%) for jets with a ∆R > 0.25 to the nearest
b-hadron. The loss of the vertex finding efficiency in jets having a large angular separation to
the b-hadron flight direction ∆R(b−hadron, jet) > 0.18 is more pronounced for high-pT b-jets
as their ∆R-cone used in the track-to-jet association procedure is smaller.
The reduction of the vertex finding efficiency for large values of the angular separation be-
tween the b-hadron and the jet axis is the main reason for a decrease of the b-tagging efficiency,
but
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(a) iterative vertex finder (using the SV1 setup)
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Figure 6.4: Secondary vertex finding efficiencies of the iterative vertex finder using the SV1
setup (a) and the JetFitter algorithms (b) as a function of the angular separation between the
jet axis and the b-hadron direction ∆R(b−hadron, jet). The vertex finding efficiencies are dis-
played for reconstructed b-jets that are obtained from SM t¯t decays, which are simulated using
the POWHEG and PYTHIA generators. Jets are classified into three different pT regions and
studied separately.
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other effects can also appear. Figures 6.5 (a) and (b) show the average number of tracks asso-
ciated to the secondary and tertiary vertices that are reconstructed within a selected b-jet using
either the iterative vertex finder (with the SV1 setup) or the JetFitter algorithm as a function
of the ∆R(b−hadron, jet). For vertex candidates that are reconstructed with the iterative vertex
finder, the average track multiplicity is decreased by a factor of 1.4 to 1.6 over the full range
of ∆R values, while the average track multiplicity of the vertices that are reconstructed with the
JetFitter algorithm are decreased by a factor of up to 3. For both algorithms, the decrease is
more pronounced for the high-pT b-jets.
As the number of tracks assigned to a secondary vertex decreases with increasing angular
separation between the flight direction of the b-hadron and the axis direction of the associated
jets, other vertex properties like the invariant mass or the energy fraction are distorted. In addi-
tion, also a decline of the secondary vertex quality is observed since vertex properties like the
log10(χ2/ndof) or the significance of the measured 3-dimensional decay length are substantially
affected by a shift of the jet axis direction, as the uncertainty on the vertex position increases
if information (i.e tracks) are missing. The ∆R(b−hadron, jet) dependence of the average decay
length significance is displayed in Figure 6.6 (a), where a decrease by a factor of 2.6 to 3.2,
depending on the kinematics of the studied jets, is observed over the full range of ∆R values. To
conclude, the vertex properties become more and more dissimilar to the reference distribution
used in the training of a MVA-based b-tagger, if the number of missing tracks at the displaced
vertices increases or if the quality of these vertices declines.
Similarly to the sign of the decay length, the sign of the track impact parameter is calculated
with respect to the jet axis as an approximation of the b-hadron flight direction and therefore
depends strongly on the resolution of the jet direction. With increasing values of the angular sep-
aration between the jet and the b-hadron, the fraction of tracks for which the impact parameter
sign is flipped from positive to negative increases substantially.
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Figure 6.5: Average number of tracks associated to the secondary vertex candidates as a func-
tion of the angular separation between the jet axis and the b-hadron flight direction for vertices
reconstructed with the iterative vertex finder using the SV1 setup (a) and the JetFitter algorithm
(b). These properties are investigated for selected b-jets that are obtained from SM t¯t decays,
which are simulated using the POWHEG and PYTHIA generators. Jets are classified into three
different pT regions and studied separately.
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In order to quantify the importance of this effect, the average fraction of tracks that have a
positively signed transverse impact parameter is studied as a function of the ∆R(b−hadron, jet)
for three different pT regions and displayed graphically in Figure 6.6 (b). For these curves
only those tracks are considered that are both successfully matched to a b-jet and stem directly
from the b-hadron decay cascade (using information at the generator level). It is shown that
on average 85% to 93% (with the exact value depending on the transverse momentum of the
jet) of all b-hadron tracks inside the studied jets have a positively signed transverse impact
parameter, in case the axis of the probed jets is perfectly aligned to the flight direction of the
initial b-hadron. With increasing ∆R values a significant decrease in the average track fraction
is observed. For ∆R values above 0.25, the average fraction of tracks with a positively signed
transverse impact parameter per jet ranges between 38% and 50%. Thus a decrease by a factor
of down to 0.4 is seen for jets with a pT above 200 GeV and approximately 0.5 for jets with a
pT below 200 GeV.
Therefore, the impact parameter based taggers (IP3D or IP2D), which use the signed trans-
verse and longitudinal track impact parameter significance as an input, are also strongly affected
by the jet axis shift. However, the dependence that the shift of the jet axis direction has on the
IP3D and IP2D taggers is reduced, as the sign of the track impact parameters is calculated with
respect to the line connecting the secondary and primary vertex instead of the jet axis direction
if the studied jet has a reconstructed secondary vertex.
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Figure 6.6: Average decay length significance (a) for vertices reconstructed with the JetFitter
algorithm as well as the average fraction of b-hadron tracks inside a flavour labelled b-jet that
have a positive impact parameter sign. Both jet properties are shown as a function of the angular
separation between the b-hadron flight direction at generator level and the axis direction of the
associated jet. The track fractions are determined using only those jets which contain at least
four tracks associated to the decay products of the b-hadron (using information at the generator
level). Both studies are based on selected b-jets that are obtained from SM t¯t decays, which are
simulated using the POWHEG and PYTHIA generators. Jets are classified into three different
pT regions and studied separately.
6.1.2 Light-flavour contamination
Even if the jet axis is not shifted substantially away from the flight direction of the b-hadron, ad-
ditional activity close-by a b-jet can still lead to a contamination with tracks from light-flavour
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decays. Several b-jet properties are sensitive to such a contamination. As most b-tagging algo-
rithms are based on pre-defined reference distributions corresponding to several jet properties,
the performance of these b-taggers will degrade with an increasing contamination of tracks
from light-flavour decays. The most crucial differences between tracks resulting from heavy
and light-flavour decays appear in the distributions of their transverse and longitudinal impact
parameter significance. As the jet weights of the IP2D and IP3D taggers are calculated using
the impact parameter significance of all tracks associated to a particular jet, both are good ex-
amples of quantities that are strongly influenced by a contamination with light-flavour tracks.
In order to quantify the effect that an increasing contamination has on the performance of any
b-tagging algorithm, the track purity is defined for a b-jet as the number of tracks associated
to the b-hadron decay divided by the total number of tracks assigned to the jet. A low track
purity is strongly correlated with a high contamination with tracks from light-flavour quarks or
gluon fragmentation and vice versa. Figure 6.7 (a) and (b) show the b-tagging efficiencies of the
IP3D and MV1 algorithms as a function of this quantity for three different jet pT regions and an
operation point corresponding to an overall efficiency of 70%. It can be seen that the b-tagging
efficiencies for both taggers decrease considerably if the track purity declines to smaller values.
In the displayed range of track purity values the efficiency is decreased by a factor of 2.6-2.8
for the IP3D tagger (with the exact value depending on the transverse momentum of the jet) and
by a factor of 1.7-2.1 for the MV1 algorithm. As the IP3D tagger is based only on information
concerning the track impact parameters its performance is more affected than that of the MV1
tagger. However, the MV1 algorithm uses the IP3D jet weight as an input to its neural network.
Thus the strong dependence on additional tracks from light-flavour decays is propagated to it.
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(a) b-tagging efficiency (IP3D) vs. purity [7]
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Figure 6.7: b-tagging efficiencies of the IP3D (a) and MV1 (b) algorithms as a function of the
track purity of the studied jets. The results are shown separately for three different jet pT ranges
and correspond to an operating point that has an overall efficiency of 70%. To ensure that a low
track purity is related to a contamination with tracks from light-flavour decays, rather than to
the missing of tracks from the b-hadron decay, only those jets that contain at least three tracks
associated to the decay products of the b-hadron are considered. The jets used for this study are
obtained from a sample of SM t¯t decays, which are simulated using the POWHEG and PYTHIA
generators.
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6.1.3 Influence on the b-tagging related quantities
After discussing the impact that a jet axis shift or a contamination with tracks from light-flavour
decays has on the performance of the current ATLAS b-tagging algorithms, the various input
quantities of the MVA based taggers are studied individually. The aim is to identify those
quantities that are affected the most if a b-jet contains also particles coming from a hadronic
W-boson decay. Examples are shown in Figure 6.8. In addition, further quantities are presented
(in Section 6.2) that are not yet used in any of the current high performance algorithms, but
promise to be beneficial for the identification of b-jets in boosted topologies. For this purpose,
the various b-tagging related properties of single and merged b-jets are compared to each other.
Here the previous definition of a merged jet (those containing two ∆R-matched quarks from the
t → bW → bqq¯ decay) is used.
Most of the b-tagging related quantities are strongly dependent on the jet kinematics. As
the pT spectra for single and merged b-jets are different, a re-weighting has to be applied in
order to make their properties comparable. After this procedure, the pT distribution (at the
reconstruction level) of both jet types are identical in shape. Since light-flavour jets are included
in the following comparisons the same re-weighting technique is applied to them as well.
Examples of quantities that are strongly influenced by a jet overlap (as they loose some of
their strength to separate between b- and light-flavoured jets) are the jet weights of the IP2D
and IP3D taggers, the energy fraction as well as the uncertainties on the θ or φ coordinates
of the reconstructed vertices or the so-called vertex imbalance. Quantities like the total track
multiplicity at the displaced vertices, the invariant mass of these tracks, the number of two-
track vertices, the log10
(
χ2/ndof
)
of the vertex fit, the transverse decay length or the decay
length significance are more stable. In general, the quantities based only on charged particle
tracks associated to the displaced vertices are less affected than those which also depend on
other tracks within the jet. This means that the impact on quantities like the energy fraction
are related to a change in the jet properties, rather than to a change in the vertex properties, as
additional tracks from light-flavour decays are intrinsically rejected by the vertex fit. However,
as the contamination with additional tracks from light-flavour decays and the shift of the jet
axis lead to a degradation of the quality of the vertex fit (i.e. causing higher uncertainties on the
obtained vertex position or an increase in the fraction of jets that have only single-track vertices
reconstructed), quantities such as the decay length significance or the total track multiplicity at
the displaced vertices show at least a small influence due to a jet overlap.
Conclusions concerning the degree of the vertex quality degradation in merged b-jets can be
for example drawn from the first bin of the distribution that corresponds to the track multiplicity
at the secondary vertex, as this bin represents the number of jets, which have only single-track
vertices reconstructed. The distribution of this quantity is shown separately for the inclusive
b-jet sample, for merged b-jets and also for light-flavour jets in Figure 6.9 (b). For the inclusive
b-jet sample, 18% of all jets contain only single-track vertices, while this fraction increases to
approximately 24% for the merged b-jets. Thus an increase by a factor of 1.3 is observed.
Examples for distributions corresponding to quantities that are sensitive to a jet overlap and
those which are not are presented in Figures 6.8 (a) to (f) and in Figures 6.9 (a) to (f). As a
reminder, the exact definitions of the several quantities that are based on the reconstruction of
displaced vertices are given in Table 4.3.
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Figure 6.8: Distributions of the IP2D and IP3D jet weights (a-b), the energy fraction (c), un-
certainty on the θ coordinate (d), the vertex imbalance (e), as well as the uncertainty on the φ
coordinate (f) of the reconstructed vertices are presented for the inclusive b- (yellow), merged
b- (black) and light-flavour jets (red). Each distribution is individually normalised to unit area.
The considered jets stem from simulated t¯t decays that are generated with √s = 8 TeV and have
pT > 25 GeV and |η| < 2.5.
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Figure 6.9: Distributions of the invariant mass (a), the track multiplicity at the secondary vertex
(b), the log10
(
χ2/ndof
)
(c), the number of two-track vertices (d), the decay length significance
(e) and the transverse decay length (f) are presented for the inclusive b- (yellow), merged b-
(black) and light-flavour jets (red). Each distribution is individually normalised to unit area.
The considered jets stem from simulated t¯t decays that are generated with √s = 8 TeV and have
pT > 25 GeV and |η| < 2.5.
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6.2 Alternative quantities
The previously discussed quantities are already used by several of the ATLAS b-tagging algo-
rithms. Additional variables can provide new information that might help to distinguish between
light- and heavy-flavour jets or improve the stability of a b-tagging algorithm with respect to the
effects connected to dense environments. In order to achieve this goal, possible new input quan-
tities should not show a dramatic loss of their separation strength between b- and light-flavour
jets under such conditions.
Quantities that describe the shape of a jet are good candidates as the fragmentation of b- and
light-flavour quarks is very different due to the large mass difference of these two quarks [141].
An example for such a shape-related quantity is the so-called jet width wjet, which is defined as
the pT weighted average distance ∆R between the tracks associated to a jet and its axis direction:
wjet =
∑N
i=1 p
trki
T ∆R(trki, jet)∑N
i=1 p
trki
T
. (6.3)
The distribution of the jet width is shown in Figure 6.10 (a), where for jets that do not have any
charged particle tracks associated, the width is set to 0. It can be seen that this quantity provides
indeed a small separation between the inclusive b- and the light-flavour jets. For merged b-jets
this separation strength is even increased.
As the IP2D and IP3D weights for b-hadron jets are strongly affected by an increase of the
additional tracks stemming from light-flavour quarks or gluon fragmentation, it is beneficial to
use mainly tracks that have a relative large and positively signed impact parameter significance.
A simple approach to obtain one single variable from these tracks is given by the so-called
TrackCounting algorithm, which was one of the first b-tagging algorithms designed for the
early LHC data recorded by the ATLAS detector. The algorithm uses all tracks that pass certain
quality requirements and arranges them in decreasing order of their signed transverse impact
parameter significance. Possible discriminants are defined by the d0 significance of the track at
each position of that sequence, but previous studies suggested the use of the information of the
second or third highest ranked track [102]. As tracks stemming from light-flavour decays tend
to have low d0 significances, tracks from additional hadronic activity nearby a b-jet will be likely
to be ranked at a lower position than the tracks of the b-hadron decay products. The resilience to
the addition of extra tracks outweighs the degradation due to the shift of the jet axis at high-pT.
Thus the output of the TrackCounting algorithm is much less affected for b-jets containing also
tracks coming from the hadronic W-boson decay than the IP2D and IP3D jet weights. Another
quantity investigated in this context is the multiplicity of tracks with a large transverse impact
parameter significance |d0/σd0 | > 1.8. Its distribution for single b-, merged b- and light-flavour
jets is presented in Figure 6.10 (b) next to that of the d0 (c) and the z0 (d) significance of the
track with the third highest-ranking. These four quantities are calculated using all tracks that
are associated to the studied jets by the pT dependent ∆R matching procedure defined in Section
4.2.1. The corresponding track selection is identical to that of the IP2D and IP3D taggers.
The energy fraction is one of the quantities affected most by a jet overlap, but simultane-
ously it also provides a high separation between heavy and light-flavour jets. By scaling its
values with the ratio of the track multiplicity matched to the jet to the number of tracks associ-
ated to the vertex fit, a better stability with respect to a contamination with additional tracks is
obtained. The corresponding quantity is shown in Figure 6.10 (e) and (f) for vertex candidates
reconstructed with the iterative vertex finder (using the SV1 setup) and the JetFitter algorithm.
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Figure 6.10: Distribution of the jet width (a), the number of tracks having a d0 significance
above 1.8 (b), the d0 (c) and the z0 (d) significance of the track with the third-highest ranking
of its signed d0 significance, as well as the scaled energy fraction corresponding to vertices
reconstructed with the iterative vertex finder (using the SV1 setup) (e) or the JetFitter algorithm
(f) presented for inclusive b-, merged b- and light flavour jets stemming from t¯t events that are
generated at
√
s = 8 TeV. Only jets that have pT > 25 GeV and |η| < 2.5 are considered. Each
distribution is individually normalised to unit area [7].
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6.3 Development of new b-tagging algorithms dedicated to identi-
fying b-jets in boosted topologies
The performance of the b-tagging algorithms that are currently used in the various ATLAS
analyses strongly degrades in the dense environments of boosted hadronic top-quark decays.
As shown above, this is mainly due to an increasing misalignment between the jet axis and
the b-hadron flight direction or due to a contamination with additional tracks from light-flavour
decays. Related to these two effects is the problem that some of the jet properties are topology
dependent. Thus they might show considerable deviations from the reference distribution used
in the training of a MVA based b-tagger. Therefore a new b-tagging algorithm is developed that
is intended to be less sensitive to the effects described in Sections 6.1.1 and 6.1.2. In contrast to
the MV1 or JetFitterCombNN algorithms, the training procedure (including the handling of the
jet kinematics) of this algorithm emphasizes more strongly the high pT and dense environment
regimes. The previously discussed quantities are used as inputs for the new tagger, with the
quantities introduced in Section 6.2 providing an improved stability to the performance of the b-
jet identification in boosted topologies. In addition to these quantities further variables are used
in the training. From the vertices that are reconstructed with the iterative vertex finder (with
the SV1 setup) the number of two-track vertices, the energy fraction and the transverse decay
length are included, while from the vertices reconstructed with the JetFitter algorithm the vertex
imbalance, the track multiplicity at the secondary vertex, the log10(χ2/ndof), the invariant mass,
the decay length significance and both the uncertainties of the measured azimuth and polar
angles are added. With the jet weight of the IP2D tagger, a further IP based quantity is used.
The full list of input quantities can be seen in Table 6.1.
Boosted decision trees are trained using b-jets as signal and light-flavour jets as background.
However, as for some event signatures the dominant background processes mainly contain c-
jets, the procedure is repeated training b- against c-jets. The boosted decision trees resulting
from these training cycles are referred to as the MVb and MVbCharm algorithms in the follow-
ing.
6.3.1 Multivariate separation of b-, c- and light-flavour jets using boosted deci-
sion trees
Decision trees are based on a sequence of binary decisions in order to classify objects or events
as either signal- or background-like. Each decision is made by applying a rectangular cut on
one of the properties x = {x1, .., xn} of the object (event) on study. Figure 6.11 demonstrates
the principle of such a decision tree. The process is started at the so-called root node of the
tree which contains the whole statistics inserted into the trainings phase. The sample is then
split into two subsamples (daughter nodes) by applying a cut on one of the properties xi of the
studied objects (events). In this process the quantity and cut value, used to split the sample, are
chosen such that the difference between the separation index of the parent node and the sum of
the separation indices of the two daughter nodes
Iparent node −
(
Idaughter node 1 + Idaughter node 2
)
(6.4)
is maximised. The most widely used separation criteria for decision trees is the so-called Gini
index defined as
Igini =

n∑
i=1
Wi
 P · (1 − P) (6.5)
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with Wi being the predefined weight of the i-th object (event) on study and P being the signal
purity
P =
∑n
i=1 W
S
i∑n
i=1 W
S
i +
∑n
i=1 WBi
. (6.6)
For each daughter node, the process is repeated selecting again the quantity providing the best
separation improvement and splitting the sample into two parts. The splitting at a node is
stopped as soon as a certain abort criterion (e.g. minimum number of events) is reached and the
node is called either signal or background leaf depending on the majority of contained events.
Decision trees are in some sense similar to cut-based analyses but instead of selecting only
one hypercube in the phase space spanned by the object (event) properties they are able to
classify several disjoint phase space regions as either signal- or background-like.
1>c1x
true false
true false
2>c2x 3>c3x
true false
4>c4x
true false
5<c5x
true false
’1>c1x
true false true false
7<c7x
S SB B
SB
S B
Figure 6.11: Schematic view of an exemplary decision tree, which can be used to classify
events (or objects) as either signal (S) or background (B) depending on the signal purity of
the leave node (represented as boxes) in which they end up. Nodes that are neither dominated
by signal nor background events are represented as ellipses. The classification is performed
by applying a sequence of binary decisions using rectangular cuts on the discriminating vari-
ables x = {x1, .., xn}. The selection of the quantities, used to split the event sample, and their
corresponding cut values c = {c1, .., cn} are performed independently at each node such that the
difference between the separation index of the parent node and the sum of the separation indices
of the two daughter nodes is maximised. Thus some of the variables can be used several times
in one decision tree to split the event sample, while other quantities might not be used at all.
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Single decision trees are very unstable, statistical fluctuations or even small changes in the
training sample can have dramatic effects on their performance. Therefore a technique called
boosting can be applied to obtain more reliable results. Boosting, which extends the concept of
one single decision tree to many trees (forest), does not only increase the statistical stability, but
can also lead to a significant improvement of the separation strength.
The so-called AdaBoost (adaptive boost) algorithm [142,143], is the most common boosting
algorithm, used in high energy physics. It relies on the re-weighting of events that were mis-
classified during the training phase of a previous decision tree. The weight w of a given event,
which was misclassified during the training of the i-th tree is therefore transformed according
to
w → w · exp
(
β ln
(1 − rerri
rerri
))
, (6.7)
where rerri is the misclassification rate of the i-th decision tree and β is a free parameter. Before
starting the training of the (i + 1)-th tree, the weights of the entire event sample are normalised
such that their sum remains constant with respect to that of the first tree.
While the classifier of a single tree is defined to be y(x) = 1 for signal- and y(x) = 0 for
background-like events, the boosted event classifier is given by the weighted sum over all trees:
yboost(x) = 1
Ntrees
Ntrees∑
i=1
β · ln
(1 − rerri
rerri
)
· yi(x) (6.8)
where Ntrees is the number of trees used in the training and yi(x) = 1 if the object (event) was
classified as signal during the training of the i-th tree, yi(x) = −1 otherwise.
6.3.2 Training and testing of the BDT
The training of the boosted decision trees, on which the MVb tagger relies, is performed by
using the BDT implementation of the TMVA package [143]. In the chosen setup, the AdaBoost
algorithm is used with the parameter β set to 0.5 for boosting a total of 1000 trees. Each of
these trees has a maximum depth of five nodes. In order to protect against overtraining, the
minimum number of events at these leaf nodes is not allowed to be less than 1% of the overall
number of events in the training sample. The input data set is split randomly into a training and
a testing sample, which are compared to check for overtraining. The two samples contain b-jets
as signal and either c- or light-flavour jets as background. These jet flavour types are taken
from a mixture of simulated t¯t, dijet and Z′ → t¯t events. As both the MVb and MVbCharm
taggers are meant to be dedicated to the identification of b-jets in dense environments, only
those events from the t¯t and Z′ → t¯t samples are considered that have an invariant t¯t mass above
0.7 TeV (calculated at the generator level). This is done in order to emphasise the changed
properties of overlapping jets during the training of the boosted decision trees. The obtained
jets are additionally required to have a pT between 25 GeV and 800 GeV. In order to enrich the
statistics in the high-pT region, jets stemming from dijet events are also included in the training
if their transverse momentum is between 100 GeV and 800 GeV.
Since most b-tagging related quantities depend strongly on the kinematic properties of the
jets, additional information and therefore additional separation power is obtained by taking the
correlation of the BDT input quantities to the jet pT and |η| into account. However, only the
correlation of the jet η and pT to the input quantities should be used to distinguish between
b-, c- and light-flavour jets and not the shape of the pT and η distribution itself. Otherwise an
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unwanted dependence on the event topology could be introduced to the training results. One
approach to deal with the correlations to the jet kinematics is to subdivide the phase space into
several disjoint regions and train in each region independently. Following this approach five |η|
regions with bin boundaries at (0.0, 0.4, 0.8, 1.2, 1.8, 2.5) are defined such that they follow the
geometry of the Inner Detector with three bins corresponding to the barrel region (|η| ≤ 1.2)
and one for each the overlap (1.2 < |η| ≤ 1.8) and the end-cap regions (|η| ≥ 1.8). Hence
five separate boosted decision trees are trained for the MVb and MVbCharm algorithm. As the
jet pT has a much stronger correlation to the properties of the secondary vertex or the impact
parameter based quantities, it is included as an additional input quantity into the training of the
BDT. To avoid an artificial training on the shape of the transverse momentum distribution for
different jet flavours the c- and light-flavour jet samples are re-weighted in such a way that their
pT distributions are identical in normalisation and shape to that of the b-jets.
A final set of 23 input quantities is considered during the training of the MVb and MVbCharm
taggers. Table 6.1 lists all these variables and their relative importance for jets with |η| < 0.4 (as
an example). The importance is evaluated by taking into account how often a particular quantity
is used to split decision tree nodes, and summing up the squares of the corresponding separation
indices times the number of events (sum of weights) contained at each of these nodes [144].
In particular, the number of two-track vertices calculated by the iterative vertex finder (SV1),
the jet weight of the IP3D algorithm, the transverse flight length, the energy fraction (by the
JetFitter algorithm), the width and the transverse momentum of the jets (due to its correlation
with other quantities) are ranked relatively high in each of the five different |η| regions when
training b- against light-flavour jets. In the training of the boosted decision trees that correspond
to the MVbCharm tagger (i.e. when training b- against c-jets), the number of two-track vertices
reconstructed using the iterative vertex finder (SV1) is by far the most important of all the input
quantities within each of the five different |η| bins. Also the output weight of the IP3D tagger,
the decay length significances of displaced vertices reconstructed by either the iterative vertex
finder or the JetFitter algorithm, the energy fraction, the track multiplicity of the displaced
vertices or the invariant mass of the displaced vertices that are reconstructed with the JetFitter
algorithm appear to be relatively important for the separation between b- and c-jets. The exact
values of the relative importance corresponding to these and all other quantities that are used in
the training of the MVbCharm algorithm are shown in Table 6.1 next to the values obtained in
the training of b- against light-flavour jets. The contribution of the new defined variables (see
Section 6.2) to an improved b-tagging stability in dense jet environments is studied briefly in
Section 6.4.5.
Examples of linear correlation coefficients for all input quantities of the MVb and MVbCharm
taggers are presented in Figures 6.12 (a) and (b) as well as in Figure 6.13 separately for b-, c-
and light-flavour jets. Their values are obtained studying all jets with |η| < 0.4 stemming from
the sample mixture mentioned above. Large values of the linear correlation coefficient for a pair
of input quantities might lead to a low ranking of at least one of these two quantities, even if
they have both a high separation strength between signal and background. Such a case is seen
for example for the invariant mass and the energy fraction of the vertices that are reconstructed
with the iterative vertex finder. Their linear correlation coefficients are 0.88, 0.93 and 0.88 for b-
, light-flavour and c-jets, respectively. Further examples for quantities that have relatively large
correlation coefficients with at least one of the other input variables are the jet weights of the
IP3D and IP2D taggers, the number of two-track vertices, and in particular the track multiplic-
ity at the secondary vertex, while the uncertainties on the secondary vertex positions σθS V and
σθS V as well as the vertex imbalance have relative strong negative correlations with several other
input quantities. This feature is observed not only for b-, but also for c- and light-flavour jets.
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In addition, it is shown that vertex properties, which are defined with both the iterative vertex
finder and the JetFitter algorithm, do not necessarily have a strong linear correlation with each
other. For example, the correlation coefficient for the two invariant mass definitions are 0.51,
0.36 and 0.26 for b-, c- and light-flavour jets, respectively. These results are mainly related to
the difference in the vertex finding efficiencies of the JetFitter algorithm and the iterative vertex
finder. Due to the fact that input quantities which are strongly correlated with several other
variables can still provide useful information, non of the previously mentioned quantities are
excluded from the training of the MVb and MVbCharm taggers.
Variable MVb MVbCharm
wIP3D 6.80 5.23
wIP2D 3.44 1.42
Number of two-track vertices (SV1) 19.32 19.30
Number of two-track vertices (JetFitter) 3.75 3.82
Energy fraction (JetFitter) 6.98 4.93
log10(χ2/ndof) (JetFitter) 1.86 1.07
Number of tracks with |d0/σd0 | > 1.8 2.85 2.65
Energy fraction (SV1) 3.07 3.76
Decay length significance (JetFitter) 3.72 6.54
3rd highest d0 significance 2.85 2.80
Jet pT 4.62 4.23
Lxy 4.95 3.79
Invariant mass (SV1) 2.61 7.74
Scaled energy fraction (SV1) 4.38 2.79
Invariant mass (JetFitter) 2.84 4.99
Jet width 5.63 3.20
Scaled energy fraction (JetFitter) 7.21 3.95
3rd highest z0 significance 1.28 1.44
σθS V (JetFitter) 3.06 3.60
Decay length significance (SV1) 3.31 2.69
Track multiplicity at SV (JetFitter) 1.73 6.26
Vertex imbalance (JetFitter) 1.29 1.20
σφS V (JetFitter) 2.46 2.58
Table 6.1: Importance of the various input quantities of the MVb (middle column) and the
MVbCharm (right column) algorithms presented for the boosted decision trees that are trained
using jets with |η| < 0.4. The exact values of the variable importances are normalised to all
variables together having an importance equal to one. These numbers are presented in percent.
The quantities that were introduced in Section 6.2 with the intention to improve the tagging
performance in dense jet environments are printed in bold letters.
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Figure 6.12: Matrices of the linear correlation coefficients for all input quantities of the MVb
and MVbCharm taggers displayed separately for b- (a) and light-flavour (b) jets that stem from
a mixture of simulated t¯t, Z′ → t¯t, and dijet events and satisfy |η| < 0.4.
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Figure 6.13: Matrix of the linear correlation coefficients for all input quantities of the MVb and
MVbCharm taggers shown for c-jets that stem from a mixture of simulated t¯t, Z′ → t¯t, and dijet
events and satisfy |η| < 0.4.
6.4 Expected Performance of the MVb and MVbCharm taggers
The discriminants of the MVb and MVbCharm b-tagging algorithms are calculated as the object
classifier of the underlying boosted decision trees (via Equation 6.8). Their distribution for all
selected b-, c- and light-flavour jets stemming from a SM t¯t sample that is simulated using
the POWHEG and PYTHIA generators are displayed in Figures 6.14 (a) and (b) respectively.
Both tagging weights show a good separation between b- and light-flavour jets. However, as
the MVbCharm tagger is trained with b-jets against c-jets, its rejection power with respect to
light-flavour jets is less strong, while its ability to reject charm jets is considerably improved
compared to MVb.
The shape of the MVb weight distribution for b-jets reveals some very distinct features, as
it has four local maxima. Each of these peaks corresponds to an accumulation of jets having
similar properties in the quantities relevant to b-tagging. In general jets having no vertex found
with either the JetFitter algorithm or the iterative vertex finder are most likely considered to be
background-like, whereas jets having a reconstructed multi-track vertex tend to be classified as
signal. To be more specific, the peak around wMVb values of −0.2 is dominated by b-jets having
no reconstructed vertex, while the peak around wMVb values of approximately 0.2 is mostly
populated by b-jets containing a vertex reconstructed by either the JetFitter or the iterative
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vertex finder. Jets having a vertex reconstructed by both tools correspond mainly to the maxima
in the regions around 0.6 and 0.95. The exact MVb output weight depends of course also on
the vertex properties (as for example the track multiplicity, the invariant mass or the energy
fraction) or on the impact parameter (or shape) based quantities of these jets.
The output weight distribution of the MVbCharm tagger for b-jets shows in principle a
somewhat similar structure as the corresponding distribution of the MVb weights. However,
the local maxima are less strong pronounced. This is mainly due to the fact that a significant
fraction of the c-jets contain a secondary vertex candidate. Thus the fact whether a jet has a
reconstructed vertex or not is a less strong classification criteria in the BDT training, while the
characteristic shapes of the various vertex and impact parameter based quantities become more
important to separate b- and non-b-jets.
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Figure 6.14: Distribution of the MVb (a) and the MVbCharm (b) output weights for all b-, c-,
and light-flavour jets stemming from SM t¯t events that are simulated with √s = 8 TeV using the
POWHEG and PYTHIA generators. Only jets with pT > 25 GeV and |η| < 2.5 are considered.
In addition, the distributions of the correlation between the MVb and MVbCharm weights are
shown in the Figures 6.15 (a), (b) and (c) for b-, c- and light-flavour jets separately. While both
weights appear to be highly correlated for b- and light-flavour jets, the correlation between these
two quantities is less pronounced for c-jets. The correlation coefficient ρ corresponding to the
MVb and MVbCharm jet weights equals 0.877 for b-, 0.688 for c- and 0.747 for light-flavour
jets. Hence both weights could be combined in order to obtain a high separation strength against
both c- and light-flavour jets. A quantification of the b-tagging efficiency and the charm and
light-flavour rejection strength of both taggers is presented in the following section. In addition
their performance is compared to the current ATLAS default b-tagging algorithm, MV1.
6.4.1 Rejection rates for charm and light-flavour jets
The expected performance of the MVb and MVbCharm taggers is compared to that of the MV1
and the JetFitterCombNN algorithm in Figure 6.16. Their rejection rates for light-flavour jets
are shown as a function of the b-tagging efficiency εb. Each working point on these curves
corresponds to a different cut on the discriminant of these taggers, Also their relative perfor-
mance with respect to MV1, the current ATLAS default b-tagger, is shown. The evaluation is
performed using jets that are either from simulated t¯t events produced according to the Standard
Model predictions (a) or from events in which a hypothetical Kaluza-Klein gluon with the mass
mgKK = 2.5 TeV decays to a boosted t¯t system (b). The basic difference of these two samples
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(c) light-flavour jets
Figure 6.15: Distributions of the correlation between the output weights of the MVb and the
MVbCharm taggers shown separately for the three different jet flavour types. The colour coding
shows the fraction of jets contained in each plot. Overlaid to the two-dimensional distributions
are the average value of the MVbCharm weights (dashed line) corresponding to each wMVb bin.
The considered jets are required to have pT > 25 GeV and |η| < 2.5 and stem from t¯t events that
are simulated with
√
s = 8 TeV using the POWHEG and PYTHIA generators.
is the distribution of their top-quark pT. While the top-quarks produced according to the SM
production mechanisms are mainly of low transverse momentum, a large fraction of the top-
quarks from the gKK → t¯t samples have a transverse momentum above 400 GeV and provide
therefore an ideal scenario to test the performance of the MVb and MVbCharm taggers, which
are developed exactly for such environments. The MVb tagger shows a similar performance
compared to the MV1 tagger in the SM t¯t sample for working points corresponding to the in-
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teresting range of b-tagging efficiencies (0.65 < εb < 0.85). As the MVb tagger uses not only
the IP3D weight as input, but also the IP2D weight, the jet width and the number of tracks with
a large impact parameter significance, its performance is strongly improved with respect to the
MV1 and JetFitterCombNN algorithm for jets having no reconstructed vertex. This becomes
obvious in particular due to the large improvements of the MVb tagger with respect to the other
algorithms for b-tagging efficiencies above 87%.
Also working points corresponding to b-tagging efficiencies between 50% and 60% show
an improved light-flavour rejection rate (up to a factor of 1.3). In events where a high mass
resonance of the KK-gluon decays into boosted top-antitop pairs, the performance of MVb is
even better, by a factor of 1.5-2.5 (depending on the chosen working point).
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Figure 6.16: Light-flavour rejection rates as a function of the b-tagging efficiency for jets stem-
ming from two samples of simulated t¯t events produced either according to the SM predictions
(a) or from the decay of a Kaluza-Klein gluon (b). The performance of the MVb tagger (pre-
sented as a blue line) is compared to the MV1 (black line), JetFitterCombNN (red line) and the
MVbCharm (gray line) taggers [7].
The overall performance of the MVbCharm tagger (in terms of the light-flavour rejection rate)
is significantly worse than the performance of the other taggers in both the SM and the BSM t¯t
sample and for working points corresponding to b-tagging efficiencies below 85%. But as light-
flavour jets are not included in its training procedure, this behaviour is expected. Nevertheless,
its light-flavour rejection rate is improved with respect to MV1 for εb > 90%. As for the MVb
algorithm, this is also related to the fact that MVbCharm uses more input quantities than the
MV1 tagger, which are not depending on the reconstruction of displaced vertices.
Rejection rates for c-jets are displayed in Figure 6.17 for the MVb, MVbCharm and MV1
taggers as a function of the corresponding b-tagging efficiency. Additionally the performance
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of the MV1c tagger, which is a modified version of MV1 and provides a better charm rejection,
is shown. The performance of these taggers is again compared separately for a SM (a) and a
BSM (b) t¯t sample.
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Figure 6.17: Charm rejection rates as a function of the b-tagging efficiency for jets stemming
from two samples of simulated t¯t events produced either according to the SM predictions (a) or
from the decay of a high mass resonance (b). The performance of the MVb (presented as a blue
line) and the MVbCharm (gray line) tagger is compared to the performance of the MV1 (black
line) and the MV1c (green line) algorithm [7].
It can be seen that the charm rejection rate of the MVb tagger appears to be very similar in
the SM t¯t sample compared to the MV1 algorithm for any given b-tagging efficiency below
90%. The charm rejection rates corresponding to b-tagging efficiencies above 90% are, like
the light-flavour rejection rates, improved with respect to those of the MV1 tagger due to the
fact that MVb uses more input quantities that do not rely on the reconstruction of a secondary
vertex. The same trend is observed in the comparison between MVb and MV1c for efficiencies
above 70%, while the performance of MV1c is better for efficiencies below 70%. However, the
performance of the MVbCharm algorithm is significantly better compared to the other b-taggers
for any working point. Its charm rejection rate is improved with respect to MV1c by a factor of
1.5 for working points corresponding to efficiencies between 60% and 70%. The same tendency
can be observed in the jet sample obtained from the gKK → t¯t decays with the difference that
the performance of MVb is improved with respect to MV1c for working points corresponding
to b-tagging efficiencies above 50%.
The light-flavour rejection rates of the MVb and MVbCharm taggers are presented as a
function of the jet pT and η in Figure 6.18. A representative operating point corresponding to
an overall b-tagging efficiency of 70% (in the whole t¯t sample) is chosen to compare them to
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the rejection rates of the MV1 algorithm. While the rejection rates of these three taggers behave
qualitatively very similarly over the full range of the jet pseudorapidity values, significant dif-
ferences can be observed for the jet pT. The rejection rate of the MV1 tagger has its maximum
for jets with low transverse momentum and decreases continuously with increasing pT. MVb
and MVbCharm however have their maximum in the rejection factor for jets with a pT around
120 GeV. For increasing jet pT values both these taggers show a continuously decreasing of
their light-flavour rejection rates. Still, the light-flavour rejection of MVb is superior to that of
the MV1 algorithm in a range between 60 GeV and 320 GeV, whereas it is similar for high-pT
jets and slightly lower for jets with a transverse momentum below 60 GeV.
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Figure 6.18: Rejection rates for light-flavour jets corresponding to the MV1, MVb and
MVbCharm algorithms as a function of the jet pT (a) and η (b). The taggers are compared
at an operating point corresponding to a b-tagging efficiency of 70% using jets that stem from
SM t¯t decays, which are simulated using the POWHEG and PYTHIA generators [7].
The charm rejection rates for these three taggers are shown in Figures 6.19 (a) and (b) as a
function of the jet pT and η using the same operating point. The performance of MVbCharm is
strongly improved with respect to MV1c and MVb in a pT range between 50 GeV and 250 GeV
and in an η range between −1.5 and 1.5. For a jet pT above 300 GeV or for jet |η| values above
2.0, the charm rejection rates of the MV1c tagger become superior to those of MVbCharm.
At the same time, the b-tagging efficiencies of the MV1c tagger decrease more strongly with
increasing jet pT and η values than those of the other taggers. Thus, the differences in the overall
performance of the three taggers are less dramatic in these phase space regions as indicated by
Figures 6.19 (a) and (b).
The course of the charm rejection rates of the MVbCharm algorithm are in general qualita-
tively very similar to its light-flavour rejection rates, while the rejection rates of MVb behave
qualitatively similar compared to those of MV1c. As a function of the jet pT, the charm re-
jection rates of the MVbCharm tagger increase for increasing pT values until the maximum is
reached at approximately 120 GeV. For a pT value above this threshold a continious decreasing
is observed. In an η range corresponding to the barrel region of the Inner Detector, the c-jet
rejection rate corresponding to MVbCharm is almost constant, while it decreases in the forward
region. In contrast to this, the c-jet rejection rates of both the MV1c and MVb taggers have their
minimum for low |η| values and increase with increasing |η|.
Precise values of the rejection rates corresponding to τ-, c- and light-flavour jets are highlighted
in Table 6.2 for various working points of the MVb tagger. The b-tagging efficiencies corre-
sponding to these working points range from 45% to 85% and were calculated in the SM t¯t
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Figure 6.19: Rejection rates for charm jets corresponding to the MV1c, MVb and MVbCharm
algorithms as a function of the jet pT (a) and η (b). The taggers are compared at an operating
point corresponding to a b-tagging efficiency of 70% using jets that stem from SM t¯t decays,
which are simulated using the POWHEG and PYTHIA generators [7].
sample. Operating points corresponding to b-tagging efficiencies of 60%, 70% and 80% in
this sample are defined by a cut of 0.2748, 0.1471 and 0.0023 on the MVb output quantity,
respectively. The c- and τ-jet rejection rates of the working point corresponding to a b-tagging
efficiency of 70% are 5.11 and 13.8 respectively and are therefore even slightly improved with
respect to the values obtained by the MV1 tagger (5.04 and 13.6) at an equivalent working point.
The τ-, c- and light-flavour rejection rates corresponding to the MVbCharm algorithm are
displayed in Table 6.3. For this b-tagger working points matching an overall b-tagging effi-
ciency of 60%, 70% and 80% are defined by applying cuts of 0.1753, 0.1121 and 0.0477 on the
discriminant, respectively. While the light-flavour rejection rates corresponding to these work-
ing points are sufficiently lower than that of the MVb or MV1 algorithm, the rejection rates for
c-jets are improved by a factor of 1.4 for the 70% operating point and by a factor 2 for the 60%
operating point.
operation point weight cut light rejection charm rejection τ rejection
MVb@45% 0.4737 6667 21 57
MVb@50% 0.4109 3568 15 39
MVb@55% 0.3435 1774 11 30
MVb@60% 0.2748 828 8.4 23
MVb@65% 0.2097 356 6.5 18
MVb@70% 0.1471 152 5.1 14
MVb@75% 0.0798 66 4.0 9.4
MVb@80% 0.0023 28 3.1 6.0
MVb@85% −0.0774 12 2.4 3.9
Table 6.2: Summary of the performance of the MVb tagger, in which the rejection rates for τ-,
c- and light-flavour jets are shown for various working points. The corresponding values have
been extracted from a sample of t¯t decays generated by POWHEG+PYTHIA.
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operation point weight cut light rejection charm rejection τ rejection
MVbCharm@45% 0.2936 1032 85 325
MVbCharm@50% 0.2495 532 47 166
MVbCharm@55% 0.2103 274 27 81
MVbCharm@60% 0.1753 138 17 43
MVbCharm@65% 0.1429 69 11 25
MVbCharm@70% 0.1121 37 7.3 16
MVbCharm@75% 0.0807 21 5.1 10
MVbCharm@80% 0.0477 11 3.6 6.7
MVbCharm@85% 0.0143 5.7 2.6 4.5
Table 6.3: Summary of the performance of the MVbCharm tagger, in which the rejection rates
for τ-, c- and light-flavour jets are shown for various working points. The corresponding values
have been extracted from a sample of t¯t decays generated by POWHEG+PYTHIA.
6.4.2 Identification of b-jets in boosted top-quark decays
An alternative presentation of the performance comparison between the MVb, MVbCharm and
the current ATLAS default b-tagger, MV1, is presented in Figures 6.20 (a) and (b), where the
efficiency dependence on the minimal distance of a b-jet to the quarks originating from the
hadronic decay of a W-boson and the jet axis shift are shown. As both quantities are very
sensitive to a jet overlap, they are perfect candidates to display the improvement from the MVb
and MVbCharm taggers compared to the current ATLAS tools when they are applied to dense
environments. The jet sample that is used for these comparisons are obtained from the decays
of a KK-gluon into a pair of top-quarks, which are simulated with a KK-gluon mass of 2.5 TeV
using PYTHIA8 and an operating point that matches an overall b-tagging efficiency of 70%
(evaluated in the SM t¯t event sample) is chosen to compare the performance of the three tagging
algorithms.
Figure 6.20 (a) shows that the performance of the MV1, MVb and MVbCharm algorithms
is almost identical for b-jets obtained from the gKK → t¯t event sample, if these jets have an
angular separation ∆R larger than 0.4 to the decay products of the hadronic W-boson decays
(i.e. when the b-jets are isolated). The performance of all three tagging algorithms decreases
substantially if this angular separation tends to smaller values. However, the performance loss
of the MVb and MVbCharm algorithms is less significant with respect to the performance loss
of the MV1 tagger. An improvement by a factor of up to 1.8 for the MVb and a factor of up
to 2.2 for the MVbCharm algorithms are shown over the full range of ∆R values. In addition,
it can be seen that the performance of the different taggers is very similar for a given working
point if the alignment between the b-hadron and the jet is perfect, as it is shown in Figure 6.20
(b). Indeed the b-tagging efficiency of the MVb and MVbCharm taggers decreases as well
for increasing values of the angular separation between the b-hadron and the jet. The loss of
efficiency is however less significant and an improvement by a factor of up to 1.5 is shown
for the various ∆R values. In a comparison between the Figure 6.20 (a) and Figure 6.2 (a), a
difference in the efficiency loss can be observed, which is mainly due to the different kinematics
of the top-quarks and their decay products. The same holds for the results presented in Figures
6.20 (b) and 6.3.
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Figure 6.20: b-tagging efficiencies of the MV1, MVb and MVbCharm algorithms as a function
the ∆R between the reconstructed b-jets and the nearest quark from the W → qq¯ decay (a) and
of the distance between the flight direction of the b-hadron and the b-jet axis (b) [7]. Both plots
are evaluated for a sample containing gKK → t¯t events with a KK-gluon mass of 2.5 TeV. The
algorithms are compared for a working point corresponding to 70% in the SM t¯t sample.
86
6.4.3 Performance in non-top-quark final states
In order to demonstrate that the MVb and MVbCharm algorithm do not only improve the iden-
tification of b-jets in strongly boosted hadronic top-quark decays but also in other topologies,
both taggers are applied to further extreme scenarios. Their performance is compared to the
MV1 tagger. In the following, jets from the decays of a hypothetical Randall-Sundrum graviton
with the mass mG∗ = 2 TeV are used for this purpose as well as high-pT jets from the QCD dijet
production. Both comparisons are performed for a representative working point corresponding
to an overall efficiency of 70% as evaluated for all three taggers in the SM t¯t sample.
Figure 6.21 (a) displays the b-tagging efficiency of the MVb, MVbCharm and the MV1
algorithm for jets stemming from the G∗ → hh → b¯bb¯b decay as a function of the transverse
momentum of the Higgs boson from which the corresponding b-jets originated. The Higgs
bosons appearing in these decays are assumed to have a mass of 125 GeV and Standard Model
like properties. For a Higgs pT below 400 GeV all taggers show a very similar performance
since the two resulting b-hadrons are often clustered into two individual jets. With increasing
pT of the Higgs bosons the angular separation between the two hadrons will decrease and it
becomes more likely that both will be clustered into one jet. As can be seen, the performance of
both the MVb and MVbCharm algorithms is degraded less than for the MV1 tagger, although
they do not exploit the double b-hadron topology resulting into two secondary vertices. As
for the comparisons performed in Section 6.4.2, the b-tagging efficiencies of the MVbCharm
algorithm are slightly larger for this operating point than the efficiencies of the MVb algorithm.
However, the light-flavour rejection rates of the MVbCharm algorithm corresponding to the
same operating point are significantly smaller with respect to those of the MVb tagger.
In addition, the ratio between the b-tagging efficiency εb and the mis-tagging efficiency for
light-flavour jets is shown in Figure 6.21 (b) for a operation point corresponding to an overall
efficiency of 70% and as a function of the transverse momentum of the jets obtained from the
sum of the simulated QCD dijet samples described in Section 5.3.1. In the search for heavy
resonances decaying into a b¯b final state, jets are investigated whose transverse momentum
extends to values above the TeV scale. Thus a good b-tagging performance for high-pT jets
is highly desirable. Indeed the MVb tagger shows a significantly better performance for high-
pT jets obtained from QCD dijet events than the MV1 algorithm since the ratio between the
b-tagging efficiency and the light-flavour rejection rate corresponding to MVb is improved by a
factor of 1.2 to 2 with respect to MV1. This particular representation is chosen as not only the
light-flavour rejection rates of the MV1 and MVb algorithms decrease strongly with increasing
jet pT (see Figure 6.18 (a)), but also their b-tagging efficiency itself if the transverse momenta
of the studied jets exceed values of 500 GeV. Thus a fair performance comparison at very high
pT is not possible from studying only the light-flavour rejection rate. These two comparisons
underline that both the MVb and the MVbCharm tagger are not only better adjusted to identify
b-jets in boosted top-quark decays but also in the decay of a boosted boson into two b-quarks
or in the case of high b-jet transverse momentum.
6.4.4 Combination of the MVb and MVbCharm algorithms
In order to increase the b-tagging performance both in terms of the charm and light-flavour
rejection, the MVb and the MVbCharm algorithms can be combined. For this purpose, the
decision whether a jet is b-tagged or not can be made by placing a two-dimensional cut on the
output weights of these two tagging algorithms (i.e. a jet is considered to be b-tagged if both its
MVb and MVbCharm output weights exceed certain threshold values).
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Figure 6.21: Performance comparison between the MV1, MVb and MVbCharm taggers in jet
samples obtained from the decay of a hypothetical Randall-Sundrum graviton with the mass
mG∗ = 2 TeV (a) or from the sum of the QCD samples described in Section 5.3.1 but without
applying the event weights corresponding to the sample cross-section (b). Shown are the b-
tagging efficiency as a function of the Higgs pT and the ratio εb/εlight as a function of the jet pT
respectively. Both comparisons are performed for a working point corresponding to an overall
efficiency of 70% [7].
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A variety of different operating points is obtained for this combined tagger (referred to in the
following as MVbComb) by independently varying the thresholds on the two output weights.
From all the possible operating points, the one is chosen that maximises the following expres-
sion:
εb ·
1 −
Ntaggedl− jets + N
tagged
c− jets + N
tagged
τ− jets
Ntotall− jets + N
total
c− jets + N
total
τ− jets
 , (6.9)
where, the Ntaggedi denote the number of c-, τ-, and light-flavour jets that pass the particular b-
tagging requirement, while the Ntotali represent the total number of c-, τ-, and light-flavour jets
contained in the investigated event sample. Such an operating point has the maximal rejection
of non-b-jets (i.e. the sum of c-, τ- and light-flavour jets) for a given b-tagging efficiency. In
order to obtain not one but several operating points, this procedure can be performed allowing
only two-dimensional cuts on the output weights of the MVb and MVbCharm algorithms that
provide particular values for εb. Using this strategy, four different operating points are derived,
which match overall b-tagging efficiencies of around 60%, 70%, 80% and 85%, respectively.
The determination of these operating points is performed based on a selected jet sample ob-
tained from Z′ → t¯t events that are simulated with a resonance mass of mZ′ = 0.5 TeV, whose
decays provide a relative similar event kinematic compared to the t¯t decays that are produced
according to the SM predictions. The exact definition (i.e. the threshold values of the MVb and
MVbCharm output weights) of these four operating points and their expected performance in a
jet sample obtained from SM t¯t decays generated with POWHEG and PYTHIA are presented
in Table 6.4. Their performance is quantified by the rejection rates for c-, τ- and light-flavour
jets. For the operating point that matches a b-tagging efficiency of 60%, the rejection rates for
c-, τ- and light-flavour jets are 16, 65 and 275 respectively, while the corresponding rejection
rates of the 70% efficiency operating point are 6.2, 20 and 109.
Operating point Threshold values Light rejection Charm rejection τ rejection
MVbComb@60% wMVb > 0.139 & wMVbCharm > 0.154 275 16 65
MVbComb@70% wMVb > 0.111 & wMVbCharm > 0.040 109 6.2 20
MVbComb@80% wMVb > −0.015 & wMVbCharm > −0.044 25 3.3 6.4
MVbComb@85% wMVb > −0.085 & wMVbCharm > −0.092 11 2.4 3.9
Table 6.4: Definition of four exemplary b-tagging operating points corresponding to the com-
bination of the MVb and MVbCharm algorithms (referred to as MVbComb), which is based
on a two-dimensional cut on the output weights of these two taggers. Rejection rates for light-
flavour, c- and τ-jets are displayed additionally. The presented values have been extracted from
a sample of t¯t decays generated by POWHEG and PYTHIA. The considered jets are required
to have pT > 25 GeV and |η| < 2.5.
In order to compare these four operating points to equivalent operating points of the MVb
algorithm, the number of b-jets passing the particular b-tagging requirement divided by the sum
of b-tagged c- τ- and light-flavour jets is studied in a sample of SM t¯t decays. For the MVbComb
algorithm this ratio is predicted to be 31 at the 60% operating point, while the MVb algorithm
provides a value of 19 at this operating point. Operating points that match b-tagging efficiencies
of 70%, 80% and 85% for the MVbComb algorithm correspond to values of 14, 5.7 and 3.4
respectively, while the MVb tagger provides values of 12, 5.7 and 3.4 for these two efficiencies.
To conclude, the ratios obtained after applying a two-dimensional cut on the output weights of
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the MVb and MVbCharm algorithms are improved by factors of 1.6 and 1.2 with respect to
the MVb algorithm when comparing operating points that match b-tagging efficiencies of 60%
and 70%. For b-tagging efficiencies of 80% and 85%, no significant difference can be observed
between the performance of these two tagging algorithms.
The performance of the MVbComb tagger is displayed in Figures 6.22 (a) and (b) in terms of
its light-flavour and charm rejection rates separately for the operating points that match overall
b-tagging efficiencies of 60%, 70% and 80%. These rejection rates are presented as a function
of the jet pT for jets that stem from a sample of SM t¯t decays, which are simulated using
the POWHEG and PYTHIA generators. The curves of the light-flavour rejection rates have
qualitatively a very similar shape for all three presented operation points. Starting from the low-
pT region, the light-flavour rejection rates increase continuously until a maximum is reached for
jet pT values around 120 GeV. The light-flavour rejection rates decrease again continuously to
lower values for a jet pT above approximately 120 GeV. The curve of the charm rejection rates
of the operating point that provides a tagging efficiency of 60% is qualitatively very similar
to the curves of the light-flavour rejection rates (as it also shows a peak at pT values around
120 GeV), while the charm rejection rates corresponding to the operating points that match b-
tagging efficiencies of 70% and 80% appear to be rather flat over the presented pT range. The
curves of the charm and light-flavour rejection rates corresponding to the MVbComb algorithm
are in general qualitatively very similar to those of the MVb and MVbCharm algorithms.
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Figure 6.22: Rejection rates for light-flavour (a) and charm (b) jets corresponding to three
different operating points of the MVbComb algorithm as a function of the jet pT. The considered
jets are obtained from a sample of SM t¯t decays that are simulated using the POWHEG and
PYTHIA generators.
6.4.5 Impact of the new introduced input quantities on the performance of the
MVb tagger
The performance of the MVb tagger is substantially improved with respect to the MV1 algo-
rithm for dense jet environments and for the high-pT regime. In order to quantify to what extent
these improvements depend on the new input quantities that are introduced in Section 6.2, the
training of the MVb tagger is repeated and several quantities (i.e. the number of tracks with
|d0/σd0 | > 1.8, the scaled energy fractions, the jet width, the d0 and z0 significances of the track
with the third highest-ranking as well as the vertex imbalance) are removed from the list of input
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quantities of the underlying boosted decision trees. This version of the MVb tagger is referred
to in the following as MVb*.
Figures 6.23 (a) and (b) show the light-flavour rejection rates of the MV1 algorithm and of
both the MVb and MVb* taggers as a function of their b-tagging efficiency. Two different jet
samples are used in order to compare the performance of these three taggers. The simulated
jets are obtained either from SM t¯t events or from events in which a hypothetical Kaluza-Klein
gluon with the mass mgKK = 2.5 TeV decays to a boosted t¯t system. In addition, the relative
performance with respect to MVb is presented for the MVb* and the MV1 algorithms at the
bottom of each plot. In the jet sample obtained from SM t¯t decays, the performance of the
MVb* algorithm is reduced by a factor of around 0.9 for operating points corresponding to
b-tagging efficiencies ranging from 40% to 80% and by a factor of around 0.8 for b-tagging
efficiencies above 80%. However, the MVb* tagger performs still significantly better than the
MV1 algorithm, when comparing b-tagging efficiencies below 60% or above 80%. For the jet
sample that is obtained from events in which a high mass resonance of the KK-gluon decays
into boosted top-antitop pairs, the performance of the MVb* tagger is even reduced with respect
to MVb by a factor of up to 0.6 for b-tagging efficiencies below 80%, while its performance
with respect to MV1 is still better by a factor of 1.1-2.2 (depending on the chosen operating
point).
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Figure 6.23: Light-flavour rejection rates as a function of the b-tagging efficiency for jets stem-
ming from two samples of simulated t¯t events produced either according to the SM predictions
(a) or from the decay of a Kaluza-Klein gluon (b). The performance of the standard setup of the
MVb tagger (presented as a blue solid line) is compared to the performance of the MVb* (red
dashed line) and the MV1 (black dashed line) taggers.
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In addition, the b-tagging efficiency dependence on the ∆R(b−hadron, jet) is compared in Fig-
ure 6.24 for the MVb, MVb* and the MV1 algorithms using a representative operating point
that matches an overall b-tagging efficiency of 70%. This comparison is performed again in a
sample of jets that is obtained from gKK → t¯t events. For ∆R values below 0.06, the b-tagging
efficiencies of these three taggers are very similar. However, the performance of the MVb* al-
gorithm degrades more strongly than the performance of the standard setup of MVb, if the ∆R
between the flight direction of the b-hadron and the jet axis increases. Hence, the b-tagging
efficiency of the MVb* algorithm is reduced by a factor of down to 0.7 with respect to the MVb
tagger. Still, the tagging efficiency of MVb* is better by a factor of up to 1.2 with respect to the
MV1 algorithm.
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Figure 6.24: b-tagging efficiencies of the MV1, MVb and MVb* algorithms as a function of
the angular separation between the flight direction of the b-hadron and the b-jet axis. These
curves are evaluated for a jet sample obtained from gKK → t¯t events with a KK-gluon mass
of 2.5 TeV. The algorithms are compared for an operating point corresponding to a b-tagging
efficiency of 70% in the SM t¯t sample.
Figure 6.25 displays the ratio between the b-tagging efficiency εb and the mis-tagging efficiency
for light-flavour jets corresponding to the MVb, MVb* and the MV1 algorithm as a function of
the transverse jet momentum using again an operating point that matches an overall efficiency
of 70%. The jet sample used for this purpose is obtained from the sum of the simulated QCD
dijet samples described in Section 5.3.1.
According to the εb/εlight curves, significant differences in the performance of the MVb
and MVb* algorithms are shown both for jet pT values below 75 GeV and above 300 GeV.
The performance of the MVb* tagger is particularly worse than the performance of the MVb
algorithm in the high-pT regime, where the performance differences between these two taggers
range up to a factor of approximately 1.4. Nevertheless, the performance of the MVb* algorithm
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is still significantly better with respect to the performance of the MV1 algorithm for pT values
in a range between 100 GeV and 250 GeV and also for pT values above 500 GeV.
To conclude, the performance improvements of the MVb tagger with respect to the MV1
algorithm in dense jet environments, appear to be mainly caused by the new introduced input
quantities (i.e. the number of tracks with |d0/σd0 | > 1.8, the scaled energy fractions, the jet
width, the d0 and z0 significances of the track with the third highest-ranking as well as the vertex
imbalance) and of a lesser extent due to the changed training procedures. Also in the high-pT
regime, the new input quantities provide a significant contribution to the improved performance
of the MVb tagger. For high jet pT values, the impact of the changed training conditions on the
b-tagging performance seems to be significant as well.
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Figure 6.25: Performance comparison between the MV1, MVb and MVb* taggers in a jet
sample that is obtained from the sum of the QCD dijet samples described in Section 5.3.1 but
without applying the event weights corresponding to the sample cross-section. The b-tagging
efficiency times the light-flavour rejection rate εb/εlight is shown as a function of the jet pT. The
algorithms are compared for an operating point that corresponds to a b-tagging efficiency of
70% in the SM t¯t sample.
Chapter 7
b-tagging with track based jets
Up to now the process of b-tagging was based on using jets reconstructed from adjoining clus-
ters in the calorimeter system in order to approximate the flight direction of the b-hadron. As
previously shown this approach runs into problems for topologies containing partons emitted
with a small angular separation, since the reconstructed jets often do not resemble well enough
the partonic structure of such events. However, new developments within the ATLAS collabo-
ration strive for the usage of jets clustered directly from tracks as an alternative approach [8].
The selection requirements applied to the tracks entering the track jet clustering can be cho-
sen to be close to the track selection requirements used by the various b-tagging tools. Thus it is
guaranteed that almost all track based jets provide at least some b-tagging related information.
A further advantage is that track based jets are expected to be relatively pile-up insensitive as
stringent cuts on the transverse and longitudinal track impact parameters can be used to remove
a substantial fraction of the tracks stemming from pile-up vertices. Thus track jets correspond-
ing to low-pT b-hadrons can be easily studied, while this is more difficult for calorimeter jets,
due to the large contamination with low momentum jets stemming from pile-up vertices.
In addition, the clustering of these track based jets is completely independent from the
reconstruction of the calorimeter based jets, which are used to measure the four-momentum of
a hadronically decaying particle (such as t → bW → bqq¯). This allows the disentangling of
the measurement of energies or masses and the process of b-tagging. The track based jets could
then be optimised in order to obtain the best b-tagging performance, while the calorimeter jets
can still be optimised to give the best interpretation of the hadronic final state. A b-tagged track
jet can be easily matched to any calorimeter based object applying either a ghost or a simply
∆R based association procedure [8] in order to b-tag the whole calorimeter based object.
The main disadvantage of track based jets is the fact that they do not include any information
concerning electrically neutral particles. Thus the pT of a track based jet, which is defined as
the pT of the four-momentum sum of all considered Inner Detector tracks, correspond to only
about 60% (on average) of what is measured in the calorimeter system.
Connected to the efforts that aim to use track based jets for the purpose of b-tagging are
studies investigating the feasibility to use small distance parameters R in the jet clustering pro-
cedure. In particular, track jet collections with R = 0.4, R = 0.3 and R = 0.2 are used. In
order to motivate the use of such small-R jets for the purpose of b-tagging, Figure 7.1 presents
the average distance in the η-φ-plane between a b-hadron with a certain transverse momentum
and the charged particle tracks associated directly to its decay products ∆R(track, b−hadron). In
addition, also the ∆R curves are displayed that correspond to the 95.4%- and 99.6%-quantiles
meaning that 95.4% (99.6%) of all tracks associated to the b-hadron decay have a ∆R smaller
than the value given by the corresponding lines. Each of these curves show a characteristic 1/pT
dependence (similar to Equation 6.1).
It can be seen that the average angular separation between the flight direction of a b-hadron
with a transverse momentum of 20 GeV and its tracks is ∆R ≈ 0.2, while the 95.4%- and
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99.6%-quantiles correspond to ∆R values of 0.4 and 0.7, respectively. For these low-pT cases
the standard-sized jets seem to be required to capture a sufficient fraction of the b-hadron decay
products. However, for a b-hadron pT of around 50 GeV these values decrease already to approx-
imately 0.1, 0.2 and 0.3, while for for b-hadrons with a transverse momentum above 100 GeV
the angular separation corresponding to the 99.6%-quantile is below ∆R = 0.2. Thus for the
medium- and high-pT regime, clustering parameters substantially smaller than the standard-size
of R = 0.4 are sufficient in order to reconstruct the decay of a b-hadron via a jet.
This chapter gives a short motivation for a possible application of the track jet based b-
tagging to the top-quark sector, mainly on boosted hadronic top-quark decays, and describes
the retraining of the MVb and MVbCharm algorithms for track jet collections corresponding to
clustering parameters of R = 0.4, R = 0.3 and R = 0.2, respectively.
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Figure 7.1: Average angular separation between a b-hadron and the tracks corresponding to
its decay products 〈∆R(track, b − hadron)〉 presented as a function of the b-hadron pT (as black
markers). In addition, the two quantiles corresponding to 95.4% (green dashed line) and 99.6%
(blue dashed line) of all tracks matched to the studied b-hadrons are shown as well. The
simulated b-hadron decays stem from a sample of SM t¯t decays, which is produced with the
POWHEG and PYTHIA generators.
7.1 Selection of tracks and track based jets
The track based jets used in the following studies are clustered with the anti-kt algorithm applied
to reconstructed Inner Detector tracks using distance parameters of R ∈ {0.4, 0.3, 0.2}. The
tracks that are used in the jet clustering need to have a transverse momentum of at least 0.5 GeV.
Here the direction of the track vector is evaluated at the position of the primary vertex. Further
it is required that the tracks have at least one hit in the Pixel detector and at least six hits in total
in the whole silicon layers of the Inner Detector. These hit requirements are chosen such that a
track jet can be reconstructed even if the corresponding heavy flavour hadron decays relatively
late (behind the first or second pixel layer). The transverse and longitudinal impact parameters
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measured with respect to the primary vertex are required to fulfill d0 < 1.5 and z0 · sin(θ) < 1.5,
respectively to discard low quality tracks, but also tracks stemming from pile up vertices (as
their longitudinal impact parameters are relatively large compared to tracks corresponding to
the hard interaction).
In the following studies, the reconstructed track based jets are required to contain at least
two tracks, have a transverse momentum above 7 GeV and an absolute pseudorapidity below 2.5.
To further suppress track based jets that appear not to be compatible with the primary vertex but
rather stem from pile-up vertices, the so-called “OriginIndex” formalism is used. Within this
approach the jet vertex fraction (defined in Equation 3.10), is evaluated for each jet with respect
to both the primary and pile-up vertex candidates contained in the particular event. If the value
of the jet vertex fraction calculated with respect to the primary vertex is larger than the values
obtained after calculating it with respect to all the pile-up vertices, the jet is considered within
the analysis. The b-tagging based properties corresponding to these track jet collections are
calculated using the exactly same processes and algorithms as for the calorimeter based jets.
Truth flavour labelling
Also the truth flavour labelling of these track based jets is performed as for the calorimeter jets
based on a spatial matching of generator level particles to the reconstructed objects (as described
in Section 4.2). However, it is taken into account that the small-R jets have a reduced active area
with respect to the standard-sized jets. Thus the matching of a particle to a jet is considered to
be successful if their angular separation is smaller than 0.3 for the R = 0.4 and R = 0.3 track jet
collections and smaller than 0.2 for the R = 0.2 track based jets.
7.2 Performance of track based jets in boosted top-quark decays
Figure 7.1 indicates that distance parameters smaller than R = 0.4 are sufficient to cluster the
decay products of medium- and high-pT b-hadrons into one single jet. The expected main
advantage of such small-R jets is that they are capable to resolve more often (than the standard-
sized jets) the dense environments of e.g. a boosted hadronic top-quark decay completely. Thus
the b-tagging related problems corresponding to the merging of two partons into one single jet
(i.e. degradation of the resolution of the hadron flight direction) are reduced.
The performance of the three previously mentioned track jet collections are individually
studied in terms of their ability to e.g. resolve boosted hadronically decaying top-quarks that
stem from Z′ → t¯t events with various mZ′ values. These track based jets are also compared to
jets reconstructed from topological clusters in the calorimeter system with R = 0.4, as this is
the current default jet collection used for b-tagging purposes in ATLAS. Figure 7.2 (a) presents
the number of jets matched to the generator level particles that stem from top-quarks decaying
via t → bW → bqq¯, while Figure 7.2 (b) displays the angular separation between the flavour-
labelled b-jets and their associated b-hadrons. For both comparisons, the matching between
a R = 0.2 (R = 0.3 or R = 0.4) track based jet and a generator-level particle is considered
successful, if the ∆R between these two objects is smaller 0.2 (0.3). It is shown that with
decreasing distance parameter, used in the jet clustering, the structure of a boosted hadronic
top-quark decay can be resolved more often. For an exemplary Z′ mass, simulated with the
PYTHIA8 generator at a resonance mass of 2 TeV, approximately 60% of all hadronic top-
quark decays have a track jet associated to each of the three quarks of the bqq¯ system. This
amount decreases to about 40% (20%) if track based jets with distance parameters of R = 0.3
(R = 0.4) are used instead. In the comparison between the calorimeter and track based jets,
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both clustered with R = 0.4, no significant difference is found. The distributions of the angular
separation between the flavour-labelled b-jets and their corresponding b-hadrons in Figure 7.2
(b) convey a similar impression. The jet collection with the smallest distance parameter R
gives a significantly better resolution of the jet axis direction than the other jet collections.
In the comparison between calorimeter and track based jets, the latter class seems to provide
in general a better alignment between b-hadron and jet axis, which should be explainable for
example due to their lower pile-up sensitivity. As a reminder: The various b-tagging algorithms
use the jet axis as an approximation of the b-hadron direction (e.g. in the procedure of track-
to-jet association). Thus a worse alignment between the jet axis and the b-hadron direction
automatically leads to an decrease in the b-tagging performance (see again Figure 6.3).
However, the performance of a particular jet collection is strongly dependent on the event
topology and its kinematics, which becomes obvious considering the distributions that are dis-
played in Figures 7.2 (c) and (d) for further resonance mass points. In these figures, the number
of jets matched to the generator level particles of the t → bW → bqq¯ decays are presented for
Z′ → t¯t events with resonance masses of 1 TeV and 3 TeV, respectively. For a resonance mass of
1 TeV, the average top-quark pT is substantially reduced with respect to the 2 TeV events. There-
fore, the expected angular separation between the decay products of the top-quarks is larger and
a significant fraction of t → bW → bqq¯ decays (∼ 60%) is completely resolved using R = 0.4
jets. While the R = 0.3 jet collection shows the best performance in this particular kinematic
region, the R = 0.2 track based jets seem to perform slightly worse with respect to the 2 TeV
sample. This is mainly due to the fact that the b-hadron pT spectrum is substantially softer for a
resonance mass of 1 TeV and the fraction of R = 0.2 jets that fail the pT selection requirement is
larger than for the R = 0.3 jets as fewer tracks are considered in the clustering process. In total,
approximately 70% (60%) of all the hadronic top-quark decays can be completely resolved us-
ing R = 0.3 (R = 0.2) track based jets. For the Z′ → t¯t event sample produced with a resonance
mass of mZ′ = 3 TeV, the fraction of hadronic top-quark decays that are completely resolved
using R = 0.2 track based jets is decreased by a factor of 1.2 (from 60% to 50%) with respect to
the event sample produced with a resonance mass of 2 TeV. Therefore, even smaller clustering
parameters could be beneficial in the case of such large resonance masses. To conclude, the
choice of jet collection (i.e. the choice of the distance parameter R used in the jet clustering)
should be carefully adjusted to the expected topology of a studied phase space region.
An additional approach to compare the performance of the various track jet collections to
each other and to the calorimeter based jet collection is presented in Figure 7.3. Within this fig-
ure, the efficiency to find a reconstructed jet around the flight direction of a b-hadron as a func-
tion of the hadron pT is shown separately for the three track jet collections and the calorimeter
jets. In general all the studied jet classes perform very similar. Significant differences are only
observable for a b-hadron pT in the range between 15 GeV and 40 GeV, while the efficiency to
match a jet with a b-hadron increases to almost 100% for each collection when the b-hadron
pT reaches a value of around 75 GeV. In the low-pT region, the track based jets clustered with
R = 0.4 and R = 0.3 show a matching efficiency that is increased by a factor of approximately
2 and 1.7, respectively with respect to the calorimeter jets. However, this is not an entirely fair
comparison as these matching efficiencies strongly depend on the chosen selection requirements
on the jet pT. Nevertheless, it is possible to conclude that using small-R track based jets do not
lead to a substantial loss in associating low-pT b-hadrons and jets. Anyhow, as the b-hadron pT
spectrum in boosted top-quark decays extends to several hundred GeV, the low-pT region of
the b-hadron pT spectrum is anyhow of lesser importance.
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Figure 7.2: Number of jets matched to the generator level particles that stem from top-quarks
decaying via t → bW → bqq¯ into a hadronic final state. The top quarks are produced in
the decay Z′ → t¯t for resonance masses of 1 TeV (c), 2 TeV (a) and 3 TeV (d), respectively.
In addition, the angular separation between the flavour-labelled b-jets and their associated b-
hadrons is shown for jets stemming from Z′ → t¯t decays, in which the resonance mass is
2 TeV (b). All distributions are individually normalised to unit area. Compared are various
jet collections reconstructed with the anti-kt algorithm from either topological clusters in the
calorimeter system or tracks from the Inner Detector. The various Z′ → t¯t event samples are
simulated with Pythia8.
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Figure 7.3: Efficiency to find a reconstructed jet around the flight direction of a b-hadron as a
function of the hadron pT. Presented are matching efficiencies corresponding to three different
track jet collections clustered with a distance parameter R ∈ {0.2, 0.3, 0.4} and a calorimeter jet
collection clustered with R = 0.4. Both, the b-hadrons and jets stem from Z′ → t¯t decays that
are simulated with Pythia8 for a resonance mass of mZ′ = 2 TeV.
7.3 Retraining the MVb and MVbCharm algorithms for track based
jets
Jets that are clustered independently from each other using different distance parameters show
differences in their kinematics and in particular in their b-tagging related properties (even when
they correspond to the same parton). Thus, the performance of a b-tagging algorithm that is
developed by training on a certain jet collection might not be optimal for another jet collection.
Thus a retraining of the MVb and the MVbCharm algorithms for each of the three track jet
collection is needed in order to exploit the full potential of both these algorithms.
For this purpose the same boosted decision tree setup is used as described in Section 6.3.2.
Again the jet pT is included into the training, while five independent boosted decision trees are
trained in the same |η| regions that were previously considered for the calorimeter based jets.
Also the same re-weighting scheme is applied in order to obtain identical pT spectra for b-, c-
and light-flavour jets. However, the jet-flavour composition and the corresponding pT-spectra
of the different training samples are slightly different for the various track jet collections due to
the dependence between the chosen clustering parameter and the jet kinematics.
The training statistics is obtained from b-, c- and light-flavour jets with a pT between 7 GeV
and 600 GeV stemming from simulated t¯t decays that are produced with the POWHEG and
PYTHIA generators and dijet events generated with PYTHIA8. The dijet samples contain again
the same number of events for each of several disjoint phase space regions, where the transverse
momentum of the leading jet is the classification criteria. In total six different dijet samples are
used for the retraining with bin edges of 0 GeV, 20 GeV, 80 GeV, 200 GeV, 500 GeV, 1000 GeV,
1500 GeV. In order to emphasize the boosted and high-pT regime, only jets stemming from
events containing a t¯t decay corresponding to an invariant t¯t mass (at generator level) above
0.7 TeV are considered, while jets originating from the dijet event samples are only taken into
account if their transverse momentum is above 70 GeV.
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As for the calorimeter jets, the training of the MVb algorithm for track based jets is based on
using b-jets as signal and light-flavour jets as background, while for the MVbCharm algorithm c-
jets are used as the background. In total 22 input quantities are considered during the retraining
of both taggers. Table 7.1 lists separately for each of the three different track jet collections all
these variables and their relative importance for an exemplary region corresponding to |η| < 0.4.
Comparing the ranking of the MVb and MVbCharm input quantities according to their
importance in the training, no significant differences can be seen for the various track jet collec-
tions (i.e. it is not the case that a quantity, which is extremely important for one jet collection is
almost not considered when training another jet collection). The same holds for the comparison
to the variable ranking related to the training with calorimeter based jets (see Table 6.1). How-
ever, the relative importance of a certain quantity may indeed be very different when comparing
the training results of two track jet collections to each other.
The quantities that receive the largest relative importance when training b- against light-
flavour jets are the number of two-track vertices, the output weight of the IP3D tagger, the
transverse decay length Lxy and also the energy fraction at the secondary vertex for vertices
reconstructed by both, the iterative vertex finder and the JetFitter algorithm. When training b-
against c-jets, also the number of two-track vertices and the jet weight of the IP3D tagger are
the most important input quantities. Further important quantities are the invariant mass and the
track multiplicity of the secondary vertices.
7.4 Performance of the retrained MVb and MVbCharm algorithms
for the various track jet collections
The previously shown comparisons between the three different track jet collections were dedi-
cated to study the ability of resolving the partonic structure of boosted hadronically decaying
top-quarks. It was shown that the R = 0.3 and in particular the R = 0.2 track based jet collec-
tions represent the partonic structure of the studied Z′ → t¯t events significantly better than the
R = 0.4 track jets, in case that the resonance masses were m′Z = 2 TeV (or higher). However,
this does not guarantee that the b-tagging performance (in terms of b-tagging efficiency as well
as charm and light-flavour rejection) is better for the small R jet collections in these topolo-
gies than for the R = 0.4 jets. In order to draw any conclusions, the b-tagging performance
of the MVb and MVbCharm taggers is probed both in resolved and boosted event topologies.
Due to the fact that calorimeter and track based jets are not easily comparable in terms of their
b-tagging performance, only the track based jets are considered in the following studies.
Figure 7.4 (a) shows the light-flavour rejection rates as a function of the b-tagging efficiency
corresponding to the MVb tagger, while 7.4 (b) displays the c-jet rejection rates as a function
of the b-tagging efficiency corresponding to the MVbCharm tagger. These figures compare
the b-tagging performance of the two tagging algorithms applied to the three different track
jet collections to each other. The considered jets are obtained from a sample of simulated
Z′ → t¯t events that are generated with a resonance mass mZ′ of 2 TeV using PYTHIA8. Both
comparisons show that the R = 0.2 and the R = 0.3 track jet collections provide a substantially
better b-tagging performance in boosted top-quark decays with respect to the R = 0.4 track
based jets. While the light-flavour rejection rates of the MVb tagger applied to the R = 0.2
(R = 0.3) track based jets are improved with respect to the R = 0.4 track based jets by a factor
of up to 1.8 (1.4) depending on the studied operating point, the charm rejection rates of the
MVbCharm tagger are increased by a factor of up to 1.5 (1.25). A similar comparison was
performed for jets from
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Variable anti-kt R = 0.2 anti-kt R = 0.3 anti-kt R = 0.4
wIP3D 12.86 17.46 17.54
wIP2D 4.70 10.34 6.72
Number of two-track vertices (SV1) 14.89 5.50 8.50
Energy fraction (JetFitter) 4.30 3.56 4.98
log10(χ2/ndof) (JetFitter) 2.28 2.09 2.38
Number of tracks with |d0/σd0 | > 1.8 7.69 3.69 7.56
Energy fraction (SV1) 4.06 8.02 4.37
Decay length significance (JetFitter) 3.84 3.59 4.96
3rd highest d0 significance 3.74 3.06 2.88
Jet pT 2.16 3.56 3.50
Lxy 4.76 5.92 3.94
Invariant mass (SV1) 4.42 5.40 2.53
Scaled energy fraction (SV1) 4.06 4.54 3.85
Invariant mass (JetFitter) 3.16 4.02 4.07
Jet width 1.93 3.97 5.76
Scaled energy fraction (JetFitter) 2.62 2.15 1.59
3rd highest z0 significance 2.60 1.77 2.81
σθS V (JetFitter) 2.22 3.18 1.80
Decay length significance (SV1) 1.53 2.33 2.86
Track multiplicity at SV (JetFitter) 3.25 2.78 3.26
Vertex imbalance (JetFitter) 5.21 1.48 2.45
σφS V (JetFitter) 3.89 1.59 1.67
(a) Training: b- versus light-flavour jets
Variable anti-kt R = 0.2 anti-kt R = 0.3 anti-kt R = 0.4
wIP3D 5.35 7.76 8.66
wIP2D 2.28 3.04 2.75
Number of two-track vertices (SV1) 29.98 36.96 34.37
Energy fraction (JetFitter) 5.03 4.59 2.95
log10(χ2/ndof) (JetFitter) 1.47 3.01 1.77
Number of tracks with |d0/σd0 | > 1.8 1.86 1.23 3.46
Energy fraction (SV1) 4.26 2.99 4.52
Decay length significance (JetFitter) 5.16 3.88 3.76
3rd highest d0 significance 2.67 2.10 3.25
Jet pT 2.66 2.38 2.68
Lxy 2.78 3.03 4.10
Invariant mass (SV1) 8.48 4.06 5.43
Scaled energy fraction (SV1) 1.11 2.99 2.08
Invariant mass (JetFitter) 6.33 5.82 5.26
Jet width 4.93 2.54 2.71
Scaled energy fraction (JetFitter) 4.76 1.18 1.72
3rd highest z0 significance 1.28 2.43 1.98
σθS V (JetFitter) 1.38 2.41 0.67
Decay length significance (SV1) 1.05 1.17 1.03
Track multiplicity at SV (JetFitter) 4.42 4.25 4.57
Vertex imbalance (JetFitter) 1.28 1.40 1.16
σφS V (JetFitter) 1.49 0.93 1.14
(b) Training: b- versus c-jets
Table 7.1: Importance of the various input quantities of the boosted decision trees that are used
in order to retrain the MVb and MVbCharm algorithms in the region |η| < 0.4 for the three
different track jet collections. The values are normalised in each row to all variables together
having an importance equal to one. The shown numbers are given in percent.
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a Z′ → t¯t event sample using a generated resonance mass mZ′ of 3 TeV. The corresponding
results are similar to those obtained when mZ′ = 2 TeV was used to simulate the Z′ → t¯t decays.
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Figure 7.4: Light-flavour (a) and charm (b) rejection rates as a function of the b-tagging effi-
ciency corresponding to the MVb (a) and MVbCharm (b) algorithms for the three different track
jet collections. All considered track based jets stem from a sample of simulated Z′ → t¯t events
that are generated with a resonance mass mZ′ of 2.25 TeV using PYTHIA8. The performance
curves corresponding to the R = 0.2 track based jets are displayed as a blue line, while the
R = 0.3 and R = 0.4 track based jets are represented by a black and a red line, respectively.
In Figures 7.5 (a) and (b), the same comparisons between the various track jet collections are
performed based on jet samples that are obtained from SM t¯t decays, which are simulated using
POWHEG and PYTHIA. Jets from these samples have a significantly softer pT spectrum with
respect to the jets stemming from the Z′ → t¯t events. In addition, the fraction of b-jets that are
merged with a particle shower induced by the partons resulting from the W → qq¯ decays are
also substantially reduced with respect to these BSM events. In contrast to the BSM samples,
the b-tagging performance (in terms of light-flavour rejection) of the R = 0.2 track based jets is
worse in this particular phase space region compared to the R = 0.3 and the R = 0.4 track based
jets. For an operating point corresponding to a b-tagging efficiency of 80%, the light-flavour
rejection rates of the MVb algorithm applied to the R = 0.2 track based jets is smaller by a factor
of 0.9 with respect to the performance of the MVb algorithm retrained and applied to the R = 0.4
track based jets. This performance ratio difference decreases down to a value of 0.5 for b-
tagging efficiencies around 60%. The corresponding performance differences of these two track
jet collections are much less pronounced for the charm rejection of the MVbCharm algorithm,
which is displayed in Figure 7.5 (b). At a b-tagging efficiency of 70% the performance of the
R = 0.2 and the R = 0.4 track based jets is almost the same, while for an efficiency of 50% the
performance difference is still below 10%. When comparing the performance of the MVb and
MVbCharm taggers after applying them to the selected R = 0.4 and R = 0.3 track based jets no
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significant difference in terms of charm or light-flavour rejection is observed for the jet samples
obtained from SM t¯t events.
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Figure 7.5: Light-flavour (a) and charm (b) rejection rates as a function of the b-tagging effi-
ciency corresponding to the MVb (a) and MVbCharm (b) algorithms for the three different track
jet collections. All considered track based jets stem from a sample of simulated SM t¯t events
that are generated using POWHEG and PYTHIA. The performance curves corresponding to the
R = 0.2 track based jets are displayed as a blue line, while the R = 0.3 and R = 0.4 track based
jets are represented by a black and a red line, respectively.
Also for track based jets it appears to be beneficial to combine the information provided by the
MVb and MVbCharm algorithms in order to obtain an optimised b-tagging performance. This is
done by using again the same procedure as described in Section 6.4.4 in order to derive for each
of the three track jet collections one operating point that matches an overall b-tagging efficiency
of 70%. Details on the rejection rates for the various jet flavour-types and the exact definition
(i.e. the threshold values of the MVb and MVbCharm output weights) of the derived operating
points are presented for each of the three different track based jet collections in Table 7.2. The
expected performance in terms of the charm, τ- and light-flavour rejection rates corresponding
to these operating points are evaluated individually for each track jet collection within a sample
of jets that are obtained from SM t¯t decays, which are simulated using the POWHEG and
PYTHIA generators. For track based jets that are clustered using a distance parameter R = 0.4,
the rejection rates for c-, τ- and light-flavour jets are 5.6, 12 and 87 respectively, while the
corresponding rejection rates for the R = 0.3 (R = 0.2) track jets are 6.0 (6.0), 10 (11) and 68
(58). Comparing these numbers to the rejection rates corresponding to a similar operating point
evaluated for the combination of the MVb and MVbCharm algorithms for calorimeter based
jets (see again Table 6.4), it becomes obvious that the light-flavour jet rejection rates according
to any of the various track based jet collections are substantially lower. This is mainly due to
the fact that a significant fraction of the light-flavour jets reconstructed with information of the
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calorimeter system has none or only very few charged particle tracks (passing the b-tagging
related track selection requirements) associated to and thus do not provide sufficient b-tagging
relevant information. These jets are very unlikely to be b-tagged and their existence leads to
a sizeable increase of the rejection rates of the calorimeter based jets relative to the track jet
collections.
Track jet collection Threshold values Light rejection Charm rejection τ rejection
R = 0.4 wMVb > 0.118 & wMVbCharm > 0.016 87 5.6 12
R = 0.3 wMVb > 0.097 & wMVbCharm > 0.064 68 6.0 10
R = 0.2 wMVb > 0.097 & wMVbCharm > 0.058 58 6.0 11
Table 7.2: Rejection rates for light-flavour, c- and τ-jets corresponding to the combination of the
MVb and MVbCharm algorithms (referred to as MVbComb) at an operating point that matches
an overall b-tagging efficiency of 70%. The set of rejection rates are presented for track based
jets that are clustered using distance parameters of R = 0.2, R = 0.3 or R = 0.4. Each operating
point is defined by a two-dimensional cut on the output weights of the MVb and MVbCharm
algorithms The presented values have been extracted from a sample of t¯t decays generated by
POWHEG and PYTHIA. The considered track based jets are required to have pT > 7 GeV.
The light-flavour rejection rates of the MVbComb tagger are displayed as a function of the jet
pT in Figure 7.6 for the three different track jet collections at an operating point that matches a
b-tagging efficiency of 70%. The curves of the light-flavour rejection rates have qualitatively for
all three track jet collections a very similar shape. The small performance differences in each of
the several pT regions can be explained by the fact that jets clustered with a different distance
parameter are dissimilar in their kinematics. Thus the boosted decision trees used to retrain the
MVb and MVbCharm algorithms provide slightly different results in a particular phase space
region.
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Figure 7.6: Light-flavour rejection rates presented as a function of the jet pT corresponding
to an operating point of the MVbComb algorithm that matches an b-tagging efficiency of 70%.
Jets from three different track jet collections are taken from a sample of SM t¯t decays that are
simulated using the POWHEG and PYTHIA generators.
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Chapter 8
Calibration of the main ATLAS b-tagging
algorithms in dense jet environments
The calibration of b-tagging algorithms using top-quark pair events as standard candles is well
established. With the good understanding of the ATLAS detector and the data measured with
it, b-tagging efficiencies have been measured with a precision of 2% for jets with a pT around
100 GeV using a combinatorial likelihood approach applied to t¯t dilepton events [110]. However,
as the focus of the Run II of the LHC will be shifted towards event topologies containing highly
boosted objects leading to dense environments (including several close-by or even merged jets),
a measurement of the b-tagging efficiencies is required not only as a function of the jet pT and
η, but also as a function of quantities that are sensitive to a merging of several partons from the
hard interaction into one single jet.
A good example for a quantity that is highly sensitive to dense jet environments is the angu-
lar separation between the flight direction of a b-hadron and the jet axis ∆R(b−hadron, jet). The
performance of the various b-tagging algorithms used in ATLAS decrease strongly for increas-
ing ∆R values as it was shown in Chapter 6. Thus, it is of great importance to probe whether
this performance loss is equally strongly pronounced in the simulation and in data. However,
this quantity is only accessible using information from the simulation and therefore not suitable
for the purpose of a b-tagging calibration. Nevertheless, if a jet contains a reconstructed sec-
ondary vertex, the direction of the line joining the primary and secondary vertex candidates can
be used as an approximation of the b-hadron flight direction in order to define a similar quantity
∆R(vertex, jet). This quantity does not rely on generator level information.
Figures 8.1 (a) and (b) display the angular separation between the jet axis and the line
joining the primary and the secondary vertices ∆R(vertex, jet) as a function of the ∆R between
the flight direction of the associated b-hadron and the jet for vertex candidates that are either
reconstructed with the iterative vertex finder (using the SV1 setup) or the JetFitter algorithm.
Both two-dimensional distributions show some asymmetry between the investigated quantities.
A relevant fraction of the vertices reconstructed with the iterative vertex finder (see Figure 8.1
(a)) tends to relative large ∆R(vertex, jet) values, even though the angular separation between
the true flight direction of the b-hadron and the jet axis is relatively small. For vertices recon-
structed with the JetFitter algorithm, a slightly opposite tendency is shown: In a significant
fraction of cases in which the corresponding ∆R(b − hadron, jet) values are relatively large, the
reconstructed vertices tend to have relative small ∆R(vertex, jet) values (see Figure 8.1 (b)).
Nevertheless, the correlation between these two quantities seems to be relatively strong, thus
∆R(vertex, jet) appears to be a very promising candidate for the calibration of b-tagging algo-
rithms in dense environments, as it is expected to sufficiently describe the angular separation
between the flight direction of a b-hadron candidate and the jet axis.
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Figure 8.1: Two-dimensional distribution of the angular separation between the line joining the
primary and secondary vertex and the jet axis for jets that are spatially matched to a b-hadron
(with ∆R < 0.3) as a function of the ∆R between the flight direction of the corresponding
hadron and the jet axis. In order to be considered, the jets are required to fulfill pT > 25 GeV
and |η| < 2.5, while the b-hadrons must satisfy pT > 5 GeV. The colour coding represents the
fraction of jets contained in a particular bin. The considered b-jets stem from t¯t decays that are
simulated with the POWHEG and PYTHIA generators at a centre-of-mass energy of 8 TeV.
A further quantity that is suited for the purpose of b-tagging calibration in crowded jet envi-
ronments is the angular separation between the probe jet and its nearest neigbouring jet ∆Rmin,
which has the advantage that it does not require any b-tagging based information (for exam-
ple, the presence of a secondary vertex) in order to be calculated. Thus this quantity can be
calculated for each selected jet in contrast to the ∆R(vertex, jet).
This chapter describes the measurement of the b-tagging efficiencies of the MVb and MV1
algorithms in data for a representative operating point that matches an overall b-tagging ef-
ficiency of 70%. The obtained results are compared to the predictions by the simulation, in
order to calibrate them (see 4.3.5). The corresponding data-to-simulation efficiency scale fac-
tors κ = εdatab /ε
sim.
b are measured as a function of the pT, η, ∆R(vertex, jet), and ∆Rmin of the
selected probe jets. For this purpose a b-jet enriched sample is used that is obtained from se-
lected t¯t candidate events with a final state containing exactly one charged lepton and at least
four jets. Although the dileptonic t¯t based calibration methods have previously proven to pro-
vide more precise calibration results, they are not suited for these studies due to the relatively
low jet multiplicities1 contained in t¯t dilepton events.
Previous attempts to measure b-tagging efficiencies and the corresponding data-to-simulation
scale factors using semileptonic t¯t candidate events are documented in detail in Reference [145].
Examples for such approaches are the kinematic selection method or the kinematic fit method.
However, their systematic uncertainties were significantly larger with respect to the dilepton
based methods, while they were less limited in statistics.
1As such events do not provide dense jet environments
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8.1 Selection of the event and b-jet sample
The b-tagging efficiencies and the corresponding data-to-simulation calibration scale factors
need to be measured in an unbiased sample of b-jets that is selected without using any b-tagging
related information. Instead, the event topology of t¯t decays can be exploited using the invariant
top-quark and W-boson masses as well as the expected event kinematics in order to identify b-
jets stemming from hadronic top-quark decays. For this purpose, the χ2 minimisation procedure,
which is explained in Section 5.2, is used to fully reconstruct top-quark pair candidate events in
data that decay into a final state of one charged lepton and at least four jets.
In order to be considered, a candidate event has to pass the full preselection requirements
that are described in Section 5.1. In this χ2 minimisation procedure, for each event only the
jet assignment corresponding to the smallest χ2total value is considered in the following mea-
surements. Additional requirements are introduced in order to decrease both the number of
incorrectly-reconstructed t¯t decays and contaminations due to the backgrounds. Thus a selected
candidate event is required to have a log10(χ2total) < 0.9. In addition, the jet assigned to stem
from the leptonic top-quark decay is required to be b-tagged (tag), while the two jets assigned
to the hadronic W-boson decay are required to be not b-tagged (anti-tag). For this purpose the
MV1 algorithm is used at an operating point that matches an overall efficiency of 70% in a sim-
ulated t¯t sample. The corresponding value of the MV1 output weight has to be larger (smaller)
than 0.7892 in the case of the tag (anti-tag) requirement.
The measurement of the b-tagging efficiencies of the various algorithms in data is finally
performed on a jet sample that contains only the b-jet candidates on the hadronic side of the
events. The hadronic side of the semileptonic t¯t events is chosen in this context as it provides
a higher jet multiplicity (and thus a more dense jet environment) than the leptonic side of the
events. However, some of the measurements of the b-tagging efficiencies and the correspond-
ing scale factors presented in the following are performed as well using the b-jet candidate on
the leptonic side in order to study whether the results are consistent or not. In this case, the
log10(χ2total) < 0.9 and the anti-tag requirements have to be fulfilled as well. An additional
control sample for the validation of the b-tagging efficiencies of c- and light-flavour jets corre-
sponding to the MVb algorithm is obtained by requiring the b-jet candidates on both the leptonic
and the hadronic side of the event to be b-tagged (double-tag). Again, the selected event has to
satisfy log10(χ2total) < 0.9. The two jets that are assigned to the hadronic W-boson decay are the
corresponding probe jets. Thus the anti-tag requirement is not applied to obtain this jet sample.
Figure 8.2 shows the b-tagging efficiency of the b-jets associated to the hadronic side of
the reconstructed top-quark decays as a function of the jet pT (a) and |η| (b) for an operating
point of the MVb algorithm that matches an overall efficiency of 70%. The efficiency curves
correspond to the cases that both the tag and the anti-tag requirements are applied, that only
the b-tagging requirement on the b-jet candidate is applied to the leptonic side of the t¯t decay
and that neither of these requirements is used to select the t¯t candidate events. Furthermore, the
tagging efficiency of the b-jet corresponding to the hadronic side of the event is also presented
for the case that both the b-jet candidate on the leptonic side and at least one jet associated to
the hadronic W-boson decay are b-tagged (tag & mis-tag requirement).
In addition to these efficiency curves, the ratios of the b-tagging efficiencies obtained after
applying the tag (tag & anti-tag) requirement to the efficiencies extracted from the “pre-tag”
(i.e. no b-btagging requirement is applied) sample are shown as well. The difference between
the four sets of b-tagging efficiencies is below the percent level and thus negligible compared
to the expected statistical or systematic uncertainties on the b-tagging efficiency measurement.
Furthermore, as this bias is expected to exist in both the simulation and the data, the correspond-
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ing effect can be assumed to be further decreased when calculating the data-to-simulation ratios.
Therefore, no corrections are required to be applied to the calibration results obtained with this
tag and probe method (T&P).
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Figure 8.2: b-tagging efficiencies of the b-jets that are associated by the χ2 minimisation pro-
cedure to the hadronic top-quark decay as a function of the jet pT (left) and |η| (right) for an
operating point of the MVb algorithm that matches an overall efficiency of 70%. The curves are
shown separately for the case that both the tag and the anti-tag requirement are applied (black
line), that only the b-tagging requirement is applied (blue line) and that neither of this require-
ments (pre-tag) is used to select the t¯t candidate events (red line). Also the efficiencies are
shown (as a green line) that correspond to the case that both the b-jet candidate on the leptonic
side and at least one jet associated to the hadronic W-boson decay are b-tagged (tag & mis-tag
requirement). The ratios of the b-tagging efficiencies obtained after applying either the “tag”,
the “tag & anti-tag” or the “tag & mistag” requirements to the efficiencies extracted from the
“pre-tag” sample are shown additionally at the bottom of each plot.
Corrections
The measurements of the unfolded top-quark pT spectrum performed on the 2011
√
s = 7 TeV
data showed significant deviations with respect to the predictions of the POWHEG and PYTHIA
generators [146]. Thus the average pT of the top and anti-top-quark obtained from the 8 TeV
simulation are reweighted using data-to-simulation scale factors based on the
√
s = 7 TeV
findings (as no equivalent measurement for the 8 TeV data is yet available). The systematic
uncertainties corresponding to the top-quark pT reweighting are assessed by repeating the fol-
lowing measurement, but without applying the corresponding data-to-simulation scale factors
to the simulated t¯t events. The full difference will be taken as a systematic uncertainty.
8.1.1 Event yields
The final event yields that are obtained after the event selection and reconstruction procedures
(including the the cut on the reconstructed χ2total value, as well as the tag and anti-tag require-
ments) are applied to the ATLAS data and the simulation and are summarised in Table 8.1 (a).
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In total 48207 (46579) events are observed in the electron (muon) channel, while approxi-
mately 44500 (42900) events are predicted by the Monte Carlo simulation and the data-driven
background estimations. Considering the total uncertainties on the selection acceptance for both
the signal and background processes, the predictions by the simulation and the data collected by
the ATLAS detector are compatible with each other. The dominant background contributions
after the full event selection and reconstruction arise from the associated production of a W-
boson and jets, single top-quarks and the fake lepton background, while the backgrounds due
to the Z+jets and diboson production are substantially smaller. The background contamination
in the selected event sample is 14% and 10% for the electron and muon channel, respectively.
The number of events passing the double-tag requirements (i.e. events in which both the
b-jet candidates on the leptonic and the hadronic side are b-tagged) are represented in Table 8.1
(b). The expected background contaminations in the e+jets and µ+jets channels of this event
sample are 4% and 3%, respectively.
Source Ne+jets Nµ+jets
t¯t 38400 ± 4800 38500 ± 5000
t¯t + V 101 ± 14 101 ± 15
W + jets 2050 ± 380 2180 ± 310
Z + jets 430 ± 220 200 ± 110
Diboson 58 ± 22 52 ± 20
Single top 1410 ± 320 1460 ± 340
Fake lepton background 2070 ± 520 365 ± 91
Total prediction 44500 ± 4900 42900 ± 5000
Observed 48207 46579
(a) Number of events passing the tag and anti-tag requirements
Source Ne+jets Nµ+jets
t¯t 26300 ± 5100 26000 ± 5200
t¯t + V 101 ± 6 102 ± 6
W + jets 186 ± 36 235 ± 46
Z + jets 69 ± 15 32 ± 21
Diboson 2 ± 1 2 ± 1
Single top 548 ± 57 596 ± 70
Fake lepton background 257 ± 64 18 ± 4
Total prediction 27500 ± 5100 27000 ± 5200
Observed 29394 27928
(b) Number of events passing the double-tag requirement
Table 8.1: Number of events passing the full event selection and reconstruction procedure
dedicated to identify t¯t candidates decaying into a final state with exactly one charged lepton
and at least four jets. Table (a) presents the number of events that pass the cut on the log10(χ2total)
as well as the tag and anti-tag requirements, while Table (b) presents the number of events that
pass the double-tag requirement and also the cut on the log10(χ2total). The event yields are shown
separately for the predicted signal and background processes and the observations in data. The
uncertainties correspond to the total systematics relevant for this analysis.
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Figures 8.3 (a) and (b) show data-to-simulation comparisons of the χ2total distribution of the
events passing the full selection and reconstruction procedures (including the tag and the anti-
tag requirements but not the cut on the corresponding log10(χ2total) value) separately for the elec-
tron plus jets and muon plus jets channel. The sum of the individual processes predicted by the
simulation and estimated by the matrix method are compared to the data. In these distributions
(and also in the following), the non-prompt and fake lepton backgrounds, diboson and single
top-quark events as well as the associated production of a Z-boson and jets are summarised as
one single component (referred to as “others”). The contribution that is denoted by t¯t contains
both the top-quark pair production and the associated production of top-quark pairs and a vector
boson. In addition, data-to-simulation ratios are shown at the bottom of each plot. Considering
the total uncertainties on the selection acceptance for both the signal and background processes,
the predictions by the simulation and the observations in data are compatible with each other
over almost the full range of log10(χ2total) values. Only in the low statistic regions, obvious dif-
ferences between the data and the simulation are seen for both lepton plus jets channels. In
addition, the observations in data are almost constantly above the predictions by the simulation.
This offset is in the order of 8%, but is not expected to impact the measurements presented in
the following significantly, as the applied method depends not on the total normalisation but
only on the modelling of the flavour composition of the selected jet sample.
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Figure 8.3: Distribution of the minimum χ2total obtained from the reconstruction of the top-quark
pair candidates after the full event selection (including the tag and the anti-tag requirements but
not the cut on the corresponding log10(χ2total) value) was applied (a-b). The simulated Monte
Carlo samples are normalised according to their predicted cross-sections to an integrated lumi-
nosity of 20.3 fb−1. Data-to-simulation ratios are shown at the bottom of each plot [9].
Data-to-simulation comparisons for the relevant kinematic properties of the selected probe jets
(i.e. the b-jet candidate on the hadronic side of the reconstructed events) are displayed in Fig-
ures 8.4 (a-d) for the e+jets and µ+jets channels separately. The transverse momenta, Figures
8.4 (a-b), and the pseudorapidities, Figures 8.4 (c-d), of these jets are shown. Again, data-to-
simulation ratios are presented at the bottom of each plot. These distributions are obtained after
applying the full selection and reconstruction requirements to the candidate events (including
the tag and the anti-tag requirements and also the cut on the corresponding log10(χ2total) value).
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For these quantities, the predictions by the simulation and the observations in data are com-
patible with each other over the full range of η values and up to a transverse momentum of
350 GeV, considering the total uncertainties on the selection acceptance for the signal and
background processes. As no significant difference is observed between the e+jets and µ+jets
channel, the b-tagging calibration results are presented in the following section based on the
combination of both channels.
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Figure 8.4: Distribution of the transverse momentum (a-b) and the pseudorapidities (c-d) of the
selected probe jets displayed separately for the electron plus jets (left column) and muon plus
jets (right column) channel. The simulated Monte Carlo samples are normalised according to
their predicted cross-sections to an integrated luminosity of 20.3 fb−1. Data-to-simulation ratios
are shown at the bottom of each plot [9].
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Data-to-simulation comparisons for the angular separation between the line joining the primary
and secondary vertex and the jet axis ∆R(vertex, jet) and the angular separation between the
probe jet and its nearest neigbouring jet ∆Rmin (i.e. further quantities, which will be used in the
calibration of the MVb and the MV1 algorithms) are displayed in the Figures 8.5 (a-c), where
the distributions of the ∆R(vertex, jet) are shown separately for secondary vertex candidates
reconstructed by either the iterative vertex finder (a) or the JetFitter algorithm (b). In order to
highlight the difference between b- and non b-jets, these distributions are subdivided into the
various jet flavours, where the contribution due to the non-prompt and fake lepton background is
subtracted from the observations in the data collected by the ATLAS detector. Jets originating
from τ lepton decays are included in the distribution of the light-flavour jets. In general, the
distributions observed in the data and the predictions by the simulation are compatible with
each other considering the total systematic uncertainties. Only for ∆R(vertex, jet) < 0.02, when
studying vertices corresponding to the JetFitter algorithm, or ∆Rmin values above 2.5, significant
differences between the data and the simulation are observed.
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Figure 8.5: Distribution of the ∆R(vertex, jet) for secondary vertex candidates contained in
the selected probe jets (a-b) as well as their ∆Rmin (c). The predictions from the simulation
are subdivided into the three different jet flavour types. The simulated samples are normalised
according to their predicted cross-sections to an integrated luminosity of 20.3 fb−1. Ratios of
the data and the simulation are shown as well at the bottom of each plot [9].
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Figures 8.6 (a-c) show the distribution of the output weights of the MVb, MVbCharm and
MV1 taggers for all probe jets contained in the selected event sample in a data-to-simulation
comparison. It is shown, that the output weight of the MVb algorithm is not very well modelled
in the background dominated region (i.e. a difference in the normalisation, but also in the
shape is seen for wMVb values below 0.1). Also the output weight of the MV1 algorithm shows
significant differences between the observations in data and the predictions in the simulation. In
general, these disagreements are negligible, as the calibration will correct for them. However,
it has to be assured that these differences are due to a mismodelling of the b-tagging related
properties of the b-jet candidates and not due to incorrect predictions of the flavour composition
of the selected probe jet sample.
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Figure 8.6: Distribution of the output weights of the MVb (a), MVbCharm (b) and MV1 (c) tag-
gers for all probe jets contained in the selected event sample. The predictions by the simulation
are subdivided into the three different jet flavour types. The simulated Monte Carlo samples are
normalised according to their predicted cross-sections to an integrated luminosity of 20.3 fb−1.
In addition, ratios of the data and the simulation are shown at the bottom of each plot.
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Data-to-simulation comparisons for some of the input quantities of the MVb and MVbCharm
algorithms
In order to make sure that the observed shape and normalisation discrepancies that are shown
for the output weight of the MVb tagger are rather caused by a mismodelling of the b-, c- and
light-flavour contributions than by a mismodelling of the relative jet flavour fractions, several
input quantities of the MVb and MVbCharm are studied in the probe jet sample but also in a
dedicated control sample. This control sample is obtained by selecting events that have both
the b-jet candidates on the leptonic and the hadronic side of the event b-tagged with the MV1
algorithm. Jets that are assigned by the χ2 minimisation procedure to stem from the hadronic
W-boson decay are most likely c- or light-flavoured. Examples for quantities that indicate a
mismodelling of c- and light-flavour jet properties are presented in Figures 8.7 (a-d), where the
number of tracks with |d0/σd0 | > 1.8 (a), as well as the track multiplicity (b), the log10(χ2/ndof)
and the invariant mass of the secondary vertices (reconstructed with the JetFitter algorithm) are
shown. In addition, also the distribution of the MVb output weight is presented, in Figure 8.7 (e),
as obtained from this control sample. Similar to the probe jet sample, a shape and normalisation
disagreement is observed for wMVb values below 0.1.
In addition, certain input quantities of the MVb and MVbCharm taggers show also signif-
icant data-to-simulation disagreements in their shape and normalisation for b-jets. This can
be seen in Figures 8.8 (a-f), where data-to-simulation comparisons for the energy fraction, the
invariant mass and the decay length significance are shown for vertices that are either recon-
structed with the JetFitter algorithm or the iterative vertex finder (using the SV1 setup). In
particular, the energy fraction shows significant shape differences in the comparisons between
the predictions and the observations, while the shapes of invariant mass and the decay length
significance seem to be modelled more reasonable. Both the invariant mass and the decay length
significance depend only on the reconstruction of the secondary vertices, while the energy frac-
tion depends also strongly on the additional number of tracks associated to a jets. As the values
of the energy fraction that are observed in data tend to be larger than those predicted by the sim-
ulation, it can be concluded that the Monte Carlo prediction seems to overestimate the activity
of additional tracks contained in a b-jet.
The distributions that are displayed in Figures 8.5 (a) and (b), in Figures 8.7 (a-d) as well
as in Figures 8.8 (a-e) take only the subset of probe jets into account that contain a secondary
vertex candidate, which is either reconstructed with the JetFitter algorithm or the iterative vertex
finder (using the SV1 setup). According to the predictions by the simulation, 42.2% of these
jets have a secondary vertex reconstructed with the iterative vertex finder, while 58.2% have a
vertex found by the JetFitter algorithm. The JetFitter vertex candidates can be further classified
depending whether they correspond to a single- or a multi-track topology. 12.6% of the probe
jets contain only single-track vertices, while 45.6% contain at least one vertex candidate com-
posited by two or more tracks. The corresponding fractions in data are 40.4%, 13.2 and 45.3%,
respectively. The predictions in the simulation and the observation in data are compatible with
each other within the statistical and systematic uncertainties. A summary of these numbers is
also presented in Table 8.2.
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Figure 8.7: Distribution of several input quantities of the MVb and MVbCharm taggers (a-d)
as well as the MVb output weight (e) for jets contained in the charm and light-flavour jet control
region. The predictions by the simulation are subdivided into the three different jet flavour types.
The simulated Monte Carlo samples are normalised according to their predicted cross-sections
to an integrated luminosity of 20.3 fb−1. In addition, ratios of the data and the simulation are
shown at the bottom of each plot.
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Figure 8.8: Distribution of the energy fraction (a-b), the invariant mass (c-d) and the decay
length significance (e-f) for vertices reconstructed with the JetFitter algorithm (left column)
or the iterative vertex finder (right column). The predictions by the simulation are subdivided
into the three different jet flavour types. The simulated Monte Carlo samples are normalised
according to their predicted cross-sections to an integrated luminosity of 20.3 fb−1. In addition,
ratios of the data and the simulation are shown at the bottom of each plot.
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Simulation Data
JetFitter (single-track) 12.6 ± 0.6% 13.2 ± 0.1%
JetFitter (multi-track) 45.6 ± 3.0% 45.3 ± 0.2%
iterative vertex finder (SV1 setup) 42.2 ± 2.8% 40.4 ± 0.2%
Table 8.2: Fraction of probe jets that contain a secondary vertex candidate reconstructed with
the iterative vertex finder (using the SV1 setup) and the JetFitter algorithm presented separately
for the predictions by the simulation and the measurements in data. The vertices reconstructed
with the JetFitter algorithm are further subdivided depending whether they correspond to a
single-track or a multi-track topology. The uncertainties of the predictions by the simulation
correspond to the expected total systematics relevant for the determination of the fraction of
jets containing a secondary vertex candidate, while the uncertainty on the observations in data
is restricted to the statistics.
8.2 Measurement of the b-tagging efficiency in data
The measurement of the b-tagging efficiency in data is performed by probing the b-jet candidate
on the hadronic side of the t¯t decay. As the jet sample that is obtained after applying the full
event selection and reconstruction requirements still contains a significant fraction of c- and
light-flavour jets, this contamination has to be taken into account. Thus the same approach as
in the so-called kinematic selection method, which is described in Reference [145], is used to
calculate the b-tagging efficiency in data. This method requires a precise knowledge of the
flavour composition of the selected jet sample that is described by the relative fractions of b-, c-
and light-flavour jets fb, fc and flight, respectively. These quantities are calculated with respect
to the overall number of jets contained in the sample. As the non-prompt and fake lepton
background is determined by estimations based on data, the flavour of the corresponding jets is
unknown and therefore an additional term ffake has to be introduced so that the flavour fractions
add up to unity:
fb + fc + flight + ffake = 1 (8.1)
Assuming that the simulation and the estimations of the non-prompt and fake lepton background
predicts the flavour fractions of this sample sufficiently accurate, then the relation
ftag = εb fb + εc fc + εlight flight + εfake ffake , (8.2)
in which ftag denotes the fraction of jets that is b-tagged with a certain tagger and operating
point, can be used to derive the b-tagging efficiency:
εb =
1
fb ·
(
ftag − εc fc − εlight flight − εfake ffake
)
(8.3)
Both the tagging efficiency corresponding to jets from the fake lepton background and the frac-
tion of b-tagged jets have to be measured in the data, while all other quantities can be retrieved
from the predictions by the simulation. However, the mis-tag efficiencies εc and εl for c- and
light-flavour jets respectively, are corrected using the most recent data-to-simulation calibration
scale factors measured with the D∗ and negative tag methods [105]. While ftag is obtained
from events passing the full event selection and reconstruction requirements, the b-tagging effi-
ciency for jets coming from the non-prompt and fake lepton background εfake is extracted from
dedicated control regions in data (as is described in Section 8.2.2).
118
In order to validate the results obtained with Equation 8.3, a closure-test is performed. In
this test, the b-tagging efficiencies predicted by the simulation are compared to the tagging
efficiencies that are obtained when also ftag is taken from the simulation. The corresponding
findings are displayed as a function of the jet pT in Figure 8.9. The calculated b-tagging efficien-
cies are compatible with the predicted b-tagging efficiencies within their statistical uncertainties.
These b-tagging efficiencies are evaluated at an operating point that matches an overall tagging
efficiency of 70%, whereas the sample of simulated jets is obtained after applying the full selec-
tion and reconstruction procedures to the signal and background processes that were previously
discussed.
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Figure 8.9: Comparison between the b-tagging efficiencies’ dependence on the jet pT as pre-
dicted by the simulation (referred to as “truth”) and the calculations via Equation 8.3 (“com-
puted”) both corresponding to the MVb algorithm applied at a representative operating point
that matches an overall b-tagging efficiency of 70%.
8.2.1 Flavour composition of the selected jet sample
A precise knowledge of the flavour composition of the probe jet sample is essential for the
measurement of the b-tagging efficiency via Equation 8.3. However, the precision to which
these fractions are known depends strongly on the quality of the kinematic reconstruction of
t¯t candidate events. Systematic effects on the reconstruction method will lead to systematic
uncertainties on the flavour fractions and thus also on the measured b-tagging efficiencies.
The relative flavour fractions fi are studied in the following section as a function of various
jet and vertex properties. Figures 8.10 (a-c) display the fraction of b-, c- and light-flavour
jets as well as the fraction of jets stemming from the non-prompt and fake lepton background
as a function of the probe jet pT and the probe jet |η| as well as a function of the angular
separation between the probe jet and its nearest neigbouring jet ∆Rmin. Each figure shows the
corresponding flavour fractions together with their total systematic uncertainties.
For jets with a transverse momentum between 25 GeV and 30 GeV, the b-jet fraction is
around 35% and rises continually to values of approximately 75% for jets with a pT above
300 GeV. Light-flavour jets give the second largest contribution to this sample. Their fraction
is between approximately 20% and 40% in the range from 30 GeV to 500 GeV and about 55%
for jets with a pT below 30 GeV, where their contribution is larger than the b-jet fraction. The
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contamination due to jets from the non-prompt and fake lepton background is below 2% over
the full pT region, while the fraction of c-jets is in each pT bin in the order of 5% to 7%.
In measurements as a function of the jet |η|, the b-jet fraction of the probe jet sample de-
creases from approximately 60% for |η| < 1.0 to about 45% for |η| values above 2.0, while the
fraction of light-flavour jets increases accordingly from 35% to 45%. The contribution of c-jets
and from jets corresponding to the non-prompt and fake lepton backgrounds are for each |η| bin
below 7% and 5%, respectively.
The relative flavour fractions are almost constant for ∆Rmin values above 1.0, while the b-
(light-flavour) contribution decreases (increases) from about 60% (35%) to 45% (40%) for a
decreasing ∆Rmin. The ∆Rmin dependence on both the c-jet fraction and the fraction of jets
stemming from the non-prompt and fake lepton background is similar to their pT and |η| depen-
dence.
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(a) Flavour fractions as a function of the jet pT [9]
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(b) Flavour fractions as a function of the jet |η| [9]
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(c) Flavour fractions as a function of the ∆Rmin [9]
Figure 8.10: Expected jet flavour composition of the selected probe jet sample obtained using
the b-jet candidates from the hadronic side of the reconstructed events. The relative flavour
fractions are presented in various bins of the jet pT (a) and |η| (b) and the ∆R to the nearest
neighbouring jet (c). In addition, the total systematic uncertainties on the flavour fractions are
presented as shaded areas as well.
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The expected jet flavour composition of the selected jet sample is shown as a function of the
∆R(vertex, jet) for single- and multi-track vertices reconstructed with the JetFitter algorithm or
the iterative vertex finder in Figures 8.11 (a), (b) and (c), respectively. In case the measure-
ments of the b-tagging efficiencies and the corresponding data-to-simulation scale factors are
performed as a function of the ∆R(vertex, jet), the fractions of c- and light-flavour jets as well
as the fraction of jets stemming from the non-prompt and fake lepton background are below the
percent level for ∆R(vertex, jet) values below 0.15, if only multi-track vertices reconstructed by
either the JetFitter algorithm or the iterative vertex finder are used. The light-flavour fraction
increases to a few percent for angular separation above 0.15. For single-track vertices, the b-jet
fractions are significantly lower. For ∆R(vertex, jet) values below 0.025, fb is approximately
55% and decreases to about 40% for ∆R(vertex, jet) > 0.15. The fraction of light-flavour jets
increases over the studied range of ∆R(vertex, jet) values from about 30% to 50%, while the
fraction of c-jets decreases from about 15% to 5%.
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(c) multi-track vertices based on SV1) [9]
Figure 8.11: Expected jet flavour composition of the selected jet sample obtained using the b-
jet candidates from the hadronic side of the reconstructed events. The relative flavour fractions
are presented as a function of the ∆R(vertex, jet) for single- and multi-track vertices recon-
structed with the JetFitter algorithm (a-b) or the iterative vertex finder (f). In addition, the total
systematic uncertainties on the flavour fractions are presented as shaded areas as well.
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The probe jet sample used for these studies are obtained using the b-jet candidates stemming
from the reconstructed hadronic top-quark decays of the events that are listed in Table 8.1 (a).
However, if the b-jet candidate on the leptonic side of the event is used to obtain the probe jet
sample (instead of the b-jet candidate on the hadronic side), the b-jet fraction is significantly
increased.
For jets with a pT below 30 GeV the b-jet fraction is of the order of 30%. The fraction of
light-flavour jets is around 60% in this region, while the fraction of c-jets and jets from the non-
prompt and fake lepton background are both approximately 5%. For a probe jet pT exceeding
200 GeV, the b-jet fraction rises to 85%-90% and the light-flavour fraction decreases to around
5%-10%. These flavour fractions are displayed as a function of the probe jet pT in Figure 8.12
together with their total systematic uncertainties.
Both the c- and light-flavour contribution of the two jet samples studied in this context
originate mainly from incorrectly reconstructed top-quark decays (i.e. candidate events in which
the χ2 minimisation procedure has assigned the wrong permutation of jets to the decay products
of the top-quark). Only 10% to 20% of the selected c- and light-flavour jets stem from vector
bosons produced in association with jets or from single top-quark events.
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Figure 8.12: Expected jet flavour composition of the selected b-jet sample shown as a function
of the jet pT in case that the b-jet candidate on the leptonic side of the event is used. In addition,
the total systematic uncertainties on the flavour fractions are presented as shaded areas as well
[9].
8.2.2 Measurement of the b-tagging efficiency for jets from the non-prompt lep-
ton background
The b-tagging efficiencies for jets from the non-prompt and fake lepton background εfake are
determined directly in a control region in data without using the templates obtained from the
application of the matrix method in the signal region (due to their limited statistics). An or-
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thogonal jet sample (CR1) is obtained by inverting the selection requirements on the miss-
ing transverse momentum, the transverse W-boson candidate mass and the logarithm of the
χ2total obtained by the kinematic fit. The corresponding cut values are set to E
miss
T < 20 GeV,
EmissT + mT,W < 60 GeV and log10(χ2total) > 0.9, respectively. In addition, the only events taken
into account are those that contain a reconstructed lepton candidate that is classified into the
loose category but does not fulfill the tight lepton definition (in order to minimise the contribu-
tion of events providing prompt leptons). All jets contained in this sample are used to determine
εfake (i.e. the fraction of b-tagged jets).
The measurement of εfake is repeated changing the selection requirements on the EmissT ,
EmissT +mT,W and log10(χ2total), to check to what extent the estimated εfake depends on the control
region definition. Thus the second and third control regions (CR2 and CR3) are defined by
EmissT > 20 GeV and E
miss
T + mT,W < 60 GeV as well as E
miss
T < 20 GeV and E
miss
T + mT,W >
25 GeV, where the log10(χ2total) is required to be above 0.9 for both regions. The fourth control
region (CR4) is defined by EmissT < 20 GeV and EmissT + mT,W < 60 GeV, while no cut on the
log10(χ2total) value is applied. The definition of these four control regions is summarised in Table
8.3.
Definition
CR1 EmissT < 20 GeV, E
miss
T + mT,W < 60 GeV, log10(χ2total) > 0.9
CR2 EmissT > 20 GeV, E
miss
T + mT,W < 60 GeV, log10(χ2total) > 0.9
CR3 EmissT < 20 GeV, E
miss
T + mT,W > 60 GeV, log10(χ2total) > 0.9
CR4 EmissT < 20 GeV, E
miss
T + mT,W < 60 GeV
Table 8.3: Definition of the four control regions that are used to estimate the b-tagging effi-
ciency for jets from the non-prompt and fake lepton background εfake and its corresponding
uncertainties from data. The central value of εfake is obtained from CR1, while the uncertainties
are calculated from CR2, CR3 and CR4.
The different results obtained in the additional three control regions (CR2, CR3 and CR4) are
used to estimate a systematic uncertainty on εfake. For each bin, the value with the largest
variation with respect to the results of the first control region defines the uncertainty in the
corresponding phase space region. This uncertainty is then propagated into the measurement of
the b-tagging efficiency in data and their corresponding data-to-simulation scale factors.
The b-tagging efficiencies of the MVb algorithm at an illustrative operating point that
matches an overall efficiency of 70% for jets from the non-prompt and fake lepton background
and their systematic uncertainties (i.e. the envelope of the εfake differences per bin) are com-
pared to the predicted b-tagging efficiencies for b-, c- and light-flavour jets as a function of the
jet pT and η in Figures 8.13 (a) and (b) respectively, while their ∆Rmin dependence is shown in
Figure 8.13 (c). The overall b-tagging efficiency for jets from the non-prompt and fake lepton
background is approximately 10% and thus larger by a factor of up to 10 with respect to the
overall b-tagging efficiency for light-flavour jets and smaller by a factor of up to 0.5 compared
to b-tagging efficiency for c-jets. The εfake values decrease with increasing jet pT and |η| values
and are almost constant as a function of ∆Rmin. The systematic uncertainties assigned to εfake
range between 20% and 42% as a function of the jet pT, between 19% and 41% as a function of
the jet |η| and between 19% and 53% as a function of the angular separation between the probe
jet and its nearest neigbouring jet.
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(a) b-tagging efficiencies as a function of the jet pT [9]
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(b) b-tagging efficiencies as a function of the jet |η| [9]
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(c) b-tagging efficiencies as a function of the ∆Rmin [9]
Figure 8.13: b-tagging efficiency for b-, c- and light-flavour jets (extracted from the simulation)
as well as for jets stemming from the non-prompt and fake lepton background (obtained from a
control region in data) corresponding to the MVb algorithm at an operating point that provides
an overall efficiency of 70%. The systematic uncertainties assigned to εfake (shaded areas)
correspond to the envelope of the different results obtained from the various control regions.
Both the efficiencies of the various jet flavours and the uncertainties on εfake are shown as a
function of the probe jet pT (a), η (b) and ∆Rmin (c).
8.2.3 Validation of the b-tagging efficiency for c- and light-flavour jets corre-
sponding to the MVb algorithm
The mis-tagging efficiencies corresponding to the MVb algorithm are not yet calibrated for c-
and light-flavour jets. However, the scale factors corresponding to the most recent εlight and
εc measurements for the MV1 tagger using the D∗ and negative tag methods [105] are used to
correct the expected b-tagging performance for the simulated c- and light-flavour jets, as the
corresponding scale factors for the MVb algorithm are expected to be roughly in the same order
of magnitude. However, the uncertainties on the scale factors, which are used in the calibration
of the MVb tagger, are inflated in order to be conservative. In order to justify this approach,
the b-tagging performance of the jets assigned to the hadronic W-boson decay is studied in
data. The findings are afterwards compared to the prediction by the simulation corrected by the
data-to-simulation scale factors corresponding to the MV1 algorithm.
For this purpose events are selected that have both the b-jet candidates on the hadronic
and the leptonic side b-tagged using the MV1 algorithm at an operating point that matches an
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overall efficiency of 70%. The jet sample obtained this way consists of 4% b-, 20% c- and 76%
light-flavour jets. However, after applying a b-tag requirement on these jets using the MVb
algorithm at an operating point of 70% efficiency, the fraction of c-jets is approximately 60%
and dominates over the b- and light-flavour components (33% and 7%, respectively). Thus
the b-tagging rate, defined as the number of b-tagged jets divided by the total number of jets
is strongly sensitive to the b-tagging performance of the c-jets. A comparison between this
quantity as measured in the data and as predicted by the simulation is displayed in Figure 8.14
as a function of the jet pT. The b-tagging rates in data and in the simulation is compatible with
each other for most pT bins within 1σ of the mis-tagging uncertainties corresponding to c-jets.
The remaining deviations are covered if the mis-tagging uncertainties for c-jets are inflated by
a factor of 1.25. Thus the b-tagging efficiency for c-jets will be shifted up/down by 10%-19%
(instead of 8% − 15%) depending on the jet kinematics, in order to evaluate the corresponding
uncertainties on the b-tagging calibration results of the MVb algorithm. The total uncertainties
due to the b-tagging efficiency for light-flavour jets are inflated as well by the same factor. Thus
εlight will be changed by 19%-50% (instead of 15% − 40%), with the exact value depending on
the jet kinematics, during the calibration of the MVb algorithm.
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Figure 8.14: The b-tagging rates for the MVb tagger, displayed as a function of the pT of the
jets that are associated to the hadronic W-boson decays in fully reconstructed t¯t single lepton
candidate events. In these events, the b-jet candidates on the hadronic and the leptonic side
are required to be b-tagged using the MV1 algorithm. The b-tagging rates are shown for the
predictions by the simulation (red lines) and the measurements in data (black dots). In addition,
the mis-tagging uncertainties for c-jets corresponding to the MV1 algorithm (as measured by
the D∗ method) and increased by 25% are presented (green filled area).
8.3 Results
The following section is dedicated to present in detail the measurement of the b-tagging efficien-
cies for the MVb (in Section 8.3.1) and the MV1 (in Section 8.3.2) algorithms as obtained by
applying the tag and probe (T&P) method (further calibration results for e.g. the MVbCharm
and the MVbComb taggers are presented in Appendix B). The corresponding results are com-
pared to the predictions by the simulation directly using the truth labelling, in order to determine
the data-to-simulation correction scale factors.
The systematic uncertainties on the measured b-tagging efficiencies and their scale factors
are evaluated one at a time, by replacing the nominal jet sample with a modified sample ob-
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tained after varying a particular property of the simulated objects. The largest contributions are
expected to arise from systematics that lead to a significant change in the flavour composition
of the selected jet sample. The total systematic uncertainty is finally obtained by summing the
individual systematics uncertainties in quadrature.
During the calculations of the various systematic uncertainties corresponding to the mea-
surement of the b-tagging scale factor κ = εdatab /ε
sim.
b , the denominator is kept constant at the
value obtained from the nominal jet sample. This is done to only consider the impact of the var-
ious systematics on the method used to extract the b-tagging efficiency from the data (through
a change of the expected flavour fractions), but not the impact on the predicted b-tagging per-
formance in the simulation. Thus a double counting of systematic uncertainties is avoided once
the b-tagging calibration scale factors are applied to physics analyses. Exceptions are made for
the jet energy scale and resolution, for which the denominator is changed as well in order to cor-
relate the systematic variation of the b-tagging efficiency measurement with the corresponding
systematic variation of the analysis. This approach is needed in the case that a certain source of
systematic uncertainty (e.g. JES and JER) affects both the measured b-tagging efficiency and,
more directly, the observables of the analysis to which the corresponding b-tagging scale factors
are applied to. The same procedure is applied for all other b-tagging calibration measurements.
The measurement of the b-tagging efficiencies and the corresponding scale factors is per-
formed for the two b-taggers as a function of the probe jet pT, the probe jet |η|, the ∆R between
the probe jet and its nearest neighbouring jet as well as the angular separation ∆R(vertex, jet)
between the axis of the probe jet and the line joining the primary and the secondary vertices. For
this purpose, displaced vertices are used that are reconstructed with the iterative vertex finder
(using the SV1 setup) or the JetFitter algorithm. The measurements corresponding to the vertex
candidates based on the JetFitter algorithm are subdivided into single- and multi-track vertices.
8.3.1 Calibration results corresponding to the MVb algorithm
The results of the b-tagging calibration measurements for the MVb algorithm are presented in
Figures 8.15 and 8.16 for the combined e + jets and µ + jets channel. The b-tagging efficiencies
of the MVb tagger are shown for both the predictions from the simulation and the data collected
by the ATLAS detector during the 2012 run of the LHC applying the single-lepton (SL) tag and
probe (T&P) method (i.e. the approach that is described in Section 8.2). The corresponding data-
to-simulation scale factors are shown as well. A representative working point corresponding
to an overall b-tagging efficiency of 70% is chosen to demonstrate the performance of this
algorithm. This operating point is obtained by defining a jet as b-tagged if the output of the
MVb algorithm exceeds a value of 0.1471.
The measurement is separately performed as a function of the probe jet pT, displayed in
Figures 8.15 (a) and (b), the probe jet |η|, displayed in Figures 8.15 (c) and (d), the ∆R between
the probe jet and its nearest neighbouring jet, displayed in Figures 8.15 (e) and (f), as well the
angular separation between the axis of the probe jet and the line joining the primary and the
secondary vertices ∆R(vertex, jet), displayed in Figures 8.16 (a-f). The measurement of the b-
tagging efficiency as a function of the ∆R(vertex, jet) is performed separately for jets having a
vertex reconstructed with either the iterative vertex finder, in Figures 8.16 (a-b), or the JetFitter
algorithm, whose vertices are subdivided into multi- and single-track topologies, in Figures
8.16 (c-f). The results corresponding to these three measurements are not inclusive due to the
requirement of a reconstructed displaced vertex. The fractions of jets that contain such a vertex
are listed in Table 8.2.
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The measurements as a function of the probe jet pT, η and ∆Rmin provide calibration scale
factors that are compatible with unity within their combined statistical and systematic uncer-
tainties. The b-tagging calibration scale factors corresponding to the measurements as function
of the ∆R(vertex, jet) are also compatible with unity within their total uncertainties. A detailed
break-down of all the relevant systematic uncertainties on the measured scale factors is given in
Tables 8.4 (a-b), 8.5 (a-b) and 8.6 (a-b) for the various pT, |η|, ∆Rmin and ∆R(vertex, jet) bins.
The dominant contributions to the total systematic uncertainties are due to the choice of
the Monte Carlo generator, the initial and final state radiation and the jet energy resolution.
Smaller systematic uncertainties are related for example to the choice of the fragmentation and
hadronisation model, the normalisation of the signal and background processes, or to the b-
tagging efficiencies for c- and light-flavour jets. Also the systematic uncertainties arising due
to defective tile modules have a relative small contribution to the total uncertainties for a jet pT
below 300 GeV. Contribution due to the lepton energy (momentum) scale and resolution and
their identification, reconstruction and triggering efficiency uncertainty have a negligible effect
on the measurements of the b-tagging efficiencies. The same holds for uncertainties related to
the resolution of the missing transverse momentum, the jet reconstruction efficiencies, the jet
vertex fraction and the choice of the “iqopt3” and “ptjmin10” parameter (i.e the W+jets shape
uncertainties).
Systematic uncertainties such as the jet energy scale and resolution as well as the initial and
final state radiation show a strong pT or |η| dependence, as their contribution to the total uncer-
tainties decreases for increasing pT values, while their contribution increases for increasing |η|
values. On the other hand, the systematic uncertainties related to the top-quark pT reweighting
or the defective tile modules become more relevant at higher jet pT values.
As measurements as a function of the ∆R(vertex, jet) implicitly require the reconstruction
of a secondary vertex, an additional systematic uncertainty is introduced (referred to as light-
flavour jet normalisation) in order to account for a possible mismodelling of the vertex finding
efficiency in light-flavour jets εS Vl . This uncertainty is calculated by scaling the normalisation
of the light-flavour jet contribution successively up and down by 50% and comparing the cor-
responding results. This 50% shift is justified by the size of the systematic uncertainties of the
b-tagging calibration scale factors for light-flavour jets [105] and becomes particularly impor-
tant at ∆R values above 0.075.
The combined statistical and systematic uncertainty is below 7% in the pT range between
60 GeV and 200 GeV, below 9% in the range from 200 GeV to 300 GeV and about 14% for jets
with a pT above 300 GeV. However, the measurement above 300 GeV is strongly dominated by
the statistical uncertainty.
In the measurements as a function of the jet |η|, the total uncertainties range from 7% for
low |η| values to about 9% in the outermost |η| region, whereas in measurements as a function
of the ∆Rmin, total uncertainties between 6% and 10% are obtained.
The systematic uncertainties corresponding to the efficiency and scale factor measurements
as a function of the ∆R(vertex, jet) using exclusively multi-track vertices range between 1% to
3% for vertices reconstructed with the iterative vertex finder and between 1% to 4% for vertices
reconstructed with the JetFitter algorithm. These uncertainties are substantially smaller with
respect to the measurements as a function of the jet pT, η and ∆Rmin, which is in particular
related to the additional requirement of a reconstructed displaced vertex inside the studied jets
and therefore a much higher b-jet purity of the probe jet sample. For single-track vertices
the total uncertainties range from 10% to 18% and have a significant contribution due to the
statistical limitations.
127
 [GeV]
T
Jet p
50 100 150 200 250 300 350 400 450 500
b-
ta
gg
in
g 
ef
fic
ie
nc
y
0.5
0.6
0.7
0.8
0.9
1
1.1
 SL T&P (stat.)tt
stat. + syst. unc. 
Simulation-1
 L dt= 20.3 fb∫
= 8 TeVs
MVb@70%
ATLAS Preliminary
(a)
 [GeV]
T
Jet p
50 100 150 200 250 300 350 400 450 500
si
m
.
bε/
da
ta
bε
0.8
0.9
1
1.1
1.2
1.3
 SL T&P (stat.)tt
stat. + syst. unc. -1
 L dt= 20.3 fb∫
= 8 TeVs
ATLAS Preliminary
MVb@70%
(b)
|ηJet |
0 0.5 1 1.5 2 2.5
b-
ta
gg
in
g 
ef
fic
ie
nc
y
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
 SL T&P (stat.)tt
stat. + syst. unc. 
Simulation-1
 L dt= 20.3 fb∫
= 8 TeVs
MVb@70%
ATLAS Preliminary
(c)
|ηJet |
0 0.5 1 1.5 2 2.5
si
m
.
bε/
da
ta
bε
0.8
0.9
1
1.1
1.2
1.3
 SL T&P (stat.)tt
stat. + syst. unc. -1
 L dt= 20.3 fb∫
= 8 TeVs
ATLAS Preliminary
MVb@70%
(d)
minR∆Jet 
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
b-
ta
gg
in
g 
ef
fic
ie
nc
y
0.5
0.6
0.7
0.8
0.9
1
1.1
 SL T&P (stat.)tt
stat. + syst. unc. 
Simulation-1
 L dt= 20.3 fb∫
= 8 TeVs
MVb@70%
ATLAS Preliminary
(e)
minR∆Jet 
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
si
m
.
bε/
da
ta
bε
0.8
0.9
1
1.1
1.2
1.3
 SL T&P (stat.)tt
stat. + syst. unc. -1
 L dt= 20.3 fb∫
= 8 TeVs
ATLAS Preliminary
MVb@70%
(f)
Figure 8.15: The b-tagging efficiencies for the MVb algorithm corresponding to an operating
point of an overall efficiency of 70% as a function of the transverse momentum (a), the absolute
pseudorapidity (c) and the ∆Rmin (e) of the jets contained in the sample of t¯t single lepton (SL)
candidate events. The b-tagging efficiencies are shown for the predictions by the simulation (as
a red line) and the measurements in data by the tag and probe (T&P) method (as black dots).
The total uncertainties of these measurements are displayed as well (by the green filled area).
The uncertainties on the predicted tagging efficiencies are based only on the the Monte Carlo
statistics. The corresponding data-to-simulation scale factors are presented in addition also as a
function of the jet pT (b), |η| (d) and ∆Rmin (f) [9].
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Figure 8.16: Results of the b-tagging efficiency measurements for the MVb algorithm corre-
sponding to an operating point of 70% efficiency as a function of the angular separation between
the vertex direction and the jet axis ∆R(vertex, jet). The measurements are performed separately
for jets. having a vertex reconstructed with the iterative vertex finder (a-b) and the JetFitter al-
gorithm (c-f), where the vertex candidates based on the JetFitter are subdivided into single- and
multi-track topologies. The b-tagging efficiencies (left column) are shown for the predictions
by the simulation (as a red line) and the measurements in data by the tag and probe (T&P)
method (as black dots). The total uncertainties of these measurements are displayed as well
(by the green filled area). The uncertainties on the predicted tagging efficiencies are based only
on the the Monte Carlo statistics. The corresponding data-to-simulation scale factors are pre-
sented in addition (right column). As these measurements take only jets into account that have
an appropriate type of secondary vertex reconstructed, the definition of the presented b-tagging
efficiencies is not inclusive as in the measurements corresponding to the jet pT, η or ∆Rmin [9].
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pT[ GeV] 25-30 30-60 60-90 90-140 140-200 200-300 300-500
εc ±1.5 ±0.9 ±0.7 ±0.8 ±0.8 ±0.9 ±0.5
εlight ±1.2 ±0.4 ±0.3 ±0.2 ±0.2 ±0.2 ±0.8
εfake ±0.6 ±0.2 ±0.2 ±0.1 ±0.0 ±0.0 ±0.1
QCD normalisation ±0.9 ±0.6 ±0.5 ±0.4 ±0.3 ±0.0 ±0.1
t¯t normalisation ±0.8 ±0.6 ±0.5 ±0.5 ±0.4 ±0.3 ±0.2
Z+jets normalisation ±0.4 ±0.3 ±0.2 ±0.2 ±0.1 ±0.2 ±0.0
Single-top normalisation ±0.3 ±0.3 ±0.2 ±0.2 ±0.3 ±0.2 ±0.6
Luminosity ±0.3 ±0.2 ±0.1 ±0.1 ±0.1 ±0.1 ±0.0
Jet energy scale ±6.2 ±2.1 ±0.8 ±0.4 ±0.4 ±0.2 ±1.9
ISR/FSR ±5.7 ±4.8 ±4.1 ±3.7 ±3.8 ±2.7 ±1.8
Top-quark mass ±0.8 ±0.4 ±0.0 ±0.4 ±0.2 ±0.5 ±1.5
Top-quark pT reweighting ±0.2 ±0.0 ±0.1 ±0.6 ±1.5 ±2.7 ±2.4
Jet energy resolution ±8.6 ±4.1 ±2.5 ±2.3 ±1.6 ±2.5 ±1.5
t¯t generator ±5.9 ±4.2 ±3.6 ±4.0 ±4.7 ±5.5 ±6.9
Fragmentation ±2.1 ±2.2 ±1.0 ±1.0 ±1.1 ±2.9 ±2.0
Trips in Tile ±0.7 ±0.1 ±0.3 ±0.2 ±0.2 ±0.4 ±2.5
Stat. ±2.9 ±0.8 ±0.8 ±0.9 ±1.8 ±3.5 ±10.6
Total Syst ±13.8 ±8.3 ±6.2 ±6.1 ±6.6 ±7.8 ±8.7
Total ±14.1 ±8.3 ±6.3 ±6.2 ±6.9 ±8.5 ±13.7
Scale factor 0.98 ± 0.14 1.01 ± 0.08 1.01 ± 0.06 0.99 ± 0.06 1.00 ± 0.07 0.95 ± 0.08 0.98 ± 0.13
(a) Systematic uncertainties in each pT bin
η 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5
εc ±0.8 ±0.8 ±0.9 ±0.8 ±0.8
εlight ±0.3 ±0.3 ±0.3 ±0.4 ±0.8
εfake ±0.1 ±0.1 ±0.2 ±0.2 ±0.2
QCD normalisation ±0.5 ±0.5 ±0.6 ±0.7 ±1.0
t¯t normalisation ±0.5 ±0.5 ±0.6 ±0.7 ±0.8
Z+jets normalisation ±0.2 ±0.2 ±0.3 ±0.4 ±0.3
Single-top normalisation ±0.3 ±0.2 ±0.3 ±0.3 ±0.2
Luminosity ±0.2 ±0.2 ±0.2 ±0.2 ±0.3
Jet energy scale ±0.5 ±1.0 ±0.9 ±0.4 ±0.7
ISR/FSR ±4.1 ±4.2 ±4.6 ±5.2 ±5.6
Top-quark mass ±0.3 ±0.2 ±0.5 ±0.3 ±1.3
Top-quark pT reweighting ±0.5 ±0.4 ±0.5 ±0.4 ±0.3
Jet energy resolution ±2.9 ±2.2 ±3.8 ±3.5 ±6.0
t¯t generator ±4.3 ±4.6 ±4.4 ±3.3 ±3.2
Fragmentation ±1.5 ±1.4 ±1.6 ±2.3 ±1.9
Trips in Tile ±0.3 ±0.3 ±0.1 ±0.1 ±0.6
Stat. ±0.8 ±0.9 ±1.0 ±1.5 ±2.3
Total Syst ±6.9 ±6.9 ±7.8 ±7.6 ±9.3
Total ±7.0 ±6.9 ±7.8 ±7.8 ±9.6
SF 1.01 ± 0.07 1.00 ± 0.07 0.99 ± 0.08 1.01 ± 0.08 0.98 ± 0.09
(b) Systematic uncertainties in each |η| bin
Table 8.4: Systematic uncertainties (in %) on the measured data-to-simulation scale factor of
the MVb algorithm in the various jet pT (a) and |η| (b) regions. The results are presented for a
representative operating point that corresponds to an overall b-tagging efficiency of 70%.
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∆Rmin 0.4-0.6 0.6-0.8 0.8-1.0 1.0-1.3 1.3-1.6 1.6-2.0
εc ±1.0 ±0.9 ±0.9 ±0.8 ±0.8 ±0.7
εlight ±0.6 ±0.4 ±0.3 ±0.3 ±0.3 ±0.3
εfake ±0.2 ±0.2 ±0.1 ±0.2 ±0.1 ±0.1
QCD normalisation ±0.8 ±0.7 ±0.5 ±0.4 ±0.4 ±0.5
t¯t normalisation ±0.7 ±0.7 ±0.5 ±0.4 ±0.4 ±0.5
Z+jets normalisation ±0.3 ±0.3 ±0.3 ±0.2 ±0.3 ±0.3
Single-top normalisation ±0.3 ±0.3 ±0.2 ±0.3 ±0.2 ±0.2
Luminosity ±0.2 ±0.2 ±0.2 ±0.1 ±0.1 ±0.2
Jet energy scale ±1.1 ±1.5 ±0.5 ±0.6 ±0.5 ±0.7
ISR/FSR ±6.0 ±4.6 ±4.1 ±4.2 ±3.6 ±4.4
Top-quark mass ±0.1 ±0.1 ±0.3 ±0.3 ±0.7 ±0.7
Top-quark pT reweighting ±2.0 ±1.4 ±1.0 ±0.5 ±0.1 ±0.2
Jet energy resolution ±3.0 ±2.3 ±2.5 ±3.7 ±2.9 ±3.2
t¯t generator ±5.3 ±5.1 ±4.5 ±4.6 ±3.9 ±3.1
Fragmentation ±2.2 ±1.8 ±2.3 ±1.6 ±1.6 ±1.1
Trips in Tile ±0.3 ±0.1 ±0.1 ±0.1 ±0.3 ±0.0
Stat. ±1.8 ±1.3 ±1.2 ±1.0 ±1.1 ±1.2
Total Syst ±9.3 ±7.9 ±7.2 ±7.5 ±6.5 ±6.5
Total ±9.4 ±8.0 ±7.3 ±7.6 ±6.6 ±6.7
SF 1.01 ± 0.10 1.00 ± 0.08 1.01 ± 0.07 0.99 ± 0.08 1.02 ± 0.07 1.00 ± 0.07
(a) Systematic uncertainties in each ∆Rmin bin
∆R(vertex, jet) 0.00-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
εc ±0.2 ±0.2 ±0.2 ±0.3 ±0.4 ±0.7
εlight ±0.1 ±0.1 ±0.1 ±0.2 ±0.5 ±0.8
εfake ±0.0 ±0.0 ±0.0 ±0.3 ±0.1 ±0.1
Light-flavour jet normalisation ±0.3 ±0.5 ±0.8 ±1.1 ±2.0 ±4.3
QCD normalisation ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.0
t¯t normalisation ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1
Z+jets normalisation ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Single-top normalisation ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Luminosity ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Jet energy scale ±0.0 ±0.1 ±0.0 ±0.3 ±0.2 ±0.2
ISR/FSR ±0.3 ±0.2 ±0.4 ±0.6 ±0.7 ±1.1
Top-quark mass ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1
Top-quark pT reweighting ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
Jet energy resolution ±0.2 ±0.1 ±0.0 ±0.8 ±0.3 ±0.4
t¯t generator ±0.2 ±0.3 ±0.3 ±0.2 ±0.7 ±1.1
Fragmentation ±0.0 ±0.1 ±0.1 ±0.2 ±0.2 ±0.5
Trips in Tile ±0.0 ±0.0 ±0.0 ±0.0 ±0.3 ±0.2
Stat. ±0.5 ±0.4 ±0.6 ±1.0 ±1.3 ±2.3
Total Syst ±0.6 ±0.7 ±1.0 ±1.6 ±2.4 ±4.7
Total ±0.7 ±0.8 ±1.2 ±1.8 ±2.7 ±5.2
SF 1.01 ± 0.01 1.01 ± 0.01 1.00 ± 0.01 1.01 ± 0.02 1.00 ± 0.03 0.95 ± 0.05
(b) Systematic uncertainties in each ∆R(vertex, jet) bin
Table 8.5: Systematic uncertainties (in %) on the measured data-to-simulation scale factor of
the MVb algorithm in the various jet ∆Rmin (a) and ∆R(vertex, jet) regions. The considered
vertices are reconstructed with the iterative vertex finder (using the SV1 setup). The results are
presented for a representative operating point that corresponds to an overall b-tagging efficiency
of 70%.
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∆R(vertex, jet) 0.00-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
εc ±0.2 ±0.3 ±0.3 ±0.4 ±0.5 ±0.6
εlight ±0.1 ±0.1 ±0.2 ±0.3 ±0.6 ±1.6
εfake ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.7
Light-flavour jet normalisation ±0.7 ±0.9 ±1.5 ±2.8 ±4.3 ±6.0
QCD normalisation ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.0
t¯t normalisation ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.1
Z+jets normalisation ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.0
Single-top normalisation ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
Luminosity ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Jet energy scale ±0.1 ±0.1 ±0.2 ±0.1 ±0.4 ±0.3
ISR/FSR ±0.3 ±0.4 ±0.6 ±0.9 ±0.8 ±0.8
Top-quark mass ±0.0 ±0.0 ±0.0 ±0.1 ±0.0 ±0.0
Top-quark pT reweighting ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
Jet energy resolution ±0.3 ±0.4 ±0.3 ±0.5 ±0.4 ±0.7
t¯t generator ±0.3 ±0.3 ±0.4 ±1.1 ±0.7 ±1.0
Fragmentation ±0.1 ±0.0 ±0.3 ±0.4 ±0.0 ±0.1
Trips in Tile ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1
Stat. ±0.5 ±0.4 ±0.6 ±1.1 ±1.5 ±3.2
Total Syst ±0.9 ±1.2 ±1.8 ±3.2 ±4.6 ±6.5
Total ±1.0 ±1.2 ±1.9 ±3.4 ±4.8 ±7.2
SF 1.00 ± 0.01 1.00 ± 0.01 0.98 ± 0.02 0.99 ± 0.03 0.98 ± 0.05 0.95 ± 0.07
(a) Systematic uncertainties in each ∆R(vertex, jet) bin
∆R(vertex, jet) 0.00-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
εc ±2.6 ±2.3 ±2.0 ±1.6 ±2.1 ±1.3
εlight ±1.2 ±0.9 ±1.7 ±1.4 ±3.0 ±4.4
εfake ±0.4 ±0.5 ±0.2 ±2.0 ±0.7 ±1.4
Light-flavour jet normalisation ±15.2 ±16.8 ±17.9 ±21.2 ±23.1 ±23.4
QCD normalisation ±0.5 ±0.5 ±0.7 ±0.8 ±0.7 ±0.7
t¯t normalisation ±0.5 ±0.5 ±0.5 ±0.6 ±0.7 ±0.8
Z+jets normalisation ±0.3 ±0.3 ±0.2 ±0.3 ±0.3 ±0.4
Single-top normalisation ±0.2 ±0.3 ±0.3 ±0.2 ±0.3 ±0.3
Luminosity ±0.2 ±0.2 ±0.2 ±0.2 ±0.2 ±0.3
Jet energy scale ±0.3 ±1.3 ±1.5 ±2.1 ±4.1 ±3.8
ISR/FSR ±4.0 ±3.9 ±4.0 ±5.5 ±4.7 ±5.2
Top-quark mass ±0.0 ±0.2 ±0.2 ±0.7 ±0.4 ±1.5
Top-quark pT reweighting ±0.2 ±0.3 ±0.2 ±0.2 ±0.3 ±0.6
Jet energy resolution ±3.0 ±0.3 ±2.0 ±0.9 ±1.7 ±0.1
t¯t generator ±3.1 ±5.6 ±2.4 ±4.2 ±6.5 ±7.8
Fragmentation ±5.0 ±4.0 ±6.0 ±5.1 ±3.5 ±4.0
Trips in Tile ±0.6 ±0.5 ±1.2 ±1.8 ±1.0 ±1.2
Stat. ±4.8 ±5.4 ±6.8 ±9.2 ±8.8 ±12.9
Total Syst ±17.4 ±18.8 ±19.8 ±23.2 ±25.4 ±26.4
Total ±18.0 ±19.6 ±20.9 ±25.0 ±26.9 ±29.4
SF 1.06 ± 0.19 1.09 ± 0.21 1.02 ± 0.21 0.98 ± 0.25 0.87 ± 0.23 0.94 ± 0.28
(b) Systematic uncertainties in each ∆R(vertex, jet) bin
Table 8.6: Systematic uncertainties (in %) on the measured data-to-simulation scale factors
of the MVb algorithm in the various ∆R(vertex, jet) regions for multi- (a) and single-track (b)
vertices reconstructed with the JetFitter algorithm. The results are presented for a representative
operating point that corresponds to an overall b-tagging efficiency of 70%.
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Further cross checks corresponding to the calibration results of the MVb algorithm evaluated at
an operating point that matches an overall b-tagging efficiency of 70% are presented in Figures
8.17 (a) and (b).
Figure 8.17 (a) shows four sets of b-tagging efficiency scale factors and their combined
systematic and statistical uncertainties, which are measured in different jet samples as a function
of the jet pT. These measurements are performed for an inclusive event sample, in which all
events are taken into account that contain at least four jets, and also for an exclusive event
sample, in which all events are taken into account that contain exactly four jets. In addition,
this scale factor measurement is repeated for the case that the tag requirement is changed (i.e.
the tag requirement is applied to the b-jet candidate on the hadronic side of the selected events,
while the b-jet candidate on the leptonic side of the event is used as the probe jet).
In general, the four sets of scale factors are compatible with each other within their com-
bined systematic and statistical uncertainties. The measurement in the exclusive (exactly four
jets) sample, provides a significantly smaller total systematic uncertainty due to a higher b-jet
purity, while the statistical uncertainty is substantially increased with respect to the inclusive
measurement. As a consequence, the combined systematic and statistical uncertainties of the
scale factors corresponding to the exactly four jets sample are significantly smaller with respect
to the scale factors obtained in the inclusive event sample. Exceptions are the first and the last
jet pT bin, in which the statistical component gives a relative large contribution to the total un-
certainty. For jets with a pT between 60 GeV and 300 GeV, the total uncertainties on the scale
factors range between 2.4% to 4.6% (for the measurements in the exclusive sample of the probe
jets from the leptonic side of the selected events), between 3.6% to 5.3% (for the measurements
in the inclusive sample of the probe jets from the leptonic side) and between 4.6% to 8.1% (for
the measurements in the exclusive sample of the probe jets from the hadronic side). The com-
bined systematic and statistical uncertainties obtained using the exclusive event sample and the
b-jet candidates from the leptonic side of the selected events are even competitive to the results
provided by measurements in t¯t dilepton events.
Similar comparisons are shown in Figure 8.17 (b), in which also four sets of different b-
tagging efficiency scale factors and their combined systematic and statistical uncertainties are
presented. These scale factors are measured as a function of the angular separation of the
selected probe jets to their nearest neighbouring jet in four disjoint jet samples. For this purpose
the inclusive event sample is split into a subsample including events that contain exactly four jets
and into another subsample that contains events with five and more jets. Also this measurement
is not only performed on the probe jet sample corresponding to the b-jet candidates on the
hadronic side of the selected and reconstructed t¯t candidate events, but also on a second probe
jet sample that corresponds to the b-jet candidates on the leptonic side. All four sets of the
calibration scale factors are compatible with each other within their combined statistical and
systematic uncertainties. The compatibility of these results implies that the measured scale
factors do not have a significant underlying dependency on additional topology effects as e.g.
the jet multiplicity.
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Figure 8.17: Comparison of several sets of b-tagging efficiency scale factors for the MVb
algorithm corresponding to an operating point of an overall efficiency of 70% measured as a
function of the probe jet pT (a) and the probe jet ∆Rmin (b). The measurements are repeated
in order to probe individually the b-tagging performance of the b-jet candidate stemming from
the leptonic and the hadronic top-quark decay. Additionally, the calibration results are also
compared for the case that the jet multiplicity requirement of the selected candidate events is
varied.
134
8.3.2 Calibration results of the MV1 algorithm
The calibration results corresponding to the MV1 algorithm measured for an operating point
that matches an overall b-tagging efficiency of 70% are presented graphically in Figures 8.18
and 8.19 for the combined e + jets and µ + jets channel. This operating point is defined by
considering all jets as b-tagged that have an MV1 weight exceeding a value of 0.7892.
Both the b-tagging efficiency and the corresponding scale factors are measured (as for the
MVb algorithm) as a function of the jet pT (Figures 8.18 (a) and (b)), the jet |η| (Figures 8.18
(c) and (d)), the ∆R between the probe jet and its nearest neighbouring jet 8.18 (e) and (f)), and
the angular separation between the vertex direction and the axis of the probe jet ∆R(vertex, jet)
(Figures 8.19 (a) to (f)). The resulting scale factors corresponding to the MV1 algorithm are
very similar with respect to those obtained for the MVb algorithm. A detailed break-down of all
the relevant systematic uncertainties on the measured scale factors corresponding to the MV1
algorithm at the 70% operating point is given in Tables 8.7 (a-b), 8.8 (a-b) and 8.9 (a-b) for the
various pT, |η|, ∆Rmin and ∆R(vertex, jet) bins. Both the magnitude and the relative importance
of the individual systematic uncertainties are very similar to what is obtained for the MVb
algorithm.
The scale factors that are obtained by the application of the tag and probe method to a
sample of t¯t candidate events containing a single charged lepton (SL), at least four jets and
missing transverse momentum in the final state are compared in Figure 8.20 to the b-tagging
calibration results provided by the combinatorial likelihood method (PDF) [110] applied to t¯t
dilepton events containing exactly two or three jets.
The results of the tag and probe method are provided for the case that the b-jet candidates
on the hadronic side of the selected events are used as the probe jets, but also in case that
the b-jet candidates on the leptonic side are used. In general, the three sets of scale factors are
compatible within their combined statistical and systematic uncertainties. The application of the
tag and probe method is beneficial, in particular for high-pT jets as the corresponding combined
uncertainties are smaller than those obtained from measurements in the dilepton t¯t events using
the PDF calibration approach. In case that the b-jets from the hadronic (leptonic) side of the
t¯t events are used to obtain the probe jet sample, the corresponding uncertainties on the scale
factor are smaller than those of the dilepton PDF method for jets with a pT above 200 GeV
(140 GeV). In addition, the tag and probe method is the first t¯t based b-tagging calibration
technique that also provides a scale factor measurement for b-jets with a pT between 300 GeV
and 500 GeV.
Again, it is shown that the scale factors from the leptonic side are more precise than the
scale factors from the hadronic side. However, they tend to stem from a less busy environment
with fewer nearby jets. A summary of the uncertainties related to the scale factors that are mea-
sured in the jet sample that is obtained from the leptonic top quark decays is presented in Table
8.10.
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Figure 8.18: The b-tagging efficiencies for the MV1 algorithm corresponding to an operating
point of an overall efficiency of 70% as a function of the transverse momentum (a), the absolute
pseudorapidity (c) and the ∆Rmin (e) of the jets contained in the sample of t¯t single lepton (SL)
candidate events. The b-tagging efficiencies are shown for the predictions by the simulation (as
a red line) and the measurements in data by the tag and probe (T&P) method (as black dots).
The total uncertainties of these measurements are displayed as well (by the green filled area).
The uncertainties on the predicted tagging efficiencies are based only on the the Monte Carlo
statistics. The corresponding data-to-simulation scale factors are presented in addition also as a
function of the jet pT (b), |η| (d) and ∆Rmin (f) [9].
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Figure 8.19: Results of the b-tagging efficiency measurements for the MV1 algorithm corre-
sponding to an operating point of 70% efficiency as a function of the angular separation between
the vertex direction and the jet axis ∆R(vertex, jet). The measurement is performed separately
for jets having a vertex reconstructed with the iterative vertex finder (a-b) and the JetFitter algo-
rithm (c-f), where the vertex candidates based on the JetFitter are subdivided into single- and
multi-track vertices. The b-tagging efficiencies (left column) are shown for the predictions by
the simulation (as a red line) and the measurements in data by the tag and probe (T&P) method
(as black dots). The total uncertainties of these measurements are displayed as well (by the
green filled area). The uncertainties on the predicted tagging efficiencies are based only on the
the Monte Carlo statistics. The corresponding data-to-simulation scale factors are presented
in addition (right column). As these measurements take only jets into account that have an
appropriate type of secondary vertex reconstructed, the definition of the presented b-tagging
efficiencies is not inclusive as in the measurements corresponding to the jet pT, η or ∆Rmin [9].
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pT[ GeV] 25-30 30-60 60-90 90-140 140-200 200-300 300-500
εc ±0.7 ±0.3 ±0.2 ±0.2 ±0.4 ±0.4 ±0.2
εlight ±0.8 ±0.2 ±0.1 ±0.1 ±0.1 ±0.1 ±0.2
εfake ±0.6 ±0.2 ±0.2 ±0.1 ±0.0 ±0.0 ±0.1
QCD normalisation ±0.9 ±0.6 ±0.5 ±0.4 ±0.3 ±0.0 ±0.1
t¯t normalisation ±0.8 ±0.6 ±0.5 ±0.5 ±0.4 ±0.3 ±0.2
Z+jets normalisation ±0.4 ±0.3 ±0.2 ±0.2 ±0.1 ±0.2 ±0.0
Single-top normalisation ±0.3 ±0.3 ±0.2 ±0.2 ±0.3 ±0.2 ±0.7
Luminosity ±0.3 ±0.2 ±0.1 ±0.1 ±0.1 ±0.1 ±0.0
Jet energy scale ±6.0 ±2.1 ±0.8 ±0.4 ±0.5 ±0.1 ±1.2
ISR/FSR ±5.7 ±4.8 ±4.1 ±3.7 ±3.8 ±2.7 ±1.8
Top-quark mass ±0.8 ±0.4 ±0.0 ±0.4 ±0.3 ±0.5 ±1.6
Top-quark pT reweighting ±0.2 ±0.0 ±0.1 ±0.6 ±1.5 ±2.7 ±2.5
Jet energy resolution ±5.8 ±4.1 ±2.6 ±2.1 ±1.5 ±2.9 ±2.8
t¯t generator ±5.9 ±4.2 ±3.5 ±3.9 ±4.7 ±5.5 ±7.0
Fragmentation ±2.1 ±2.2 ±1.0 ±1.0 ±1.1 ±2.9 ±1.8
Trips in Tile ±0.7 ±0.1 ±0.3 ±0.2 ±0.2 ±0.4 ±2.7
Stat. ±2.9 ±0.8 ±0.8 ±0.9 ±1.7 ±3.5 ±10.8
Total Syst ±12.1 ±8.3 ±6.2 ±6.0 ±6.6 ±7.9 ±9.1
Total ±12.4 ±8.3 ±6.2 ±6.0 ±6.8 ±8.6 ±14.1
SF 0.98 ± 0.12 1.01 ± 0.08 1.00 ± 0.06 0.99 ± 0.06 1.01 ± 0.07 0.92 ± 0.08 1.05 ± 0.15
(a) Systematic uncertainties in each pT bin
η 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5
εc ±0.3 ±0.3 ±0.3 ±0.2 ±0.2
εlight ±0.1 ±0.1 ±0.2 ±0.2 ±0.4
εfake ±0.1 ±0.1 ±0.2 ±0.2 ±0.2
QCD normalisation ±0.5 ±0.5 ±0.6 ±0.7 ±1.0
t¯t normalisation ±0.5 ±0.5 ±0.6 ±0.7 ±0.8
Z+jets normalisation ±0.2 ±0.2 ±0.3 ±0.4 ±0.3
Single-top normalisation ±0.3 ±0.2 ±0.3 ±0.3 ±0.2
Luminosity ±0.2 ±0.2 ±0.2 ±0.2 ±0.3
Jet energy scale ±0.5 ±0.9 ±0.9 ±0.2 ±0.8
ISR/FSR ±4.1 ±4.2 ±4.6 ±5.2 ±5.6
Top-quark mass ±0.3 ±0.2 ±0.5 ±0.3 ±1.3
Top-quark pT reweighting ±0.5 ±0.4 ±0.5 ±0.4 ±0.3
Jet energy resolution ±2.9 ±1.9 ±3.7 ±3.5 ±5.2
t¯t generator ±4.3 ±4.6 ±4.4 ±3.3 ±3.2
Fragmentation ±1.5 ±1.4 ±1.6 ±2.3 ±1.9
Trips in Tile ±0.3 ±0.3 ±0.1 ±0.1 ±0.6
Stat. ±0.8 ±0.8 ±1.0 ±1.5 ±2.4
Total Syst ±6.8 ±6.7 ±7.7 ±7.6 ±8.8
Total ±6.9 ±6.8 ±7.7 ±7.7 ±9.1
SF 1.01 ± 0.07 1.00 ± 0.07 0.98 ± 0.08 1.01 ± 0.08 0.98 ± 0.09
(b) Systematic uncertainties in each |η| bin
Table 8.7: Systematic uncertainties (in %) on the measured data-to-simulation scale factor of
the MV1 algorithm in the various jet pT (a) and |η| (b) regions. The results are presented for a
representative operating point that corresponds to an overall b-tagging efficiency of 70%.
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∆Rmin 0.4-0.6 0.6-0.8 0.8-1.0 1.0-1.3 1.3-1.6 1.6-2.0
εc ±0.3 ±0.3 ±0.3 ±0.2 ±0.2 ±0.2
εlight ±0.2 ±0.2 ±0.2 ±0.1 ±0.1 ±0.1
εfake ±0.2 ±0.2 ±0.1 ±0.2 ±0.1 ±0.1
QCD normalisation ±0.8 ±0.7 ±0.5 ±0.4 ±0.4 ±0.5
t¯t normalisation ±0.7 ±0.7 ±0.5 ±0.4 ±0.4 ±0.5
Z+jets normalisation ±0.3 ±0.3 ±0.3 ±0.2 ±0.3 ±0.3
Single-top normalisation ±0.3 ±0.3 ±0.2 ±0.3 ±0.2 ±0.2
Luminosity ±0.2 ±0.2 ±0.2 ±0.1 ±0.1 ±0.2
Jet energy scale ±1.0 ±1.4 ±0.4 ±0.6 ±0.5 ±0.7
ISR/FSR ±6.1 ±4.6 ±4.1 ±4.2 ±3.6 ±4.4
Top-quark mass ±0.1 ±0.1 ±0.3 ±0.3 ±0.7 ±0.7
Top-quark pT reweighting ±2.0 ±1.4 ±1.0 ±0.5 ±0.1 ±0.2
Jet energy resolution ±2.8 ±1.9 ±2.6 ±3.6 ±2.8 ±2.9
t¯t generator ±5.3 ±5.1 ±4.5 ±4.6 ±3.9 ±3.1
Fragmentation ±2.2 ±1.8 ±2.3 ±1.6 ±1.5 ±1.1
Trips in Tile ±0.3 ±0.1 ±0.1 ±0.1 ±0.3 ±0.0
Stat. ±1.8 ±1.3 ±1.2 ±1.0 ±1.1 ±1.2
Total Syst ±9.2 ±7.7 ±7.1 ±7.4 ±6.4 ±6.4
Total ±9.3 ±7.8 ±7.2 ±7.5 ±6.5 ±6.5
SF 1.00 ± 0.09 1.00 ± 0.08 1.01 ± 0.07 0.99 ± 0.07 1.02 ± 0.07 0.99 ± 0.06
(a) Systematic uncertainties in each ∆Rmin bin
∆R(vertex, jet) 0.00-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
εc ±0.1 ±0.1 ±0.1 ±0.1 ±0.2 ±0.3
εlight ±0.0 ±0.1 ±0.1 ±0.1 ±0.2 ±0.4
εfake ±0.0 ±0.0 ±0.0 ±0.3 ±0.1 ±0.1
Light-flavour jet normalisation ±0.3 ±0.4 ±0.7 ±0.9 ±2.0 ±4.2
QCD normalisation ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.0
t¯t normalisation ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1
Z+jets normalisation ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Single-top normalisation ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Luminosity ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
Jet energy scale ±0.0 ±0.0 ±0.0 ±0.2 ±0.5 ±0.1
ISR/FSR ±0.2 ±0.2 ±0.3 ±0.5 ±0.7 ±1.2
Top-quark mass ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.1
Top-quark pT reweighting ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
JJet energy resolution ±0.1 ±0.1 ±0.0 ±0.6 ±0.3 ±0.2
t¯t generator ±0.1 ±0.2 ±0.2 ±0.2 ±0.7 ±1.0
Fragmentation ±0.0 ±0.1 ±0.1 ±0.1 ±0.2 ±0.5
Trips in Tile ±0.0 ±0.0 ±0.0 ±0.0 ±0.3 ±0.2
Stat. ±0.4 ±0.4 ±0.6 ±0.9 ±1.2 ±2.2
Total Syst ±0.4 ±0.6 ±0.8 ±1.3 ±2.4 ±4.5
Total ±0.6 ±0.7 ±1.0 ±1.6 ±2.7 ±5.0
SF 1.01 ± 0.01 1.01 ± 0.01 1.00 ± 0.01 1.01 ± 0.02 1.01 ± 0.03 0.97 ± 0.05
(b) Systematic uncertainties in each ∆R(vertex, jet) bin
Table 8.8: Systematic uncertainties (in %) on the measured data-to-simulation scale factor of
the MV1 algorithm in the various jet ∆Rmin (a) and ∆R(vertex, jet) regions. The considered
vertices are reconstructed with the iterative vertex finder (using the SV1 setup). The results are
presented for a representative operating point that corresponds to an overall b-tagging efficiency
of 70%.
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∆R(vertex, jet) 0.00-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
εc ±0.1 ±0.1 ±0.1 ±0.2 ±0.2 ±0.2
εlight ±0.0 ±0.1 ±0.1 ±0.2 ±0.3 ±0.9
εfake ±0.1 ±0.1 ±0.1 ±0.1 ±0.1 ±0.7
Light-flavour jet normalisation ±0.7 ±0.9 ±1.5 ±2.7 ±4.2 ±5.9
QCD normalisation ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.0
t¯t normalisation ±0.0 ±0.0 ±0.1 ±0.1 ±0.1 ±0.1
Z+jets normalisation ±0.0 ±0.0 ±0.0 ±0.1 ±0.1 ±0.0
Single-top normalisation ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
Luminosity ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.0
Jet energy scale ±0.1 ±0.1 ±0.2 ±0.2 ±0.5 ±0.6
ISR/FSR ±0.3 ±0.4 ±0.6 ±0.8 ±0.8 ±0.9
Top-quark mass ±0.0 ±0.0 ±0.0 ±0.1 ±0.0 ±0.0
Top-quark pT reweighting ±0.0 ±0.0 ±0.0 ±0.0 ±0.0 ±0.1
Jet energy resolution ±0.1 ±0.3 ±0.3 ±0.2 ±0.9 ±1.2
t¯t generator ±0.3 ±0.3 ±0.4 ±1.1 ±0.6 ±1.1
Fragmentation ±0.1 ±0.0 ±0.3 ±0.4 ±0.0 ±0.1
Trips in Tile ±0.0 ±0.0 ±0.0 ±0.0 ±0.1 ±0.0
Stat. ±0.4 ±0.4 ±0.6 ±1.1 ±1.4 ±3.2
Total Syst ±0.8 ±1.1 ±1.7 ±3.1 ±4.5 ±6.3
Total ±0.9 ±1.2 ±1.8 ±3.3 ±4.7 ±7.1
SF 1.00 ± 0.01 0.99 ± 0.01 0.98 ± 0.02 0.99 ± 0.03 0.97 ± 0.05 0.94 ± 0.07
(a) Systematic uncertainties in each ∆R(vertex, jet) bin
∆R(vertex, jet) 0.00-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
εc ±0.9 ±0.8 ±0.6 ±0.4 ±0.8 ±0.4
εlight ±0.5 ±0.5 ±0.9 ±0.6 ±0.9 ±1.9
εfake ±0.5 ±0.5 ±0.2 ±2.0 ±0.7 ±1.3
Light-flavour jet normalisation ±15.4 ±16.7 ±17.9 ±20.9 ±24.1 ±23.6
QCD normalisation ±0.5 ±0.5 ±0.7 ±0.8 ±0.7 ±0.8
t¯t normalisation ±0.5 ±0.5 ±0.5 ±0.6 ±0.7 ±0.8
Z+jets normalisation ±0.3 ±0.3 ±0.2 ±0.3 ±0.3 ±0.4
Single-top normalisation ±0.2 ±0.3 ±0.3 ±0.2 ±0.3 ±0.3
Luminosity ±0.2 ±0.2 ±0.2 ±0.2 ±0.2 ±0.3
Jet energy scale ±0.3 ±0.3 ±0.6 ±2.9 ±5.0 ±3.5
ISR/FSR ±4.0 ±3.9 ±4.0 ±5.5 ±4.7 ±5.2
Top-quark mass ±0.0 ±0.2 ±0.2 ±0.7 ±0.4 ±1.5
Top-quark pT reweighting ±0.2 ±0.3 ±0.2 ±0.2 ±0.3 ±0.6
Jet energy resolution ±1.5 ±0.5 ±0.4 ±0.5 ±0.1 ±1.5
t¯t generator ±3.1 ±5.5 ±2.4 ±4.3 ±6.5 ±7.8
Fragmentation ±4.9 ±3.9 ±6.0 ±5.1 ±3.5 ±4.0
Trips in Tile ±0.5 ±0.5 ±1.2 ±1.8 ±1.0 ±1.3
Stat. ±4.9 ±5.5 ±6.9 ±9.3 ±9.1 ±14.0
Total Syst ±17.1 ±18.5 ±19.6 ±23.0 ±26.2 ±26.2
Total ±17.8 ±19.4 ±20.8 ±24.8 ±27.7 ±29.7
SF 1.01 ± 0.18 1.09 ± 0.21 1.02 ± 0.21 0.99 ± 0.25 0.89 ± 0.25 1.04 ± 0.31
(b) Systematic uncertainties in each ∆R(vertex, jet) bin
Table 8.9: Systematic uncertainties (in %) on the measured data-to-simulation scale factors
of the MV1 algorithm in the various ∆R(vertex, jet) regions for multi- (a) and single-track (b)
vertices reconstructed with the JetFitter algorithm. The results are presented for a representative
operating point that corresponds to an overall b-tagging efficiency of 70%.
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Figure 8.20: Data-to-simulation scale factors for the MV1 algorithm evaluated at an operating
point that matches an overall b-tagging efficiency of 70%. The results of the tag and probe
method (T&P) applied to t¯t candidate decays into a final state of a single lepton (SL), at least
four jets and missing transverse momentum are compared to the scale factors that are obtained
with the combinatorial likelihood (PDF) method applied to t¯t dilepton events containing exactly
two or three jets (presented as red triangles). The results of the tag and probe method (T&P) are
displayed for the case that the b-jet candidates on the hadronic side of the selected events are
used as the probe jets (shown as black dots) and also for the case that the b-jet candidates on
the leptonic side are used (blue squares) [9].
pT[ GeV] 25-30 30-60 60-90 90-140 140-200 200-300 300-500
Statistical ±2.6 ±0.8 ±0.8 ±0.8 ±1.4 ±2.9 ±10.1
Total Systematic ±13.7 ±8.0 ±4.9 ±3.8 ±3.3 ±4.4 ±3.1
Total ±14.0 ±8.0 ±4.9 ±3.9 ±3.5 ±5.3 ±10.5
SF 1.01 ± 0.14 1.01 ± 0.08 0.99 ± 0.05 0.98 ± 0.04 0.99 ± 0.04 0.97 ± 0.05 1.02 ± 0.11
Table 8.10: Summary of combined systematic and statistical uncertainties (in %) on the mea-
sured data-to-simulation scale factor of the MV1 algorithm in the various jet pT regions. These
scale factors are calculated using a b-jet sample obtained from leptonic top quark decays.
Chapter 9
Search for t ¯t resonances
The search for new heavy particles decaying into top-quark pairs was already performed at the
Tevatron, where the CDF and D0 collaborations excluded leptophobic topcolour Z′ with masses
below 915 GeV using a data set corresponding to an integrated luminosity of approximately
9.5 fb−1 obtained from pp¯ collisions at a centre-of-mass energy of
√
s = 1.96 TeV [147]. At the
LHC this search for t¯t resonances was continued by both the ATLAS and CMS collaborations
at 7 TeV and 8 TeV using data sets corresponding to integrated luminosities of 2.1 fb−1 [148],
4.7 fb−1 [77], 14.3 fb−1 [149] and 20.3 fb−1 [36] respectively. Meanwhile, the exclusion limits
for the leptophobic Z′ model are extended up to 2 TeV using both the boosted and resolved event
reconstruction techniques that are described in Section 5.2. Also further benchmark models
such as warped extra dimensions are now taken into account.
The current strategy in ATLAS to search for new heavy particles decaying into top-quark
pairs is based on probing the invariant mass spectrum of the reconstructed t¯t candidate events
for local excesses or deficits. As neither a significant local excess nor a significant local deficit
was found in the data measured by the ATLAS detector during the 2012 run of the LHC [36],
limits are set on σ × BR, the product of the production cross-section and the branching ratio,
of new particles decaying into top-quark pairs. To interpret this measurement various samples
of hypothetical processes are simulated according to the predictions of the BSM models de-
scribed in Section 2.2.2. The corresponding σ × BR limits are then translated into bounds on
the minimum mass allowed for such new particles.
This chapter describes how a connection between the topology of the reconstructed t¯t candi-
date decays and the b-tagged jets contained in the particular events can be exploited to improve
the sensitivity to search for new heavy particles decaying into top-quark pairs. This analysis
is performed using the current default b-tagging algorithm MV1, but also with the previously
described new b-taggers, MVb and MVbCharm in order to compare the resulting exclusion
limits and draw conclusions to what extent the application of this new b-tagging algorithm can
improve the sensitivity in the search for new heavy particles.
9.1 Event sample composition
The search for t¯t resonances is currently performed using candidate events that are selected
and reconstructed by the techniques described in Sections 5.1 and 5.2. Depending on which of
these two different selection and reconstruction approaches are used to identify a top-quark pair
candidate, the corresponding event is either associated to the so-called boosted decay channel
or to the so-called resolved decay channel.
Top-quark pair candidate events passing the resolved selection requirements are recon-
structed using the χ2 minimisation procedure that is described in Section 5.2. In order to re-
duce the number of possible permutations within this method, the b-tagged jets contained in
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the studied events are exclusively used as the b-jet candidates on the leptonic or hadronic side
of the particular events1. For the purpose of b-tagging, the MV1 algorithm is applied using an
operating point corresponding to an overall b-tagging efficiency of 70%.
However the two samples obtained after applying independently the boosted and resolved
selection requirements are not disjoint, as an event passing all the requirements of the boosted
decay channel can also pass the requirements of the resolved channel (and vice versa). In
order to avoid statistical correlations between the two resulting samples, first the entire selection
and reconstruction requirements corresponding to the boosted decay channel are applied to the
candidate events. Only events that fail any of these requirements are considered for the resolved
decay channel. Thus an overlap between these two channels is avoided.
In the following studies, the so-called electroweak correction scale factors are applied to the
simulated SM t¯t events in order to take gauge and Higgs boson contribution via loop-diagrams
into account, which become relevant at larger energy scales E >> mW,Z . The calculation of
the corresponding scale factors is based on an extended version of HATHOR (HATHOR 2.1-
alpha [34]), which contains theoretical predictions by J. Ku¨hn, A. Scharf, P. Uwer [150–152].
The simulated t¯t events are reweighted using event specific scale factors w = 1+Fweak, where an
uncertainty of 10% is assigned to the weak corrections Fweak (following the recommendations
of the authors). A detailed description of the expected effects on top-quark physics due to this
weak corrections can be found in Reference [150]. However, a re-weighting of the top-quark
pT spectrum (as it was done in the studies presented in Section 8 in order to correct for a
mismodelling of the jet pT distribution) is not appropriate in the search for t¯t resonances, as a
possible signal might be canceled that way.
Table 9.1 (a) presents the final yields of the events passing the full boosted selection re-
quirements separately for the two different lepton plus jets channels. The event numbers of the
various background processes are shown as they are obtained either via the predictions by the
simulation or via the data-driven estimations of the charge-asymmetry (for the W+jets produc-
tion) or the matrix method (for the non-prompt and fake lepton backgrounds). The yields of the
observed candidate events in data are shown additionally. In total, 4559 (3928) events, from the
data set collected during the 2012 run of the LHC, pass the requirements of the boosted e + jets
(µ + jets) decay channels, while 5100 ± 780 (4440 ± 660) events are expected. According to
the predictions by the simulation approximately 85% (88%) of the selected candidate events
are due to the production of top-quark pairs, while the main non-t¯t contributions arise from the
associated production of a W-boson and jets but also due to single top-quarks. The Z+jets or
diboson production as well as the fake and non-prompt lepton backgrounds are less significant.
Comparing the observed events in data and the total expectations, a deficit in data that is of
the order of 11% (12%) is seen for the e + jets (µ + jets) channel. However, when taking the
total uncertainties into account, this deficit is roughly covered. After the full event selection
and reconstruction requirements corresponding to the resolved decay channel are applied to the
2012 data set, exactly 118910 (111949) events are observed in the e+ jets and µ+ jets channels
respectively, while 115500 ± 12900 (105900 ± 13100) events are predicted. Taking the total
systematic uncertainties on the selection acceptance for all considered processes into account,
the predictions of the simulation and the data collected by the ATLAS detector are compatible.
As for the boosted µ + jets channel, the main contribution of non-t¯t events passing the resolved
selection requirements are due to the associated production of a W-boson and jets, followed by
the production of single top-quarks. In the resolved e + jets channel, the backgrounds corre-
sponding to non-prompt and fake leptons give the main non-t¯t contributions. Further significant
1In contrast to the approach used in Section 8, in which all jets were tested as the two b-jet candidates.
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background processes arise from the associated production of a W-boson and jets as well as
from single top-quarks. A detailed summary of the event sample composition obtained after
applying the full selection and reconstruction requirements of the resolved decay channel are
presented in Table 9.1 (b).
Source Ne+jets Nµ+jets
t¯t 4310 ± 760 3850 ± 640
t¯t + V 41 ± 7 38 ± 6
W + jets 420 ± 170 360 ± 140
Z + jets 59 ± 35 23 ± 15
Diboson 15 ± 8 14 ± 7
Single top 151 ± 30 150 ± 25
Fake and non-prompt lepton background 100 ± 23 3 ± 1
Total predictions 5100 ± 780 4440 ± 660
Observed 4559 3928
(a) Boosted decay channel
Source Ne+jets Nµ+jets
t¯t 92100 ± 12600 90700 ± 13000
t¯t + V 270 ± 40 260 ± 40
W + jets 7600 ± 1500 8400 ± 1700
Z + jets 1570 ± 890 740 ± 410
Diboson 210 ± 80 190 ± 80
Single top 3800 ± 500 3700 ± 500
Fake and non-prompt lepton background 9900 ± 2200 1890 ± 420
Total predictions 115500 ± 12900 105900 ± 13100
Observed 118910 111949
(b) Resolved decay channel
Table 9.1: Numbers of events passing the full event selection and reconstruction procedures
of the boosted (a) and resolved (b) decay channels. The event yields are shown separately for
the predicted signal and background processes and the observations in data. The uncertainties
correspond to the expected total systematics relevant for this analysis.
Figures (a-d) display data-to-simulation comparisons of the invariant t¯t mass spectra separately
for the boosted and the resolved decay channels as well as for e+jets and µ+jets final states.
A comparison between the data collected by the ATLAS detector during the 2012 run of the
LHC and the predictions provided by the simulation are presented in these figures, where the
non-prompt and fake lepton backgrounds, diboson and single top-quark events as well as the
associated production of a Z-boson and jets is summarised as one single component (referred to
as “others”). The contribution that is denoted by t¯t contains both the top-quark pair production
and the associated production of top-quark pairs and a vector boson. In addition, also the
corresponding data-to-simulation ratios are shown.
The data-to-simulation comparisons in the boosted decay channel show a significant deficit
in data, which is in the order of approximately 10% for mt¯t masses below 1.4 TeV for both the
e+jets and µ+jets channels and up to 30% for larger mt¯t values. The corresponding ratio curves
are situated for most mt¯t bins at the edge of the uncertainty band.
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However, the comparisons in the resolved t¯t decay channels show a consistency between the
predictions by the simulation and the measured data taking the combined statistical and sys-
tematic uncertainties into account. The two different lepton plus jets final states show relative
similar data-to-simulation ratios over the full range of mt¯t values in both, the boosted and the
resolved decay channels.
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(d) Resolved µ+jets channel
Figure 9.1: Distribution of the invariant t¯t mass as reconstructed within the boosted (top row)
and the resolved (bottom row) decay channels. Separate mass spectra are displayed for the
e+jets (left column) and µ+jets (right column) final states. The data collected by the ATLAS
detector during the 2012 run of the LHC (solid black points) is compared to the predictions
by the simulation (filled histograms). The simulated Monte Carlo samples are normalised ac-
cording to their predicted cross-sections to an integrated luminosity of 20.3 fb−1. In addition,
data-to-simulation ratios are displayed at the bottom of each plot.
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9.2 Categorisation of t ¯t candidate events using b-tagging in the
event reconstruction
Previous studies showed that the sensitivity to search for heavy resonances decaying into top-
quark pairs is significantly enlarged, if the selected event sample is split according to the multi-
plicity of b-tagged jets contained in the studied events [153, 154]. The main advantage of such
an event categorisation is a possible profiling of certain systematic uncertainties during the cal-
culation of the exclusion limits, a better signal-to-background ratio in some of these categories
and a reduction of the combinatorial background (events in which the t¯t decay is reconstructed
incorrectly), as these events have a worse mass resolution with respect to the correctly recon-
structed events.
The following studies describe how these exclusion limits can be even further improved
using a more sophisticated classification scheme, which exploits additionally the information
whether the b-tagged jets contained in the candidate events are associated to any of the objects
used in the reconstruction of the invariant t¯t mass or not. For the purpose of b-tagging, the
MV1 algorithm is applied to the anti-kt R = 0.4 jets contained in the candidate events using an
operating point that matches an overall b-tagging efficiency of 70% (i.e. the jet weight of the
MV1 algorithm is required to be larger than 0.7892).
9.2.1 Boosted decay channel
Boosted t¯t candidate events can be classified into four different categories depending on the
number of contained b-tagged jets and whether these jets are associated to any object that is
used in the reconstruction procedure of the invariant t¯t mass. For this purpose only events con-
taining at least one b-tagged anti-kt R = 0.4 jet are considered. An event is classified into the
category “BtagCat1”, if both the b-jet candidate on the leptonic side and one of the jets associ-
ated to the hadronic side are b-tagged. The jets on the hadronic side have to be ∆R matched to
the large-radius jet in order to be taken into account, where an anti-kt R = 0.4 jet is considered
as successfully matched if the axis of both jet objects have an angular separation below 1.0.
In the case that an event has a b-tagged jet that is either ∆R matched to the large-radius jet or
equal to the b-jet candidate on the leptonic side of the top-quark decay, the event is classified
into the categories “BtagCat2” and “BtagCat3” respectively. Events that contain a b-tagged
jet, which is neither identical to the b-jet candidate on the leptonic side of the event nor ∆R
matched to the large-radius jet, are classified into the category “BtagCat4”. This class contains
almost exclusively events that are reconstructed assigning the wrong R = 0.4 jet to the leptonic
top-quark decay or events, in which the particle shower corresponding to the b-quark from the
t → bW → bqq¯ decay) is not included in the large-radius jet. A short summary of these cate-
gories is given in Table 9.2.
Category Definition
“BtagCat1” b-tagged jet on both the leptonic and hadronic side of the event.
“BtagCat2” b-tagged jet on the hadronic side of the event.
“BtagCat3” b-tagged jet on the leptonic side of the event.
“BtagCat4” b-tagged jet not assigned to either of these two sides.
Table 9.2: Definition of the various b-tagging categories.
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Figure 9.2 displays the distribution of the boosted t¯t candidate events into these various b-
tagging categories separately for the e+jets (a) and µ+jets (b) channels. A comparison between
the data collected by the ATLAS detector during the 2012 run of the LHC and the predictions
provided by the simulation are presented in these figures, where the non-prompt and fake lep-
ton backgrounds, diboson and single top-quark events as well as the associated production of
a Z-boson and jets is summarised as one single component (“others”). The contribution that
is denoted by t¯t contains both the top-quark pair production and the associated production of
top-quark pairs and a vector boson. In addition, also the corresponding data-to-predictions ra-
tios are shown. An overall disagreement of the order of 10% to 20% can be seen between the
observations in data and the predictions of the simulation for these various categories.
From all the candidate events in data that pass the full selection requirements of the e+jets
(µ+jets) channel, 35% (36%) are contained in the category “BtagCat1”, 33% (32%) are con-
tained in “BtagCat2”, 23% (23%) in “BtagCat3” and 9% (9%) in “BtagCat4”. The contami-
nation of non-top-quark pair events within these four regions is predicted to be approximately
2%, 22%, 13% and 34% respectively for the e+jets channel and 3%, 21%, 13% and 29% for
the µ+jets channel. In both, the e+jets and µ+jets channel it is shown that the category “Btag-
Cat2” contains substantially more t¯t candidate events than the category “BtagCat3”. This effect
is mainly related to the problem that the highest-pT jet on the leptonic side is in a significant
fraction of the selected t¯t candidate events not a b-jet. In addition, the fact that roughly 1/2 of
the hadronic top-quark decays contain not only a b- but also a c-jet contribute to this difference,
as the mis-tagging efficiency for c-jets is relative large.
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Figure 9.2: Distribution of the boosted t¯t candidate events into the various b-tagging categories
shown separately for the e+jets (a) and µ+jets (b) channels. The data measured by the ATLAS
detector during 2012 (solid black points) is compared to the predictions of the simulation (filled
histograms). The simulated Monte Carlo samples are normalised according to their predicted
cross-sections to an integrated luminosity of 20.3 fb−1. In addition, data-to-simulation ratios are
displayed at the bottom of each plot.
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The mass resolution of the reconstructed t¯t candidates calculated with respect to the invariant
mass of the top-quark pairs at generator level is presented in Figure 9.3 separately for the various
b-tagging categories. These comparisons are based on a sample of t¯t decays that are simulated
with the POWHEG and PYTHIA generators according to the predictions of the SM. It is obvious
that the reconstructed mass of the t¯t candidate has the best agreement to the true mass value (as
obtained from the four-vector sum of the generator level particles) if the corresponding events
have both the b-jet candidate on the leptonic side b-tagged and at least one of the R = 0.4 jets
∆R matched to the large-radius jet. The worst mass resolution of all investigated categories can
be seen for events classified into “BtagCat4”, as their mt¯t − mtrutht¯t distribution is much broader
than that of the other categories. However, the categories “BtagCat2” and “BtagCat3”, which
have both either a jet on the hadronic side or on the leptonic side b-tagged, show as well broad
tails extending to relative large and positive mt¯t − mtrutht¯t values (i.e. a large fraction of events
contained in these categories has a reconstructed mtt that is much larger than their true mtt
value). This indicates that a relative large fraction of the events that are contained in these two
categories is reconstructed incorrectly. Furthermore, events that do not have a b-tagged jet on
the hadronic side tend to have a slightly worse mass resolution than events that have no b-tagged
jet on the leptonic side, which could be related to the problem that the large-radius jet does not
contain all the decay products of the hadronic top-quark decay for a certain fraction of these
events.
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Figure 9.3: Resolution of the reconstructed invariant mass mt¯t determined with respect to mtrutht¯t ,
the invariant mass of the t¯t system evaluated at generator level after the emission of final state
radiation. A sample of t¯t events that is simulated by the POWHEG and PYTHIA generators ac-
cording to the SM predictions is used to calculate the mass resolution separately for the various
b-tagging categories. Only events passing the entire selection and reconstruction requirements
of the boosted decay channel are considered.
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9.2.2 Resolved decay channel
The classification procedure applied to the resolved decay channel is similar to that used in the
boosted decay channel (see Table 9.2). This means that events are included in the category
“BtagCat1” if the b-jet candidates on both the hadronic and leptonic side are b-tagged, while
events are classified into the categories “BtagCat2” or “BtagCat3” if only one of these jets is
tagged.
However, as the default settings of the χ2 minimisation procedure, used to reconstruct the
resolved t¯t candidate events, assigns automatically any b-tagged jet contained in the event to ei-
ther the b-jet candidate on the hadronic or the leptonic side, the resolved decay channel provides
only three disjoint event classes instead of four.
The distribution of the selected t¯t candidate events corresponding to the resolved decay chan-
nel into the three different b-tagging categories is presented separately in Figures 9.4 (a) and (b)
for the e+jets and µ+jets channels. Again, the distribution of the non-prompt and fake lepton
backgrounds, the Z+jets and diboson production and single top-quark events are summed up
in order to form one single component (“others”). Data-to-predictions ratios are shown as well.
From all the candidate events in data that pass the full selection and reconstruction requirements
of the resolved e+jets (µ+jets) channel, 40% (41%) are contained in the category “BtagCat1”,
while 33% (32%) and 27% (27%) are contained in the categories “BtagCat2” and “BtagCat3”.
The predicted contamination of non-top-quark pair events within these three classes is approx-
imately 7%, 29% and 27% for the e+jets channel as well as 5%, 21% and 19% for the µ+jets
channel. As in the boosted decay channel, both the e+jets and µ+jets channel show that the cat-
egory “BtagCat2” contains significantly more t¯t candidate events than the category “BtagCat3”.
However, in the resolved decay channel this effect is mainly caused by the χ2 minimisation
procedure and the corresponding log10(χ2total) selection requirement. The main reason is that by
construction events that have a b-tagged b-jet candidate on their hadronic side, tend to pass more
often the cut on the log10(χ2total) than events in which the b-jet corresponding to the hadronic
top-quark decay is not b-tagged.
The resolution of the invariant mass of the t¯t system obtained using the resolved selection
and reconstruction procedures is presented in Figure 9.4 (c) separately for the three possible
b-tagging categories. As for the boosted decay channel, the category “BtagCat1” provides a
better mass resolution compared to the other classes. However, the relative difference between
the mass resolution obtained in the various categories is significantly smaller for the resolved
decay channel than for the boosted channel. This is mainly due to the fact that only events with
log10(χ2total) < 0.9 are considered in the resolved channel, which leads already to a discarding
of a large fraction of the less well reconstructed t¯t decays.
9.3 Upper production cross-section limits on t ¯t resonances
A common procedure for the calculation of the exclusion limits on a certain signal model is
based on a frequentist significance test that uses a likelihood ratio formalism [155]. With this
approach the production cross-section times branching ratio of the assumed signal model is de-
termined taking the so-called nuisance parameters θ of the signal and the background processes
into account. These parameters account for a change in the shape of the probed mass spectrum
of the reconstructed t¯t candidate due to the systematic uncertainties assigned to the mass mea-
surement. The introduction of the nuisance parameters, whose values are obtained during the fit
of the data, lead to an increased flexibility that is required to handle systematic effects but also
to a loss of sensitivity. The binned likelihood function used in the fitting procedure is defined for
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Figure 9.4: Distribution of the resolved t¯t candidate events into the various b-tagging categories
shown separately for the e+jets (a) and µ+jets (b) channels. The data collected by the ATLAS
detector during 2012 (solid black points) is compared to the predictions of the simulation (filled
histograms). The simulated Monte Carlo samples are individually normalised according to their
predicted cross-sections to an integrated luminosity of 20.3 fb−1. In addition, data-to-simulation
ratios are displayed at the bottom of each plot. Also the distribution of the mt¯t−mtrutht¯t is presented
for each of the three categories. This distribution corresponds to the reconstructed invariant
mass mt¯t determined with respect to mtrutht¯t , the invariant mass of the t¯t system evaluated at
generator level after the emission of final state radiation. A sample of t¯t events that is simulated
by the POWHEG and PYTHIA generators according to the SM predictions is used to calculate
the mass resolution separately for the various b-tagging categories. Only events passing the
entire selection and reconstruction requirements of the boosted decay channel are considered.
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a particular resonance mass m as the product of Poisson distributions of event counts contained
in the various mass bins:
L(µ, θ) =
∏
j∈N
(µs j + b j)n j
n j!
· e−(µs j+b j)
∏
k∈S
G(θ0k − θk) . (9.1)
Here s j, b j and n j are the number of predicted signal and background events contained in the j-
th mass bin as well as the counted events in data within this bin. The parameter µ represents the
signal strength. While for µ = 0 the background-only hypothesis is tested, for µ = 1 the signal
expectation is equal to the nominal value predicted by the model under consideration. System-
atic uncertainties are accounted for by the Gaussians G and the nuisance parameter θ, where θ0
is the central value around which θ can be varied when maximising the likelihood function and
is typically set to zero. The index j runs over all bins of the mt¯t spectrum, which ranges from
0.4 TeV to 3.6 TeV in the boosted channel and from 0.24 TeV to 2 TeV in the resolved channel,
while S is the full list of systematic uncertainties considered in the analysis.
Equation 9.1 corresponds to the use of an inclusive event sample, but indeed the events
considered here are split into several classes depending on the flavour of the selected lepton,
the fact whether the event passes the boosted or resolved selection requirements or on the vari-
ous b-tagging related categories. To comply with this conditions, Equation 9.1 is extended by
introducing a further product sum over all the various signal regions.
The various signal strength hypothesis are tested using a profile likelihood ratio formalism,
which leads to a test statistic that is defined by
qµ = −2 ln
L(µ,
ˆ
ˆθ)
L(µˆ, ˆθ)
 . (9.2)
The parameter ˆˆθ denotes the value of θ that maximises the likelihood function L for a tested
signal strength, while µˆ and ˆθ are the values of µ and θ that maximise the denominator.
The parameter qµ can be interpreted as a measure of the compatibility between the obser-
vations in data and the presence of a signal, where larger values of qµ indicate a disagreement
between the measured data and the signal hypothesis. The extent of this disagreement is quan-
tified by the so-called p-value, which is defined according to
pµ =
∫ ∞
qµ,obs
f (tµ|µ)dtµ , (9.3)
where qµ,obs and f (qµ|µ) denote the value of the test statistic qµ that is observed in the data
and its probability density function evaluated for a given signal strength µ, respectively. This
probability density function can be determined either via the generation of pseudo-experiments
according to a certain input model or via asymptotic approximations [156].
9.3.1 Improvement of the exclusion limits due to the categorisation of the selected
candidate events using b-tagging
The b-tagging related event classification scheme described in Section 9.2 is used in the fol-
lowing studies in order to quantify how their usage can improve the sensitivity to search for
t¯t resonances. In the boosted t¯t decay channel, the exclusion limits on the production cross
section times branching ratio corresponding to a certain benchmark model are calculated with
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the binned likelihood ratio formalism for the cases that all four categories (referred to as “Btag-
Cat1234”) are taken into account in the limit setting procedure, that the first three categories
are taken into account (referred to as “BtagCat123”) and also for the case that the first three
categories are taken into account but the categories “BtagCat2” and “BtagCat3” are combined
into one single component (referred to as “BtagCat1comb23”). The corresponding limits are
compared to each other and in particular to the exclusion limits that are obtained from the in-
clusive event sample and for the case that the selected events are classified according to their
multiplicity of b-tagged jets (“Btag12”), where the latter categorisation scheme distinguishes
between events having one and two ore more b-tagged jets. In the resolved t¯t decay channel,
the exclusion limits corresponding to the inclusive event sample are compared to the case that
the selected events are categorised according to their multiplicity of b-tagged jets (“Btag12”) as
well as to the limits that correspond to a splitting of the selected event sample into three different
b-tagging related categories (referred to as “BtagCat123”).
These optimisation studies are performed on the so-called Asimov data set, which is the
sum of the various background processes obtained from the simulation and the data-driven
background estimations. Due to the relative large difference in terms of mass resolution and
signal-to-background ratio observed for the selected events from the boosted and the resolved
decay channels, the improvements on the expected exclusion limits obtained after applying
such an event classification procedure is studied for both these channels independently. The
chosen benchmark model on which these comparisons are based, correspond to a topcolor assist
technicolor predicting the existence of a leptophobic Z′-boson, while results based on further
benchmark models are presented in Appendix C.
Boosted decay channel
Figure 9.5 (a) displays the expected limits on the production cross-section times branching ratio
as a function of the leptophobic Z′ mass at the 95% confidence level as well as the predicted
cross sections corresponding to this particular Z′ model [134]. The limits are presented sepa-
rately for the inclusive event sample and also for two different b-tagging categorisation schemes.
The existence of a Z′ resonance is excluded at the 95% confidence level in the mass range from
600 GeV to 2 TeV according to the results obtained from the inclusive event sample. However,
with the event classification scheme denoted as “BtagCat1234”, the excluded mass region is
extended by approximately 100 GeV with respect to the exclusion limits that are obtained us-
ing the inclusive event sample, while also a leptophobic Z′ with a mass below 600 GeV can be
successfully excluded. In addition, the relative improvements of the exclusion limits obtained
using the various combinations of the different event categories with respect to the inclusive
event sample are shown as well as a function of the leptophobic Z′ mass in Figure 9.5 (b).
The best results are provided by the setup that uses all four b-tagging categories (referred to as
“BtagCat1234”), but is closely followed by the setup that includes only the events that have a
b-tagged jet associated to any object used in the mass reconstruction of the t¯t candidate events
(“BtagCat123”). Indeed, the improvements due to the use of events classified into the fourth
category are relative small for most Z′ mass points.
The setup “BtagCat1234” provides improvements on the expected production cross-section
times branching ratio limits that are of the order of 10% to 30% for Z′ masses between 0.75 TeV
and 3 TeV and even up to 65% for Z′ masses below 0.75 TeV. Using simply the number of
b-tagged jets contained in the event as a classification characteristic (“Btag12”), gives improve-
ments at the order of 2% to 10% for Z′ masses in the range between 0.75 TeV and 3 TeV and
about 35% to 40% for the two lowest Z′ mass points. The setup “BtagCat1comb23”, which
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corresponds to the case that the categories 2 and 3 are merged into one single category, gives ex-
clusion limits that are of similar size to that corresponding to the setup “Btag12” for Z′ masses
below 1.25 TeV, while the exclusion limits for resonance masses above 1.25 TeV are similar to
those of the setup “BtagCat123”.
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Figure 9.5: Expected exclusion limits on the production cross-section times branching ratio as
a function of the leptophobic Z′ mass at the 95% confidence level obtained from events that are
reconstructed in the boosted event channel (a). The limits are presented for the inclusive event
sample (blue solid line), but also for the case that the selected candidate events are categorised
according to their multiplicity of b-tagged jets (green dashed line) or according to the classi-
fication scheme referred to as “BtagCat1234” (black dashed line). The predicted production
cross section times branching ratio for a leptophobic Z′ is displayed as well as a function of the
resonance mass (dashed red line). In addition, also the relative improvements with respect to
the inclusive event sample are shown for various event classification schemes (b).
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The distribution of the various nuisance parameters obtained after applying the profile likelihood
formalism to the various background processes and an exemplary signal corresponding to a Z′
with the mass of 2 TeV are displayed in Figure 9.6. The parameters are presented separately
for the fit results of the inclusive and the exclusive event samples. For this comparison, the
events are split according to the classification scheme referred to as “BtagCat123”. It is shown
that some of the considered systematic uncertainties are constrained more strongly during the
fit, if the event sample is split into various categories. The largest constraint is observed for the
systematic uncertainty that corresponds to the eight eigenvalue of the b-tagging scale factors.
Thus the improvements on the expected exclusion limits on the production cross-section times
branching ratio are not only related to a better resolution of the reconstructed mass or a lower
contamination of non-t¯t events in the various categories, but also due to a profiling of some of
the systematic uncertainties.
Resolved decay channel
The expected exclusion limits on the production cross-section times branching ratio correspond-
ing to the resolved decay channel are displayed at a 95% confidence level in Figure 9.7 (a) as
a function of the leptophobic Z′ mass. Again, the exclusion limits are presented separately for
the inclusive event sample and the case that the event sample is split into disjoint categories
(“BtagCat123” and “Btag12”).
The exclusion limits obtained from the resolved t¯t decay channel are significantly stronger
for resonance masses below 750 GeV with respect to those of the boosted t¯t decay channel.
However, the corresponding exclusion limits obtained from the boosted decay channel domi-
nate for Z′ masses above 750 GeV. Also the total differences between the inclusive and the two
exclusive event samples obtained for the resolved decay channel are less significant compared
to the boosted decay channel. Nevertheless, with all three approaches, leptophobic Z′ masses
below approximately 1.2 TeV are successfully excluded at the 95% confidence level. The rela-
tive improvements of the exclusion limits calculated with respect to the inclusive event sample
are shown for these two categorisation schemes in Figure 9.7 (b). The improvements on the ex-
pected production cross-section times branching ratio limits corresponding to the setup “Btag-
Cat123” range between 5% and 20% for resonance masses of 0.75 TeV or larger, while the im-
provements for the event classification according to the multiplicity of b-tagged jets (“Btag12”)
is slightly lower for most Z′ mass points.
The distribution of the nuisance parameters obtained during the application of the profile
likelihood fit to the mass spectra obtained from the resolved t¯t decay channel is shown in Fig-
ure 9.8 separately for the inclusive and the exclusive event sample (i.e. the sample that corre-
sponds to the classification scheme “BtagCat123”) using an exemplary Z′ signal with a mass of
2 TeV. As in the boosted t¯t decay channel, several systematic uncertainties are constrained more
strongly in the fits corresponding to the categorised event sample. In particular, the systematic
uncertainty corresponding to the eight eigenvalue of the b-tagging scale factors (referred to as
“b-tag EV8”) is constraint the most with respect to the results of the inclusive event sample.
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Figure 9.6: Distribution of the nuisance parameters obtained from the profile likelihood fit of
the Asimov data set in the boosted decay channel for an exemplary Z′ mass point of 2 TeV. The
nuisance parameters obtained after fitting the inclusive event sample (red markers) are compared
to the nuisance parameters (black markers) that result after performing the fit in an event sample
that is split according to the classification scheme “BtagCat123”.
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Figure 9.7: Expected exclusion limits on the production cross-section times branching ratio as
a function of the leptophobic Z′ mass at the 95% confidence level obtained from events that are
reconstructed in the resolved event channel (a). The limits are presented for the inclusive event
sample (blue solid line), but also for two different exclusive event samples (black and green
dashed lines). The predicted production cross section times branching ratio for a leptophobic
Z′ is displayed as well. In addition, also the relative improvements with respect to the inclusive
event sample are shown (b).
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Figure 9.8: Distribution of the nuisance parameters obtained from the profile likelihood fit of
the Asimov data set in the resolved decay channel for an exemplary Z′ mass point of 2 TeV.
The nuisance parameters obtained after fitting the inclusive event sample (red markers) are
compared to the nuisance parameters (black markers) that result after performing the fit in an
event sample that is split according to the classification scheme “BtagCat123”.
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9.3.2 Application of the MVb and MVbCharm algorithms to the search for t ¯t
resonances
In the following section, a study is presented that quantifies to what extent the expected exclu-
sion limits on the production cross-section times branching ratio for the leptophobic Z′-boson
can be improved using the combination of the MVb and MVbCharm algorithms, the MVb-
Comb tagger, instead of MV1 in the boosted event selection. The chosen operation point of the
MVbComb tagger matches an overall b-tagging efficiency of 70% (see again Section 6.4.4).
Table 9.3 lists the expected exclusion limits on the production cross-section times branching
ratio for a leptophobic Z′-boson at the 95% confidence level based only on the statistical uncer-
tainties. Limits are shown for both the case that MV1 is used in the event selection but also in
case MVbComb is used. In addition, the relative improvements obtained after replacing MV1
with MVbComb are listed as well. These comparisons are performed for several Z′ masses,
which range from 1.75 TeV to 3.00 TeV. In this interval, the relative improvements obtained
after replacing the MV1 tagger by MVbComb vary between 0.5% (for the lowest mass point)
to 4.1% (for the mass point corresponding to 3.00 TeV). In case the full list of systematic uncer-
tainties are taken into account, the improvements are further reduced and become negligible.
Z′ mass point 1.75 TeV 2.00 TeV 2.50 TeV 3.00 TeV
Expected exclusion limits (MV1) 0.0369 0.0279 0.0198 0.0147
Expected exclusion limits (MVbComb) 0.0367 0.0272 0.0193 0.0141
Relative improvements [%] 0.5 2.5 2.5 4.1
Table 9.3: Expected exclusion limits on the production cross-section times branching ratio for
a leptophobic Z′-boson at the 95% confidence level obtained after taking only the statistical
uncertainties into account. The limit setting procedure is applied to the inclusive event sample
of the boosted candidate events. Results for mass points between 1.75 TeV and 3.00 TeV are
shown. The limits are listed for the case that the MV1 algorithm is used in the analysis but
also for the case that the MVbComb tagger is used. The relative improvements obtained after
replacing MV1 with MVbComb are also contained.
In order to obtain a better understanding why the expected exclusion limits are only slightly
improved using MVbComb instead of MV1, the selection efficiencies corresponding to the b-
tagging requirement in the boosted decay channel are studied as a function of the reconstructed
invariant mass of the t¯t candidates separately for events from the sum of the various Z′ → t¯t
samples, for events from the SM t¯t production and also for the various non-t¯t background events
(i.e. the sum of the W+jets, Z+jets, single top-quark, diboson and the non-prompt and fake
lepton backgrounds). Here, the selection efficiency is defined by the number of events passing
the selection and reconstruction requirements of the boosted decay channel including the b-
tagging requirement divided by the number of events obtained before applying the b-tagging
requirement. These comparisons are displayed in Figure 9.9 (a) for the case that the MV1
algorithm is used in the event selection, and in Figure 9.9 (b) in case that MVbComb is used
instead. It can be seen that the selection efficiencies for both Z′ → t¯t events as well as for the
SM t¯t production are increased significantly if the MVbComb tagger is used instead of MV1. In
this case, the selection efficiencies of the sum of the various Z′ → t¯t samples are increased by a
factor of 1.04 for invariant masses between 1.2 TeV and 1.4 TeV and up to a factor of 1.25 for the
highest invariant mass bin. However, the relative improvements of the selection efficiencies of
the SM t¯t production are very similar, while the non-t¯t background is also increased in this mass
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regions by a factor of up to 1.1. The fact that the improvements on the selection efficiencies
for both Z′ → t¯t and SM t¯t events are equally strong is the main reason for the relative small
improvements on the expected exclusion limits that are seen in case the MVbComb tagger is
used instead of MV1.
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Figure 9.9: Selection efficiencies corresponding to the b-tagging requirement as a function of
the reconstructed invariant mass of the t¯t candidate in case the MV1 algorithm is used (a) and
also in case the MVbComb algorithm is used (b). The chosen operation point for both taggers
matches an overall b-tagging efficiency of 70%. The efficiencies are presented separately for
events from the sum of the various Z′ → t¯t samples with Z′ masses in a range between 0.4 TeV
and 3 TeV (red line), for events from the SM t¯t production (black line) and also for the non-t¯t
background events (blue line).
Chapter 10
Summary and outlook
The performance of the main ATLAS b-tagging algorithms were studied in the context of
boosted t → bW → bqq decays. It was shown that their performance is strongly degraded
for such conditions, which is mainly due to an increased misalignment between the jet axis
and the flight direction of the corresponding b-hadron or a contamination with additional tracks
stemming from nearby light-flavour decays. The shift of the jet axis leads mainly to a loss of
tracks in the track-to-jet association procedure. Thus several tracks from the b-hadron decay
will not be used by the various b-tagging algorithms.
Furthermore, information at the generator level is used to identify particle jets reconstructed
with the anti-kt algorithm with a radius parameter of 0.4 containing b-quarks and at least one of
the decay products of the W-boson. The properties of these jets are compared to the properties of
jets having no significant overlap in order to understand which of the b-tagging related quantities
are sensitive to such an overlap and which are stable. To avoid these problems, two new b-
tagging algorithms, called MVb and MVbCharm, have been developed. These taggers are
dedicated to boosted topologies as they compensate for the loss of separation power of several
variables used in the training of the BDT. The new input quantities of the MVb and MVbCharm
algorithms (e.g. the number of tracks having a d0 significance above 1.8 or the jet width) play
particularly an important role for b-tagging in boosted topologies.
The performance of these new tools are compared to that of the current ATLAS default b-
tagger, for b-, c, and light-flavour jets that are obtained from either simulated dijet or t¯t events
or also from decays of a hypothetical Kaluza-Klein gluon into top-quark pairs. It was found
that the MVb tagger performs similarly well in resolved topologies and shows improvements
for boosted top quark decays between 50% and 160% in terms of light-flavour rejection rate at
a constant b-tagging efficiency.
Both, the MVb and MVbCharm algorithms are retrained for track jet collections that are
clustered with three different distance parameters R. The small radius jets show a significantly
improved performance in boosted hadronic top-quark decays, while the standard-sized jets pro-
vide a better performance in the low-pT regime.
In addition, b-tagging calibration results for MVb and the current ATLAS default tagger,
MV1, have been presented in the form of data-to-simulation scale factors. These scale factors
are measured not only as a function of the jet pT and η, but also for the first time as a function
of the angular separation between the reconstructed vertex and the jet axis, ∆R(vertex, jet), and
the angular separation between the probe jet and its nearest neighbour jet ∆Rmin, which are
both quantities that are expected to be sensitive to close-by jet activity. For this purpose, a new
b-tagging calibration method was developed. The measurements of the b-tagging efficiencies
are based on counting the number of b-tagged jets contained in a certain phase space region in
data and correcting for the expected number of b-tagged c- and light-flavour jets using informa-
tion provided by simulation. These measurements are performed on a b-jet enriched jet sample,
which is extracted from reconstructed top-quark pair candidates that decay into a final state of
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exactly one charged lepton, missing transverse momentum and at least four jets. It was found
that the resulting data-to-simulation scale factors measured as a function of the jet pT, η, ∆Rmin
and ∆R(vertex, jet) are compatible with unity considering the combined systematic and statis-
tical uncertainties for the relevant phase space regions. For this purpose, exemplary operating
points of the MVb and the MV1 algorithms were investigated that match an overall b-tagging
efficiency of 70%. The combined statistical and systematic uncertainties on the scale factors
that are measured with this new approach are significantly smaller (by a factor of around 2) rel-
ative to those of the current default b-tagging calibration technique (the dilepton combinatorial
likelihood method) for jets with a pT above 200 GeV. In addition, the pT range up to which the
calibration of b-jets is accessible, was extended up to 500 GeV by this method.
Another part of this thesis was dedicated to improve the sensitivity to search for heavy par-
ticles decaying into top-quark pairs. This was approached by connecting the topology of the
reconstructed t¯t candidate events in both the boosted and the resolved decay channel and the
b-tagged jets contained in the particular events. These studies suggest an event classification
scheme that categorises the selected t¯t candidates depending on whether a b-tagged jet is as-
sociated to the reconstructed leptonic or (and) hadronic top-quark decays or not. The main
advantages of such an event categorisation are due to a profiling of e.g. the b-tagging uncertain-
ties during the calculation of the exclusion limits, a better signal-to-background ratio in some
of these categories and a reduction of incorrectly reconstructed t¯t decays and thus an improved
mass resolution in certain categories. Using this event classification scheme, the expected ex-
clusion limits on the production cross section times branching ratio for a leptophobic Z are
improved by 10% to 65% (5% to 25%) for Z′ masses in a range between 0.4 TeV to 3 TeV using
events reconstructed in the boosted (resolved) decay channel.
The application of the new developed MVb and MVbCharm algorithms led only to relative
small improvements (which vary between 0.5% and 4.1% in the high mass region) on the ex-
pected exclusion limits, as the relative increase of the selection efficiencies for signal events and
the SM t¯t production, the main background, are in the same order of magnitude, while also a
small increase of the selected number of W+jets background events is predicted.
However, the use of the MVb and MVbCharm algorithms could still be beneficial for t¯t res-
onance searches, in case that the b-tagging related information are linked to more sophisticated
top-tagging procedures, in order to further suppress non-t¯t based backgrounds, like W+jets,
which become particularly important in the high-mt¯t region.
Further improvements in the reconstruction of boosted t¯t candidate events might be achieved
in case that the b-jet candidate, corresponding to the leptonic top-quark decay, is defined as the
jet with the largest MVb (or MV1) output weight, instead of the jet with the largest pT. In
order to apply such a procedure to the data, a continuous calibration of b-tagging algorithms
has to be available, which will probably be the case for Run II analysis. The main problems
for b-tagging in the dense environments of a boosted hadronic top-quark decay are caused by a
merging of two or more partons into one single jet and the fact that this jet does not sufficiently
describe the flight direction of the b-hadrons. Thus it might be more appropriate to use jets
with small-R parameters for the purpose of b-tagging in high-pT top-quark decays, as these jets
are better suited to resolve the partonic structure of the corresponding event topologies and as
they provide a better alignment to the initial b-hadrons. However, the performance of these
small-R jets is strongly degraded for low- and even medium-pT jets. A promising approach
to overcome this conflict is based on the use of jets, which are clustered with a variable, pT
dependent, distance parameter R [157]. The general idea for variable-R jets was introduced for
the first time in Reference [158].
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Appendix A
List of Monte Carlo samples
The Monte Carlo samples that were used for the studies presented in Chapters 8 and 9 are listed
in the following section. Table A.1 presents the various Monte Carlo samples that are used to
describe the number of expected t¯t events, their kinematic distribution and the corresponding
systematical uncertainties. Lists of the various Monte Carlo samples that are used to estimate
the contribution due to the associated production of a top-quark pair and a vector boson as well
as the production of single top-quarks via the s-, t- or Wt-channels are given by Tables A.2 (a)
and (b). The samples that are used to describe the production of diboson or W/Z-boson events
in association with jets are listed in Tables A.3, A.4 and A.5, respectively. In addition, all tables
present the according production cross sections of these processes and the k-factors that are
used to scale these cross sections to the predictions of the next highest order.
Several of these background sources are subdivided according to the number of additional par-
tons (NP) produced in association with the particular process. The various Monte Carlo samples
that correspond to the simulated decay of a BSM particle into a top-quark pair are listed in Ta-
bles A.6, A.7 and A.8, in which also particle properties as the particular resonance mass, their
width and the predicted production cross section times branching ratio are listed.
Process Cross section [ pb] k-factor MC Generators Features
t¯t (leptonic) 114.49 1.1994 POWHEG + PYTHIA hdamp= ∞
t¯t (hadronic) 96.346 1.1995 POWHEG + PYTHIA hdamp= ∞
t¯t (leptonic) 112.94 1.2158 MC@NLO * HERWIG
t¯t (leptonic) 115.56 1.1883 POWHEG + HERWIG
t¯t (leptonic) 114.47 1.1996 POWHEG + PYTHIA hdamp= mtop
t¯t (leptonic) 123.27 1.1998 POWHEG + PYTHIA hdamp= ∞, mtop = 170 GeV
t¯t (leptonic) 106.46 1.1988 POWHEG + PYTHIA hdamp= ∞, mtop = 170 GeV
t¯t (leptonic) 59.624 2.3031 ACERMC+PYTHIA
t¯t (leptonic) 59.622 2.3032 ACERMC+PYTHIA
t¯t (leptonic) 0.61653 1.1995 POWHEG + PYTHIA hdamp= mtop, 1.1 TeV < mt¯t ≤ 1.3 TeV
t¯t (leptonic) 0.21613 1.1995 POWHEG + PYTHIA hdamp= mtop, 1.3 TeV < mt¯t ≤ 1.5 TeV
t¯t (leptonic) 0.081813 1.1995 POWHEG + PYTHIA hdamp= mtop, 1.5 TeV < mt¯t ≤ 1.7 TeV
t¯t (leptonic) 0.041373 1.1995 POWHEG + PYTHIA hdamp= mtop, 1.7 TeV < mt¯t ≤ 2.0 TeV
t¯t (leptonic) 0.016888 1.1995 POWHEG + PYTHIA hdamp= mtop, mt¯t > 2.0 TeV
Table A.1: List of the various t¯t event samples, that were used in the studies presented in
Chapters 8 and 9. In addition, information corresponding the predicted production cross section,
the NNLO k-factor and the according MC generator are given.
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Process Cross section [ pb] k-factor
t¯t + W + Np0 (excl.) 0.10410 1.1700
t¯t + W + Np1 (incl.) 0.093317 1.1700
t¯t + Z + Np0 (excl.) 0.067690 1.3500
t¯t + Z + Np1 (incl.) 0.087339 1.3500
(a) t¯t + V
Process Cross section [ pb] k-factor
t-channel (lept.) (top) 17.520 1.0500
t-channel (lept.) (antitop) 9.3932 1.0616
s-channel (lept.) 1.6424 1.1067
Wt-channel (incl.) 20.461 1.0933
(b) Single top-quark production
Table A.2: List of the Monte Carlo samples used to estimate the contribution due to the associ-
ated production of a top-quark pair and a vector boson (a) and single top-quarks (b), including
also the production cross sections and the according k-factors. MadGraph is used to modell
t¯t + V events, while the single top-quark production is simulated with POWHEG and PYTHIA.
Process Cross section [ pb] k-factor
WW → eνqq with up to Np3 7.2790 1.0600
WW → µνqq with up to Np3 7.2776 1.0600
WW → τνqq with up to Np3 7.2756 1.0600
ZZ → eeqq with up to Np3 0.24854 1.0000
ZZ → µµqq with up to Np3 0.24747 1.0000
ZZ → ττqq with up to Np3 0.24167 1.0000
WZ → eνqq with up to Np3 1.9022 1.0500
WZ → µνqq with up to Np3 1.9076 1.0500
WZ → τνqq with up to Np3 1.9086 1.0500
ZW → eeqq with up to Np3 1.4622 1.0500
ZW → µµqq with up to Np3 1.4624 1.0500
ZW → ττqq with up to Np3 1.4523 1.0500
Table A.3: List of the various Monte Carlo samples used to describe the associated production
of dibosons and jets. The production cross section is shown separately for each of the individ-
ual subprocesses together with the according k-factors. All these samples are generated with
SHERPA.
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Process Cross section [ pb] k-factor
W → eν + Np0 8136.8 1.1330
W → eν + Np1 1791.5 1.1330
W → eν + Np2 541.60 1.1330
W → eν + Np3 146.65 1.1330
W → eν + Np4 37.334 1.1330
W → eν + Np5 (incl.) 11.355 1.1330
W → µν + Np0 8133.4 1.1330
W → µν + Np1 1792.7 1.1330
W → µν + Np2 541.27 1.1330
W → µν + Np3 146.49 1.1330
W → µν + Np4 37.341 1.1330
W → µν + Np5 (incl.) 11.364 1.1330
W → τν + Np0 8135.7 1.1330
W → τν + Np1 1793.7 1.1330
W → τν + Np2 541.24 1.1330
W → τν + Np3 146.48 1.1330
W → τν + Np4 37.344 1.1330
W → τν + Np5 (incl.) 11.477 1.1330
W + cc + Np0 149.39 1.1330
W + cc + Np1 143.90 1.1330
W + cc + Np2 84.227 1.1330
W + cc + Np3 (incl.) 44.277 1.1330
W + c + Np0 758.93 1.5200
W + c + Np1 274.47 1.5200
W + c + Np2 71.643 1.5200
W + c + Np3 16.482 1.5200
W + c + Np4 (incl.) 4.7824 1.5200
W + bb + Np0 52.237 1.1330
W + bb + Np1 45.628 1.1330
W + bb + Np2 23.955 1.1330
W + bb + Np3 (incl.) 13.633 1.1330
Table A.4: List of the various Monte Carlo samples used to describe the associated production
of a W-boson and jets. The production cross section is shown separately for each of the indi-
vidual subprocesses together with the according k-factors. All these samples are generated with
ALPGEN interfaced to PYTHIA.
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Process Cross section [ pb] k-factor
Z → ee + Np0 718.97 1.1800
Z → ee + Np1 175.70 1.1800
Z → ee + Np2 58.875 1.1800
Z → ee + Np3 15.636 1.1800
Z → ee + Np4 4.0116 1.1800
Z → ee + Np5 (incl.) 1.2592 1.1800
Z → µµ + Np0 719.16 1.1800
Z → µµ + Np1 175.74 1.1800
Z → µµ + Np2 58.882 1.1800
Z → µµ + Np3 15.673 1.1800
Z → µµ + Np4 4.0057 1.1800
Z → µµ + Np5 (incl.) 1.2544 1.1800
Z → ττ + Np0 718.87 1.1800
Z → ττ + Np1 175.76 1.1800
Z → ττ + Np2 58.856 1.1800
Z → ττ + Np3 15.667 1.1800
Z → ττ + Np4 4.0121 1.1800
Z → ττ + Np5 (incl.) 1.2560 1.1800
Z → ee + cc + Np0 11.763 1.1800
Z → ee + cc + Np1 7.1249 1.1800
Z → ee + cc + Np2 3.3656 1.1800
Z → ee + cc + Np3 (incl.) 1.7010 1.1800
Z → µµ + cc + Np0 11.795 1.1800
Z → µµ + cc + Np1 7.1254 1.1800
Z → µµ + cc + Np2 3.3694 1.1800
Z → µµ + cc + Np3 (incl.) 1.7003 1.1800
Z → ττ + cc + Np0 11.760 1.1800
Z → ττ + cc + Np1 7.1410 1.1800
Z → ττ + cc + Np2 3.3582 1.1800
Z → ττ + cc + Np3 (incl.) 1.7046 1.1800
Z → ee + bb + Np0 6.5083 1.1800
Z → ee + bb + Np1 3.2948 1.1800
Z → ee + bb + Np2 1.2546 1.1800
Z → ee + bb + Np3 (incl.) 0.61800 1.1800
Z → µµ + bb + Np0 6.5056 1.1800
Z → µµ + bb + Np1 3.2909 1.1800
Z → µµ + bb + Np2 1.2585 1.1800
Z → µµ + bb + Np3 (incl.) 0.61808 1.1800
Z → ττ + bb + Np0 6.5062 1.1800
Z → ττ + bb + Np1 3.2935 1.1800
Z → ττ + bb + Np2 1.2485 1.1800
Z → ττ + bb + Np3 (incl.) 0.61363 1.1800
Table A.5: List of the various Monte Carlo samples used to describe the associated production
of a Z-boson and jets. The production cross section is shown separately for each of the individ-
ual subprocesses together with the according k-factors. All these samples are generated with
ALPGEN interfaced to PYTHIA.
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Resonance mass [ GeV] Width [%] Predicted cross section times branching ratio [ pb]
400 2.86 45.66
500 2.94 24.63
750 3.05 5.65
1000 3.10 1.66
1250 3.12 0.566
1500 3.14 0.213
1750 3.15 0.0853
2000 3.16 0.0357
2500 3.17 0.00687
3000 3.17 0.00147
Table A.6: List of the various Monte Carlo samples used to describe the decay of a hypothetical
leptophobic Z′-boson into a top-quark pair. Each sample corresponds to a different resonance
mass. The predicted production cross section times branching ratio and the width of the reso-
nance are presented additionally. All these samples are generated using PYTHIA8.
Resonance mass [ GeV] Width [%] Predicted cross section times branching ratio [ pb]
400 2.810 1.943
500 3.674 1.342
600 4.337 0.622
700 4.799 0.2859
800 5.125 0.1368
900 5.361 0.06838
1000 5.535 0.03569
1200 5.769 0.01077
1400 5.915 0.003578
1600 6.011 0.001288
1800 6.078 0.0004936
2000 6.125 0.0001978
2500 6.199 0.00002345
Table A.7: List of the various Monte Carlo samples used to describe the decay of a hypothetical
RS-graviton into a top-quark pair. Each sample corresponds to a different resonance mass. The
predicted production cross section times branching ratio and the width of the resonance are pre-
sented additionally. All these samples are generated using MadGraph interfaced to PYTHIA8.
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Resonance mass [ GeV] Width [%] Predicted cross section times branching ratio [ pb]
400 15.3 112.2
500 15.3 81.9
600 15.3 45.0
700 15.3 25.2
800 15.3 14.6
900 15.3 8.81
1000

10.0 3.61
15.0 5.37
15.3 5.47
20.0 7.08
25.0 8.72
30.0 10.3
35.0 11.7
40.0 13.1
1150 15.3 2.82
1300 15.3 1.52
1600 15.3 0.500
1800 15.3 0.255
2000

10.0 0.080
15.0 0.133
15.3 0.137
20.0 0.193
25.0 0.257
30.0 0.324
35.0 0.393
40.0 0.461
2250 15.3 0.0670
2500 15.3 0.0351
2750 15.3 0.0196
3000

10.0 0.0057
15.0 0.0113
15.3 0.0120
20.0 0.0184
25.0 0.0268
30.0 0.0361
35.0 0.0462
40.0 0.0568
Table A.8: List of the various Monte Carlo samples used to describe the decay of a hypothetical
KK-gluon into a top-quark pair. Each sample corresponds to a different resonance mass. The
predicted production cross section times branching ratio and the width of the resonance are pre-
sented additionally. All these samples are generated using MadGraph interfaced to PYTHIA8.
Appendix B
Additional calibration results correspond-
ing to the MVb, MVbCharm and the
MVbComb taggers
The calibration results corresponding to the MVbCharm and MVbComb algorithms measured
for an operation point with a b-tagging efficiency of 70% are presented in Figures B.1, B.2,
B.3 and B.4 for the combined e + jets and µ + jets channel. The b-tagging efficiencies and the
corresponding scale factors are measured again as a function of the jet pT, the jet |η|, the ∆R
between the probe jet and its nearest neighbouring jet and the angular separation between the
vertex direction and the axis of the probe jet ∆R(vertex, jet). For the latter case results are shown
that correspond to jets including vertices reconstructed either with the iterative vertex finder or
the JetFitter algorithm studying both single- and multi-track topologies. The scale factors are
obtained using the same method described in Section 8 (and also in Reference [9]) and they are
compatible with unity within their combined statistical and systematic uncertainties.
A summary of all the relevant systematic uncertainties on the measured scale factors cor-
responding to the MVbCharm and MVbComb taggers at the 70% operating point is given in
Tables B.1 and B.2 separately the various pT, |η|, ∆Rmin and ∆R(vertex, jet) bins. Both the mag-
nitude and the relative importance of the individual systematic uncertainties are very similar to
the results for the MVb and MV1 algorithm.
Additional measurements of b-tagging efficiencies for the MVb tagger and the correspond-
ing calibration scale factors are presented in Figures B.5, B.6 and B.7. These results correspond
to operating points with efficiencies of 60%, 80% and 85%. Figure B.5 shows these results
measured as a function of the jet pT, while Figure B.6 and B.7 shows these measurements as a
function of the jet |η| and the ∆R between the probe jet and its nearest neighbouring jet, respec-
tively. Summaries on the uncertainties corresponding to these measurements are presented in
the Tables B.3 and B.4.
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Figure B.1: The b-tagging efficiencies for the MVbCharm algorithm corresponding to an op-
erating point of an overall efficiency of 70% as a function of the transverse momentum (a), the
absolute pseudorapidity (c) and the ∆Rmin (e) of the jets contained in the sample of t¯t single
lepton (SL) candidate events. The b-tagging efficiencies are shown for the predictions by the
simulation (as a red line) and the measurements in data by the tag and probe (T&P) method
(as black dots). The total uncertainties of these measurements are displayed as well (by the
green filled area). The uncertainties on the predicted tagging efficiencies are based only on the
the Monte Carlo statistics. The corresponding data-to-simulation scale factors are presented in
addition also as a function of the jet pT (b), |η| (d) and ∆Rmin (f).
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Figure B.2: Results of the b-tagging efficiency measurements for the MVbCharm algorithm
corresponding to an operating point of 70% efficiency as a function of the angular separation
between the vertex direction and the jet axis ∆R(vertex, jet). The measurements are performed
separately for jets. having a vertex reconstructed with the iterative vertex finder (a-b) and the
JetFitter algorithm (c-f), where the vertex candidates based on the JetFitter are subdivided into
single- and multi-track topologies. The b-tagging efficiencies (left column) are shown for the
predictions by the simulation (as a red line) and the measurements in data by the tag and probe
(T&P) method (as black dots). The total uncertainties of these measurements are displayed as
well (by the green filled area). The uncertainties on the predicted tagging efficiencies are based
only on the the Monte Carlo statistics. The corresponding data-to-simulation scale factors are
presented in addition (right column). As these measurements take only jets into account that
have an appropriate type of secondary vertex reconstructed, the definition of the presented b-
tagging efficiencies is not inclusive as in the measurements corresponding to the jet pT, η or
∆Rmin.
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Figure B.3: The b-tagging efficiencies for the MVbComb algorithm corresponding to an oper-
ating point of an overall efficiency of 70% as a function of the transverse momentum (a), the
absolute pseudorapidity (c) and the ∆Rmin (e) of the jets contained in the sample of t¯t single
lepton (SL) candidate events. The b-tagging efficiencies are shown for the predictions by the
simulation (as a red line) and the measurements in data by the tag and probe (T&P) method
(as black dots). The total uncertainties of these measurements are displayed as well (by the
green filled area). The uncertainties on the predicted tagging efficiencies are based only on the
the Monte Carlo statistics. The corresponding data-to-simulation scale factors are presented in
addition also as a function of the jet pT (b), |η| (d) and ∆Rmin (f).
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Figure B.4: Results of the b-tagging efficiency measurements for the MVbComb algorithm
corresponding to an operating point of 70% efficiency as a function of the angular separation
between the vertex direction and the jet axis ∆R(vertex, jet). The measurements are performed
separately for jets. having a vertex reconstructed with the iterative vertex finder (a-b) and the
JetFitter algorithm (c-f), where the vertex candidates based on the JetFitter are subdivided into
single- and multi-track topologies. The b-tagging efficiencies (left column) are shown for the
predictions by the simulation (as a red line) and the measurements in data by the tag and probe
(T&P) method (as black dots). The total uncertainties of these measurements are displayed as
well (by the green filled area). The uncertainties on the predicted tagging efficiencies are based
only on the the Monte Carlo statistics. The corresponding data-to-simulation scale factors are
presented in addition (right column). As these measurements take only jets into account that
have an appropriate type of secondary vertex reconstructed, the definition of the presented b-
tagging efficiencies is not inclusive as in the measurements corresponding to the jet pT, η or
∆Rmin.
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Figure B.5: The b-tagging efficiencies for the MVb algorithm corresponding to operating points
of overall efficiencies of 60%, 80% and 85% as a function of the transverse momentum of the
jets contained in the sample of t¯t single lepton (SL) candidate events. The b-tagging efficiencies
are shown for the predictions by the simulation (as a red line) and the measurements in data by
the tag and probe (T&P) method (as black dots). The total uncertainties of these measurements
are displayed as well (by the green filled area). The uncertainties on the predicted tagging effi-
ciencies are based only on the the Monte Carlo statistics. The corresponding data-to-simulation
scale factors are presented in addition also as a function of the jet pT.
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Figure B.6: The b-tagging efficiencies for the MVb algorithm corresponding to operating points
of overall efficiencies of 60%, 80% and 85% as a function of the absolute pseudorapidity of the
jets contained in the sample of t¯t single lepton (SL) candidate events. The b-tagging efficiencies
are shown for the predictions by the simulation (as a red line) and the measurements in data by
the tag and probe (T&P) method (as black dots). The total uncertainties of these measurements
are displayed as well (by the green filled area). The uncertainties on the predicted tagging effi-
ciencies are based only on the the Monte Carlo statistics. The corresponding data-to-simulation
scale factors are presented in addition also as a function of the jet |η|.
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Figure B.7: The b-tagging efficiencies for the MVb algorithm corresponding to operating points
of overall efficiencies of 60%, 80% and 85% as a function of the ∆Rmin of the jets contained in
the sample of t¯t single lepton (SL) candidate events. The b-tagging efficiencies are shown for the
predictions by the simulation (as a red line) and the measurements in data by the tag and probe
(T&P) method (as black dots). The total uncertainties of these measurements are displayed as
well (by the green filled area). The uncertainties on the predicted tagging efficiencies are based
only on the the Monte Carlo statistics. The corresponding data-to-simulation scale factors are
presented in addition also as a function of the jet ∆Rmin.
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pT[ GeV] 25-30 30-60 60-90 90-140 140-200 200-300 300-500
Stat. ±3.2 ±0.9 ±0.9 ±1.0 ±2.0 ±4.0 ±12.5
Total Syst ±14.4 ±8.3 ±6.3 ±6.2 ±6.9 ±7.8 ±9.4
Total ±14.8 ±8.4 ±6.4 ±6.3 ±7.2 ±8.8 ±15.6
SF 1.03 ± 0.15 1.01 ± 0.08 1.00 ± 0.06 0.99 ± 0.06 0.99 ± 0.07 0.93 ± 0.08 1.10 ± 0.17
(a) Systematic uncertainties in each pT bin
η 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5
Stat. ±0.9 ±1.0 ±1.1 ±1.6 ±2.4
Total Syst ±7.0 ±7.0 ±7.8 ±7.6 ±9.4
Total ±7.1 ±7.1 ±7.9 ±7.7 ±9.7
SF 1.00 ± 0.07 1.01 ± 0.07 0.99 ± 0.08 1.01 ± 0.08 1.00 ± 0.10
(b) Systematic uncertainties in each |η| bin
∆Rmin 0.4-0.6 0.6-0.8 0.8-1.0 1.0-1.3 1.3-1.6 1.6-2.0
Stat. ±2.0 ±1.4 ±1.4 ±1.1 ±1.2 ±1.3
Total Syst ±9.6 ±8.0 ±7.3 ±7.7 ±6.4 ±6.6
Total ±9.8 ±8.1 ±7.4 ±7.8 ±6.5 ±6.7
SF 1.00 ± 0.10 1.00 ± 0.08 1.01 ± 0.07 0.99 ± 0.08 1.02 ± 0.07 1.00 ± 0.07
(c) Systematic uncertainties in each ∆Rmin bin
∆R(vertex, jet) 0.000-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
Stat. ±0.7 ±0.6 ±0.9 ±1.3 ±1.7 ±2.8
Total Syst ±0.8 ±1.0 ±1.2 ±1.7 ±2.8 ±4.6
Total ±1.0 ±1.2 ±1.5 ±2.2 ±3.3 ±5.4
SF 1.00 ± 0.01 1.01 ± 0.01 1.00 ± 0.01 1.02 ± 0.02 1.01 ± 0.03 0.96 ± 0.05
(d) Systematic uncertainties in each ∆R(vertex, jet) bin for multi-track vertices reconstructed with the iterative
vertex finder
∆R(vertex, jet) 0.000-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
Stat. ±0.6 ±0.6 ±0.9 ±1.4 ±1.8 ±3.5
Total Syst ±1.1 ±1.4 ±2.0 ±3.4 ±4.5 ±6.3
Total ±1.3 ±1.5 ±2.2 ±3.6 ±4.8 ±7.2
SF 1.00 ± 0.01 0.99 ± 0.02 0.99 ± 0.02 1.01 ± 0.04 0.99 ± 0.05 0.98 ± 0.07
(e) [Systematic uncertainties in each ∆R(vertex, jet) bin for multi-track vertices reconstructed with the JetFitter
algorithm
∆R(vertex, jet) 0.000-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
Stat. ±6.0 ±6.5 ±8.3 ±11.1 ±10.1 ±13.1
Total Syst ±17.9 ±18.3 ±19.0 ±22.4 ±24.1 ±24.7
Total ±18.9 ±19.4 ±20.7 ±25.0 ±26.1 ±27.9
SF 1.02 ± 0.19 1.03 ± 0.20 1.09 ± 0.23 1.11 ± 0.28 0.99 ± 0.26 0.91 ± 0.25
(f) [Systematic uncertainties in each ∆R(vertex, jet) bin for single-track vertices reconstructed with the JetFitter
algorithm
Table B.1: Summary of the combined systematic and statistical uncertainties (in %) on the
measured data-to-simulation scale factors of the MVbCharm algorithm in the various jet pT (a),
|η| (b), ∆Rmin (c) and ∆R(vertex, jet) (d-f) regions. These values correspond to an operation
point that provides a b-tagging efficiency of 70%.
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pT[ GeV] 25-30 30-60 60-90 90-140 140-200 200-300 300-500
Stat. ±2.8 ±0.8 ±0.8 ±0.9 ±1.8 ±3.6 ±10.6
Total Syst ±13.8 ±8.3 ±6.2 ±6.1 ±6.8 ±8.1 ±9.2
Total ±14.1 ±8.3 ±6.3 ±6.2 ±7.0 ±8.8 ±14.0
SF 1.01 ± 0.14 1.01 ± 0.08 1.01 ± 0.06 0.99 ± 0.06 1.00 ± 0.07 0.97 ± 0.09 1.05 ± 0.15
(a) Systematic uncertainties in each pT bin
η 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5
Stat. ±0.8 ±0.9 ±1.0 ±1.5 ±2.3
Total Syst ±7.0 ±6.9 ±7.8 ±7.7 ±9.6
Total ±7.0 ±6.9 ±7.9 ±7.8 ±9.9
SF 1.01 ± 0.07 1.00 ± 0.07 0.99 ± 0.08 1.02 ± 0.08 0.99 ± 0.10
(b) Systematic uncertainties in each |η| bin
∆Rmin 0.4-0.6 0.6-0.8 0.8-1.0 1.0-1.3 1.3-1.6 1.6-2.0
Stat. ±1.8 ±1.3 ±1.2 ±1.0 ±1.1 ±1.2
Total Syst ±9.4 ±7.9 ±7.2 ±7.6 ±6.5 ±6.6
Total ±9.5 ±8.0 ±7.3 ±7.7 ±6.5 ±6.7
SF 1.01 ± 0.10 1.00 ± 0.08 1.01 ± 0.07 0.99 ± 0.08 1.02 ± 0.07 1.00 ± 0.07
(c) Systematic uncertainties in each ∆Rmin bin
∆R(vertex, jet) 0.000-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
Stat. ±0.5 ±0.5 ±0.7 ±1.0 ±1.2 ±2.1
Total Syst ±0.7 ±0.8 ±1.0 ±1.4 ±2.2 ±4.5
Total ±0.9 ±0.9 ±1.2 ±1.7 ±2.6 ±5.0
SF 1.01 ± 0.01 1.01 ± 0.01 1.01 ± 0.01 1.00 ± 0.02 1.00 ± 0.03 0.96 ± 0.05
(d) Systematic uncertainties in each ∆R(vertex, jet) bin for multi-track vertices reconstructed with the iterative
vertex finder
∆R(vertex, jet) 0.000-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
Stat. ±0.5 ±0.5 ±0.6 ±1.1 ±1.4 ±3.0
Total Syst ±1.0 ±1.2 ±1.8 ±3.1 ±4.4 ±6.0
Total ±1.1 ±1.3 ±1.9 ±3.2 ±4.6 ±6.7
SF 1.00 ± 0.01 1.00 ± 0.01 0.99 ± 0.02 1.00 ± 0.03 0.98 ± 0.04 0.95 ± 0.06
(e) [Systematic uncertainties in each ∆R(vertex, jet) bin for multi-track vertices reconstructed with the JetFitter
algorithm
∆R(vertex, jet) 0.000-0.025 0.025-0.050 0.050-0.075 0.075-0.100 0.100-0.150 0.150-0.250
Stat. ±4.5 ±4.9 ±6.2 ±8.6 ±8.3 ±11.4
Total Syst ±17.5 ±18.3 ±19.5 ±22.6 ±25.0 ±25.5
Total ±18.1 ±18.9 ±20.5 ±24.2 ±26.4 ±27.9
SF 1.06 ± 0.19 1.06 ± 0.20 1.01 ± 0.21 1.03 ± 0.25 0.95 ± 0.25 0.87 ± 0.24
(f) [Systematic uncertainties in each ∆R(vertex, jet) bin for single-track vertices reconstructed with the JetFitter
algorithm
Table B.2: Summary of the combined systematic and statistical uncertainties (in %) on the
measured data-to-simulation scale factors of the MVbComb algorithm in the various jet pT (a),
|η| (b), ∆Rmin (c) and ∆R(vertex, jet) (d-f) regions. These values correspond to an operation
point that provides a b-tagging efficiency of 70%.
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pT[ GeV] 25-30 30-60 60-90 90-140 140-200 200-300 300-500
Stat. ±3.3 ±0.9 ±0.9 ±1.0 ±1.9 ±3.9 ±12.9
Total Syst ±13.4 ±8.4 ±6.3 ±6.2 ±6.7 ±8.1 ±9.9
Total ±13.8 ±8.5 ±6.4 ±6.2 ±7.0 ±9.0 ±16.3
SF 0.97 ± 0.13 1.00 ± 0.08 1.00 ± 0.06 0.99 ± 0.06 0.99 ± 0.07 0.90 ± 0.08 1.07 ± 0.17
(a) Systematic uncertainties in each pT bin 60%
pT[ GeV] 25-30 30-60 60-90 90-140 140-200 200-300 300-500
Stat. ±2.6 ±0.8 ±0.7 ±0.8 ±1.6 ±3.2 ±9.0
Total Syst ±14.0 ±8.0 ±5.9 ±5.8 ±6.5 ±7.4 ±8.3
Total ±14.2 ±8.0 ±6.0 ±5.8 ±6.7 ±8.1 ±12.3
SF 1.03 ± 0.15 1.02 ± 0.08 1.02 ± 0.06 1.00 ± 0.06 1.02 ± 0.07 0.98 ± 0.08 1.04 ± 0.13
(b) Systematic uncertainties in each pT bin 80%
pT[ GeV] 25-30 30-60 60-90 90-140 140-200 200-300 300-500
Stat. ±2.6 ±0.7 ±0.7 ±0.8 ±1.5 ±3.1 ±8.2
Total Syst ±14.7 ±7.6 ±5.6 ±5.6 ±6.3 ±7.3 ±7.6
Total ±14.9 ±7.7 ±5.7 ±5.7 ±6.4 ±7.9 ±11.2
SF 1.05 ± 0.16 1.04 ± 0.08 1.03 ± 0.06 1.01 ± 0.06 1.02 ± 0.07 0.98 ± 0.08 1.03 ± 0.12
(c) Systematic uncertainties in each pT bin 85%
η 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5
Stat. ±0.9 ±0.9 ±1.1 ±1.7 ±2.7
Total Syst ±6.9 ±7.0 ±7.7 ±7.7 ±9.6
Total ±7.0 ±7.0 ±7.8 ±7.9 ±10.0
SF 1.01 ± 0.07 1.00 ± 0.07 0.98 ± 0.08 0.99 ± 0.08 0.97 ± 0.10
(d) Systematic uncertainties in each η bin 60%
η 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5
Stat. ±0.7 ±0.8 ±0.9 ±1.3 ±2.1
Total Syst ±6.6 ±6.6 ±7.7 ±7.3 ±8.8
Total ±6.7 ±6.6 ±7.7 ±7.5 ±9.0
SF 1.02 ± 0.07 1.02 ± 0.07 1.01 ± 0.08 1.02 ± 0.08 1.00 ± 0.09
(e) Systematic uncertainties in each η bin 80%
η 0.0-0.5 0.5-1.0 1.0-1.5 1.5-2.0 2.0-2.5
Stat. ±0.7 ±0.7 ±0.9 ±1.3 ±2.0
Total Syst ±6.4 ±6.4 ±7.3 ±7.4 ±8.1
Total ±6.4 ±6.4 ±7.4 ±7.5 ±8.4
SF 1.03 ± 0.07 1.02 ± 0.07 1.02 ± 0.08 1.04 ± 0.08 1.02 ± 0.09
(f) Systematic uncertainties in each η bin 85%
Table B.3: Summary of the combined systematic and statistical uncertainties (in %) on the
measured data-to-simulation scale factors of the MVb algorithm in the various jet pT (a-c) and
|η| (d-f), regions. These values correspond to operation points that provide b-tagging efficiencies
of 60%, 80% and 85%.
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∆Rmin 0.4-0.6 0.6-0.8 0.8-1.0 1.0-1.3 1.3-1.6 1.6-2.0
Stat. ±2.0 ±1.4 ±1.4 ±1.1 ±1.2 ±1.3
Total Syst ±9.3 ±7.9 ±7.2 ±7.6 ±6.5 ±6.5
Total ±9.5 ±8.1 ±7.3 ±7.7 ±6.6 ±6.7
SF 0.99 ± 0.09 0.99 ± 0.08 1.01 ± 0.07 0.98 ± 0.08 1.02 ± 0.07 0.99 ± 0.07
(a) Systematic uncertainties in each ∆Rmin bin 60%
∆Rmin 0.4-0.6 0.6-0.8 0.8-1.0 1.0-1.3 1.3-1.6 1.6-2.0
Stat. ±1.7 ±1.2 ±1.1 ±0.9 ±1.0 ±1.1
Total Syst ±8.8 ±7.6 ±7.0 ±7.2 ±6.1 ±6.4
Total ±8.9 ±7.7 ±7.1 ±7.2 ±6.2 ±6.5
SF 1.03 ± 0.09 1.02 ± 0.08 1.02 ± 0.07 1.00 ± 0.07 1.03 ± 0.06 1.01 ± 0.07
(b) Systematic uncertainties in each ∆Rmin bin 80%
∆Rmin 0.4-0.6 0.6-0.8 0.8-1.0 1.0-1.3 1.3-1.6 1.6-2.0
Stat. ±1.6 ±1.2 ±1.1 ±0.8 ±0.9 ±1.0
Total Syst ±8.5 ±7.3 ±6.8 ±6.8 ±6.0 ±6.2
Total ±8.7 ±7.4 ±6.8 ±6.8 ±6.0 ±6.3
SF 1.05 ± 0.09 1.04 ± 0.08 1.03 ± 0.07 1.02 ± 0.07 1.03 ± 0.06 1.02 ± 0.06
(c) Systematic uncertainties in each ∆Rmin bin 85%
Table B.4: Summary of the combined systematic and statistical uncertainties (in %) on the
measured data-to-simulation scale factors of the MVb algorithm in the various jet ∆Rmin regions.
These values correspond to operation points that provide b-tagging efficiencies of 60%, 80% and
85%.
Appendix C
Upper cross-section times branching ra-
tio limits on the production of RS gravi-
tons and KK gluons
This section presents exclusion limits on the upper cross-section times branching ratio for the
production of hypothetical RS gravitons GRS and KK gluons gKK (based on resonance decays
into a top-quark pair). Results are obtained for the various event classification schemes analo-
gously to what is shown in Section 9.3.1.
Figure C.1 displays the exclusion limits on the production of RS gravitons as a function
of the resonance mass, while Figure C.2 presents limits on the production of KK gluons as a
function of the gluon width for a fixed resonance mass of mgKK = 2.0 TeV. Both sets of limits
are presented separately for the inclusive event sample and also for two different b-tagging
categorisation schemes.
Figure C.1 (a) shows that the available statistics of the 8 TeV run of the LHC is not sufficient
in order to exclude the production of RS gravitons in the studied mass range. However, with
the event classification scheme denoted as“BtagCat1234”, significantly stronger upper limits
on the production cross-section times branching ratio can be set than with the inclusive event
sample. The Improvements, as shown in Figure C.1 (b), are around 60% for graviton masses
up-to 0.6 TeV and between 10% and 30% for resonance masses between 0.6 TeV and 2.5 TeV.
Figure C.2 (a) shows that the production of KK gluons is excluded for all the studied reso-
nance widths at a gluon mass of mgKK = 2.0 TeV. Again the event classification scheme denoted
as“BtagCat1234” provides much better results than the inclusive event sample or any other
event classification scheme. The corresponding improvements, as shown in Figure C.2 (b), vary
between 25% and 30%. The relative improvements with respect to the inclusive event sample
increase slightly for increasing resonance width values.
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Figure C.1: Expected exclusion limits on the production cross-section times branching ratio as
a function of the RS graviton mass at the 95% confidence level obtained from events that are
reconstructed in the boosted event channel (a). The limits are presented for the inclusive event
sample (blue solid line), but also for the case that the selected candidate events are categorised
according to their multiplicity of b-tagged jets (green dashed line) or according to the classi-
fication scheme referred to as “BtagCat1234” (black dashed line). The predicted production
cross section times branching ratio for the RS graviton is displayed as well as a function of the
resonance mass (dashed red line). In addition, also the relative improvements with respect to
the inclusive event sample are shown for various event classification schemes (b).
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Figure C.2: Expected exclusion limits on the production cross-section times branching ratio as
a function of the width of a KK gluon of the mass mgKK = 2.0 TeV at the 95% confidence level
obtained from events that are reconstructed in the boosted event channel (a). The limits are
presented for the inclusive event sample (blue solid line), but also for the case that the selected
candidate events are categorised according to their multiplicity of b-tagged jets (green dashed
line) or according to the classification scheme referred to as “BtagCat1234” (black dashed line).
The predicted production cross section times branching ratio for the KK gluon is displayed as
well as a function of the resonance width (dashed red line). In addition, also the relative im-
provements with respect to the inclusive event sample are shown for various event classification
schemes (b).
