EFEKTIFITAS METODE JACKKNIFE DALAM MENGATASI MULTIKOLINEARITAS DAN PENYIMPANGAN ASUMSI NORMALITAS PADA ANALISIS REGRESI BERGANDA by Muhlasah , Novitasari Mara et al.
PROSIDING                                                       ISBN : 978 – 979 – 16353 – 9 – 4 
 
 
 
Makalah dipresentasikan dalam Seminar Nasional Matematika dan Pendidikan Matematika 
dengan tema ” Penguatan Peran Matematika  dan Pendidikan Matematika untuk Indonesia 
yang Lebih Baik" pada tanggal  9 November 2013 di Jurusan Pendidikan Matematika FMIPA 
UNY 
S - 15 
EFEKTIFITAS METODE JACKKNIFE DALAM MENGATASI 
MULTIKOLINEARITAS DAN PENYIMPANGAN ASUMSI 
NORMALITAS PADA ANALISIS REGRESI BERGANDA 
 
Muhlasah Novitasari Mara1, Neva Satyahadewi2, Ryan Iskandar3 
Jurusan Matematika, FMIPA, Universitas Tanjungpura 
1novee_mara@yahoo.co.id, 2neva.satya@gmail.com, 3ryan_virgo90@yahoo.co.id 
 
Abstrak 
Regresi merupakan metode dalam statistik dimana variabel dependen 
dimodelkan sebagai kombinasi linear dari satu atau lebih variabel independen. 
Terdapat beberapa asumsi klasik pada analisis regresi berganda diantaranya adalah  
normalitas. Dampak dari tidak terpenuhinya asumsi normalitas adalah baik uji F 
maupun uji t serta estimasi nilai variabel dependen menjadi tidak valid. Selain asumsi 
normalitas, dalam pemakaian analisis regresi ganda masih terdapat satu permasalahan 
yang perlu mendapat perhatian, yaitu bilamana interkorelasi di antara variabel 
independen yang ada cukup tinggi (multikolinearitas). Bila variabel independen 
saling berkorelasi tinggi maka varian estimatornya juga akan meningkat dan dapat 
menghasilkan kuadrat koefisien korelasi ganda  yang signifikan, sekalipun dalam 
persamaan regresinya masing-masing variabel independen sebenarnya memiliki 
korelasi yang tidak terlalu tinggi terhadap variabel dependen. Efek lain  dari 
multikolinearitas adalah mengakibatkan penduga parameter regresi menjadi tidak 
efisien karena mempunyai bias dan varians yang besar. Pada paper ini akan dilakukan 
simulasi metode Jackknife untuk mengetahui efektifitas metode Jackknife dalam 
menduga parameter regresi dengan kasus multikolinearitas sekaligus penyimpangan 
asumsi normalitas pada analisis regresi berganda. Jackknife merupakan teknik 
nonparametrik dan  resampling yang bertujuan untuk menaksir parameter regresi. 
Prinsip metode Jackknife ialah menghilangkan satu buah data dan mengulanginya 
sebanyak jumlah sampel yang ada.  
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A. PENDAHULUAN 
Istilah regresi diperkenalkan pertama kali oleh Francis Galton (1886). Galton menemukan 
ada kecenderungan bagi orang tua yang tinggi mempunyai  anak-anak yang tinggi dan bagi orang 
tua yang pendek untuk mempunyai anak-anak yang pendek (Gujarati, 1999).      Regresi adalah 
hubungan variabel dependen yang dipengaruhi oleh satu atau lebih dari variabel independen. 
Regresi dapat digunakan untuk melakukan peramalan nilai suatu variabel berdasarkan variabel 
lain. 
Terdapat empat asumsi klasik pada analisis regresi berganda yakni normalitas, 
multikolinearitas, homoginitas dan autokorelasi. Pada kenyataannya sering terjadi penyimpangan 
asumsi tersebut. Bahkan seringkali terjadi penyimpangan dua asumsi secara bersamaan seperti 
terjadi multikolinearitas dan penyimpangan asumsi normalitas secara bersamaan.     
Multikolinearitas adalah adanya hubungan linear atau korelasi antar variabel bebas. Efek dari 
multikolinearitas ini dapat mengakibatkan penduga parameter regresi yang dihasilkan dari 
analisis regresi linear berganda menjadi tidak efisien karena dapat menyebabkan regresi berganda 
mempunyai bias dan varians yang besar. Multikolinearitas juga akan menyebabkan hasil-hasil 
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dugaan menjadi peka terhadap perubahan-perubahan kecil. Selain itu multikolinearitas juga dapat 
menyebabkan terjadinya perbedaan kesimpulan antara uji statistik F dan uji statistik t (Gujarati, 
1999). Sedangkan normalitas adalah kondisi dimana error berdistribusi normal. Dampak dari 
tidak terpenuhinya asumsi normalitas adalah baik uji statistik F maupun uji statistik t serta 
estimasi nilai variabel dependen menjadi tidak valid. 
Ada beberapa cara untuk mengatasi masalah multikolinearitas dan penyimpangan asumsi 
normalitas. Salah satu cara mengatasi multikolinearitas  adalah dengan metode Jackknife.. 
Penyimpangan asumsi normalitas dapat diatasi dengan menghilangkan nilai outlier dari data, 
melakukan transformasi atau menggunakan alat analisis nonparametrik seperti metode Jacknife. 
Pada paper ini akan dibahas efektifitas metode Jacknife dalam menduga parameter regresi dengan 
kasus multikolinearitas sekaligus penyimpangan asumsi normalitas pada analisis regresi 
berganda. 
 
 
B. PEMBAHASAN 
Jackknife adalah metode resampling yang diperkenalkan oleh Quenouille (1949) untuk 
estimasi bias dan Tukey (1958) memperkenalkan Jackknife untuk menduga standar deviasi. 
Prinsip metode Jackknife dalam estimasi parameter regresi ialah menghilangkan satu buah data 
dan mengulanginya sebanyak jumlah sampel data yang ada. Model regresi linear berganda dapat  
dinyatakan dalam notasi matriks sebagai berikut: 
ࢅ = ࢄࢼ + ࢿ         (1) 
dengan ࢅ		adalah matriks berukuran ܰ × 1berisi sampel data observasi  variabel terikat, ࢄ	adalah 
matriks berukuran ܰ × ݇ berisi data observasi variabel bebas, ࢼ adalah matriks dari parameter 
regresi berukuran ݇ × 1 , ࢿ	 adalah matriks variabel galat acak berukuran ܰ × 1, ݏ ehingga 
persamaan (1) dapat dituliskan kembali sebagai berikut 
      ൦
ݕଵ
ݕଶ
⋮
ݕே
൪ = ൦1 ݔଵଵ ݔଵଶ … ݔଵ௞1 ݔଶଵ ݔଶଶ … ݔଶ௞
⋮1 	⋮ݔேଵ ⋮	 	⋱				 		⋮ݔேଶ … ݔே௞൪ ൦
ߚ଴
ߚଵ
⋮
ߚ௞ିଵ
൪ + ൦ߝଵߝଶ⋮
ߝே
൪ 
 
Data  Jackknife ke-1 diperoleh dengan  menghilangkan baris ke 1 dari  matriks ࢅ∗ଵ dan ࢄ∗ଵ 
sehingga diperoleh 
ࢅ∗∗ଵ = ࢄ∗∗ଵࢼ∗∗ଵ+ࢿ∗∗ଵ        
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Estimasi parameter ࢼ∗∗૚ pada persamaan (2) dicari menggunakan metode kuadrat terkecil 
sehingga diperoleh estimator ࢼ෡∗∗૚  berikut 
																																																																												ࢼ෡∗∗૚ = ൫ࢄ∗∗૚ࢀࢄ∗∗૚൯ି૚ࢄ∗∗૚ࢀࢅ∗∗૚				     (4) 
Langkah mengambil menghilangkan  baris ke i terus dilakukan hingga diperoleh parameter 
Jackknife ࢼ෡∗∗૚,ࢼ෡∗∗૛, … ,ࢼ෡∗∗࢔ . Estimasi parameter Jackknife ࢼ∗∗  merupakan rata-rata dari 
estimator   ࢼ෡∗∗૚,ࢼ෡∗∗૛, … ,ࢼ෡∗∗࢔  
ࢼ෡∗∗ = ෍ࢼ෡∗∗࢏࢔
࢏ୀ૚
࢔ൗ  
Dengan demikian persamaan regresi linear berganda pada persamaan (1) dapat diduga dengan  
persamaan regresi linear berganda Jackknife berikut (Sahinler dan Topuz, 2007): 
ࢅ෡ = ࢄࢼ෡∗∗ + ࢿ 
Pada penelitian ini dilakukan simulasi dengan perulangan sebanyak 100 kali untuk 
mengkaji efektifitas metode Jackknife dalam mengatasi multikolinearitas sekaligus 
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penyimpangan normalitas. Variabel bebas ܺଵ , 	ܺଶ , ܺଷ  dibangkitkan sebanyak 20 data dari 
variabel acak berdistribusi normal. Sedangkan  Galat ߝ  dibangkitkan sebanyak 20 data dari 
variabel acak berdistribusi normal, uniform,  weibull dan gamma. Variabel-variabel bebas yang 
telah dibangkitkan tersebut kemudian dibuat saling berkorelasi menggunakan persamaan (5)  
sehingga diperoleh variabel bebas baru ܺଶ௕௥  yang berkorelasi dengan ܺଵ  dan ܺଷ௕௥  yang 
berkorelasi dengan ܺଶ௕௥ (Kusnandar, 2001): 
                                    ܺ௜௕௥ = ߩ × ܺ௜ିଵ + ඥ(1 − ߩଶ) × ܺ௜ 					݅ = 2,3                (5) 
Koefisien korelasi (ߩ) yang digunakan dalam penelitian ini adalah 0,9. Variabel ܺଵ, ܺଶ௕௥, dan 
ܺଷ௕௥ kemudian digunakan sebagai variabel bebas dalam persamaan (6) berikut 
                                               ܻ = ߚ଴ + ߚଵܺଵ + ߚଶܺଶ + ߚଷܺଷ + ߝ                      (6) 
Nilai-nilai parameter (ߚ ) yang digunakan pada persamaan (6) dalam adalah ߚ଴ = 0 , dan 
ߚଵ = ߚଶ = ߚଷ = 1. Luaran nilai bias, standard deviasi dan MSE estimator Jackknife  dari proses 
simulasi dapat dilihat pada tabel 1 berikut 
 
Tabel 1. Nilai bias dan standard deviasi estimator Jackknife 
Distribusi 
Nilai Bias Standar Deviasi MSE 
ߚ଴
∗∗ ߚଵ∗∗ ߚଶ∗∗ ߚଷ∗∗ ߚ଴∗∗ ߚଵ∗∗ ߚଶ∗∗ ߚଷ∗∗ ߚ଴∗∗ ߚଵ∗∗ ߚଶ∗∗ ߚଷ∗∗ 
Normal 0.005 0.492 -10.257 9.541 0.017 0.322 0.513 0.296 0.000 0.345 105.471 91.116 
Uniform 0.001 -1.861 -0.036 1.456 0.004 0.088 0.135 0.081 0.000 3.471 0.020 2.127 
Gamma -0.003 -0.928 1.566 -0.148 0.010 0.180 0.229 0.173 0.000 0.893 2.504 0.052 
Weibull 0.004 -1.597 -0.805 2.349 0.016 0.269 0.450 0.224 0.000 2.621 0.850 5.567 
.  
Hasil simulasi yang disajikan pada tabel 1 menunjukkan bahwa pada kondisi terjadi 
multikolinearitas sekaligus penyimpangan asumsi normalitas estimator Jackknife  memiliki nilai 
MSE yang kecil. Namun pada kondisi data terjadi multikolinearitas dan asumsi normalitas 
terpenuhi estimator Jacknife  justru besar. Secara visual hal ini dapat dilihat dengan mudah dari 
gambar 1 berikut 
 
 
 
Gambar 1. MSE Estimator Jackknife 
 
C. KESIMPULAN 
Metode Jackknife menghasilkan estimator dengan MSE kecil pada kondisi terjadi 
multikolinearitas sekaligus penyimpangan asumsi normalitas dalam hal ini error berdistribusi 
Uniform, Gamma dan Weibull. Namun ketika asumsi normalitas terpenuhi, MSE dari estimator 
Jackknife  justru besar.  Dengan demikian dapat disimpulkan bahwa metode Jackknife lebih 
efektif untuk estimasi parameter regresi pada kondisi terjadi multikolinearitas sekaligus 
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penyimpangan asumsi normalitas daripada kondisi data terjadi multikoliniearitas dengan asumsi 
normalitas terpenuhi. 
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