Abstract-In this paper, we propose an approach for learning appearance models of moving objects directly from compressed video. The appearance of a moving object changes dynamically in video due to varying object poses, lighting conditions, and partial occlusions. Efficiently mining the appearance models of objects is a crucial and challenging technology to support content-based video coding, clustering, indexing, and retrieval at the object level. The proposed approach learns the appearance models of moving objects in the spatial-temporal dimension of video data by taking advantage of the MPEG video compression format. It detects a moving object and recovers the trajectory of each macroblock covered by the object using the motion vector present in the compressed stream. The appearances are then reconstructed in the DCT domain along the object's trajectory, and modeled as a mixture of Gaussians (MoG) using DCT coefficients. We prove that, under certain assumptions, the MoG model learned from the DCT domain can achieve pixel-level accuracy when transformed back to the spatial domain, and has a better band-selectivity compared to the MoG model learned in the spatial domain. We finally cluster the MoG models to merge the appearance models of the same object together for object-level content analysis.
I. INTRODUCTION
A S VIDEO sources grow explosively, efficient methods for indexing and retrieving unstructured video data at the object-level are in high demand for many different applications. Content analysis at the object-level allows us to create links among objects in video: for example, jumping to the next shot where the same object appears. Appearances of a moving object changes dynamically in video due to varying object poses, lighting conditions, and partial occlusions. Modeling object appearances of an object in video, therefore, requires a large amount of training data, which is expensive to label manually. Therefore, it is desirable to automatically model objects based on object detection and tracking. However, these two technical components usually involve high computational cost, and, as the video data are mostly presented in compressed digital formats, there is an extra cost for video decompression if detecting and tracking are conducted in the spatial domain.
In this paper, we are interested in the unsupervised mining of objects' appearance models in video at a low computational cost.
Extracting and modeling video objects have been investigated by many researchers in both the computer vision and multimedia communities. Much research has been directed to extracting a video object from its background to segment the boundary (arbitrary shape) of the object in each frame. Although color [9] , edge [8] , and contour [16] are useful cues, motion has been a dominant feature used for extracting objects from video [8] , [9] , [16] , [18] . These methods are able to extract a video object precisely at the pixel-level, which is then coded as a collection of video object planes. However, high accurate pixel-level extraction is very time consuming and is not practical to large amounts of compressed videos for learning appearance models.
An alternative approach is to learn a model that represents the entire collection of video object appearances. The model uses a compact format to characterize the appearances of all the video object planes while at the same time preserving most of the appearance information to support future video indexing and visual analysis tasks. The video object planes of a video object can contain rich and dynamic appearance information, such as shape, color, texture and motion, which benefits content-based video indexing and retrieval, and visual analysis such as object classification. To build an appearance model, a video object has to be tracked and extracted from its background first. By using a probabilistic model, background pixels included in object appearances due to inaccurate extraction can be implicitly distinguished to achieve a sort of pixel-level accuracy. Therefore, the extraction does not require a pixel-level accuracy, but a block or macroblock level. A large amount of work has been proposed by computer vision researchers to model objects in a scene, such as a mixture of Gaussians (MoG) method [5] , adaptive filter methods [10] , minimal and maximal intensity value methods [14] , PDE level set [6] , Hidden Markov models (HMMs) [12] , and kernel density estimation techniques [13] . However, these algorithms are designed for accurate extraction and paid little attention to efficiency in the application to video in a compressed format, which one has to uncompress before applying these methods.
In order to improve efficiency, some researchers in the multimedia community have proposed to perform video indexing and retrieval in compressed video directly. For example, motion vectors in the MPEG codec have been used for video ob-ject extraction. There are also some methods proposed to build background models in the compressed domain [15] , [17] . These methods have been developed for extracting moving objects or for encoding purposes. Most algorithms use only discrete cosine transform (DCT) energy (DC) coefficient and work on the block-level. For example, the algorithm in [17] extracts objects at a size of 8 8 blocks and cannot obtain an accurate object contour. Although [1] presented a method that could extract video object precisely at the pixel-level, the method requires a decoding step to obtain appearances of each video object. Another effort in the compression domain is to use DCT coefficients to support image and video indexing and retrieval [11] , [19] . In this class of work, DCT coefficients were used as texture features to train classifiers or clusters to retrieve images or identify a specific object in a high-level visual analysis (e.g., a known human face). In summary, the previous work on object appearance extraction and modeling has been studied in the compressed domain at the block-level.
In this paper, we propose an unsupervised algorithm for mining object appearances in compressed video streams. We construct appearance models using MPEG motion vectors and DCT coefficients embedded in the MPEG video. The proposed algorithm detects a moving object and recovers the trajectory of each macroblock covered using motion vectors. The appearances are then reconstructed in the DCT domain following the object's trajectory, and modeled as a mixture of Gaussian (MoG) using DCT coefficients. We prove that, under certain assumptions, the MoG model learned from the DCT domain can achieve pixel-level accuracy after being transformed back to the spatial domain and has better band-selectivity compared to the MoG model learned in the spatial domain. Finally, the algorithm clusters the extracted MoG models to merge the appearance models of the same object together. Using the resulting DCT domain appearance models, object-level video indexing and retrieval can be performed in compressed MPEG video directly without decompression.
II. SCHEME FOR MINING OBJECT APPEARANCE MODELS IN COMPRESSED VIDEO Fig. 1 illustrates the proposed scheme for mining video objects from compressed video without decompression. The decompression step can be computationally expensive when a huge amount of video data has to be processed in a limited amount of time, for example, building an index for a specific person in ten years of news video. The proposed scheme saves the decompression step in both the appearance modeling and object retrieval to improve the efficiency.
In this scheme, we first recover the trajectory of each block using motion vectors coded in the compression domain. The challenge is that the block partitions are all in regular locations in each frame, but a trajectory of a macroblock through the video computed from motion vectors may not always follow these regular locations. In fact, the trajectory of a macroblock of a moving object aligns most likely between two or four regular blocks in reference frames. Section III discusses the trajectory recovery for regularly and irregularly aligned blocks. Second, blocks within a macroblock are assumed to have the same trajectory as the macroblock. We then group the macroblocks together to segment individual objects (see Section IV). Third, appearance of the object is reconstructed following its trajectory. The MoG model of the appearances of each object is learned along its trajectory in the DCT domain. Finally, we cluster the extracted MoG models to merge the appearance models of the same object together.
III. RECOVERING BLOCK TRAJECTORIES IN COMPRESSED VIDEO
Most current video data is stored in popular compression formats, such as MPEG-1, 2, 4, and H.26X. As a common feature of these formats, video frames are organized as a sequence of three types of frames: , , and . Each frame consists of a list of 64-dimensional DCT coefficient vectors in which each of the coefficient vectors is transformed from an 8 8 block of pixels in the original spatial domain. A frame also consists of a list of DCT coefficient vectors. However, these coefficient vectors are not transformed directly from the original spatial domain. Four adjacent blocks are treated as a macroblock, which associates with a motion vector pointing to the most correlated macroblock in a reference frame. The reference frame is usually the previous or frame. The DCT coefficient vectors in a frame are transformed from the residues of the macroblock and its reference. A -frame usually contains much fewer residues, which is not used in this research.
Since the motion vector of a macroblock points to the location of this macroblock in the previous reference frame, it is possible to back-track the locations of the macroblock in the previous sequence. This sequence of locations is the trajectory of the macroblock, which is recovered first in our approach. For the blocks in each macroblock, we assume that they share the same motion vector. Recovering the trajectory of a block that is always at regular locations in video is a trivial task. However, blocks are usually located at irregular locations in reference frames, as shown in Fig. 2 .
The reference block of the current block in its reference frame is located between four blocks , , , and , i.e., the block is not located at a regular place. There is no motion vector corresponding to the block to the next reference frame. To obtain the motion vector of the block , we perform interpolation using the motion vectors of the four covered blocks . The motion vectors of the blocks are denoted by , . The common sub-blocks shared by blocks and are defined as . The area of a block or sub-block is defined as . We therefore interpolate the motion vector of the block to the next reference frame as (1) IV. GROUP AN OBJECT USING BLOCK TRAJECTORIES Blocks of a video object are believed to have similar motion behaviors in a short period of time as assumed by pixel-or feature-based motion extraction approaches. Let us consider the trajectory of each block as a feature and then group the blocks that have similar trajectories into one video object. Formally, a trajectory of a block is a sequence of velocities in the and direction from frame 0 to frame . To simplify the grouping process, we extract trajectory vectors with a sliding window of frames overlapped by frames. The trajectory vectors of all blocks in a frame are first clustered using -means in the Euclidian space. Since the goal of this step is to extract foreground motion and background motion, the number of clusters is set as 2. We then group the outlier motion blocks into objects according to their spatial correlations. Isolated blocks are merged into their neighbors to obtain fewer video objects in each sliding window. A video object may cross more than frame in a video stream. To simplify the problem in this research, we did not track video objects across the sliding window though it is possible to do so.
V. OBJECT APPEARANCE MODELING
Object appearance modeling is essential for identifying an object or tracking an object in video. The goal is to characterize what an object looks like in previous frames, and then recognize and localize the object in a new frame. The appearance of a video object in a frame is represented by the appearances of the blocks of pixels belonging to the video object. In the spatial domain, the appearances of a block object can be collected by cropping the reference blocks in its trajectory. However, the extraction of appearances of a block in the DCT domain is not easy because spatial cropping is not straightforward in the DCT domain. In this section, we first present the method of extracting appearances of blocks in the DCT domain. 
A. Extracting Appearance of an Irregular Block in DCT Domain
The appearance of a regular block in the DCT domain of an frame is a 64-dimensional DCT coefficient vector packed in the compressed video stream. The appearance of an irregular block in an frame, which may be referenced by a block in the nearest frame, is unfortunately not directly coded in the compression video. For example, Fig. 3 shows that an irregular block in a reference frame. It contains the contents from four regular blocks, which are coded in DCT domain.
To compute the DCT coefficient vector of the block , an intuitive method is to perform inverse DCT transform to the block , then crop the sub-blocks to reconstruct the block in the spatial domain, and finally compute the . However, this method consists of DCT transform and inverse DCT transform steps, which are computationally expensive.
To avoid performing DCT and inverse DCT transforms, Chang and Messerschmitt [3] proposed a method to compute through transcoding. In their method, a sub-block (for example ) can be cropped from the block and shifted to the top-left corner in the spatial domain by two sparse 8 8 matrices (2) where (3) (4) where and are overlapped height and width, respectively. The block can then be reconstructed as
According the orthogonality of the DCT, the is therefore computed as (6) The DCT transforms of all the possible and can be precomputed in this algorithm. To make this method even faster, Chaparro et al. [4] proposed a fast algorithm exploiting the similarities among these matrices and saved computation cost in average in comparison with the intuitive approach.
The obtained is the residual from the block and its reference. Because the DCT is a linear transform, the DCT appearance of a block in a frame can be extracted using motion compensation once we obtain the appearance of its reference block. Let us denote the residue values in block in a frame as :
. The DCT appearance of the block can be calculated as (7) Thus, all the DCT appearances of a block on its trajectory can be extracted without transforming the compressed video back to the spatial domain.
B. Mixture of Gaussians in Spatial Domain
A mixture of Gaussian was proposed to model the background and foreground of a video by Stauffer et al. [2] . The idea is that for each location in image, we model the pixel values in frames by a mixture of Gaussian , where , and are three -dimensional vectors, , and . The model is optimized theoretically by maximizing the log-likelihood of pixel values stream (8) where (9) and (10) The more number of Gaussian components used in the model, the model fits better the appearances in the training data. To train a model with a standard EM algorithm is very time consuming and requires predefined in advance. In practice, is determined using a Direchlet-like process, which can learn the parameter in the model training. By following the trajectory of each pixel, where is a variable along time , this algorithm can model a moving object as well as stationary backgrounds.
The pixel-level models treat pixels independently of each other, and can be extended to the block-level. Considering the total 64 entries in an 8 8 block , we define the vector of pixel values in the block at time as . Here, we use a vector form of the block instead of the matrix form to simplify the representation in the future discussion. We should emphasize that are relative to the upper left corner in block , and the location of the block varies along its trajectory.
Correspondingly, we define the mean vector of the th Gaussian component as , and define the variance vector as . The Gaussian mixtures are still represented as three vectors , , and . Equation (8) can then be extended to the block level as (11) where (12) and (13) is a 64 64 identity matrix. Since there is a strong independent assumption among pixels in a block, the covariance matrix of the Gaussian mixtures is constrained to be diagonal. If the independence assumption is satisfied and the trajectory is long enough, the block level model is a combination of 64 pixel-level models associated with the block, and the number of block-level Gaussians theoretically can be for all the possible combinations. Given the 64 pixel-level models, this block-level model can be uniquely constructed by assigning each possible combinations a 64-dimensional Gaussian, and conversely, pixel-level models can be recovered from this constructed block-level model. In practice, most of the pixels are dependent and the trajectory is not long enough to estimate all Gaussians. Therefore, a block-level model directly estimated from a video stream is a good approximation, but not completely equivalent to the original pixel-level models defined in (8) . We can use the Gaussians and weights provided by the block-level model for each pixel to approximate a pixel-level model by using sampling-based estimation. When there are many similar Gaussians, we can easily reduce the number of Gaussians by merging similar Gaussians with associated weights together.
C. A Mixture of Gaussians in DCT Domain
The same modeling can be performed in the DCT domain. Let us transform a block into the DCT domain to obtain . By keeping the same ordering method as we did in the spatial domain, the is a 64-dimensional vector denoted as . The DCT transform process can be represented as an orthogonal and unique DCT matrix multiplied by the pixel-value vector of the block , which is formally defined as the following:
The inverse DCT transform is then defined as (15) where the orthogonal matrix has the property that (16) The MoG model is then built on top of coefficient vector through frames using the same optimization approach as in the spatial domain. The 64-dimensional vector of the mean of the th Gaussian component is denoted as , while the variance vector is denoted as . The -dimensional model vectors are defined as , and . Then following (11), the MoG model in the DCT domain can be estimated as (17) where (18) and (19) This block-level model has a close relationship with the block-level in the spatial domain, which will be discussed in Section V-D. We can also build coefficient-level models by considering each coefficient independently. Fortunately, since DCT is an orthogonal transform, the 64 dimensions of the coefficient are linearly independent. Therefore, the inverse covariance matrix of each Gaussian component is diagonal and the coefficient-level MoG model can be estimated for each of the 64 dimensions individually without imposing an additional independence assumption.
D. Relationship Between MoG Models in DCT and Spatial Domains
The MoG model estimated in the DCT domain using the method proposed in Section V-C has a close relationship with the MoG model of the same block estimated in the spatial domain using the method described in Section V-B. To exploit this relationship, let us first transform the mean and variance vectors of the MoG model in DCT domain into the spatial domain using (15) (20) and (21) Substituting the above two equations and (14) into (17), we convert a the optimization function from the DCT domain back to the spatial domain, in which the target function is (22) where (23) and (24) The vectors ( and ) are the optimal values of the MoG model in the spatial domain of the block . In comparing with the MoG model estimated using (8) , the only difference is that the covariance matrix in (8) is diagonal, which is a special case of the covariance matrix . This is because the model in the spatial domain is constrained by imposing the independence assumption among pixels. In other words, if the independence assumption made by the MoG method in the spatial domain is satisfied, every covariance matrix is then a diagonal matrix and (22) is equivalent to (8) . This also means that the MoG model estimated in the DCT domain is equivalent to the MoG model estimated in the spatial domain if the optimal vector of the model is unique.
In practice, the independence assumption is rarely satisfied. The MoG method in the DCT domain provides a potentially better model because the DCT transform serves as a decorrelation function to pixels in spatial domain.
VI. ALGORITHM OF APPEARANCE MODEL EXTRACTION
Instead of modeling at the block-level directly, we can model each coefficient individually because the DCT coefficients are assumed independent of each other. The formal presentation of this modeling is very similar to the pixel-level modeling, and therefore is not repeated here. Since the conventional optimization includes an EM process, which is expensive to apply to a large data set (e.g., video data), we use the Direchlet-like process proposed by Stauffer et al. [2] . Let denote the th Gaussian of the th DCT coefficient and its weight. The algorithm is briefly described in Table I .
This algorithm has no iteration and estimates a MoG model by only scanning the video data once. The obtained DCT coefficient models have many advantages over the corresponding pixel-level models estimated in the spatial domain to perform video object clustering, indexing, and retrieval. First, the estimation of DCT models is faster than the estimation of pixel-level models because many DCT coefficients are zero after MPEG quantization. Second, DCT models are able to provide band-selective filtering during the estimation, which may enhance the DCT COEFFICIENT video object appearances for special purposes. For example, a low-pass filter is preferred to obtain smoothed appearances while a high-pass filter leads to edge-enhanced appearances. To apply a band-selective filter, we can estimate the selected frequency or orientations with more Gaussians by adjusting the constants of the corresponding coefficients. Finally, model matching in the DCT domain can also be band-selective. Different weights can be used in the matching process to emphasize selected frequencies or orientations in a video-object clustering or retrieval task.
Statistical object modeling approaches, such as the MoG method, provide object appearance models and the background models at the same time. Learned object models implicitly discriminate the background from the object because the pdfs of object pixels concentrate on several Gaussians due to the tracking, but the pdfs of background pixels are more flat. In other words, background pixels usually have low data likelihood values conditioned on the model of the video object. Therefore, the background pixels have less effect on the matching decision in video object matching.
DCT domain models have the same function, omitting the effects of background in video object matching. To illustrate this function, we first build a DCT domain model for a video object using the proposed approach. For example the video object can be a "tree" in a garden sequence compressed in MPEG-1 format. Fig. 4 illustrates the recovering of macroblock trajectories using MPEG motion vectors. Most macroblocks were well-tracked by the motion vectors. Some were missing due to the noise of the motion vectors. Therefore, some recovered trajectories might also be noisy and had various lengths, which introduced errors at the boundary of a video object.
By grouping the trajectories, the macroblocks of each video object can be clustered together. Fig. 5(a) shows the macroblocks of the "tree". All small and isolated macroblocks were merged into their neighbors. A DCT model was then learned at the coefficient-level along the trajectories. Different coefficients may have various number of Gaussians. Fig. 5(b) shows the histogram of the number of Gaussians in the DCT model of the "tree". Most of the coefficients had about 3 to 6 Gaussians.
One drawback of DCT models is that they are difficult to visualize. To visualize DCT coefficient models, the models need to be reconstructed into a block-level model and then transformed back to the spatial domain using (20) and (21). The construction of a block-level model from individual DCT coefficient models is a similar process to constructing a block-level model using pixel-level models in spatial domain, which is discussed in Section V-B. Theoretically, a block-level model should consist of all possible combinations of Gaussians of individual coefficients. This may lead to a huge number of Gaussians in a block-level model, which is not practically computable. To address this problem, Monte Carlo (MC) methods [7] can be used to approximate a block-level model by sampling the best matches in the DCT domain. MC methods ensure the convergence of approximation of the block-level model given enough samples. In the worst case, the MC method may sample all frames in the trajectory and the obtained model is exactly the same as estimated directly in block unit using (22).
To visualize the learned DCT model, we converted it back to the spatial domain using Monte Carlo methods. Fig. 6 shows the reconstructed image from the model using the means of the best matched Gaussians to the original image displayed in the Fig. 4 . The function of discriminating the background can be shown by computing the data likelihood of the same image given the model. In Fig. 7 , we plotted the log values of the data likelihoods of the video object "tree." The values were inverse-displayed to emphasize the background pixels, i.e., the low values corresponding to the background were assigned with high gray values in the figure. Most of the background pixels were correctly located in the boundary blocks of the video object "tree." The converted spatial model has a pixel-level accuracy. Since the spatial model was directly transformed from the DCT model learned in compressed video, the DCT model also performed the function of reducing the effects of the background pixels in video object matching, and provided a sort of pixel-level or sub-block-level accuracy of modeling.
VII. CLUSTERING APPEARANCE MODELS
Using the above algorithm, we can extract appearance models of an object in a short period of time. Tracking failure of a moving object after a couple of seconds may break the appearances of the same object in a video into separated models. Objects entering or existence video scene also produce separated models. To obtain models corresponding to each object, we cluster the extracted MoG models using the spectral clustering algorithm.
In a spectral clustering algorithm, MoG models are treated as nodes in a graph , where is the affinity matrix encoding the similarity between any two nodes in the node set . An affinity is defined as
where is denoted as a distance measure between the node and the node . We use the Bhattacharyya coefficient to measure this distance. The parameter is usually a predefined constant.
We construct a matrix , where is the degree matrix of , and compute the eigenvectors of the matrix . A matrix is then constructed by stacking the largest eigenvectors of the matrix in columns. We then normalize each row of the matrix to have unit length and cluster the normalized rows into clusters using the -means algorithm. Each row of the matrix corresponds to one node (a MoG model). Therefore, if the corresponds to the number of objects in the video, we can merge the models in the same cluster into one to model the appearances of the object in the video.
VIII. EXPERIMENTS
To evaluate the proposed algorithm, we performed the model extraction algorithm on a 24 -h surveillance video captured at a door entrance. The algorithm extracted 2523 appearance models for 24 people and a food cart (25 objects in total). The appearance consisted of object coming in and out at the entrance. Both the persons and the food cart had various of appearances because of the motions in the video. Fig. 8 shows some video snap-shots of extracted models.
We first evaluate the proposed object appearance mining algorithm and then label the extracted appearance models to evaluate object retrieval. All extracted models were manually labeled as the ground truth. The models extracted from the first 24 h were used for evaluating the model mining and the remaining models were used for evaluating the object retrieval. In the first 24 h, 409 models were extracted for the 25 objects because of tracking failures in the motion vectors. The individual models were clustered using the spectral clustering algorithm. The affinity matrix is depicted in Fig. 9 , in which models are ordered using the ground truth. The diagonal values are always set to be zero. We selected only ten middle frequency coefficients in the DCT models to compute the distance in the infinity matrix. We can see that most models from the same person are similar to each other, which form the squares along the diagonal of the matrix.
Performance of spectral clustering is plotted in Fig. 10 . We applied the spectral clustering algorithm onto the infinity matrix by varying the number of eigenvectors . The algorithm achieves a 78% percent accuracy according to the ground truth. The performance increases quickly when the value is increased from one and reaches the peek at . We then labelled each cluster according to one randomly selected frame from the cluster. The MoG models in each cluster are merged into one mixture. Therefore, we only label 25 clusters rather than all the 409 models even when there were about 20% clustering errors. In other words, the proposed model mining algorithm saved 20 times human power in data labelling after introducing 20% noise into the data. Tradeoffs can be made by increasing the number of clusters to reduce the labelling noise but increase the labelling efforts according to the costs of human power and the requirements of the accuracy in different applications.
To evaluate the object retrieval capability of the learned models, we computed the affinity values as defined in (25) from the remaining 2114 models to the labelled clusters. In comparison, we reconstructed all models into the spatial domain and performed object retrieval using template matching and color histogram matching algorithms. Fig. 11 shows the ROC curves of the object retrieval results. The proposed DCT domain algorithm performed as well as the color histogram matching algorithm in the spatial domain and much better than the template matching algorithm. Especially, the DCT domain algorithm outperformed the spatial domain algorithms in top 1 to top 4 candidates, which illustrated its advantage in many applications that require high precisions. The proposed algorithm also saved the cost of video decompressions, which is about 70% of the total computation cost in model mining and color histogram matching. The template matching algorithm needs even more computation in model matching.
IX. CONCLUSION
We have proposed an approach for extracting and learning video object models directly from compressed video data. The proposed method effectively utilizes the motion and appearance information contained in motion vectors and DCT coefficients in the compressed video to extract video objects and model their appearances. This approach recovers the trajectories of macroblocks using MPEG motion vectors and extracts video objects by clustering these macroblocks. It further reconstructs the appearances of each macroblock along its trajectory in the DCT domain and learns an MoG model to represent the video object. Extracted models are then clustered using the spectral method to merge the appearances of the same object together. Experiments have shown that object appearance models can be automatically learned and extracted in a large quantity of compressed video streams at a reasonable accuracy.
