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Preliminaries
We focus on a particular type of random walk in a random environment (RWRE), where the environment is inherited from orientations of the lattice on which the walker evolves, providing thus two independent sources of randomness: The horizontal orientations of the lattice and this of the walk performed on it afterwards, once the realization of the orientation has been fixed. We introduce first an horizontally oriented square lattice L ǫ . The orientations ǫ = (ǫ y ) y∈Z are families of i.i.d. Rademacher random variables taking values in the product probability space (E, E, ρ) = {−1, +1}, P({−1, +1}, 1 2 δ −1 + 1 2 δ +1 ⊗Z . A given horizontal level y is then oriented to the right when ǫ y = +1, to the left when ǫ y = −1, and induces an horizontally oriented version of Z 2 for every realization of the random field ǫ: Definition 1.1 (Horizontally Oriented Lattice L ǫ ) Let ǫ = (ǫ y ) y∈Z ∈ {±1} Z . The oriented lattice L ǫ = (V, A ǫ ) is the (random) directed graph with (deterministic) vertex set V = Z 2 and (random) edge set A ǫ defined by the condition that for u = (u 1 , u 2 ), v = (v 1 , v 2 ) ∈ Z 2 , (u, v) ∈ A ǫ ⇐⇒ v 1 = u 1 and v 2 = u 2 ± 1, or v 2 = u 2 and v 1 = u 1 + ǫ u 2 .
One performs then a simple random walk (SRW) M = (M n ) n∈N on L ǫ . For a given ǫ, it is a Z 2 -valued Markov chain defined on a probability space Ω 0 , B 0 , P (ǫ) , starting at the origin (0, 0), whose (ǫ-dependent) transition probabilities are defined for all (u, v) ∈ V × V by An interesting feature is that this SRW has been proven to be transient for almost every orientation ǫ [2] . This almost sure approach is referred as the quenched case and we focus here on a more collective annealed approach: We consider the law of the process under the joint measure P := ρ ⊗ P (ǫ) . Thus, we study the behavior of the SRW as a discrete-time process on
with its annealed law P formally defined as P = E P (ǫ) dρ(ǫ). We write E (or E (ǫ) or E ρ ) for the expectation under P (or P (ǫ) or ρ). Due to the non-local character of the orientations, the main drawback of this annealed model is that the walk is not Markovian anymore. Nevertheless Proposition 1.1 Under the annealed law P, the process M is reversible.
Indeed, consider a trajectory ω = (ω 0 , . . . , ω n ) and change ǫ into −ǫ : It has the law of the reverse trajectory ω * = (ω n , . . . , ω 0 ) and one concludes using the symmetry of the law ρ of ǫ.
Under this annealed law, a non-standard functional limit theorem has been proven in [6] , while we shall start our study of the range of the random walk thanks to the following estimation of the probability of return to the origin due to Castell et al. [3] :
The main tool is to embed the two-dimensional random walk into a vertical SRW and an horizontal random walk in random scenery [7] . The fluctuations of the latter being of order of n 3/4 , this explains why combined with the vertical SRW -whose fluctuations are of order of n 1/2 -it requires a proper normalization of the order of n 5/4 , see also [2, 5, 6] . This strong estimate (1.1) implies the convergence of the annealed Green function
which in turns implies this of the quenched Green function for ρ-a.e. orientation ǫ :
This also implies 1 by Borel-Cantelli the transience of the SRW on L ǫ for ρ-a.e. orientation ǫ. Thus, the usual dichotomy on Z d (Pólya, 1923) between low dimensions (recurrence for d = 1, 2) and higher dimensions (transience for d ≥ 3) is broken by the extra-randomness of the orientations 2 . In order to precise the characteristics of this two-dimensional transient random walk, we focus in this paper on the asymptotic behavior of its range R n , defined to be the number of distinct sites visited by the walker during the first n steps:
It has been first studied for SRW on Z d by Dvoretsky and Erdös ( [4] , 1951) who provided estimates of its expectation together with (weak and strong) laws of large numbers under different forms for dimensions d = 2, 3, 4, . . . 3 .
Results
Theorem 2.1 The expectation of the range grows linearly :
The rates of growth γ cp and γ (ǫ) cp are well-defined as the probability of escape 4 in next section. We emphasize that γ cp is not given by the inverse of the annealed Green function U cp , which coincides with the expectation of the quenched Green function U (ǫ) cp . It indeed coincides with the expectation of the inverse of the quenched Green function and when the orientations ǫ are truly random, these two quantities are not necessarily equal 5 .
One gets thus a linear growth of the expectations of the range similar to the behavior in the space described in [4] , where a rate γ 3 > 0 is defined similarly, but on a 2-dimensional manifold instead of a 3-dimensional one. The walker visits thus a strictly positive fraction of n sites, on the contrary to the standard planar SRW, for whom the walker typically visits a fraction π log n of n sites, that goes to zero as n goes to infinity, see [1, 4, 8, 11] . This can be explained by the larger fluctuations, that make the walker escaping from the ball of radius √ n, and visiting on the way less points already visited. In dimension two, the estimate (2.20)
of [4] yields lim n E[Rn] n = 0 but also the convergence in probability. Here, we also get :
Linear growth of the expected range
To prove Theorem 2.1, we follow the road of the original study of [4] , generalized afterwards by Spitzer [12] , and write this range as a sum of (dependent) random variables R n = n−1 k=0 1 A k where A k is the event that the walker discovers a new site at the k th step i.e.
We also introduce the probability of escape at time k to be γ cp (k) := P(A k ). As in [4, 12] , but with a different manner, we prove that it in fact coincides with the probability that the walk does not come back to its origin during the first k steps.
Proof. On the contrary to the SRW on Z d , we cannot write M n as a sum of i.i.d. random variables, but in fact the result can be deduced from the reversibility of the walk. Write
and use that for a fixed ǫ, it corresponds to any trajectory in A k starting from the origin a unique reversed trajectory in B k , of equal length and equal weight, that is at the origin at k:
where we use in the last lines the translation-invariance of ρ. Integrating out over all the possible final points, one gets P(
Hence, the escape probability at time k coincides with the probability of no return to the origin until time k. These events B k are, on the contrary to the A k 's, decreasing events (B k+1 ⊂ B k ), in such a way that we get a decreasing sequence 1 = γ cp (1) ≥ · · · ≥ γ cp (k) ≥ γ cp (k + 1) ≥ · · · ≥ 0. Together with the transience of the walk, this proves that the so-called probability of escape γ cp exists and is strictly positive: 0 < γ cp := lim k γ cp (k) ≤ γ cp (k) for all k ≥ 0. We use now the LLT (1.1) to get an estimation the growth of the average range,
Like in [4] , we partition the paths according to the last return to the origin occurring (strictly) before some given time n. The origin can only be reached at even times, so we consider m = (n − 1)/2 for n even (and m = n/2 − 1 for n odd) to write, for a given orientation ǫ, Introduce now the following characteristics for the quenched law, for a given orientation ǫ:
For ρ-a.e. ǫ, the quenched escape probability γ with m = (n − 1)/2 for n odd and m = n/2 − 1 for n even. This implies the following 
Use the monotonicity of γ 
and the fact that these escape probabilities are indeed probabilities for the second term: To get the lower bound, we proceed like in [4] with a weaker result 6 and substract 1 U 
Using (3.5) and u Eventually, we also get that ρ-a.s., for all n ∈ N 
This provides an estimation of the expected range using (3.1) to get
where by Cesaro's theorem,
One can proceeds similarly in the quenched case and eventually gets Theorem 2.1.
Weak Law of large numbers
Theorem 2.1 provides thus a linear growth of the expectation of the range
> 0 similar to the spatial behavior described in [4] where the limit γ 3 > 0 is defined similarly. This walker goes further than the usual planar one, visiting much more sites but less often. For the standard SRW on the standard (unoriented) version of Z 2 , the estimate (2.20) of [4] E[R n ] = n · π log n + O n log log n log 2 n yields lim n E[Rn] n = 0 while Spitzer [12] also proved that Rn n P −→ n 0. To investigate this weak LLN 7 , we need to estimate the variance of R n , defined to be
7 Established for all d ≥ 2 in [4] , who also derive strong LLN.
6
hal-00637317, version 1 -31 Oct 2011
which is also the ρ-expectation of the quenched variance, defined for a given orientation ǫ by
Introduce for all j < k the events A j,k defined as
Re-write now (4.1) and (4.2) as follows
Following carefully again the road of [4] or [12] , we establish now the following bound, not optimal 8 but sufficient to get afterwards a weak law of large numbers: Proof. The main ingredient is a sub-additivity of the summands of the variance, that we cannot get using the standard methods of [4, 12] . Hence, we first work on the quenched law:
Proof. Use that the quenched law P (ǫ) is Markov for any orientation ǫ to get for 0 ≤ j < k 
and it is an open question whether the product structure of ρ allows to get
One would get, by translation-invariance of ρ, the standard inequality [4, 12] because
Using now the estimate (4.4) and the expression (3.1), we can estimate (4.2)
The last term of the rhs goes ρ-a.s. to zero by (2.1) while we write
in such a way that we control the annealed variance by 1
To deal with the second term, remark that, for given j and k, A j,k = A k ∪Ã j,k where the eventsÃ j,k consists of the trajectories visiting at k a point not visited since j but who has been visited before. In particular, since
that goes to zero by (2.2). To deal with F n , we write
where to get the last inequality we have used (4.5) for the annealed measure 9 . Now, we can work exactly like in the standard case treated in [4, 12] : The balance between the number of possible points to discover and the number of points already visited reaches its maximum for j = n 2 so that, using (2.2), we get (4.3) because
Using Markov's inequality one gets Theorem 2.3, because for all δ > 0 P R n n − γ cp > δ ≤ 1 n 2 δ 2 .E |R n − n.γ cp | ≤ 1 n 2 δ 2 .V cp (n) + 1 δ 2 . γ cp − E R n n 2 and the WLLN in the annealed set-up, by (4.3) and (3.4) . As a by-product, one recovers also in the quenched WLLN for ρ-a.e. orientation.
Further investigations, in the spirit of Jain et al. [9, 10] , would require a quenched local limit theorem or at least more accurate asymptotic of the variance of the range, using e.g. a less crude inequality than (4.4), and in this transient case the relationship between the range and the number of points that are never revisited. We suspect that in fact the variance is of order n 3/2 = n √ n, and that this should lead to an unconventional CLT:
R n − nγ cp n √ n L =⇒ N (0, 1) like in the three-dimensional case (where the normalization is √ n ln n), while in the twodimensional case the limiting law is the so-called self-intersection local times [11] .
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