We propose a novel approach for the construction and analysis of unweighted ǫ -recurrence networks from chaotic time series. In contrast to the existing schemes, the selection of the optimum value of the threshold ǫ in our scheme is done empirically. We show that the range of ǫ values that we choose for each embedding dimension M map the optimum information from the time series to the constructed network and this range is approximately the same for all the standard low dimensional chaotic systems. This provides us a general framework for non-subjective comparison of the measures derived from the recurrence networks of various chaotic attractors. By using the optimum recurrence network constructed in this way, we compute all the important statistical measures associated with the underlying attractor as function of M and the number of nodes N . We show explicitly that the degree distribution of the optimum recurrence network from a chaotic attractor is a characteristic measure of the structure of the attractor and display statistical scale invariance with respect to increase in N . The practical utility of our scheme is also made clear by applying it to a time series from the real world. Finally, we look at the recurrence network from a complex network perspective by comparing its properties with that of a synthetically generated scale free network.
to reach from ı to . The average value of l s for all the pair of nodes in the whole network is defined as < l > and the maximum value of l s is taken as the diameter of the network, denoted by l D . For a detailed discussion of all the network measures, see the popular books by Newman [2] and Watts [3] and some excellent reviews on the subject [4, 5] . An important area where the new network based concepts and measures have been applied successfully is in the analysis of dynamical systems. Broadly, there are two approaches in the study of dynamical systems using network measures. On the one hand, there have been attempts to model the collective behavior of interacting dynamical systems taking individual units as nodes, to understand the unifying principles underlying their topology and evolution [6] . This would also help unveil any universal properties and common patterns in the evolution of complex interacting systems [7] .
The second approach, with which we are concerned with in this work, considers the application of network based measures for the analysis of individual dynamical systems. A particular area in which great advances have been made in the last one decade or so is the analysis of time series data from nonlinear systems, especially those showing chaotic behavior. Here, the aim is to extract informations regarding the structure of the underlying chaotic attractor, which are otherwise, unable to get using the conventional methods of nonlinear time series analysis.
The basic idea of this technique is that the information inherent in a chaotic time series is mapped on to a complex network using a suitable scheme. One then uses the statistical measures of the complex network to characterize the underlying chaotic attractor. Two questions are relevant in this regard. Firstly, which method is to be used to transform the time series into the corresponding network and secondly, how to ensure that optimum information has been transformed so that the resulting network truly represent the characteristic features of the time series? To answer the first, several methods have been suggested in the literature, such as, cycle networks [8] , visibility graphs [9] , transition networks [10] and recurrence networks (RN) [11] . The RNs can be constructed in different ways, namely, the correlation networks [12] , k-nearest neighbour networks [13] and ǫ-recurrence networks [14] . It has been shown that the networks generated by each of these methods can capture several characteristics of the chaotic time series. Examples are dynamical transitions in the system, topological properties of the attractor, etc. Hence each method is relevant in the context of specific applications. A detailed discussion of these methods and their comparison can be found elsewhere [15, 16] . Out of these methods, the one based on ǫ-recurrence has become the most popular and is considered to be the natural method to transform a time series into complex network. The method is also physically appealing since it is based on the concept of recurrence of a trajectory in the phase space and the resulting RN preserves the topology of the embedded attractor. Moreover, the method can be applied to any type of synthetic or real world data and the resulting networks are found to be useful tools in diverse applications ranging from uncovering complex bifurcation scenerios to detecting dynamical transitions in palaeo-climate data [17] [18] [19] . In this work, we concentrate on this method for network generation, confining ourselves to the case of unweighted ǫ-recurrence networks. We discuss the basic idea regarding the method below and more details can be found in recent reviews on the topic [15, 16] .
Recurrence is a fundamental property of every dyamical system by which a trajectory tends to revisit a certain region of the phase space over a time interval. This basic concept has been utilised to develop a visualization tool called the recurrence plot (RP) for the analysis of dynamical systems [20] . A RP represents all recurrences in the form of a binary matrix R where R ij = 1 if the state x j is a neighbour of x i in phase space and R ij = 0, otherwise. The neighbourhood is defined through a certain recurrence threshold ǫ. In the most general definition, the discretely sampled scalar time series s(1), s(2), .....s(N T ) is embedded in M -dimensional space using the time delay co-ordinates [21] using a suitable time delay τ , where N T is the total number of points in the time series. The procedure creates delay vectors in the embedded space of dimension M given by
There are a total number of N = N T − (M − 1)τ vector points in the reconstructed space representing the attractor. Any point  on the attractor is considered to be in the neighbourhood of a reference point ı if their distance in the M -dimensional space is less than the threshold ǫ. Thus we have
where H is the Heaviside function and ||..|| is a suitable norm. In this paper, we use the Euclidean norm. The RP can only visually distinguish between different qualitative features of dynamics. This tool has become more popular with the introduction of the recurrence quantification analysis (RQA) [22] using the measures derived from the RP. It has found numerous applications [23] [24] [25] and even dynamical invariants like correlation dimension D 2 and correlation entropy K 2 can be evaluated efficiently using RQA [26] . The importance of the ǫ -RN (which, from now on, we simply call RN) is that its generation is closely associated with the RP. Infact, the adjacency matrix A for the unweighted RN can be obtained by removing the identity matrix from the recurrence matrix:
where δ ij is the Kronecker delta. Note that, once the adjacency matrix is defined, the time series has been converted into a complex network. Each point on the embedded attractor is taken as a node and it is connected to every other node whose distance is ≤ ǫ. The elements of the adjacency matrix are given by:
Note that, in contrast to the RP measures which consider the temporal properties of the trajectory points, RN analysis discards all temporal information and quantifies the geometrical properties of the underlying attractor. A distinctive advantage of the RN is that it preserves the topology of the chaotic attractor and hence can give useful information regarding the structure of the attractor. Eventhough the method for the generation of the RN appears to be simple, it has several ambiguities associated with it [27] , which naturally leads us to the second question raised above. How do we ensure that the RN captures the optimum information from the time series characteristic of the underlying attractor? The answer lies in the proper choice of the parameters involved in the construction of the network. For the RN, the key parameters are ǫ and M . If ǫ is large, specific small scale properties of the attractor cannot be accounted for and if ǫ is too small, the network breaks into dissuaded nodes due to lack of connections. Many authors [18, [28] [29] [30] have discussed this issue in detail and have given some guidelines for the choice of ǫ. But for arbitrary size of the attractor, the choice of ǫ still remain subjective. Similarly, the specific feature of RN generation is embedding. However, the choice of M has not been discussed much in the literature as it is commonly believed that M should be sufficiently high for the attractor to be fully resolved. We show that the choice of ǫ is closely related to that of M . Here, we present a scheme for the choice of ǫ and M that captures optimum information from the time series to the RN. To validate the wide range of applicability of the scheme, we show results from several low dimensional chaotic attractors as well as random data.
We also discuss two other aspects of RNs that have received little attention so far. Firstly, if we are able to transform optimum information from the time series, then the statistical measures derived from the resulting RN will be specific to the structure of the underlying attractor. We show that this is indeed true using the two most important network measures, namely, the degree distribution and the CPL. This is especially important in the analysis of real world data as the measures can be useful as quantifiers to distinguish between chaotic attractor and random noise and also to provide a comparison between the structural complexities between two attractors, which we are unable to get using the conventional methods of nonlinear time series analysis. Secondly, the RN can be considered as a special class of networks generated from dynamical systems using a specific scheme. The characteristic feature of this class of networks is the embedding. It will be interesting to know how the characteristic measures of RNs are different from that of the general complex networks found in the real world. Or, can the information from the RNs contribute to our general understanding of the complex networks? Our initial results indicate that this idea is worth exploring.
Our paper is organised as follows: In the next section, we discuss the criteria for the selection of all the parameters for the construction of RN from the time series and as an evience we show that our choice of ǫ gives optimum value of dimension of the underlying attractor. We then proceed, in §3, to construct the RNs using the optimum set of parameters from several low dimensional chaotic systems. All the important network measures are derived from the RNs as a function of M and N and compared. The degree distribution, especially, is studied in detail and is shown to be characteristic of the structural complexity of a chaotic attractor. In §4, we present a comparison of the properties of RNs with that of scale free networks generated synthetically. A discussion of the results and conclusions are given in §5. 
II. SELECTION OF PARAMETERS AND NETWORK CONSTRUCTION
In all, there are four parameters associated with the RN generation, which are the time delay τ , ǫ, M and N , the number of nodes. Note that N < N T , the total number of points in the time series and the difference depends on M and τ . The value of N T is adjusted to get the required number of N for the computation. For the choice of τ we stick to the most popular criteria, namely, the first minimum of the autocorrelation function. The value of τ is related to the time step ∆t used for the generation of the time series. For the sake of uniformity, we use ∆t = 0.05 to generate the time series from all the continuous time systems presented here. We have removed the first 10000 values as transients in all cases.
In all our numerical computations we use the value of N in the range 2000 to 10000. The lower limit is set since we have found that the number of data points in the time series need to be at least 2000 to complete the basic structure of the attractor. The upper limit is set mainly due to the fact that the computations become increasingly difficult due to high memory requirement for N > 10000. However, we show that N < 10000 is sufficient to get reasonable results from low dimensional chaotic systems. Moreover, for any real world applications of RN analysis, one has to confine to this range of N .
One of the problems which prevents a uniform choice of ǫ between different time series is that the size of the attractor after embedding is arbitrary. To overcome this, we first transform the time series into a uniform deviate so that the size of the attractor gets rescaled into the unit interval [0, 1] . This is shown in Fig. 1 for the Lorenz attractor, where the original time series y(t) and the time series after uniform deviate u(t) are shown along with the corresponding attractors after embedding. We have shown the importance of uniform deviate transformation in computing the conventional nonlinear measures like correlation dimension D 2 and entropy K 2 [31, 32] , especially from higher dimensional systems [33] . It does not change any of the structural or topological properties of the attractor, but provides improved scaling region and better convergence with data points. Our choice of ǫ is based on empirical results from numerical computations. We use basically two criteria for the selection of optimum ǫ: a) the resulting RN has to remain mostly as "one single cluster" and b) the measures derived from the RN should uniquely represent the underlying attractor. To ensure this, we compare the measures with the corresponding measures from the RN derived from a random time series. We find that the most suitable measure to apply this criterion is the characteristic path length < l >. Note that while the first condition fixes the lower bound for ǫ, the second one fixes the upper bound. We show that the above two conditions together provide an identical optimum ǫ range for time series from all chaotic attractors, for a given M and N . The effect of changing M and N will be discussed below.
As an example, we first show the results for the RN generated from the standard Lorenz attractor time series in Fig. 2 and Fig. 3 , using M = 3 and N = 2000. In Fig. 2 , we show the RNs for four different values of ǫ. We have used the Gephi software (https://gephi.org/) for all the graphical representations of the network in this paper. It is clear that the topology of the Lorenz attractor is preserved in the network. For ǫ = 0.04 and 0.06, the network has disjoint multiple clusters while for ǫ = 0.2, the nodes are over connected. In network becomes a single cluster. It is evident that the CPL < l > shows a clear deviation from that of random for small ǫ and hence is an appropriate measure to set an upper bound for ǫ. In Fig. 4 , we show the variation of < l > for Lorenz and Rossler systems as a function of ǫ compared to random time series. Note that there is an optimum range of ǫ, marked by the two vertical dashed lines, above which < l > for both systems approach that of random RNs. We suggest to choose a value close to the minimum of this range as the optimum ǫ that captures the characteristic properties of the attractor. However, we have checked and confirmed that small changes from this optimum ǫ do not affect the measures derived from the RNs (and hence the results given below) qualitatively. Obviously, the optimum range of ǫ depends on M and N . To study this, we generate RNs from a number of low dimensional chaotic systems, both discrete and continuous, by varying N from 2000 to 10000 and M from 2 to 5. on N and the right panel shows the dependence on M . To study the dependence on N , we use the natural dimension of the system, namely, M = 3 for continuous systems (top) and M = 2 for discrete systems (bottom). Note that the optimum ǫ range for M = 2 has been shifted to 0.05 − 0.08. Moreover, in both cases, (M = 2 and 3), there is only a small decrease in the optimum range of ǫ as N is increased from 2000 to 10000. This means that one can effectively use the same ǫ for this whole range of N values.
In the right panel, we show the effect of increasing the embedding dimension from the natural dimension of the system, with N fixed as 10000. Note that the optimum range clearly shifts with M which implies that each M requires a corresponding ǫ for the generation of the RN. But the more interesting result is that all the systems that we have analysed show approximately the same optimum range of ǫ corresponding to each M . This range is given in Table 1 where, ǫ * in the third column is the actual value of ǫ used by us corresponding to each M for all the further computations in this paper.
We give a simple mathematical explanation for the observed numerical results regarding the connection between ǫ and M . Consider a random distribution of N points in M dimension. After uniform deviate transformation, the volume of the embedding space is unity and the average density of points < ρ = N . The average seperation between two points along any direction is
This gives the critical value of threshold (ǫ c ) for a given M below which the degree of a node tends to zero on the average. For a given N , the value of ǫ c can be computed as a function of M as shown in Fig. 6 . Note that the optimum ǫ for the random network for each M must be sufficiently greater than ǫ c . It may be noted that the above choice of the optimum range of ǫ is, in fact, analogous to and motivated by the selection of a scaling region in the conventional nonlinear time series analysis for deriving dynamical invariants like D 2 . We have already shown that the scaling region for many low dimensional chaotic systems can be selected algorithmically for a non-subjective computation of D 2 and K 2 [31, 34] . (The Fortran codes for computing D 2 and K 2 from the time series can be freely downloaded from our nonlinear dynamics web page: https://sites.google.com/site/kphk11/home). It is well known that the choice of the scaling region critically depends on the embedding dimension M , while the change is not much if the number of data points changes from 2000 to 10000. In this way, our above result of getting an approximately same range of optimum ǫ for different chaotic systems is not very surprising.
To clear any further doubts regarding the optimum ǫ, we also undertake a counter check by computing D 2 of two standard chaotic attractors using the optimum ǫ. For this, we make use of the RP (which is equivalent to the adjacency matrix) corresponding to the optimum ǫ. The method proposed by Thiel et al. [26] to compute D 2 from the RP is used for this purpose. In this method, we first compute the cumulative probability distribution p c (l) of the diagonal lines in the RP, that is, the probability of finding a diagonal line in the RP of length at least l. To compute D 2 , two different thresholds ǫ and ǫ + ∆ǫ are used to generate the RP from the time series and the corresponding p c (l) evaluated. Then the D 2 of the underlying attractor is obtained by computing how the ratio of the p c (l) for the two RPs scales with the ratio of the two thresholds: Here we use several ǫ values covering the optimum range given in Table 1 and vary ∆ǫ from 0.006 to 0.01. We compute D 2 corresponding to each ǫ for two standard chaotic systems and the results are given in Fig. 7 . The value of N used is 5000 in both cases to reduce the computational effort. We find that for Rossler attractor, the value of D 2 computed is less compared to the standard value, but in both cases, the D 2 values corresponding to the optimum range of ǫ selected by us from the network measures are close to the standard. This confirms that optimum information has been transferred from the time series to the RN in our scheme.
III. MEASURES FROM RN
Our main results are presented in this section. From now onwards, we use the optimum value of ǫ (indicated as ǫ * in Table 1 ) corresponding to each M , for the generation of RN. We compute the important network measures from the RN of several low dimensional chaotic attractors, including discrete systems (maps) in two dimension and continuous systems (flows) in three dimension. For maps, M is varied from 2 to 4 while for continuous systems, the minimum dimension used is 3. For all systems, N is varied from 2000 to 10000.
A. CPL, CC and LD
We first compute the CPL, CC and LD for the optimum RN and study their dependence on N and M . The equations for computing these measures have been discussed in detail in the literature [2, 4] . The CPL is given by the equation
where l s is the shortest path length for all pair of nodes (ı, ) in the network. The maximum value of l s is taken as the diameter of the network, l D . If k i is the degree of the ı th node, then
The CC of the network is defined through a local clustering index c v . Its value is obtained by counting the actual number of edges in a sub graph with respect to node v as reference to the maximum possible edges in the sub graph:
The average value of c v is taken as the CC of the whole network:
In Fig. 8 top two panels, we show the variation of < l > with N for 3 continuous systems and for 3 discrete systems. are also added for comparison. Note that in all cases, < l > initially decreases with N , but saturates as N → 10000, with < l > for RN from random time series less compared to that from chaotic systems. However, < l > for Cat map follows closely that of random data. This is expected since the attractor for Cat map fills uniformly the two dimensional plane. The variation of < l > with N can be understood from the degree distribution of the RN discussed in detail in the next section. We find that as N increases, the average degree of the nodes < k > also increases correspondingly. Typically, as N increases to 2N , < k > shifts approximately to < 2k >, reducing < l >. In the bottom panel, we show the variation of < l > with M for N fixed at 10000 for RN from Lorenz, Henon and random time series. Note that, while random clearly tends to decrease with M , < l > for chaotic systems almost remain constant. This is true for RNs from other chaotic systems as well. Fig. 9 shows the variation of CC (top) and LD (bottom) computed from RNs as a function of N . It can be seen that both the measures generally remain constant for the given range of N , but can be distinguished compared to that of random time series. We have also studied the variaton of these measures with respect to M by fixing N , and we find that both CC and LD remain constant for all systems. Thus, none of the three measures, CPL, CC and LD depends on M provided the optimum ǫ corresponding to each M is used.
B. Degree Distribution
We now consider the most important measure of a network, namely, the degree distribution. It is the probability distribution P (k) versus k where, P (k) is given by n(k)/N with n(k) the number of nodes with degree k out of a total number of N nodes. In Fig. 10 , we show the degree distribution of the RN from Lorenz and Rossler attractor time series for N = 5000 and 10000 by using M = 3 and ǫ = 0.1. Note that the error bar is estimated from counting statistics resulting from the finiteness in the number of nodes. The statistical error associated with any counting of n(k) is n(k). If n(k) → 0, one typically takes the error to be normalised as 1. Thus, the error associated with P (k) is typically √ n(k) N and becomes 1/N as n(k) → 0. It is evident from the figure that as N is doubled, the degree k of each node gets approximately doubled resulting in a shift along the X-axis and the range [k min , k max ] of k values is shifted approximately to twice the range. Correspondingly, the P (k) values are reduced since we have
Substituting for k in Eq.(10), we get
It is convenient to represent the degree distribution in the rescaled variables as shown in Fig. 11 . Note that the degree distribution for the two N values have now become identical and can be considered as almost stationary in the rescaled variable k/N apart from small statistical fluctations. To show the real trend in the distribution, we bin the distribution using a small bin number of 4, which is shown in Fig. 12 .
One expects the scale invariance for a random attractor whose degree distribution is Poissonian which can be approximated as Gaussian for large N . But it is interesting that an arbitrary degree distribution from the RN of a chaotic attractor also shows this property. A possible explanation is that, as the dynamical system evolves, the structure of the attractor also evolves in such a way that the probability density over the attractor is preserved after the basic structure of the attractor is formed. In the case of a RN, the degree k i of a reference node ı represents the local connectivity of the RN. It coresponds to the local phase space density around the reference point in the chaotic attractor from which the RN is constructed. Considering an infinitesimal hyper volume V m (ǫ) in m-dimension with radius ǫ about a reference point x i in phase space, one can write [15] :
where p(x i ) is the invariant density around x i . Note that in LHS, 1 is added to include the reference node (self loop). This gives a connection between the local measure in an attractor and that of a RN:
This shows that the degree distribution is a global discretised measure of the probability density variations over the attractor as it tells how many nodes (local regions) are there with a certain degree (probability density) over the attractor. Thus, it seems natural that the degree distribution of the RN from any chaotic attractor shows the scale invariance. The small deviations in the degree distribution as N increases is the result of the corresponding small fluctuations in the probability density. Also, the range of k values in the RN is a measure of the range of variation of p(x) over the attractor. However, a direct relation connecting the probability distribution over the attractor and the degree distribution of the RN seems to be highly nontrivial owing to the fractal geometry of the attractor. Our results imply that the degree distribution is a characteristic measure of the structure of the attractor. Once the basic structure of the attractor is formed, a further increase in the number of nodes does not change the degree distribution qualitatively. In other words, RN analysis appears to be a useful tool to get meaningful results regarding structural and topological properties of the attractors with less number of data points. We now show that there is a part in the degree distribution that corresponds to the Poisson distribution where, the k values occur more by chance than by choice.
For a random time series embedded in M -dimensional space, the average density of points is < ρ >≈ N S M where N is the number of points on the attractor and S is its size. When the time series is converted into a uniform deviate of size S = 1, < ρ >≈ N . Hence the average number of points inside a M -dimensional sphere of radius ǫ is k ran = V M , where V M is the volume of the sphere. When the time series is converted into a RN, the condition for two nodes to be connected is that the distance is < ǫ. In other words, for random RN, typically a node is connected to k ran other nodes. Or, most nodes will have degree k ran and the degree distribution tends to be a Poissonian around this value. Now, for a non random time series, there will be significantly more nodes with degree greater than k ran and it is these nodes which describe the structure of the underlying attractor. Nodes with degree ∼ k ran occur more by chance association rather than the true description of the system. Thus, characteristic information regarding the system is given by the nodes with degree > k ran and hence the value of k ran should be small compared to the range of k values in the degree distribution.
Note that the position of k ran in the degree distribution depends on the choice of ǫ and M . One expects a small peak around k ran in all degree distributions which becomes less significant as N increases. We now estimate the value of k ran for the choice of ǫ and M that we use to compute the degree distributions of chaotic attractors. For M = 3, V M = 4 3 πǫ 3 and hence
With ǫ = 0.1, we get kran N ≈ 0.004, which is independent of N . This is sufficiently small compared to the rescaled k N values as can be seen from Fig. 11 and Fig. 12 , where k max ≈ 0.04. Since For the discrete systems with M = 2, we have
Using the optimum value of ǫ = 0.06 used for M = 2, we have kran N ≈ 0.011 which is << kmax N , as will be shown below for discrete systems. Finally, for M = 4, we have a hyper cube of unit volume. The general formula for the volume of a Euclidean ball of radius ǫ in M -dimension (for even M ) is:
For M = 4, V 4 (ǫ) = The above results are explicitly shown in Fig. 13 , Fig. 14 and Fig. 15 . In Fig. 13 , we show the rescaled degree distributions of RNs from random and Rossler attractor time series plotted together for N = 5000 and 10000. Note that the Poisson distribution part, shown by the two vertical lines, almost exactly coincides with the degree distribution of the random time series. This part is shown magnified in the inset. The same result for the Lorenz attractor for N = 2000 and 5000 is shown in Fig. 14. In Fig. 15 , we show the rescaled degree distributions of the Cat map and the random time series together for M = 2 (top panel) and for M = 3 (bottom panel). For M = 2, both the distributions are almost identical and peak exactly at k ran = 0.011 in agreement with our calculations above. For M = 3, the peak for the random distribution is shifted to 0.004 as expected, while that for Cat map is only slightly displaced and hence both the distributions can be easily differentiated.
We now check whether the degree distribution is dependent on the time series generated from different co-ordinates of the system. For example, for the Lorenz system, time series can be generated from x, y or z variable. The embedding theorems ensure only topological invariance. That is, properties of the dynamical system that do not change under smooth co-ordinate transformations are preserved. But there is no guarantee for the metric invariance and hence the structural properties of the underlying attractor. Since the degree distribution is a statistical measure characteristic of the structure of the attractor, it is important to compare the degree distributions of the RNs constructed from time series of different co-ordinates of the system. This is shown in Fig. 16 for the Lorenz and Rossler systems. We find that the three distributions are statistically identical which confirms the usefulness of the RN measures in the analysis of time series data. We have, so far, computed the degree distribution by taking the actual dimension of the attractor. However, in the analysis of the real world data, there is no a priori information regarding the dimension of the system. Hence it is important to know how the degree distribution changes by increasing M . In Fig. 17 , we show the rescaled degree distributions of RNs from Lorenz and Rossler attractors for M = 3, 4, 5. For each M , the corresponding optimum ǫ value found empirically, as given in Table 1 , is used. We find that there are no drastic changes for the degree distribution with increasing M , apart from small changes due to the effect of embedding. However, a higher M requires a correspondingly larger value of N . We find that it is sufficient to use N < 10000 and M = 3 or 4 for a proper characterization of low dimensional chaotic systems using RN measures.
One important outcome of our scheme is that we are able to compare the characteristic measures of different chaotic attractors. For example, the degree distribution of the RN typically characterises the structure of the attractor. Hence, through RN analysis, one is able to compare the structural complexities of standard low dimensional chaotic attractors, as shown in Fig. 18 and Fig. 19 . The degree distribution in each case is the average from four RNs generated using different initial conditions for the attractor. For the logistic map, we use the fully chaotic region with M = 1 and ǫ = 0.01 and hence the very large peak in the degree distribution corresponding to that ǫ value is due to Poisson statistics.
The logistic map requires a special mention. For an attractor in one dimension, the Poisson value of k/N ≡ ǫ, the threshold itself. In other words, for a random distribution in the unit interval, the degree distribution is typically a Poissonian around degree k/N ≡ ǫ. However, for the RN from the logistic attractor, depending on the probability density variations, the number of degrees of any node can be >> ǫ or << ǫ. For example, from the figure, there are nodes with degree as high as So far, we have been discussing the construction and analysis of RN from chaotic time series. It is also important to know how effectively our scheme can be applied to time series data from the real world. An important difference is that for standard chaotic systems, the dimensionality of the system is known a priori and M can be fixed accordingly while for real world data, this information is absent. In the conventional nonlinear time series analysis, one computes dynamical invariants as a function of M and check for saturation with respect to M . For RN analysis, what is normally done is to use a sufficiently large value of M to ensure a proper embedding of the underlying attractor [19] . Our scheme indicates that a large M requires a correspondingly large N and ǫ for optimum information to be transferred to the RN. However, the number of data points in real world time series is normally less (say, < 10000) and contaminated by different types of noise. Hence in practice, for effective computation of the network measures from real world data, we suggest that it is better to restrict M to 3 and 4 and check for consistency of the results. Go for higher dimension only if necessary, but always check for consistency for two successive dimensions.
As an example, we present the RN analysis of a real world data, namely, the light curves from a black hole system GRS 1915+105. The light curves from this black hole system have been classified into 12 spectroscopic states by Belloni et al. [36] and we take light curves from two representative states θ and χ. The two light curves are shown in Fig. 20 and the RNs constructed with M = 3, ǫ = 0.1 for (a) θ state and (b) χ state are shown in Fig. 21 . In an earlier paper [32] , we have shown by computing D 2 that the state θ has a deterministic nonlinear behavior and χ is white noise. In Fig. 22 , we show the rescaled degree distributions for M = 3 and 4 with corresponding optimum ǫ. Note that for the two states, the degree distributions for the two dimensions are consistent. While χ indicates a pure white noise, state θ is qualitatively different and the degree distributions are almost identical for M = 3 and 4.
IV. COMPARISON WITH SCALE FREE NETWORKS
An important development in the field of complex networks in the past two decades is the discovery [37, 38] that the degree distribution of most real world networks follows a power law rather than exponential. An important property of such networks is the scale invariance and hence these networks are called scale free (SF) networks. A detailed discussion of SF networks can be found in two recent reviews [39, 40] .
In this section, we deviate slightly from our main topic and look at the RN from a general complex network perspective. We compare the properties of RN with that of SF networks (since they are networks found in nature) to know in what way the RNs are similar to or different from SF networks. The RNs can be considered as a special class of networks representing dynamical systems, generated through a specific scheme from time series. The characteristic feature involved in their generation is the embedding. The nodes are added dynamically as the system evolves in time, while in the case of SF networks nodes are added by the rule of preferential attachment [39] and for E-R networks through random re-wiring [41] . Note that one can draw parallels here with strange attractors that are fractals generated through a dynamical rule while the fractals that are abundant in the real world are basically generated through an iterated function scheme.
As mentioned above, the characteristic feature of the SF network is that the degree distribution follows a power law, P (k) ∝ k −γ , with γ typically in the range 2 < γ < 3. But, for the RN, degree distribution does not follow a specific rule as it depends on the topology and structure of the underlying attractor. Hence, it may appear that a comparison between the two class of networks is not proper. However, there have been attempts to find some connection between the two by incorporating the scale free character in the measures from RN, especially, the degree distribution. For example, it has been shown by taking the cumulative degree distribution [42] that RN from some specific deterministic model systems display power law degree distribution with scaling exponent γ related to the invariant density of the attractor. Standard parameter values given in [35] are used for the generation of time series from Duffing and Ueda attractors. The average degree distribution for RNs generated from four initial conditions is shown in all cases.
Our motivation in comparing the two class of networks here is just two fold. On the one hand, we try to find out how the two class of networks are different from a network point of view, by comparing some common measures. On the other, it is also important to know whether the results on RNs can contribute to our general understanding of the complex networks and their properties, which have mainly been developed using E-R and SF networks. In Fig. 23 each node also as 1. A comparison of the two figures will clearly tell how the two class of networks are different. We have also checked the degree distribution of the E-R network. Since the result is almost identical to that of random networks in Fig. 24 , it is not explicitly shown. Interestingly, the range of k values of all networks except that of random RN, are approximately the same. For the random RN, the range is much less as expected. The difference between the RN and the SF network is in the number of nodes falling into the three categories, low, high and intermediate degrees. for the random and the SF network, there are just 2 and 4 nodes respectively with high degree (k ≥ 95%), while for the two chaotic RNs, the number is comparatively much high. Moreover, the SF network is clearly dominated by the nodes of low degree where as, for the three RNs, nodes with intermediate degree dominate. Though these results can be derived from the degree distributions, they become explicit by a comparison of the networks. apart from the small fluctuations caused by the probability density variations. This is not possible in the case of SF networks where the topology and the structure of the network keeps on changing with the addition of new nodes as P (k) follows a specific power law. This is possibly the reason why RNs cannot be scale free. We now consider another related measure, the cumulative degree distribution. This is often used in the analysis of power law degree distribution with discrete variables to retrieve the trend that is not visible in the power law tail. It has been extensively discussed in the literature [2] in connection with the analysis of SF networks. It is a smoothing function given by
plotted as a function of k. It can be shown that if P (k) versus k is a power law with exponent γ, then F (k) versus k will also follow a power law with exponent γ − 1. Here we make use of F (k) only to get a better comparison between the degree distributions of various chaotic attractors as it is a smooth function. In of log F (k) as a function of log k for RN from several low dimensional chaotic attractors, random time series, time series from red noise (power varying as 1 f 2 ) and also a SF network for comparison. Note that the position of the tail of the distribution F (k) follow a pattern in accordance with the fractal dimension of the underlying attractor. We find that the position of Lozi, Henon and Burger's map are at the extreme right while, that of random is at the extreme left. The positions for other systems are in between, with positions displaced to the left roughly in accordance with the increasing dimension. For example, positions of Lorenz, Rossler, Cat map and red noise overlap as their dimensions are around 2. Thus, it appears that there is some inherent correlation between the degree distribution and the dimension of the attractor.
Finally, we present in Fig. 26 , a plot of the CPL versus CC for RNs from a number of standard low dimensional chaotic systems, random noise, E-R network and SF network. The four points for each system correspond to different number of nodes N, 1000, 2000, 5000 and 10000, with the point indicated as 1 corresponding to N = 1000. The difference between the RNs and the SF and E-R networks is evident. Moreover, the RN from random time series is found to be completely different from E-R network with respect to the above measures, though their degree distributions are very similar.
V. DISCUSSION AND CONCLUSION
Network based measures for nonlinear time series analysis have gained importance over the last few years. All these measures propose a mapping from time series to the network domain and then proceed to characterize the dynamical system in terms of the statistical measures of the resulting complex network. By doing this, one expects to resolve complimentary features that are not captured by the existing methods of time series analysis, especially the structural and topological properties of the underlying attractor.
Eventhough several methods have been proposed for the mapping from time series to network, the method based on ǫ-recurrence network has become the most popular and the most widely discussed. By construction, the RNs are undirected networks which preserve the topology and structural properties of the embedded attractor from the time series. In this work, we present a scheme in which a scaling region for the threshold ǫ is selected empirically that transfers optimum information from the time series to the RN. We show that this optimum range depends on M and is aproximately the same for several low dimensional chaotic systems. This, in turn, enables us to compare the measures derived from the RN of different chaotic systems. We specifically show that the degree distribution derived from the RN of a chaotic attractor is characteristic to the structure of the attractor. An application of our scheme for the analysis of real world data is also presented. We also compare the characteristic properties of the RNs with that of SF networks that are so common in the real world. Our numerical results give a clear indication that the RNs are a class in itself completely different from both SF and E-R networks.
Finally, an important step forward in our analysis is to develop a similar scheme for RNs where the connections have weight factors. Here we have considered unweighted RNs so that the resulting adjacency matrix is binary. We hope that a weighted RN can unravel more information regarding the topological and structural properties of chaotic attractors. Another possible application of the scheme, that is important in the analysis of real world data, is to study the effect of noise on RN and the measures derived from it. These works are currently in progress and will be reported elsewhere.
FIG. 25:
Comparison of LogF (k) versus Logk for several low dimensional chaotic systems as indicated in the figure along with that for a random time series and a scale free network generated using the B-A algorithm. Note that the position of the curve varies from right to left roughly in accordance with the attractor dimension.
