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Abstract
The Finslerian unit ball is called the Finsleroid if the covering indicatrix is a space
of constant curvature. We prove that Finsler spaces with such indicatrices possess the
remarkable property that the tangent spaces are conformally flat with the conformal
factor of the power dependence on the Finsler metric function. It is amazing but the
fact that in such spaces the notion of the two-vector angle defined by the geodesic arc
on the indicatrix can readily be induced from the Riemannian space obtained upon the
conformal transformation, which opens up the straightforward way to induce also the
connection coefficients and the concomitant curvature tensor. Thus, we are successfully
inducing the Levi-Civita connection from the Riemannian space into the Finsleroid space,
obtaining the isometric connection. The resultant connection coefficients are not symmet-
ric. However, the metricity condition holds fine, that is, the produced covariant derivative
of the Finsleroid metric tensor vanishes identically. The particular case underlined by the
axial Finsleroid of the FFPDg -type is explicitly evaluated in detail.
Keywords: Finsler metrics, connection, curvature, conformal properties.
11. Introduction and motivation
What matter makes the Levi-Civita connection canonical in the Riemannian geom-
etry? The angle-parallelism property is the matter, namely that the angle of two vectors
is left unchanged under the parallel transportation of the vectors with that connection.
Can the property be put ahead also in the Finsler geometry?
In any tangent space TxM of a given Finsler space FN introduced on an N -
dimensional differentiable manifold M of points x ∈ M , the angle αFinslerian(x, y1, y2)
between two tangent vectors y1, y2 ∈ TxM can be defined by means of length of the
respective geodesic arc A(x, l1, l2) which joins the intersection points of the directions of
vectors y1, y2 ∈ TxM with the indicatrix Ix ⊂ TxM supported by the point x ∈ M and
belongs to the indicatrix; l1 = y1/F (x, y1) and l2 = y2/F (x, y2) are respective unit vectors,
and F denotes the Finsler metric function of the space FN . With such an angle, it can
be hoped to prolong the Levi-Civita connection from the Riemannian geometry to the
Finsler geometry to arrive at the Finsler notion of the parallel connection with just the
same meaning as the connection notion that faces us in the Riemannian geometry. Namely,
the parallel connection operates such that under the parallel transportation generated by
the connection the vectors y1, y2 ∈ TxM are transported in the parallel way and the length
of the arc A(x, l1, l2) does not change. However, the hard analytical difficulties can arise
that the dependence of αFinslerian(x, y1, y2) on y1, y2 cannot be written in an explicit form,
except for (rare?) particular cases of the space FN . The desired prolongation may exist
but not be explicit! Various interesting investigations of the connection and angle can be
found in the Finsler geometry literature (see, for example, [1-9]).
Below, we come to the Finsleroid-produced parallel transports which do not change
neither the norms of vectors nor the Finsleroid-produced angles between vectors. There-
fore, they are isometric: the produced displacements of the tangent spaces along curves
of the underlined manifold M are isometries. In particular, they keep the Finsleroid indi-
catrices into the Finsleroid indicatrices. At the same time, in contrast to the Levi-Civita
connection of the Riemannian geometry, the Finsleroid-produced parallel transports are
not linear in general, namely, the connection coefficients processing that transports depend
on tangent vectors y ∈ M in a nonlinear way, except for possible particular cases. The
entailed connection coefficients are not constructive from the Finslerian metric tensor and
the first derivatives of the tensor — they are obtained from the parallel transportation of
the two-vector angle.
We shall construct the angle with the help of the indicatrix arcs as follows.
The embedded position of the indicatrix Ix ⊂ TxM in the tangent Riemannian space
{TxM, g{F}(x, y)} (where g{F}(x, y) denotes the Finslerian metric tensor with x considered
fixed and y used as being the variable) induces the Riemannian metric on the indicatrix
through the well-known method (see, e.g., Section 5.8 in [1]) and in this sense makes the
indicatrix a Riemannian space. Let Ux be a simply connected and geodesically complete
region on the indicatrix Ix supported by a point x ∈M . Any point pair u1, u2 ∈ Ux can be
joined by the respective arc A(x, l1, l2) ⊂ Ix of the Riemannian geodesic line drawn on Ux.
By identifying the length of the arc with the angle notion we arrive at the geodesic-arc
angle α{x}(y1, y2), where y1, y2 ∈ TxM are two vectors issuing from the origin 0 ∈ TxM
and possessing the property that their direction rays 0y1 and 0y2 intersect the indicatrix
at the point pair u1, u2 ∈ Ux. Denoting the respective Riemannian length of the geodesic
arc A(x, l1, l2) by s, we obtain
α{x}(y1, y2) = s. (1.1)
2With this angle notion, we can naturally introduce the scalar product:
< y1, y2 >{x}= F (x, y1)F (x, y2)α{x}(y1, y2).
We may use geodesic-arc angle to construct the geodesic-arc sector S{x}(l1, l2) ⊂
TxM , where l1, l2 ∈ TxM are two unit vectors issued from the origin 0 ∈ TxM (and pointed
to the indicatrix). The sector said is the surface swept by the unit vector l ∈ TxM when
its end runs along the geodesic arc from the point u1 to the point u2.
Let us call the arc-curve joining the end points u1 and u2 of the sector the arc-side of
the sector. When a point moves along an arc-side parameterized by the geodesic length
s, we obviously have
(ds)2 = gmndl
mdln, (1.2)
which can be written as
gmn
dlm
ds
dln
ds
= 1. (1.3)
Each sector S{x}(l1, l2) can naturally be coordinatized by the pair z1, z2 with
z1 = F, z2 = s, (1.4)
where F is the value of the Finslerian metric function, and s is the length of the geodesic
arc which goes from the ray direction of the left vector l1 to the consideration point. Let us
consider the embedding y = y(z1, z2) of the sector S{x}(l1, l2) in the tangent Riemannian
space {TxM, g{F}(x, y)}. Projecting the tensor g{F} on the sector gives rise to the intrinsic
metric tensor, to be denoted by iS . The tensor iS has the components: {i11, i12 = i21, i22}.
In terms of a local coordinate system {xm}, we have ym = ym(z1, z2) and
i11 = gmny
m
1 y
n
1 , i12 = gmny
m
1 y
n
2 , i22 = gmny
m
2 y
n
2 , (1.5)
where ym1 = ∂y
m/∂z1 and ym2 = ∂y
m/∂z2, and gmn are the Finslerian metric tensor
components. The equality ym = F lm just entails that ym1 = l
m and, therefore, i11 = 1.
Also, lmy
m
2 = 0 (because lm is the gradient vector ∂F/∂y
m and F is independent of
s), which makes us conclude that i12 = 0. Finally, noting that in the case of an arc
intersecting the ray at the distance F from the origin 0 ∈ TxM the equality (1.3) must
be modified to read F 2gmn(dy
m/ds)(dyn/ds) = 1, we arrive at gmny
m
2 y
n
2 = 1.
Thus we have observed that the coordinates (1.4) introduce the orthogonal coordinate
system on the geodesic-arc sectors and the intrinsic metric tensor of the geodesic-arc sector
is Euclidean:
i11 = 1, i12 = 0, i22 = 1. (1.6)
In this sense, each geodesic-arc sector is a Euclidean space.
This observation just entails that in any Finsler space the area ||S{x}(l1, l2)|| of the
geodesic-arc sector is presented by the formula∣∣∣∣S{x}(l1, l2)∣∣∣∣ = 1
2
(
α{x}(y1, y2)
)2
(1.7)
which is faithfully valid in all the Riemannian as well as Finslerian spaces.
Our underlined idea is to use the geodesic-arc angle to generate the notion of the
angle-preserving connection. We shall always assume that the connection is metrical.
Each respective Finsleroid-produced parallel transport along a curve of the underlined
manifoldM is an isometry for the involved angles and, therefore, for the involved geodesic-
arc sectors.
3We shall develop the idea by specifying the Finsler space as follows.
If anN -dimensional Finsler space FN is such that the indicatrices of the space possess
the property of constant curvature (with respect to the Riemannian metric induced from
the tangent Riemannian space {TxM, g{F}(x, y)}), we call FN the Finsleroid-Finsler space,
denote the fundamental metric function of the space by
K = K(x, y), (1.8)
and apply the following definitions.
Definition. Within any tangent space TxM , the metric function K(x, y) produces
the Finsleroid
F{x} := {y ∈ F{x} : y ∈ TxM,K(x, y) ≤ 1}. (1.9)
Definition. The Finsleroid Indicatrix
IF{x} ⊂ TxM (1.10)
is the boundary ∂F{x} of the Finsleroid, that is,
IF{x} := {y ∈ IF{x} : y ∈ TxM,K(x, y) = 1}. (1.11)
The strong convexity and the positive homogeneity are assumed.
Let us also assume that the manifold M can be endowed with a Riemannian metric
tensor, amn(x) in terms of local coordinates {xm}. Then in addition to the Finsleroid
indicatrix (1.11) we can bring to consideration the sphere obtainable from the associated
Riemannian space
RN : = {M, amn(x)}, (1.12)
in accordance with
Definition. The sphere
S{x} ⊂ TxM (1.13)
is defined by
S{x} := {y ∈ S{x} : y ∈ TxM, amn(x)ymyn = 1}. (1.14)
Our input stipulation is that the Finsler space FN be conformally isomorphic to the
Riemannian space:
FN =κ · RN (1.15)
in accordance with see (2.1)-(2.3). We shall see that such Finsler spaces are the Finsleroid-
type spaces.
In Section 2 the basic theorems are sketched to enlighten the numerous remarkable
properties which are shown by such Finsler spaces. It proves that the κ-transformation
(1.15) must involve the conformal factor which is of a power dependence on the Finsler
metric function, as shown by (2.5). In such Finsler spaces FN , we have universally the
ratio
Area of the Finsleroid geodesic-arc sector
Area of the Riemannian geodesic-arc sector
∣∣∣
x∈M
=
1
h2(x)
(1.16)
4(at any admissible data of the leg-vectors y1, y2 of the sector), where the denominator
relates to the space RN and h2(x) is the value of curvature of the indicatrix supported
by point x (see (2.6)).
By inducing the angle αFinslerian =κ · αRiemannian we obtain the remarkable equality
αFinsleroid space =
1
h
αRiemannian space (1.17)
(see (2.6) and (2.7)).
At each point x ∈M , the ratio AREAFinsleroid Indicatrix/V OLUMEFinsleroid proves to
be of the universal value in each dimension N (is independent of h), so that the ratio is
exactly the same as it holds in the Riemannian limit (that is, when h = 1). This property
is lucidly described by the formulas (3.15)-(3.20).
In Sections 3 and 4 we explain how the sought connection coefficients and the curva-
ture tensor are obtainable on the basis of the transformation (1.15), provided h = const.
The connection coefficients involve the κ-transition functions, not being obtainable from
the Finslerian metric tensor and the first derivatives of the tensor in any algebraic manner.
The connection coefficients are not symmetric. They are non-linear in general regard-
ing the y-dependence. However, the metricity, that is, the condition that the covariant
derivative of the Finslerian metric tensor be the nought (see (2.12)), can well be ful-
filled. The method is to postulate the transitivity of the covariant derivative under the
κ-transformation. Analytically, the transitivity reads (4.9), and is fulfilled when the van-
ishing (4.4)-(4.5) is postulated. The angle (1.17) is preserved under respective covariant
displacements:
dαFinsleroid space = 0, if h = const, (1.18)
where d = dxidi and diαFinsleroid symbolizes the left-hand part of (3.25).
In this way we are quite able to successfully construct in the Finsleroid space FN the
angle-preserving connection, to be denoted by FC, by adhering faithfully at the method{
The Finsleroid-space connection FC
}
=κ ·
{
The Levi-Civita connection LC
}
, (1.19)
where LC is the canonical connection in the associated Riemannian space (1.13) (the
connection coefficients of the LC are the Christoffel symbols amij = amij(x) constructed
from the Riemannian metric tensor amn(x), in accordance with (3.22)).
In Section 5, we fix a tangent space and consider the tensor kij obtainable from the
tensor gij by performing the conformal transformation. We observe that the property of
vanishing the curvature tensor produced by kij is arisen upon fulfilling a simple ODE,
which can explicitly be solved to establish the theorem 2.2.
In Section 6, we confine the consideration to the FFPDg -space, in which the Finsleroid
is of the axial type; g denotes the characteristic parameter; the upperscript {PD} means
positive-definite. The connection coefficients are found explicitly. They depend on vectors
y in a non-linear way in dimensions N ≥ 3. In the dimension N = 2, however, the
connection is linear. The structure of the appeared curvature tensor ρk
n
ij has been
elucidated, resulting in the explicit representation (6.77)-(6.78). The square of the tensor
is given by the simple formula (6.79).
Since the formula h =
√
1− (1/4)g2 is applicable in the FFPDg -Finsleroid space,
from the universal law (1.16) we may conclude that
5Area of the FFPDg -Finsleroid geodesic-arc sector
Area of the Riemannian geodesic-arc sector
∣∣∣
x∈M
> 1 when g 6= 0. (1.20)
The angle measured by the lengths of geodesic arcs on the indicatrix was found for
the FFPDg -space in the work [7,8]. The underlying idea was to derive the angular measure
from the solutions to the respective geodesic equations. The solutions have been derived
in simple explicit forms. This angle given by the formula (6.30) can also be obtained from
the relationship (1.17), because in the FFPDg -space we are able to propose the explicit
knowledge of the respective κ-transformation, which is given by the formula (6.26). The
involved preferred vector field bi(x) as well as the opposed vector prove to be the proper
elements of the κ-transformation (see (6.28)).
Our evaluations will everywhere be of local nature. However, there exists a simple
possibility to elucidate the global structure of the FFPDg -Finsleroid indicatrix. Indeed, in
the FFPDg -Finsleroid space the desired κ-transformation (1.15) can be explicitly given
by means of the substitution ζ i = ζ i(x, y) indicated in (6.26). Inserting these ζ i in
the associated Riemannian metric S(x, ζ) =
√
amn(x)ζmζn entails the equality (3.7),
thereby producing the metric function K(x, y) of the FFPDg -Finsleroid space. Let us
consider the sphere S{ζ}{x} ⊂ TxM in terms of the variables ζ : S{ζ}{x} := {ζ ∈ S{ζ}{x} : ζ ∈
TxM, S(x, ζ) = 1}. The equality (3.7) manifests that the transformation (6.26) maps
regions of the FFPDg -Finsleroid indicatrix in regions of the sphere S{ζ}{x}. Also, the direction
of the Finsleroid-axis vector bi as well as the direction of the opposed vector −bi are left
invariant under the transformation (6.26) (see (6.28) and (6.29)). Denoting by ζ{North},
resp. by ζ{Sourth}, the point which is obtained in intersection of the direction of bi, resp.
by −bi, with the sphere, we can consider the pointed spheres
S
{+}
{x} = S
{ζ}
{x} \ ζ{Sourth}, S{−}{x} = S{ζ}{x} \ ζ{North}, (1.21)
in which the south pole, resp. the north pole, is deleted. The regions C
{+}
g; {x} = κ
−1S
{+}
{x}
and C
{−}
g; {x} = κ
−1S
{−}
{x} may be used to yield two covering charts for the indicatrix; they
can be characterized by the angle ranges indicated in (6.22). Similarly to the Riemannian
case proper, we need two charts to cover the indicatrix. In its sense and role, the south
chart C
{−}
g; {x} is entirely similar to the ordinary Euclidean chart obtainable by means of
the so-called stereographic projection. Then it can readily be seen that the substitution
ζ i = ζ i(x, y) indicated in (6.26) acts diffeomorphically on each the chart:
C
{+}
g; {x}
κ⇐⇒ S{+}{x} , C{−}g; {x}
κ⇐⇒ S{−}{x} . (1.22)
Thus, for the FFPDg -Finsleroid space the κ-transformation and, therefore, the represen-
tations of the connection coefficients and the curvature tensor obtained in Section 6, are
meaningful globally regarding the y-dependence.
We are also entitled to say that the FFPDg -Finsleroid indicatrix is globally isometric
to the Euclidean sphere of the radius r = 1/h ≡ 1/√1− (1/4)g2.
Below when mentioning the FFPDg -Finsleroid space, we shall imply that we work on
the upper regions C
{+}
g; {x}, unless otherwise stated explicitly. The development of extensions
to regions of C
{−}
g; {x} is, of course, a straightforward task.
In the Euclidean and Riemannian geometries, an important role is played by the
spherical coordinates. Their use enables one to conveniently represent vectors, evaluate
6squares and volumes, study curvature of surfaces, in many cases simplify consideration
and solve rigorously equations, and also introduce and use various trigonometric functions.
In the context of the FFPDg -space theory, such coordinates can readily be arrived at. In
the three-dimensional case, N = 3, they are given by (7.2), entailing the convenient rep-
resentation (7.11) for vectors as well as the generalized trigonometric functions indicated
in (7.12). The respective squared linear element ds2 has been explicitly evaluated to read
(7.14) which lucidly manifests the conformal-flat nature of tangent spaces as well as the
validity of the key formulas (2.5)-(2.7). With the help of these coordinates, the equations
for the arc A(x, l1, l2) can explicitly be integrated in the convenient form (7.26)-(7.27),
In Appendix A, the basic representations of objects of the FFPDg -space are summa-
rized. In Appendix B, the involved connection coefficients are evaluated. In Appendix
C, many steps of calculation of the curvature tensor are presented. In Appendix D,
we evaluate the coefficients which enter the transformation of the curvature tensor into
the Riemannian space. In the last Appendix E, we show the explicit representation of
components for the metric tensor of the FFPDg -space in the fixed tangent space.
We are interested mainly in spaces of the dimension N ≥ 3. The two-dimensional
case has been studied in the preceding work [9].
2. Synopsis of main assertions
We start with the following idea of specifying the notion of a Finsler space.
INPUT STIPULATION. A Finsler space FN is conformally isomorphic to the Rie-
mannian space RN :
FN =κ · RN : {gmn(x, y)} =κ · {tmn(x, y)} with tmn(x, y) = k2(x, y)amn(x), (2.1)
where it is assumed that the appliedκ-transformation does not influence any point x ∈M
of the base manifold M . It is also natural to require that the κ-transformation sends
unit vectors to unit vectors:
IF{x} =κ · S{x}. (2.2)
It looks interesting to specify the conformal multiplier to be an algebraic function of the
fundamental Finsler metric function K = K(x, y) used in FN , so that
k = κ(x,K). (2.3)
The smoothness of class C5 regarding the y-dependence, and of class C4 regarding the
x-dependence, is necessary to require from the κ-transformations.
Under the above stipulation, the tangent spaces to the Finsler space FN are confor-
mally flat. At the same time, the space FN is not conformal to any Riemannian space,
unless ∂k/∂K = 0. In terms of local coordinates, the stipulation (2.1) is described by the
formulas (3.1)-(3.5).
In Finsler spaces FN fulfilling the conditions (2.1)-(2.3) we can measure the angle
by the conventional value αRiemannian used in the Riemannian space RN and obtain in FN
the induced angle
αFinslerian =κ · αRiemannian. (2.4)
Attentive calculations performed in Section 5 result in the following
7Theorem 2.1. The claimed conditions (2.1)-(2.3) are realized if and only if the
function κ is taken to be
κ =
1
h
K1−h with h = h(x), (2.5)
where h is a positive scalar.
The theorem is compatible with the homogeneity, namely we adopt
Homogeneity condition. Action of theκ-transformation (2.1) on tangent vectors
possesses the property of the positive homogeneity of degree h.
The formulas (3.3) and (3.4) proposed in Section 3 yield the analytical representation
to the last condition.
Also, the following theorem can be obtained (see (5.6)).
Theorem 2.2. Under the conditions formulated in the preceding theorem, the indi-
catrix supported by a point x ∈M is of the constant curvature h2(x), such that
RFinsleroid Indicatrix = C(x) with C(x) = h2(x). (2.6)
The space of a constant curvature C is realized on the sphere of the radius r = 1/√C.
Therefore, since we adhere at measuring the angle α by the geodesic arc-length on the
indicatrix, from the above formulas (2.1)-(2.6) we are entitled to conclude the following.
Theorem 2.3. The simple property
αFinsleroid space =
1√CαRiemannian space (2.7)
is valid for the angle.
To surely recognize the validity of this theorem, it is sufficient to take a glance on
the equality (3.9) which represents infinitesimally the squared length of the geodesic arc
on the indicatrix.
Inverting the theorem 2.2 can be justified by taking into account the derived formulas
(5.4)-(5.8), namely the following theorem is fulfilled.
Theorem 2.4. If the indicatrix supported by a point x ∈ M is a space of constant
curvature, then the conformal property (2.1) holds at the point x.
The sought Finsleroid connection
FC = {Nkj , Dkij} (2.8)
involves the coefficients Nkj = N
k
j (x, y) and D
k
ih = D
k
ih(x, y) which are required to
construct the operator
di =
∂
∂xi
+Nki
∂
∂yk
(2.9)
and the covariant derivative Di which action in the Finsleroid space FN is exemplified in
the conventional way:
Diwnm = diwnm +Dnihwhm −Dhimwnh, (2.10)
8where wnm = w
n
m(x, y) is an arbitrary differentiable (1,1)-type tensor. In Section 4, we
subject the connection FC to the condition that the covariant derivative Di obeys the
transitivity rule (4.9) and that the h entering (2.5) is independent of the points x ∈ M ,
so that h = const. These conditions result in the following assertion.
Theorem 2.5. When h = const, the vanishing set
DiK = 0, Diyj = 0, Diyj = 0, (2.11)
and the metricity
Digjn = 0 (2.12)
hold, when the relations
Dkin = −∂N
k
i
∂yn
, N ji = −Dj ikyk (2.13)
are used and the coefficients Nki are constructed in accordance with the explicit formulas
(3.30)-(3.32). The angle-preserving property (1.18) is entailed.
The curvature tensor can be explicated from the commutator of the covariant deriva-
tive (2.10), according to (4.12)-(4.18).
All the above formulas are explicitly (and brightly!) realized in the FFPDg -Finsleroid
space (Section 6), in which the metric function can conveniently be introduced by the
representation
K(x, y) =
√
B(x, y) e−(1/2)g(x)χ(x,y), (2.14)
where the formulas (6.1)-(6.6) are of value. The scalar χ thus appeared possesses the
lucid geometrical meaning of the azimuthal angle measured from the direction assigned
by the input vector bi(x) (see (6.14)).
The metric function of the Finsleroid type has been first appeared in the paper [10],
at but the Minkowskian level. Namely, the consideration in [10] was subjected to the fol-
lowing assumptions. (Z1) The sought metric function K˘(y) is positively homogeneous and
smooth locally of at lest class C4. (Z2) The indicatrix of K˘(y) is a surface of revolution, say
around the direction of the N -th component yN of the tangent vector y, in which case it is
convenient to introduce the representation K˘(y) = yNV (w), where the generating metric
function V depends on a single argument w. (Z3) The induced Riemannian curvature on
the indicatrix is of a constant-curvature type. Treating the condition to be a differential
equation to find the function V , we can arrive after straightforward calculations (which
are not short) to the ODE (which is non-linear and of the second order) which governs
the V . It is a bit surprising but the fact that the ODE can explicitly be resolved at a
local level to specify the function V . (Z4) The obtained function V = V (w) should obey
the requirement that the entailed Finslerian metric tensor be positive definite. The final
condition is (Z5): The indicatrix is closed and regular. The function K˘(y) obtainable in
this way, after fulfilling all the conditions (Z1)-(Z5), is just the Minkowskian version of
the FFPDg -Finsleroid metric function K given by the formulas (6.1)-(6.5).
Thus, from the standpoint of the indicatrix geometry, the FFPDg -space occupies a
unique position in the class of the Finsler spaces specified by the condition that the Finsler
metric function K = K(x, y) be of the functional dependence
K = Φ
(
g(x), bi(x), aij(x), y
)
, (2.15)
9where g(x) is a scalar, bi(x) is a covariant vector field, and aij(x) is a Riemannian metric
tensor. No Finsler metric function allowing for the representation (2.15) can meet the
requirements that the entailed indicatrix is of constant curvature and the smoothness class
Ck is attained at k ≥ 3 regarding the global y-dependence. Admitting the class C2 results
uniquely in the FFPDg -Finsleroid metric function K given by the formulas (6.1)-(6.6).
This function K when considered on the b-slit tangent bundle TbM := TM \ 0 \ b \−b is
smooth of the class C∞ regarding the global y-dependence.
Owing to the theorems 2.1 and 2.2, the FFPDg -space also occupies the unique position
when in the above chain (Z1)-(Z5) the condition (Z3) is replaced by the stipulation (2.1)-
(2.3) with prescription of the dependence (2.15).
In the FFPDg -space, the method of Sections 3 and 4 proves to produce the explicit
and simple representations for the respective connection coefficients and curvature tensor,
on assuming h = const (which entails g = const because of (6.5)). The success has
been predetermined by the possibility to write down the explicit coefficients (6.26) of
the κ-transformation. The involved preferred vector field bi(x) proves to be the proper
element of the FFPDg -space κ-transformation. The metricity (2.12) holds fine. The
obtained formulas (6.30) and (6.60)-(6.62) straightforwardly entail the vanishing (1.18).
The FFPDg -space connection coefficients (6.49) involve the fraction 1/q, where q =√
rmnymyn with rmn = amn − bmbn. Since the input 1-form b is of the unit norm ||b|| = 1,
the scalar q is zero when y = b. Therefore, we may apply the coefficients on but the b-slit
tangent bundle TbM := TM \ 0 \ b \ −b (obtained by deleting out in TM \ 0 all the
directions which point along, or oppose, the directions given rise to by the 1-form b), on
which the coefficients are smooth of the class C∞ regarding the y-dependence.
As we are entitled to conclude from the right-hand part of the representation (6.49)
of the FFPDg -space connection coefficients Dkmn, the coefficients are not equal to the
Riemannian Christoffel symbols akmn of the space RN , unless we meet the vanishing
∇nbm = 0, where ∇ stands for the Riemannian covariant derivative in the space RN .
The last vanishing means geometrically that the vector field bm(x) is parallel in the space
RN , in which case the coefficients Dkmn are equivalent to the coefficients akmn. So, we are
entitled to set forth the following assertion.
Theorem 2.6. When the involved vector field bm(x) is parallel in the associated
Riemannian space RN , the FFPDg -space connection obtained is equivalent to the Levi-
Civita connection in the space RN .
Otherwise the connection coefficientsDkmn are nonlinear (regarding the y-dependence)
in any dimension N ≥ 3.
In the dimension N = 2 we always have ηkm = 0 (see (6.50) and (6.51)) and, therefore,
the connection coefficients Dkmn are independent of y (see (6.55)), which in turn entails
the independence of the tensor (6.75) of y. Thus we can formulate the following remarkable
result.
Theorem 2.7. The FFPDg -space connection obtained is linear in the dimension
N = 2.
In the FFPDg -space of the dimension N = 3, the arc A(x, l1, l2) can be described by
means of dependence of the azimuthal angle χ (see (6.4) and (6.14)) and the polar angle φ
on the arc-length parameter s (defined by (1.2)). Due attentive consideration performed
in Section 7 leads to the following assertion.
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Theorem 2.8. In the FFPDg -space of the dimension N = 3, the geodesic equation for
the arc A(x, l1, l2) can be completely integrated, yielding the following explicit dependence:
χ(s) =
1
h
arccos
(√
1− h2C˜2 cos(h(s− s˜))) (2.16)
and
φ(s) = φ˜− pi
2
+ arctan
(
1
hC˜
tan
(
h(s− s˜))) , if C˜ 6= 0; φ = φ˜, if C˜ = 0, (2.17)
where C˜, s˜, φ˜ are integration constants.
Using this dependence, we obtain the following theorem.
Theorem 2.9. The behaviour of the unit vector li along the arc A(x, l1, l2) of the
(N = 3)-dimensional space FFPDg is governed by the expansion
li(s) = k1(s)l
i
1 + k2(s)l
i
2 + k3(s)b
i, (2.18)
which in addition to the pair li1, l
i
2 involves the Finsleroid-axis vector b
i.
The coefficients k1(s), k2(s), k3(s) are given explicitly by means of the formulas (7.43)-
(7.46).
3. Preliminary observations
Let the desired κ-transformation (2.1) of a Finsleroid space FN be realized over the
tangent vectors by means of a convenient diffeomorphic transformation
y =κ · ζ : yi = yi(x, ζ). (3.1)
Denote the inverse by
ζ =κ−1 · y : ζ i = ζ i(x, y). (3.2)
In (3.1), as well as in (3.2), it is implied that y ∈ TxM and ζ ∈ TxM with the same point
x ∈ M of support. The homogeneity condition formulated below theorem 2.1 takes on
the explicit form
ζ i(x, γy) = γhζ i(x, y), γ > 0, ∀y, (3.3)
which entails the identity
ynζ in = hζ
i, (3.4)
where ζ in = ∂ζ
i/∂yn. The transformation (2.1) can be written in the tensorial form
gmn(x, y) = κ
2ζ im(x, y)ζ
j
n(x, y)aij(x). (3.5)
From (3.4) and (3.5) it just ensues that the Finsleroid metric function K(x, y) =√
gmnymyn and the Riemannian metric function S(x, ζ) =
√
amn(x)ζmζn are connected
by means of the relation
K = hκS. (3.6)
Owing to κ = (1/h)K1−h (see (2.5)), from (3.6) we can obtain the remarkable equality
(K(x, y))h(x) = S(x, ζ). (3.7)
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The indicatrix property (2.2) is a direct implication of the formulas (3.7) and
l =κ · L : li = yi(x, L); L =κ−1 · l : Li = ζ i(x, l) (3.8)
(see (3.1) and (3.2)), where li = yi/K(x, y) and Li = ζ i/(S(x, ζ) are the respective unit
vectors which possess the properties K(x, l) = 1 and S(x, L) = 1. From (2.5) and (3.5) it
follows that
gmn(x, l)dl
mdln =
1
h2
aij(x)dL
idLj. (3.9)
No support vector enters here the right-hand part.
Any two nonzero tangent vectors y1, y2 ∈ TxM in a fixed tangent space TxM form
the Finsleroid-space angle
α{x}(y1, y2) =
1
h(x)
arccosλ, (3.10)
where the scalar
λ =
amn(x)ζ
m
1 ζ
n
2√
S2(x, ζ1)
√
S2(x, ζ2)
, with ζm1 = ζ
m(x, y1) and ζ
m
2 = ζ
m(x, y2), (3.11)
is of the entire Riemannian meaning in the space RN . These representations (3.10) and
(3.11) realize the claimed relation (2.7), with making the choice
√C = h in accordance
with (2.6).
Let the Finsleroid indicatrix IF{x} supported by a fixed point x ∈ M be parame-
terized by means of a convenient variable set ua (for instance, we can take ua = ζa/ζN
in regions with ζN 6= 0, or ua = ya/yN , whenever yN 6= 0. The indices a, b, c, d, e will be
specified over the range (1, ..., N − 1). Using the parametrical representation li = li(ua)
of the indicatrix, where li are unit vectors (possessing the property K(l) = 1), we can
construct the induced metric tensor
iab(u
c) = gmnt
m
a t
n
b (3.12)
on the indicatrix by the help of the projection factors tma = ∂l
m/∂ua (the method was
described in detail in Section 5.8 of [1]). Applying (3.5) yields the equality
iab =
1
h2
i˜ab, (3.13)
where i˜ab(u
c) = amnt˜
m
a t˜
n
b with t˜
m
a = t
j
aζ
m
j is the Riemannian version of the indicatrix
induced metric tensor, obtainable when one puts h = 1. We have taken into account
the fact that the conformal factor κ, having been proposed by (2.5), equals 1/h(x) on
the indicatrix. From this standpoint, it is easy to make the search into the curvature of
the indicatrix. Indeed, since h is independent of the vectors y, the associated Christoffel
symbols
ia
c
b =
1
2
ice
(
∂iea
∂ub
+
∂ieb
∂ua
− ∂iab
∂ue
)
, i˜a
c
b =
1
2
i˜ce
(
∂i˜ea
∂ub
+
∂i˜eb
∂ua
− ∂i˜ab
∂ue
)
are equivalent: ia
c
b = i˜a
c
b. Therefore, the indicatrix curvature tensor
Ia
c
bd =
∂ia
c
b
∂ud
− ∂ia
c
d
∂ub
+ ia
e
bie
c
d − iaediecb
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is identical to the tensor I˜a
c
bd constructible by the same rule from the tensor i˜ab, that is,
Ia
c
bd = I˜a
c
bd. Let us now consider the tensors Iacbd = iceIa
e
bd and I˜acbd = i˜ceI˜a
e
bd. Since
I˜acbd = −(˜icb˜iad − i˜cd˜iab) is the ordinary case characteristic of the Riemannian geometry
(which reflects the fact that the curvature of the unit sphere is equal to 1), we get Iacbd =
−(˜icb˜iad − i˜cd˜iab)/h2 and, then, arrive at the representation
Iacbd = −h2(icbiad − icdiab) (3.14)
which manifests that the indicatrix curvature is constant and equals h2 (in compliance
with (2.6)).
Also, from (3.13) we have det(iab) = h
−2(N−1) det(˜iab). The area of the indicatrix is
the volume
∫ √
det(iab) du
1...duN−1 of the internal indicatrix space, where integration is
performed over all the space. Then we are entitled to conclude that in any dimension N
and at each point x ∈M the ratio
AREAFinsleroid Indicatrix
AREAEuclidean Unit Sphere
=
1
hN−1
(3.15)
is valid.
The tensor iab(u
c) is defined on the indicatrix. We can, however, extend the meaning
of the parameters ua by homothety to obtain the scalars ua(y) defined at any point of the
Finsleroid, using the zero-degree homogeneity ua(ky) = ua(y), k > 0, ∀y. With their help
we can obtain the tensor i∗ab(y) = iab(u(y)) meaningful at any point of the Finsleroid and
construct the extended tensor fAB = fAB(u
0, ua) with u0 = lnK as follows:
fAB = e
2u0 f ∗AB, with f
∗
ab = i
∗
ab, f
∗
a0 = 0, f
∗
00 = 1, (3.16)
where the sets uA = {u0, ua} and uB = {u0, ub} have been used. In terms of the
parametrization ym = ym(uA) thus arisen, it can readily be seen that the tensor fAB
is the covariant transform of the Finslerian metric tensor gmn:
fAB = gmn
∂ym
∂uA
∂yn
∂uB
. (3.17)
So, the volume
∫ √
det(gmn) d
Ny of the Finsleroid when written in terms of the coordinates
uA is given by the integral∫ √
det(fAB) du
1...duN−1du0 =
∫
eNu
0
du0
∫ √
det(f ∗ab) du
1...duN−1,
in which u0 ∈ (−∞, 0), so that the integral is equal to the 1/N multiplied by the area of
the indicatrix. Whence in addition to the law (3.15) we have the ratio
V OLUMEFinsleroid
V OLUMEEuclidean Unit Ball
=
1
hN−1
. (3.18)
Therefore, at each point x ∈M the following law is valid:
AREAFinsleroid Indicatrix
V OLUMEFinsleroid
=
AREAEuclidean Unit Sphere
V OLUMEEuclidean Unit Ball
, when N ≥ 3, (3.19)
and
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LENGTHFinsleroid Indicatrix
AREAFinsleroid
=
LENGTHEuclidean Unit Circle
AREAEuclidean Unit Circle
=
2pi
h
pi
h
= 2, when N = 2.
(3.20)
With the help of the derivative coefficients
ζ in =
∂ζ i
∂yn
, ζ ink =
∂ζ in
∂yk
, yim =
∂yi
∂ζm
, yimh =
∂yim
∂ζh
, (3.21)
it is possible to develop a direct method to induce the connection in the Finsleroid space
FN from the Riemannian space RN . To this end we can naturally use in RN the Levi-
Civita connection
LC = {Lmj , Lmij} : Lmj = −Lmijζ i, Lmij = amij , (3.22)
with amij = a
m
ij(x) standing for the Christoffel symbols constructed from the Riemannian
metric tensor amn(x).
First of all, we need the coefficients Nki (x, y) to construct the operator di indicated
in (2.9). It proves fruitful to obtain the coefficients by means of the map
{Nki } =κ · {Lki }. (3.23)
Namely, starting with the fundamental property of the Levi-Civita connection that the
Riemannian angle is preserving under the parallel displacements, which in terms of our
notation can be written as(
∂
∂xi
+ Lki (x, ζ1)
∂
∂ζk1
+ Lki (x, ζ2)
∂
∂ζk2
)
αRiemannian space(x, ζ1, ζ2) = 0, (3.24)
we want to have the similar vanishing in the Finsleroid space FN :(
∂
∂xi
+Nki (x, y1)
∂
∂yk1
+Nki (x, y2)
∂
∂yk2
)
α{x}(y1, y2) = 0, (3.25)
assuming also that the vanishing(
∂
∂xi
+Nki (x, y)
∂
∂yk
)
K(x, y) = 0 (3.26)
arises after performing the κ-transformation of the Riemannian vanishing(
∂
∂xi
+ Lki (x, ζ)
∂
∂ζk
)
S(x, ζ) = 0. (3.27)
With an arbitrary differentiable scalar w(x, y), we consider the κ-transform
W (x, ζ) = w(x, y), which entails
∂W
∂ζn
= ykn
∂w
∂yk
, (3.28)
and postulate that the κ-transformation is covariantly transitive, so that(
∂
∂xi
+Nki (x, y)
∂
∂yk
)
w(x, y) =
(
∂
∂xi
+ Lki (x, ζ)
∂
∂ζk
)
W (x, ζ). (3.29)
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Since the field w is arbitrary, the last equality is fulfilled if and only if
Nmn =
∂ym(x, ζ)
∂xn
+ ymi L
i
n. (3.30)
This is the representation which is required to realize the map (3.23).
Since the equality (3.30) can be written in the form
∂ζ i
∂xn
+Nmn ζ
i
m + a
i
knζ
k = 0, (3.31)
we have
Nmn = −ymi
(
∂ζ i
∂xn
+ aiknζ
k
)
. (3.32)
It can readily be noted that the transitivity property (3.29) can straightforwardly be
extended to scalars dependent on two vectors. Namely, if
W (x, ζ1, ζ2) = w(x, y1, y2), (3.33)
then(
∂
∂xi
+Nk1i
∂
∂yk1
+Nk2i
∂
∂yk2
)
w(x, y1, y2) =
(
∂
∂xi
+Lk1i
∂
∂ζk1
+ Lk2i
∂
∂ζk2
)
W (x, ζ1, ζ2), (3.34)
where Nk1i = N
k
i (x, y1), N
k
2i = N
k
i (x, y2), L
k
1i = L
k
i (x, ζ1), L
k
2i = L
k
i (x, ζ2). The equality
(3.34) is verified by using (3.31) or (3.32). When this implication is applied to the equality
(3.10), the Riemannian vanishing (3.24) just entails the Finsleroid-space vanishing (3.25),
whenever h = const.
Differentiating (3.5) with respect to yk yields the representation
2Cmnk = (1− h) 2
K
lkgmn + κ
2(ζ imkζ
j
n + ζ
i
mζ
j
nk)aij (3.35)
for the Cartan tensor. Contracting this by yn results in the equality
κ
2hζ imkζ
jaij = (1− h)(hkm − lklm), (3.36)
where the vanishing Cmnky
n = 0 and the homogeneity identity (3.4) have been taken into
account.
From (3.11) it follows that
∂λ
∂xi
=
amn,iζ
m
1 ζ
n
2√
S2(x, ζ1)
√
S2(x, ζ2)
+
1√
S2(x, ζ1)
√
S2(x, ζ2)
amn
(
∂ζm1
∂xi
ζn2 + ζ
m
1
∂ζn2
∂xi
)
− 1
2
λ
[
1
S2(x, ζ1)
(
amn,iζ
m
1 ζ
n
1 + 2amn
∂ζm1
∂xi
ζn1
)
+
1
S2(x, ζ2)
(
amn,iζ
m
2 ζ
n
2 + 2amn
∂ζm2
∂xi
ζn2
)]
,
(3.37)
where amn,i = ∂amn/∂x
i, and
∂λ
∂yk1
=
amnζ
m
1kζ
n
2√
S2(x, ζ1)
√
S2(x, ζ2)
−amnζ
m
1kζ
n
1
S2(x, ζ1)
λ,
∂λ
∂yk2
=
amnζ
m
2kζ
n
1√
S2(x, ζ2)
√
S2(x, ζ1)
−amnζ
m
2kζ
n
2
S2(x, ζ2)
λ.
(3.38)
15
With (3.32) we find
Nk1i
∂λ
∂yk1
= −
(
∂ζm1
∂xi
+ amtiζ
t
1
)[
amnζ
n
2√
S2(x, ζ1)
√
S2(x, ζ2)
− amnζ
n
1
S2(x, ζ1)
λ
]
(3.39)
and
Nk2i
∂λ
∂yk2
= −
(
∂ζm2
∂xi
+ amtiζ
t
2
)[
amnζ
n
1√
S2(x, ζ1)
√
S2(x, ζ2)
− amnζ
n
2
S2(x, ζ2)
λ
]
, (3.40)
where the identity ykj ζ
m
k = δ
m
j has been taken into account.
The formulas (3.37), (3.39), and (3.40) just entail the vanishing
∂λ
∂xi
+Nk1i
∂λ
∂yk1
+Nk2i
∂λ
∂yk2
= 0. (3.41)
Thus, from (3.10) we may conclude that whenever h = const the angle preservation (1.18)
holds fine.
4. Entailed connection coefficients and curvature tensor
Let us trace the validity of the theorem 2.5 and the involved formulas (2.11)-(2.13).
Since DiK = diK, the vanishing diK = 0 indicated in (2.11) ensues from (3.7) and (3.27).
The second vanishing in (2.11) is tantamount to N ji = −Dj ikyk (because of ∂yj/∂xi = 0).
The third equality entered (2.11) reads
∂yj
∂xi
+Nki gkj −Dhijyh = 0. (4.1)
Let us differentiate this equality with respect to yn. We obtain
digjn +
∂Nki
∂yn
gjk −Dhijghn − yh∂D
h
ij
∂yn
= 0. (4.2)
By making the choice Dkin = −∂Nki /∂yn we obtain from (4.2) the metricity Digjn = 0, if
yh
∂Dhij
∂yn
= 0. (4.3)
From (3.30) and Dkin = −∂Nki /∂yn it follows that
∂ynk
∂xi
+ Ltiy
n
kt +D
n
isy
s
k − Lhikynh = 0. (4.4)
Since ynk ζ
k
j = δ
n
j , the previous identity can be written as
∂ζsm
∂xi
+Nhi ζ
s
mh + L
s
itζ
t
m −Dhimζsh = 0. (4.5)
Can the last vanishing be materialized?
Let us realize the action of the κ-transformation (3.1)-(3.2) on tensors by the help
of the transitivity rule, that is,
{wnm(x, y)} =κ · {W nm(x, ζ)} : wnm = ynhζjmW hj, (4.6)
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and define the covariant derivative ∇ in RN according to the conventional Riemannian
rule:
∇iW nm = ∂W
n
m
∂xi
+ Lki
∂W nm
∂ζk
+ LnhiW
h
m − LhmiW nh (4.7)
and
∇iS = 0, ∇iζj = 0, ∇iamn = 0. (4.8)
Due to (4.4) and (4.5), we have the transitivity property
Diwnm = ynhζjm∇iW hj. (4.9)
Applying the rule (4.9) to the transformation (3.5) of the metric tensor yields
gmndi
(
1
κ
2
)
+
1
κ
2
Digmn = 0. (4.10)
Thus, the metricity condition Digjn = 0 holds if and only if diκ = 0.
Applying (2.5) and the vanishing DiK = 0 to (4.10) makes us conclude that the
following assertion is valid.
Theorem 4.1. Under the input stipulation (2.1)-(2.3), the covariant derivative Di
obtained through the transitivity (4.9) fulfills the metricity condition Digjn = 0 if and
only if
∂h
∂xi
= 0 : h = const. (4.11)
The last condition entails the vanishing (4.3); in the FFPDg -Finsleroid space the
validity of this implication can explicitly be verified with the help of the representation
(6.55) derived in Section 6.
Commuting the covariant derivative (2.10) yields the equality
[DiDj −DjDi]wnk =Mhij ∂w
n
k
∂yh
− Ekhijwnh + Ehnijwhk (4.12)
with the tensors
Mnij := diN
n
j − djNni (4.13)
and
Ek
n
ij := diD
n
jk − djDnik +DmjkDnim −DmikDnjm. (4.14)
If the choice Dkin = −Nkin is made (see (2.13)), the tensor (4.13) can be written in
the form
Mnij =
∂Nnj
∂xi
− ∂N
n
i
∂xj
−Nhi Dnjh +Nhj Dnih. (4.15)
By applying the commutation rule (4.12) to the particular choices {K, yn, yk, gnk}, we
obtain the identities
ynM
n
ij = 0, y
kEk
n
ij = −Mnij, ynEknij =Mkij , (4.16)
and
Emnij + Enmij = 2CmnhM
h
ij with Cmnh =
1
2
∂gmn
∂yh
. (4.17)
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Differentiating (4.15) with respect to yk and using the equality N ji = −Dj ikyk (see (2.13))
yield
Ek
n
ij = −∂M
n
ij
∂yk
. (4.18)
The cyclic identity
DkM
n
ij +DjM
n
ki +DiM
n
jk = 0 (4.19)
is valid, where
DkM
n
ij =
∂Mnij
∂xk
+Nmk
∂Mnij
∂ym
+DnktM
t
ij − askiMnsj − askjMnis. (4.20)
It proves pertinent to replace in the commutator (4.12) the partial derivative
∂wnk/∂y
h by the definition
Shwnk = ∂w
n
k
∂yh
+ Cnhkw
h
k − Cmhkwnm (4.21)
which has the meaning of the covariant derivative in the tangent Riemannian space R{x}.
With the curvature tensor
ρk
n
ij = Ek
n
ij −MhijCnhk, (4.22)
the commutator (4.12) takes on the form
(DiDj −DjDi)wnk =MhijShwnk − ρkhijwnh + ρhnijwhk. (4.23)
The skew-symmetry
ρmnij = −ρnmij (4.24)
holds (cf. (4.17)).
5. Specifying the conformal multiplier
In a fixed tangent space endowed with a Finslerian metric tensor gij produced by a
Finslerian metric function F , we may consider the conformal transform
kij = e
2ψgij, ψ = ψ(F ), (5.1)
where ψ = ψ(F ) is a smooth function, and construct from kij the Christoffel symbols k
n
ij,
which yields knij = ψ
′liδ
n
j +ψ
′ljδ
n
i −ψ′lngij +Cnij , where the prime means differentiation
with respect to F and Cnij = (1/2)∂gij/∂y
n. We directly derive the equalities
∂knij
∂ym
− ∂k
n
im
∂yj
=
(
ψ′′lilm + ψ
′ 1
F
him
)
δnj −
(
ψ′′lnlm + ψ
′ 1
F
hnm
)
gij − 2CnlmC lij − [jm]
and
ktijk
n
tm − ktimkntj = ψ′ljψ′liδnm − ψ′gijψ′hnm + CntmCtij − [jm],
together with
∂knij
∂ym
− ∂k
n
im
∂yj
+ ktijk
n
tm − ktimkntj + CntmCtij − CntjCtim
= −
(
ψ′′lilj + ψ
′ 1
F
hij
)
δnm −
(
ψ′′lnlm + ψ
′ 1
F
hnm
)
gij + ψ
′ljψ
′liδ
n
m − ψ′gijψ′hnm − [jm].
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The notation [jm] symbolizes the skew-symmetric terms. We introduce the associated
tensor
Li
n
mj =
∂knij
∂ym
− ∂k
n
im
∂yj
+ ktijk
n
tm − ktimkntj (5.2)
and the indicatrix curvature tensor
Rˆi
n
mj = C
n
tmC
t
ij − CntjCtim, (5.3)
obtaining
Li
n
mj + Rˆi
n
mj = −(ψ′′ − ψ′ψ′)li(ljhnm − lmhnj )− ψ′′ln(lmhij − ljhim)
+ψ′
1
F
(himδ
n
j − hijδnm) + ψ′
1
F
(hnj gim − hnmgij) + ψ′ψ′(gimhnj − gijhnm)
and
e−2ψ Linmj + Rˆinmj = −(ψ′′ − ψ′ψ′)li(ljhnm − lmhnj)− ψ′′ln(lmhij − ljhim)
+ψ′
1
F
(himgnj − hijgnm) + ψ′ 1
F
(hnjgim − hnmgij) + ψ′ψ′(gimhnj − gijhnm),
where Linmj = knkLi
k
mj and Rˆinmj = gnkRˆi
k
mj . Using the equality hij = gij − lilj yields
e−2ψ Linmj + Rˆinmj = −
(
ψ′′ + ψ′
1
F
)[
li(ljhnm − lmhnj)− ln(ljhim − lmhij)
]
−
(
ψ′
2
F
+ ψ′ψ′
)
(hijhnm − himhnj). (5.4)
If the curvature tensor Li
n
mj obtained under the conformal transformation (5.1)
vanishes identically, then because of the known Finslerian identities yiCijk = 0 and y
ihij =
0 the equality (5.4) would entail the equation ψ′′F + ψ′ = 0, which solution is
eψ = c1F
c2, (5.5)
where c1 > 0 and c2 are integration constants. The result (5.5) permits writing the
conformal multiplier (2.3) in the form κ = (1/c1)F
1−h, where we have identified c2 with
h− 1. This entails that the tensor ζ im(x, y)ζjn(x, y)aij(x) appeared in the right-hand part
of the Finslerian metric tensor representation (3.5) is positively homogeneous of degree
2h−2. The last observation is in agreement with the homogeneity condition (3.3), whence
we have c1 = h. Therefore, the theorem 2.1 of Section 2 is valid.
If we put Li
n
mj = 0 and insert (2.5) into the right-hand part of (5.4), we obtain for
the indicatrix curvature tensor (5.3) the representation
F 2Rˆinmj = (1− h2)(hijhnm − himhnj) (5.6)
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which says us that the indicatrix is of the constant curvature h2. Thus, the theorem 2.2
of Section 2 is fulfilled.
Inversely, let the indicatrix be of constant curvature, so that
F 2Rˆinmj = (1− C)(hijhnm − himhnj), (5.7)
where C > 0 is the curvature value (and C is independent of the tangent vectors y).
Inserting (5.7) in (5.4), performing the conformal transformation (5.1), and applying
(5.5) with the choice of the exponent c2 according to the condition
(1 + c2)
2 = C, (5.8)
from (5.4) we obtain the vanishing Li
n
mj = 0, which means that the space is conformally
flat. Therefore, the theorem 2.4 of Section 2 is also valid.
6. Performing the choice of the FFPDg -Finsleroid space
Let us assume that in addition to a Riemannian metric
√
aij(x)yiyj the manifold M
admits a non-vanishing 1-form b = bi(x)y
i of the unit length:
aij(x)b
i(x)bj(x) = 1, (6.1)
where bi(x) = aij(x)bj(x). The tensor a
ij(x) is reciprocal to aij(x), so that aija
jn = δni ,
where δni stands for the Kronecker symbol. The Finsleroid space is specified in accordance
with the condition that the metric function K(x, y) is (2.14) with
B = b2 + gbq + q2 ≡ A2 + h2q2 with A = b+ 1
2
gq, (6.2)
where
q =
√
rmnymyn and rmn = amn − bmbn, (6.3)
so that
aij(x)y
iyj = b2 + q2. (6.4)
The scalar g(x) obtained through
h(x) =
√
1− g
2(x)
4
, with − 2 < g(x) < 2, (6.5)
plays the role of the characteristic parameter. The variable χ entering the exponential
representation (2.14) of the FFPDg -Finsleroid metric function K is given as it follows:
χ =
1
h
(
− arctan G
2
+arctan
L
hb
)
, if b ≥ 0; χ = 1
h
(
pi− arctan G
2
+arctan
L
hb
)
, if b ≤ 0,
(6.6)
with the function L = q + (g/2)b fulfilling the identity
L2 + h2b2 = B. (6.7)
The definition range
0 ≤ χ ≤ 1
h
pi
20
is of value to describe all the tangent space. The normalization in (6.6) is such that
χ
∣∣
y=b
= 0. (6.8)
The quantity (6.6) can conveniently be written as
χ =
1
h
f (6.9)
with the function
f = arccos
A(x, y)√
B(x, y)
(6.10)
ranging as follows:
0 ≤ f ≤ pi. (6.11)
The Finsleroid-axis vector bi relates to the value f = 0, and the opposed vector −bi relates
to the value f = pi:
f = 0 ∼ y = b; f = pi ∼ y = −b. (6.12)
It is frequently convenient to represent the function K in the form
K =
√
B J, with J = e−
1
2
gχ . (6.13)
The normalization is such that
K(x, b(x)) = 1 (6.14)
(notice that q = 0 at yi = bi). The positive (not absolute) homogeneity holds: K(x, γy) =
γK(x, y) for any γ > 0 and all admissible (x, y).
Under these conditions, we call K(x, y) the FFPDg -Finsleroid metric function, ob-
taining the FFPDg -Finsler space
FFPDg := {M ; aij(x); bi(x); g(x); K(x, y)}. (6.15)
Definition. Within any tangent space TxM , the metric function K(x, y) produces
the FFPDg -Finsleroid
FFPDg; {x} := {y ∈ FFPDg; {x} : y ∈ TxM,K(x, y) ≤ 1}. (6.16)
Definition. The FFPDg -Indicatrix IFPDg; {x} ⊂ TxM is the boundary of the FFPDg -
Finsleroid, that is,
IFPDg {x} := {y ∈ IFPDg {x} : y ∈ TxM,K(x, y) = 1}. (6.17)
Definition. The scalar g(x) is called the Finsleroid charge. The 1-form b = bi(x)yi
is called the Finsleroid–axis 1-form.
The entailed components yi := (1/2)∂K
2/∂yi) of the covariant tangent vector yˆ =
{yi} can be found in the simple form
yi = (ui + gqbi)J
2, (6.18)
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where ui = aijy
j.
By making due inspection into the formulas (6.6)-(6.12) it proves convenient to
separate the tangent space TxM into the unification
TxM = T
{+}
g; {x} ∪ T {−}g; {x} (6.19)
of the regions
T
{+}
g; {x} := {y ∈ T {+}g; {x} : y ∈ TxM, 0 ≤ f < hpi} (6.20)
and
T
{−}
g; {x}M := {y ∈ T {−}g; {x} : y ∈ TxM, (1− h)pi < f ≤ pi}, (6.21)
which depend on value of g. We have the range correspondence
0 ≤ f < hpi ∼ χ ∈ [0, pi) , and (1− h)pi < f ≤ pi ∼ χ ∈
(
1− h
h
pi,
1
h
pi
]
.
(6.22)
The directions involving the Finsleroid axis vector y = b belong to the region (6.20), and
the opposed cases belong to the region (6.21), that is,
b(x) ∈ T {+}g; {x} and − b(x) ∈ T {−}g; {x}. (6.23)
The intersections
C
{+}
g; {x} = T
{+}
g; {x} ∩ IFPDg; {x} and C{−}g; {x} = T {−}g; {x} ∩ IFPDg; {x} (6.24)
yield two covering charts for the indicatrix (6.17).
It will be noted that, in contrast to bi, the opposed vector −bi is not unit. Therefore,
we introduce the normalized vector
b{−}i = −bi e 12gpi (6.25)
which is unit: it can readily be seen that
K
(
x, b{−}(x)
)
= 1.
In this space the κ-transformation (3.2) can be realized in the explicit and simple
form
ζ i =
[
hvi + (b+
1
2
gq)bi
]
J
κh
, (6.26)
where vi = yi−bbi and κ = (1/h)K1−h. Obviously, the right-hand part in (6.26) possesses
the homogeneity properties (3.3)-(3.4) of degree h. Simple calculation shows that
det(ζ im) =
(
J
κ
)N
. (6.27)
Since vi = q = 0 at yi = ±bi, from (6.26) it follows that
ζ i(x, b) = bi(x), ζ i(x, b{−}) = b{−}i(x), (6.28)
where the equality K(x, b) = 1 (see (6.14)) has been taken into account. Therefore, the
involved preferred vector field bi(x) as well as the opposed field b{−}i(x) are the proper
elements of the FFPDg -space κ-transformation (6.26), that is,{
bi(x)
}κ→ {bi(x)} , {b{−}i(x)}κ→ {b{−}i(x)} . (6.29)
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When the substitution (6.26) is applied, from (3.10)-(3.11) we obtain the FFPDg -
angle
α{x}(y1, y2) =
1
h
arccosλ with λ =
A(x, y1)A(x, y2) + h
2v12√
B(x, y1)
√
B(x, y2)
, (6.30)
where v12 = rmn(x)y
m
1 y
n
2 .
If, fixing a point x, we consider the angle α{x}(y, b) formed by a vector y ∈ TxM
with the input characteristic vector bi(x), from (6.30) we get the respective value to be
α{x}(y, b) =
1
h
arccos
A(x, y)√
B(x, y)
≡ χ (6.31)
(notice that q = 0 and A = 1 whenever y = b). In terms of the variables ζn, the last
formula reads
α{x}(y, b) =
1
h
arccos
ζnbn(x)√
S2(x, ζ)
. (6.32)
We have
A =
√
B cos(hχ), qh =
√
B sin(hχ), (6.33)
so that the transformation (6.26) can clearly be written in terms of the angle χ:
ζ i =
(
vi
q
sin(hχ) + bi cos(hχ)
)
Kh. (6.34)
From (6.32) we can conclude that
α{x}
(
b{−}, b
)
=
1
h
pi (6.35)
which is more than pi whenever g 6= 0.
Let us verify that the transformation (6.26) obeys the input stipulation (2.1). Dif-
ferentiating (6.26) leads to
ζmn = E
m
n +
1
N
ζmCn − 1
κ
κnζ
m with Emn =
[
h(δmn − bnbm) +
(
bn +
1
2q
gvn
)
bm
]
J
1
κh
,
(6.36)
where
κn = ∂κ/∂y
n = (1− h)ynκ/K2, (6.37)
and we have used the equality ∂ ln J/∂yn = (1/N)Cn (which is a direct implication of the
formulas (A.6) and Cn = ∂ln
(√
det(gij)
)
/∂yn). It is useful to take into account that
Emn y
n = ζm, Emn b
n = bmJ
1
κh
.
Noting also the vanishing
−ζ
iζj
N2
CmC
m − (1− h)
2
K2
ζ iζj +
1− h
K2
(ζ iymEjm + ζ
jymEim) = 0,
where the equality K2CmC
m = N2g2/4 has been applied (see (A.7) in Appendix A), and
using the contravariant components gmn written in (A.12) of Appendix A, we get
gmnζ imζ
j
n =
1
N
(ζ iCmEjm + ζ
jCmEim)
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+
[
amnEimE
j
n +
g
q
bbmbnEimE
j
n −
g
q
(bmyn + ymbn)EimE
j
n +
g
Bq
(b+ gq)ymynEimE
j
n
]
1
J2
.
Here,
amnEimE
j
n = h
[
h(aij − bibj) + 1
2q
gvibj
]
J2
κ
2h2
+
[
1− 1
2q
gb
]
bibj
J2
κ
2h2
+ bi
1
2q
gζj
J
κh
.
We can write
h2gmnζ imζ
j
n = −
g
qK2
(b+ gq)ζ iζjh2 +
g
2
1
q
(ζ ibj + ζjbi)J
1
κ
h
B
K2
+h2aij
1
κ
2
− h2bibj 1
κ
2
+
1
2q
gbjhvi
1
κ
2
+
[
1− 1
2q
gb
]
bibj
1
κ
2
+ bi
1
2q
gζj
1
J
1
κ
h
+
g
q
bbibj
1
κ
2
− g
q
(biζj + ζ ibj)
1
J
1
κ
h+
g
Bq
(b+ gq)ζ iζj
1
J2
h2,
or
h2gmnζ imζ
j
n = −
g
2
1
q
ζ ibjJ
1
κ
h
B
K2
+ h2aij
1
κ
2
− h2bibj 1
κ
2
+
1
2q
gbjhvi
1
κ
2
+
[
1+
1
2q
gb
]
bibj
1
κ
2
,
so that
gmnζ imζ
j
n =
1
κ
2
aij . (6.38)
The metric tensor transformation (6.38) can be inverted to read (3.5). Thus the verifica-
tion is complete.
Several interesting relations can be found. First of all, constructing the function
S2 = aijζ
iζj with the help of the choice (6.26), applying (6.2) and the identity vibi = 0,
we obtain the useful equality (
J
κh
)2
=
S2(x, ζ)
B(x, y)
. (6.39)
Also, from (6.26) it follows that
ζ ibi =
(
b+
1
2
gq
)
J
κh
, ζ i − (ζnbn)bi = J
κh
hvi, (6.40)
and √
rmnζmζn = hq
J
κh
, b =
(
ζnbn − 1
2h
g
√
rmnζmζn
)hκ
J
. (6.41)
From (6.39) and (6.13) we can obtain the equality
hκ =
(
S2(x, ζ)
)(1−h)/(2h)
(6.42)
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which is equivalent to (3.6). According to (6.13), (6.32), and (6.33), we have
1
J
= e
1
2
gχ with χ =
1
h
arccos
ζnbn(x)√
S2(x, ζ)
. (6.43)
The indicated formulas allow us to write down the explicit form of the inverse to the
transformation (6.26), namely we find
yi = yi(x, ζ) with yi = bbi +
1
h
(
ζ i − (ζnbn)bi
)hκ
J
, (6.44)
where b can be taken from (6.41). It is possible to find straightforwardly the coefficients
yij = ∂y
i/∂ζj, obtaining
yij =
[(
bj − gT
2h
rjkζ
k
)
bi +
1
h
(
δij − bjbi
)]hκ
J
+
[
1− h
hS2
ζj +
gT
2h
(
ζkbk
S2
ζj − bj
)]
yi, (6.45)
where ζj = ajkζ
k and T = 1/
√
rmnζmζn, which entails the useful identities
yiy
i
j =
1
h
K2
S2
ζj,
1
h
K2
S2
ζiζ
i
n = yn. (6.46)
In the rest of this section we assume that
∂g
∂xi
= 0 : g = const and h = const. (6.47)
The right-hand part in (6.26) is such that
∂ζ i
∂xn
=
∂ζ i
∂bj
∂nbj +
∂ζ i
∂amj
∂namj .
Under these conditions, straightforward calculations with the help of the representation
(3.32) result in
Nkn = −
(
(1− h)b+ 1
2
gq
)1
h
akj∇nbj −
(
g
2q
vk − (1− h)bk
)
1
h
yj∇nbj − aknjyj, (6.48)
where ∇nbj = ∂bj/∂xn − bkaknj. Evaluating the coefficients Dknm = −∂Nkn/∂ym (see
(2.13)) yields
Dknm =
(
(1−h)bm+ g
2q
vm
)1
h
akj∇nbj+ g
2qh
ηkmy
j∇nbj+
(
g
2q
vk−(1−h)bk
)
1
h
∇nbm+aknm,
(6.49)
where
ηkm = r
k
m −
1
q2
vkvm ≡ amnηkn, ηkn = akn − 1
q2
vkvn. (6.50)
This tensor obeys the nullification
ykη
k
m = bkη
k
m = 0. (6.51)
We can alternatively write (6.48) as follows:
Nkn =
[
bakj− bkyj− 1
h
(
b+
1
2
gq
)
ηkj+
1
h
(
bk − 1
q2
(b+ gq)vk
)
yj
]
∇nbj −aknjyj, (6.52)
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or
Nkn =
[(
b− 1
h
(
b+
1
2
gq
))
ηkj+
(
1
q2
vk
(
b− 1
h
(b+ gq)
)
+
(
1
h
−1
)
bk
)
yj
]
∇nbj − aknjyj.
(6.53)
By using yk = (uk + gqbk)K
2/B (see (A.3) in Appendix A), we obtain
ykN
k
n = −gqJ2yj∇nbj − ykaknjyj. (6.54)
The subsequent differentiation of the coefficients (6.49) results in
∂Dknm
∂yi
=
g
2qh
ηmiη
kj∇nbj − g
2q3h
(ηkmvi+ η
k
i vm)y
j∇nbj + g
2qh
(ηkm∇nbi+ ηki∇nbm). (6.55)
Owing to the identity (6.51), the vanishing yk∂D
k
nm/∂y
i = 0 (see (4.3)) holds true.
The coefficients (6.48) show the properties
ukN
k
n = −
1
h
gqyj∇nbj − ukaknjyj, bkNkn =
1
h
(1− h)yj∇nbj − bkaknjyj, (6.56)
and
dnb ≡ ∂b
∂xn
+ bkN
k
n =
1
h
yj∇nbj , dnq ≡ ∂q
∂xn
+
1
q
vkN
k
n = −
1
hq
(b+ gq)yj∇nbj , (6.57)
together with
dn
(q
b
)
= − 1
b2qh
Byj∇nbj , dnB = − g
qh
Byj∇nbj , dnB
b2
= −2q + gb
b3qh
Byj∇nbj . (6.58)
With the formulas (6.48)-(6.58) it is possible to verify directly the validity of the
desired vanishing set
∂K
∂xn
+Nmn lm = 0 (6.59)
(see (3.26)),
∂yj
∂xn
+Nmn gmj −Dmnjym = 0 (6.60)
(see (4.1)), and
∂gij
∂xn
+ 2Nmn Cmji −Dmnjgmi −Dmnigmj = 0 (6.61)
(see (4.2)-(4.3)).
With the help of (6.54) and (6.58) the coefficients (6.53) can be transformed to
Nkn = −lk
∂K
∂xn
+
[(
b− 1
h
(
b+
1
2
gq
))
HkjK
2
B
+
(
1
hq
− 1
q
+
gb
B
)
Kmkyj
]
∇nbj−hkt atnjyj
(6.62)
(see Appendix B), where mk = (2/Ng)Ak and Hkj = hkj − mkmj ≡ (K2/B)ηkj (see
(A.30)–(A.35) in Appendix A).
The entailed coefficients Nknm = ∂N
k
n/∂y
m are found as follows:
Nknm = −lkg
q
K
K2
B
∇nbm + 1
K
[
q − 1
h
q +
1
2h
g(b+ gq)
]
HkjmmK
2
B
∇nbj
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+
(
b− 1
h
(
b+
1
2
gq
))
K
B
(
Hkjlm − lkHjm − ljHkm +
b
q
(mjHkm +mkHjm)
)
∇nbj
+K
b
q2
(
1
h
− 1
)
mmm
klj∇nbj − K
q
(
1
h
− 1
)
mml
klj∇nbj
−K
(
1
hq
(b+ gq)− b
q
)
1
q
Hkmlj∇nbj +
(
1
hq
− 1
q
+
gb
B
)
Kmk∇nbm − aknm
(see (B.5) in Appendix B). They fulfill the equality Nknm = −Dknm with Dknm given by
(6.49).
Moreover, with the coefficients Nki given by (6.48) we get straightforwardly the van-
ishing
∂λ(x, y1, y2)
∂xi
+Nki (x, y1)
∂λ(x, y1, y2)
∂yk1
+Nki (x, y2)
∂λ(x, y1, y2)
∂yk2
= 0, when h = const,
(6.63)
where λ is the scalar indicated in (6.30). To verify the statement, it is worth deriving the
equality
∂λ
∂yk1
= h2
B1v2k + q
2
1bkA2 − b1A2v1k − v12
(
h2v1k +
(
bk +
1
2
g
1
q1
v1k
)
A1
)
B1
√
B1
√
B2
(6.64)
with the counterpart
∂λ
∂yk2
= h2
B2v1k + q
2
2bkA1 − b2A1v2k − v12
(
h2v2k +
(
bk +
1
2
g
1
q2
v2k
)
A2
)
B2
√
B2
√
B1
, (6.65)
where A1 = A(x, y1), A2 = A(x, y2), B1 = B(x, y1), B2 = B(x, y2), q1 = q(x, y1), q2 =
q(x, y2), b1 = b(x, y1), b2 = b(x, y2), together with v1i = rin(x)y
n
1 and v2i = rin(x)y
n
2 . Plug-
ging these derivatives in (6.63) results in the claimed vanishing after attentive couplepage
reductions.
It will be noted that
bk
∂λ
∂yk1
= h2
q21A2 − v12A1
B1
√
B1
√
B2
, bk
∂λ
∂yk2
= h2
q22A1 − v12A2
B2
√
B1
√
B2
.
From (6.30) we have also
∂λ
∂g
= −1
2
(
b1q1
B1
+
b2q2
B2
)
λ+
q1A2 + q2A1 − gv12
2
√
B1
√
B2
,
or
∂λ
∂g
=
1
2
√
B1
√
B2
[
q21A2
B1
σ1 +
q22A1
B2
σ2 − v12
(
A1
B1
σ1 +
A2
B2
σ2
)]
,
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where
σ1 =
g
2
A1 + h
2q1 ≡ q1 + g
2
b1, σ2 =
g
2
A2 + h
2q2 ≡ q2 + g
2
b2. (6.66)
There arises the equality
∂λ
∂g
=
1
2h2
[
σ1b
k ∂λ
∂yk1
+ σ2b
k ∂λ
∂yk2
]
. (6.67)
Using the formula (A.26) of Appendix A, we arrive at
∂λ
∂g
=
1
h2
[
µ1C
k
1
∂λ
∂yk1
+ µ2C
k
2
∂λ
∂yk2
]
, (6.68)
where
µ1 =
q1K
2
1
NgB1
σ1, µ2 =
q2K
2
2
NgB2
σ2. (6.69)
The associated Riemannian curvature tensor is constructed as follows:
an
i
km =
∂ainm
∂xk
− ∂a
i
nk
∂xm
+ aunma
i
uk − aunkaium. (6.70)
The evaluation of the tensor (4.15) from the coefficients (6.48) gives us
Mnij =
[(
(1− h)b+ 1
2
gq
)
ant +
(
g
2q
vn − (1− h)bn
)
yt
]
1
h
blat
l
ij − atnijyt, (6.71)
or
Mnij =
[(
(1− h)b+ 1
2
gq
)1
h
blatlij + y
latlij
]
K2
B
Htn −
1
q
Kmn
1
h
ytblatlij (6.72)
(see (A.45)), which entails the equalities
1
N
CnM
n
ij = − g
2qh
bnat
n
ijy
t, AknmM
m
ij = −KHkn g
2qh
bmat
m
ijy
t+
1
N
(AkMnij+AnMkij)
(6.73)
((A.8) has been used and the tensor Hkn has been defined in (A.30)), and
Mnij = −ynt ζhahtij. (6.74)
The tensor (4.14) is found to read
Ek
n
ij = −
[(
(1− h)bk + 1
2
g
q
vk
)
ant +
g
2q
ηnky
t +
(
g
2q
vn − (1− h)bn
)
δtk
]
1
h
bmat
m
ij + ak
n
ij ,
(6.75)
which entails
Ek
n
ij = y
n
hζ
h
kmM
m
ij + y
n
mah
m
ijζ
h
k . (6.76)
Obeying the identities (4.16)-(4.18) can straightforwardly be verified.
The following explicit representation for the curvature tensor (4.22) can be proposed:
ρknij = −
1
K
(lkMnij − lnMkij) + (mkHtn −mnHtk)Ptij +HtkHlnatlij
K2
B
(6.77)
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with
Ptij =
[
−
[
hq2 + b
(
b+
1
2
gq
)]
blatlij +
(
b+
1
2
gq
)
ylatlij
]
K
qB
,
or
Ptij =
[
−hq2blatlij +
(
b+
1
2
gq
)
vlatlij
]
K
qB
(6.78)
(see (C.14)-(C.17) in Appendix C).
With ρknij we associate the tensor
ρknij = gpkgqnamianjρpqmn.
We can straightforwardly obtain the contraction
ρknijρknij = a
knijaknij +
2
S2
(
1
h2
− 1
)
ζ lal
nijζhahnij (6.79)
(see Appendix C).
We can also find that the tensor
Mnij = gnmM
m
ij (6.80)
possesses the simple representation
B
K2
Mnij =
(
(1− h)b+ 1
2
gq
)1
h
blan
l
ij −
(
g
2q
vn + (1− h)bn
)
1
h
ytblat
l
ij − atnijyt. (6.81)
The identity ynMnij = 0 holds. Squaring this tensor leads to the quadratic expressions
B
K2
MnijMnij =
(
1
h
(
(1−h)b+ g
2
q
)
bha
nhij−ahnijyh
)(
1
h
(
(1−h)b+ g
2
q
)
blan
l
ij−atnijyt
)
(6.82)
and
MnijMnij = κ
2ζ lal
nijζhahnij (6.83)
(as shown in Appendix A); here, κ2 = K2/h2S2 in accordance with (3.6).
Using (6.76) together with
ynhζ
h
kmM
m
ij = C
n
kmM
m
ij + (1− h) 1
K2
(yngkmM
m
ij − ykMnij) (6.84)
(see (D.4) in Appendix D) reduces the curvature tensor (4.22) to the sum
ρk
n
ij = y
n
mah
m
ijζ
h
k + (1− h)
1
K2
(yngkmM
m
ij − ykMnij) . (6.85)
Make the transform
ytkζ
n
l ρt
l
ij = ak
n
ij + (1− h) 1
K2
(
hζn
K2
h2S2
akrζ
r
lM
l
ij − 1
h
K2
S2
ζkζ
n
l M
l
ij
)
,
where (3.4)-(3.6) and (6.46) have been taken into account. Using (6.74) leads to
ytkζ
n
l ρt
l
ij = ak
n
ij + (1− h) 1
hS2
(δnl ζk − ζnakl)ζhahlij. (6.86)
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Now we contract
ρl
tijρt
l
ij = y
p
nζ
k
q ρp
qijytkζ
n
l ρt
l
ij,
so that
ρl
tijρt
l
ij = y
p
nζ
k
q ρp
qij
[
ak
n
ij + (1− h) 1
hS2
(δnl ζk − ζnakl)ζhahlij
]
= an
kij
[
ak
n
ij + (1− h) 1
hS2
(δnl ζk − ζnakl)ζhahlij
]
+(1− h) 1
hS2
ζnζ
sas
kij
[
ak
n
ij + (1− h) 1
hS2
(δnl ζk − ζnakl)ζhahlij
]
−(1− h) 1
hS2
ζkζsanlas
lij
[
ak
n
ij + (1− h) 1
hS2
(δnl ζk − ζnakl)ζhahlij
]
,
or
ρl
tijρt
l
ij = an
kijak
n
ij + (1− h) 1
hS2
ζnζ
sas
kij
[
2ak
n
ij − (1− h) 1
hS2
ζnaklζ
hah
l
ij
]
−(1− h) 1
hS2
ζkζsanpas
pij
[
2ak
n
ij + (1− h) 1
hS2
δnl ζkζ
hah
l
ij
]
= an
kijak
n
ij − 2(1− h) 1
hS2
ζsas
lij
[
2ζkaklij + (1− h) 1
h
ζhahlij
]
.
The result
ρl
tijρt
l
ij = an
kijak
n
ij − 2(1− h2) 1
h2S2
ζsas
lijζkaklij
is equivalent to (6.79).
Let us introduce the object Y nk (x, y) = y
n
k (x, ζ). We get
∂Y nk
∂xi
=
∂ynk
∂xi
+ ynks
∂ζs
∂xi
.
Using here (4.4) and (3.31) leads to
∂Y nk
∂xi
= −Ltiynkt −Dnisysk + Lhikynh − ynks (N ri ζsr + asuiζu) .
Therefore, from the representation Mnij = −Y nt ζhahtij (see (6.74)) we find the partial
derivative
∂Mnij
∂xk
+DnksM
s
ij =
[
Lhi y
n
th − Lhktynh + ynts (N rkζsr + asukζu)
]
ζhah
t
ij
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+Y nt
(
Nuk ζ
h
u + a
h
ukζ
u
)
ah
t
ij − Y nt ζh
∂ah
t
ij
∂xk
.
The covariant derivative (4.20) can now be written in the form
DkM
n
ij = [L
u
i y
n
tu − Luktynu + ynts (N rkζsr + asukζu)] ζhahtij + Y nt
(
Nuk ζ
h
u + a
h
ukζ
u
)
ah
t
ij
−Y nt ζh
∂ah
t
ij
∂xk
−Nmk
[
yntsζ
s
mζ
hah
t
ij + Y
n
t ζ
h
mah
t
ij
]− askiMnsj − askjMnis.
Cancelling here similar terms leaves us with
DkM
n
ij = (L
u
i y
n
tu − Luktynu + yntsasukζu) ζhahtij
+ynt a
h
ukζ
uah
t
ij − ynt ζh
∂ah
t
ij
∂xk
− askiMnsj − askjMnis.
Recollecting the equalities Lmj = −Lmijζ i and Lmij = amij indicated in (3.22), we obtain
simply
DkM
n
ij = −ynt ζh∇kahtij , (6.87)
where
∇kahtij = ∂ah
t
ij
∂xk
+ atkuah
u
ij − aukhautij − aukiahtuj − aukjahtiu (6.88)
is the Riemannian covariant derivative of the Riemannian curvature tensor.
The cyclic identity (4.19) proves to be a direct implication of the known Riemannian
identity
∇kanij +∇janki +∇ianjk = 0. (6.89)
Using the equality
gnmy
m
i = κ
2ζjnaij (6.90)
(ensued from (3.5)), we can obtain the tensor (6.80) to read
Mnij = −κ2ζhζmn ahmij (6.91)
and juxtapose to (6.85) the tensor ρknij = gmnρk
m
ij which is
ρknij = Tkn
hmahmij , (6.92)
where
Tkn
hm = κ2
[
1
2
(ζhk ζ
m
n − ζmk ζhn) + (1− h)
1
K2
(ykζ
hζmn − ynζhζmk )
]
. (6.93)
Since
DlTkn
hm = 0, (6.94)
we have
Dlρknij = Tkn
hm∇lahmij , (6.95)
together with the cyclic identity
Dlρknij +Djρknli +Diρknjl = 0. (6.96)
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7. FFPDg -space coordinates and angles
We now fix the tangent space (in accordance with Appendix E) and choose the
three-dimensional case
N = 3, Rp = {R1, R2, R3}. (7.1)
It is convenient to relabel the coordinates Rp as follows:
R1 = x, R2 = y, R3 = z. (7.2)
We get
q =
√
x2 + y2, B = x2 + y2 + z2 + gzq. (7.3)
In terms of such coordinates, the metric tensor components gpq can be obtained from the
list (E.6)-(E.7). The result reads
g11 =
(
1− g
Bq
zx2
)
J2, g22 =
(
1− g
Bq
zy2
)
J2, g33 =
(
1 +
gq
B
(z + gq)
)
J2, (7.4)
g12 = − g
Bq
zxyJ2, g13 =
gqx
B
J2, g23 =
gqy
B
J2. (7.5)
From the formulas (E.8)-(E.9) it follows that
g11 =
(
1+
g
Bq
(z+gq)x2
) 1
J2
, g22 =
(
1+
g
Bq
(z+gq)y2
) 1
J2
, g33 =
(
1− gq
B
z
) 1
J2
, (7.6)
g12 =
g
Bq
(z + gq)xy
1
J2
, g13 = −gq
B
x
1
J2
, g23 = −gq
B
y
1
J2
. (7.7)
The FFPDg -space coordinates {zp} are given by
z1 = K, z2 = φ, z3 = χ ≡ 1
h
f, (7.8)
where K is the Finsleroid metric function (6.13), φ is the polar angle in the R1×R2-plane,
and χ plays the role of the Finsleroid azimuthal angle measured from the direction of the
input vector bi (see (6.32)). The indices p, q, ... will be specified over the range 1,2,3. For
the vector {Rp} we construct the representation
Rp = Rp(g; zq) (7.9)
which possesses the invariance property
K
(
g;Rp(g; zq)
)
= z1. (7.10)
The representations
R1 = K Sinχ cosφ, R2 = K Sinχ sinφ, R3 = K Cosχ, (7.11)
with
Sinχ =
1
Jh
sin f, Cosχ =
1
J
(
cos f − G
2
sin f
)
, (7.12)
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can readily be arrived at, entailing
q = K Sinχ, b+
1
2
gq =
K
J
cos f, b = K Cosχ. (7.13)
The arisen functions Sinχ and Cosχ can be interpreted as the required extensions of the
trigonometric functions to the FFPDg -space.
The squared linear element ds2 = grs(R)dR
rdRs is found to be of the diagonal form
(ds)2 = (dz1)2 + (z1)2
[
(dχ)2 +
1
h2
sin2(hχ)(dφ)2
]
. (7.14)
On the other hand, when the components (7.11) are inserted in the FFPDg -angle
(6.30), the following result is obtained:
α{x}(y1, y2) =
1
h
arccos τ12, with τ12 = cos(f2 − f1)− (1− cos(φ2 − φ1)
)
sin f1 sin f2.
(7.15)
This τ12 does not involve any support vector y. By developing here the infinitesimal
version, putting χ1 = χ, χ2 = χ+ dχ, φ1 = φ, φ2 = φ+ dφ, we come to the infinitesimal
angle dα = dα{x} which square reads
(dα)2 = (dχ)2 +
1
h2
sin2(hχ) (dφ)2. (7.16)
By comparing (7.14) with (7.16) we conclude that
(ds)2 = (dz1)2 + (z1)2(dα)2. (7.17)
This formula is remarkable because showing us frankly that dα is the infinitesimal arc-
length on the indicatrix (keeping in mind that z1 = 1 holds along the indicatrix).
The obtained metric (7.14) is of the conformally flat type
(ds)2 = κ2(ds)2
∣∣∣
Euclidean
with κ =
1
h
K1−h. (7.18)
To verify this assertion, it is appropriate to use the substitution z1 = eσ in (7.14),
which yields
(ds)2 = e2σ
[
(dχ)2 +
1
h2
sin2(hχ)(dφ)2 + (dσ)2
]
. (7.19)
Making the coordinate transformation
ρ = ehσ sin(hχ), τ = ehσ cos(hχ) (7.20)
leads to (7.18) with(
(ds)2
)∣∣∣
Euclidean
= (dρ)2 + ρ2 sin2(hχ)(dφ)2 + (dτ)2
and
κ =
1
h
(ρ2 + τ 2)(1−h)/2h.
The observations can be summarized by formulating the following
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Proposition. Given an FFPDg -space of the dimension N = 3. In terms of the
Finsleroid coordinates (7.2), which directly extend the spherical coordinates applied con-
ventionally in the tangent spaces to the three-dimensional Riemannian space, the induced
metric on the indicatrix is of the diagonal representation (7.14). The metric is of the
conformally flat type as shown by (7.18).
According to (7.17), the length element on the indicatrix is given by the representa-
tion
ds
∣∣∣
FFPDg -indicatrix
=
√
dχ2 +
1
h2
sin2(hχ)dφ2, (7.21)
which can be used to find the geodesics which are the solutions of the Euler-Lagrange
equation written by the help of the Lagrangian L =
√
(dχ/dt)2 + (1/h2) sin2(hχ)(dφ/dt)2,
where t is an appropriate parameter. Since φ is a cyclic coordinate, we have
1
h2
sin2(hχ)φ′ = C˜, (7.22)
where C˜ is a constant, thereafter we get
χ′′ = h3C˜2
cos(hχ)
sin3(hχ)
(7.23)
and
χ′ =
√
1− h2C˜2 1
sin2(hχ)
. (7.24)
The prime ′ means differentiation with respect to the parameter s defined by (7.21). It
follows that (
1
h
sin fχ′
)′
= cos fχ′χ′ +
1
h
sin fχ′′ = cos f. (7.25)
The equation (7.24) can readily be integrated, yielding the explicit dependence
χ(s) =
1
h
arccos
(√
1− h2C˜2 cos(h(s− s˜))) , (7.26)
where s˜ is an integration constant. So,
cos(hχ) =
√
1− h2C˜2 cos(h(s− s˜)), sin(hχ) =√1− (1− h2C˜2) cos2(h(s− s˜)),
(7.27)
and from (7.22) we get
φ′ = hC˜
h
1−
(
1− h2C˜2
)
cos2
(
h(s− s˜)) . (7.28)
Integrating yields explicitly
φ(s) = arctan
(
1
hC˜
tan
(
h(s− s˜))) , if C˜ 6= 0; φ = pi
2
, if C˜ = 0, (7.29)
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from which we have
cosφ =
hC˜√
1−
(
1− h2C˜2
)
cos2
(
h(s− s˜)) , sinφ =
√
1− h2C˜2 sin(h(s− s˜))√
1−
(
1− h2C˜2
)
cos2
(
h(s− s˜)) .
(7.30)
With these representations, we are able to obtain from the formulas (7.11)-(7.13) the
explicit behavior of the unit vector components l1 = R1/K, l2 = R2/K, and l3 = R3/K
along the geodesic arc. The result reads
e−
1
2
gχ(s) l1(s) = C˜ sin(hs), (7.31)
e−
1
2
gχ(s) l2(s) =
1
h
√
1− h2C˜2 sin(hs), (7.32)
and
e−
1
2
gχ(s) l3(s) =
√
1− h2C˜2 cos(hs)− G
2
√
1−
(
1− h2C˜2
)
cos2(hs), (7.33)
where χ(s) is the function (7.26) and we have put s˜ = 0.
Given a geodesic-arc A(x, l1, l2). Let the left-side vector l1 correspond to s = s1, and
the right-side vector l2 relate to a value s2 > s1. From (7.31)-(7.33) we obtain
e−
1
2
gχ1 l11 = C˜ sin(hs1), (7.34)
e−
1
2
gχ1 l21 =
1
h
√
1− h2C˜2 sin(hs1), (7.35)
e−
1
2
gχ1 l31 =
√
1− h2C˜2 cos(hs1)− G
2
√
1−
(
1− h2C˜2
)
cos2(hs1), (7.36)
where
χ1 =
1
h
arccos
(√
1− h2C˜2 cos(hs1)
)
, (7.37)
and
e−
1
2
gχ2 l12 = C˜ sin(hs2), (7.38)
e−
1
2
gχ2 l22 =
1
h
√
1− h2C˜2 sin(hs2), (7.39)
e−
1
2
gχ2 l32 =
√
1− h2C˜2 cos(hs2)− G
2
√
1−
(
1− h2C˜2
)
cos2(hs2), (7.40)
where
χ2 =
1
h
arccos
(√
1− h2C˜2 cos(hs2)
)
, (7.41)
With the last formulas, the representations (7.31)-(7.33) can be written as follows:
l1(s) = k1l
1
1 + k2l
1
2, l
2(s) = k1l
2
1 + k2l
2
2, l
3(s) = k1l
3
1 + k2l
3
2 + k3, (7.42)
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where
k1 =
[
sin(h(s− s1))
sin(h(s2 − s1))
sin(hs2)
sin(hs1)
+
sin(h(s2 + s1))
sin(h(s2 − s1)) sin(hs1)
]
e
1
2
g(χ(s)−χ1), (7.43)
k2 =
[
sin(h(s2 − s))
sin(h(s2 − s1))
sin(hs1)
sin(hs2)
− sin(h(s2 + s1))
sin(h(s2 − s1)) sin(hs2)
]
e
1
2
g(χ(s)−χ2), (7.44)
k3 =
g
2h
Y, (7.45)
and
Y = −
√
1−
(
1− h2C˜2
)
cos2(hs) e
1
2
gχ(s)+k1
√
1−
(
1− h2C˜2
)
cos2(hs1) e
1
2
gχ1
+ k2
√
1−
(
1− h2C˜2
)
cos2(hs2) e
1
2
gχ2 . (7.46)
Thus we have arrived at the vector representation
lp = k1l
p
1 + k2l
p
2 + k3δ
p
3 . (7.47)
With respect to arbitrary local coordinates xi, we eventually obtain the expansion
li(s) = k1(s)l
i
1 + k2(s)l
i
2 + k3(s)b
i, (7.48)
which does involve the vector bi in addition to li1, l
i
2.
The function (7.46) possesses the property
C˜ = 0 ⇒ Y = 0 (7.49)
(at any value of g).
Appendix A: Involved FFPDg -notions
By K we denote the metric function obtainable from the formulas (2.14) and (6.1)–
(6.6).
Definition. Within any tangent space TxM , the function K(x, y) produces the
FFPDg -Finsleroid
FFPDg; {x} := {y ∈ FFPDg; {x} : y ∈ TxM,K(x, y) ≤ 1}. (A.1)
Definition. The FFPDg -Indicatrix IFPDg; {x} ⊂ TxM is the boundary of the FFPDg -
Finsleroid, that is,
IFPDg {x} := {y ∈ IFPDg {x} : y ∈ TxM,K(x, y) = 1}. (A.2)
Definition. The scalar g(x) is called the Finsleroid charge. The 1-form b = bi(x)yi
is called the Finsleroid–axis 1-form.
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We can explicitly extract from the function K the distinguished Finslerian tensors,
and first of all the covariant tangent vector yˆ = {yi} from yi := (1/2)∂K2/∂yi, obtaining
yi = (ui + gqbi)
K2
B
, (A.3)
where ui = aijy
j. After that, we can find the Finslerian metric tensor {gij} together with
the contravariant tensor {gij} defined by the reciprocity conditions gijgjk = δki , and the
angular metric tensor {hij}, by making use of the following conventional Finslerian rules
in succession:
gij :=
1
2
∂2K2
∂yi∂yj
=
∂yi
∂yj
, hij := gij − yiyj 1
K2
,
thereafter the Cartan tensor
Aijk :=
K
2
∂gij
∂yk
(A.4)
and the contraction
Ai := g
jkAijk = K
∂ln
(√
det(gmn)
)
∂yi
(A.5)
can readily be evaluated.
It can straightforwardly be verified that
det(gij) =
(
K2
B
)N
det(aij) > 0. (A.6)
Contracting the components Ai and A
i yields the formula
AiAi =
N2g2
4
(A.7)
and evaluating the Cartan tensor results in the lucid representation
Aijk =
1
N
[
Aihjk + Ajhik + Akhij − 4
N2g2
AiAjAk
]
. (A.8)
If we insert (A.8) into the indicatrix curvature tensor (5.3), we obtain the represen-
tation (5.6) which manifests that in the FFPDg -space the indicatrix is of constant positive
curvature (in compliance with (2.6)).
We use the Riemannian covariant derivative
∇ibj := ∂ibj − bkakij, (A.9)
where
akij :=
1
2
akn(∂jani + ∂ianj − ∂naji) (A.10)
are the associated Riemannian Christoffel symbols.
The associated Riemannian metric tensor aij has the meaning
aij = gij
∣∣
g=0
.
The following explicit representation is obtained:
gij =
[
aij +
g
B
(
(gq2 − bS
2
q
)bibj − b
q
uiuj +
S2
q
(biuj + bjui)
)]K2
B
. (A.11)
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The reciprocal components (gij) = (gij)
−1 read
gij =
[
aij +
g
q
(bbibj − biyj − bjyi) + g
Bq
(b+ gq)yiyj
]
B
K2
. (A.12)
In many cases it is convenient to use the variables
vi := yi − bbi, vm := um − bbm = rmnyn ≡ rmnvn ≡ amnvn, (A.13)
where rmn = amn − bmbn. Notice that
rin := a
imrmn = δ
i
n − bibn = ∂v
i
∂yn
, (A.14)
vib
i = vibi = 0, rijb
j = rijb
j = bir
i
j = 0, uiv
i = viy
i = q2, (A.15)
q =
√
rijvivj, (A.16)
and
∂b
∂yi
= bi,
∂q
∂yi
=
vi
q
,
∂(b/q)
∂yi
=
2B
NKgq2
Ai. (A.17)
In terms of the variables (A.13) we obtain the representations
yi =
(
vi + (b+ gq)bi
)K2
B
, (A.18)
gij =
[
aij +
g
B
(
q(b+ gq)bibj + q(bivj + bjvi)− bvivj
q
)]K2
B
, (A.19)
and
gij =
[
aij +
g
B
(
−bqbibj − q(bivj + bjvi) + (b+ gq)v
ivj
q
)] B
K2
(A.20)
which are alternative to (A.11)–(A.12).
We have
yib
i = (b+ gq)
K2
B
, gijb
j =
(
bi + gq
yi
K2
)K2
B
, (A.21)
gijv
j =
(
S2vi + gq
3bi
)K2
B2
, (A.22)
gijaij =
NB + gq2
K2
, hijb
j =
(
bi − b yi
K2
)K2
B
. (A.23)
By the help of the formulas (A.5) and (A.12) we find
Ai =
NK
2
g
1
q
(bi − b
K2
yi), (A.24)
or
Ai =
NK
2
g
1
qB
(q2bi − bvi), (A.25)
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and
Ai =
N
2
g
1
qK
[
Bbi − (b+ gq)yi
]
, (A.26)
or
Ai =
N
2
g
1
qK
[
q2bi − (b+ gq)vi
]
, (A.27)
together with
Aib
i =
N
2
gq
K
B
, Aibi =
N
2
gq
1
K
. (A.28)
These formulas are convenient to verify the contraction (A.7) and the algebraic structure
(A.8).
Since
vivj
q
→ 0 when vi → 0
(notice (A.16)) the components gij and g
ij given by (A.11) and (A.12) are smooth on
all the slit tangent bundle. However, the components of the Cartan tensor are singular
at vi = 0, as this is apparent from the above formulas (A.24)–(A.28) in which the pole
singularity takes place at q = 0. Therefore, on the slit tangent bundle the FFPDg –space is
smooth of the class C2 and not of the class C3.
Also,
Aij := K∂Ai/∂y
j + liAj = −N
2
gb
q
Hij + 2
N
AiAj (A.29)
with the tensor
Hij = hij − AiAj
AnAn
. (A.30)
It can readily be verified that
gijHij = N − 2, (A.31)
gmnHimHjn = Hij , (A.32)
Hij =
(
rij − 1
q2
vivj
)K2
B
≡ ηijK
2
B
and Hij := gjnHni = rij − 1
q2
viv
j ≡ ηij. (A.33)
The last tensor fulfills obviously the identities
Hijyj = 0, Hijbj = 0, (A.34)
which in turn entails
HijAj = 0 (A.35)
because Ai are linear combinations of yi and bi (see (A.26)). We also have
K
(∂Hij
∂yk
− ∂Hkj
∂yi
)
= lkHij − liHkj − 1
AnAn
Ngb
2q
(AkHij − AiHkj) (A.36)
together with
∂(q2Hji )
∂yk
−∂(q
2Hjk)
∂yi
= 3
[
(δi
j−bibj)(aknyn−bbk)−(δkj−bkbj)(ainyn−bbi)
]
= 3(Hjivk−Hjkvi).
(A.37)
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The structure (A.8) of the FFPDg –space Cartan tensor is such that
AkAi
k
j =
1
N
(AiAj + hijAkA
k) =
1
N
(2AiAj +HijAkAk), (A.38)
so that the tensor
τij := Aij −AkAikj = −N
4
g(2b+ gq)
q
Hij (A.39)
obeys the identities
τijb
j = bjτi
j = τijA
j = 0. (A.40)
The tensor
τijmn := K∂Ajmn/∂y
i − AijhAhmn −AimhAhjn − AinhAhjm + ljAimn + lmAijn + lnAijm
(A.41)
can be expressed as follows:
τijmn = −g(2b+ gq)
4q
(HijHmn +HimHjn +HinHjm), (A.42)
showing the total symmetry in all four indices and the properties
τij = g
mnτijmn
and
yiτijmn = 0, A
iτijmn = 0, b
iτijmn = 0. (A.43)
Evaluations frequently involve the vector mi = (2/Ng)Ai which possesses the prop-
erties
gijmimj = 1, y
imi = 0.
From (A.24) it follows that
mi = K
1
q
(bi − b
K2
yi). (A.44)
The equality
K
∂mi
∂yn
= −mnli + gmnmi − b
q
Hin (A.45)
holds. The contravariant components mi can be taken from (A.27):
mi =
1
qK
[
q2bi − (b+ gq)vi
]
, (A.46)
entailing
K
∂mi
∂yn
= −mnli − gmimn − 1
q
(b+ gq)Hin. (A.47)
It is also valid that
K
∂Hkj
∂ym
= −gmmHjk − lkHjm − ljHkm +
b
q
(mjHkm +mkHjm) (A.48)
and
K
∂
(
HkjK
2
B
)
∂ym
=
[
−lkHjm − ljHkm +
b
q
(mjHkm +mkHjm)
]
K2
B
. (A.49)
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If we introduce the covariant derivative S operative in the tangent Riemannian
spaces, such that
KSmmi = K∂m
i
∂ym
+ Aimtm
t, KSmmi = K∂mi
∂ym
− Atmimt,
we obtain
KSmmi = −mmli−gmimm−1
q
(b+gq)Him+
1
N
mt
[
Aihtm + Ath
i
m + Amh
i
t −
4
N2g2
AiAtAm
]
,
so that
KSmmi = −mmli − 1
q
(
b+
1
2
gq
)
Him. (A.50)
Also, with the definition
KSmHkj = K∂H
kj
∂ym
+ AktmHtj + AjtmHtk, (A.51)
we get
KSmHkj = −lkHjm − ljHkm +
1
q
(
b+
1
2
gq
)
(mjHkm +mkHjm). (A.52)
The equality ∂K2/∂g = M¯K2 holds with
M¯ = − 1
h3
f +
1
2
G
hB
q2 +
1
h2B
bq. (A.53)
In obtaining this formula we have used the derivatives
∂h
∂g
= −1
4
G,
∂G
∂g
=
1
h3
,
∂
(
G
h
)
∂g
=
1
h4
(
1 +
g2
4
)
,
∂f
∂g
= − 1
2h
+
b
B
(1
4
Gq +
1
2h
b
)
.
(A.54)
Therefore,
∂∗nK = M¯K
2 ∂g
∂xn
. (A.55)
It follows that
∂M¯
∂yh
=
2b4
B2
∂
b
q
∂ym
=
4q2X
gBK
Ah (A.56)
and
∂∗nlm =
∂(∂∗nK)
∂ym
. (A.57)
The substitution
ant =
K2
B
Hnt + bnbt + 1
q2
vnvt
transforms the tensor (6.71) to
Mnij =
(
(1− h)b+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij − atnijyt
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+
[
(1− h)b
(
bnbt +
1
q2
vnvt
)
+
1
2
gq
(
bnbt +
1
q2
vnvt
)
+
(
g
2q
vn − (1− h)bn
)
yt
]
1
h
blat
l
ij
=
(
(1− h)b+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij +
[
(1− h)
(
b
q2
vn − bn
)
+
g
q
vn
]
1
h
ytblat
l
ij − atnijyt.
Applying
yi = (ui + gqbi)
K2
B
, bn =
1
B
[Kqmn + (b+ gq)yn]
together with
at
n
ijy
t = hnpat
p
ijy
t + lnllat
l
ijy
t, llat
l
ijy
t = gq
K
B
blat
l
ijy
t
leads to
Mnij =
(
(1− h)b+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij
+
[
(1−h)
(
b
q2
yn − S
2
q2
1
B
[Kqmn + (b+ gq)yn]
)
+
g
q
yn−g
q
b
1
B
[Kqmn + (b+ gq)yn]
]
1
h
ytblat
l
ij
−hnpatpijyt − lngq
K
B
blat
l
ijy
t,
or
Mnij =
(
(1− h)b+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij −
[
(1− h)B
q
+ hgb
]
1
B
Kmn
1
h
ytblat
l
ij
+
[
(1− h)
(
b
q2
yn − B − gbq
q2
1
B
(b+ gq)yn
)
+ gqyn
1
B
]
1
h
ytblat
l
ij
−hnpatpijyt − lngq
K
B
blat
l
ijy
t,
which is
Mnij =
(
(1− h)b+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij −
[
(1− h)B
q
+ hgb
]
1
B
Kmn
1
h
ytblat
l
ij
+
[
(1− h)
(
b
q2
yn − 1
q2
(b+ gq)yn +
g
q
1
B
(B − q2)yn
)
+ gqyn
1
B
]
1
h
ytblat
l
ij
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−hnpatpijyt − lngq
K
B
blat
l
ijy
t,
so that
Mnij =
(
(1− h)b+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij −
[
B
q
− hS
2
q
]
1
B
Kmn
1
h
ytblat
l
ij
−Hnl atlijyt −mnmlatlijyt.
The result is
Mnij =
(
(1− h)b+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij −Hnl atlijyt −
1
q
Kmn
1
h
ytblat
l
ij . (A.58)
Lowering here the index n leads to the representation (6.72).
It is also possible to write
B
K2
Mnij =
(
(1− h)b+ 1
2
gq
)1
h
blan
l
ij − 1
q2
vny
t
(
(1− h)b+ 1
2
gq
)1
h
blat
l
ij
−atnijyt + bnblatnijyt − b
q2
vnblat
l
ijy
t − B
K2
1
q
K
K
qB
(q2bn − bvn) 1
h
ytblat
l
ij ,
which can be simplified to read
B
K2
Mnij =
(
(1− h)b+ 1
2
gq
)1
h
blan
l
ij −
(
g
2q
vn + (1− h)bn
)
1
h
ytblat
l
ij − atnijyt. (A.59)
Also, considering the contraction
B
K2
MnijMnij =
(
(1− h)b+ 1
2
gq
)1
h
bla
nlij
[(
(1− h)b+ 1
2
gq
)1
h
bhan
h
ij − g
2q
un
1
h
ytbhat
h
ij − atnijyt
]
+
g
2q
ynyt
1
h
blat
lij
[(
(1− h)b+ 1
2
gq
)1
h
blan
l
ij −
(
g
2q
vn + (1− h)bn
)
1
h
ytblat
l
ij
]
+
(
g
2q
b+ 1− h
)
yt
1
h
blat
lij
[
(1− h) 1
h
ytblat
l
ij + b
natnijy
t
]
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−ahnijyh
[(
(1− h)b+ 1
2
gq
)1
h
blan
l
ij +
(
gb
2q
− (1− h)
)
1
h
bny
tblat
l
ij − atnijyt
]
=
1
h2
(
(1− h)b+ g
2
q
)2
bla
nlijbhan
h
ij − 2
h
(
(1− h)b+ g
2
q
)
yhah
nijblan
l
ij + y
hah
nijatnijy
t
leads to (6.82).
We can start also with (A.58), observing that
MnijMnij =
[(
(1− h)b+ 1
2
gq
)K2
B
Hnh 1
h
bpah
pij −Hnpahpijyh −
1
q
Kmn
1
h
yhbpah
pij
]
×
[(
(1− h)b+ 1
2
gq
)K2
B
Htn
1
h
blat
l
ij −Hnlatlijyt − 1
q
Kmn
1
h
ytblat
l
ij
]
=
(
(1− h)b+ 1
2
gq
)K2
B
1
h
bpah
pij
[(
(1− h)b+ 1
2
gq
)K2
B
Hth 1
h
blat
l
ij −Hhl atlijyt
]
−ahpijyh
[(
(1− h)b+ 1
2
gq
)K2
B
Htp
1
h
blat
l
ij −Hplatlijyt
]
+
1
q2
K2
1
h2
yhbpah
pijytblat
l
ij
=
1
h2
(
(1− h)b+ 1
2
gq
)2K2
B
bpah
pij
(
ath − 1
q2
ytyh
)
blat
l
ij
−21
h
(
(1− h)b+ 1
2
gq
)K2
B
bpah
pij
(
δhl +
1
q2
byhbl
)
at
l
ijy
t
+ah
pijyh
K2
B
(
apl − bpbl − 1
q2
b2bpbl
)
at
l
ijy
t +
K2
h2q2
yhbpah
pijytblat
l
ij
(
b+
1
2
gq
)2
+ h2q2
B
=
[
1
h2
(
(1−h)b+ g
2
q
)2
bla
nlijbhan
h
ij− 2
h
(
(1−h)b+ g
2
q
)
yhah
nijblan
l
ij+y
hah
nijatnijy
t
]
K2
B
+E
with
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E = −
[
1
h2
(
(1−h)b+ 1
2
gq
)2K2
B
bpah
pij 1
q2
+
2
h
(
(1− h)b+ 1
2
gq
)K2
B
bpah
pij b
q2
]
yhblat
l
ijy
t
+ah
pijyh
K2
B
(
− 1
q2
b2bpbl
)
at
l
ijy
t +
1
q2
K2
1
h2
yhbpah
pijytblat
l
ij
(
b+
1
2
gq
)2
B
= 0.
Thus we obtain (6.82) from new standpoint.
The contraction can be written in the concise form
MnijMnij =
K2
h2B
[
hvl +
(
b+
g
2
q
)
bl
]
al
nij
[
hvh +
(
b+
g
2
q
)
bh
]
ahnij.
With (6.26) and (6.39), we have
ζ i =
[
hvi + (b+
1
2
gq)bi
]
S√
B
,
obtaining the simple representation
MnijMnij = κ
2ζ lal
nijζhahnij
which is equivalent to (6.83); κ2 = K2/h2S2 in accordance with (3.6).
Also, it is possible to get
Ek
n
ij +
1
K
lkM
n
ij − 1
K
lnMkij =
[
−
(
(1− h)q − g
2
(b+ gq)
)
bl − hKml
]
mk
K
B
Hnt 1
h
atlij
+
(g
2
b+ q
)
mnK
1
B
Htk
1
h
blat
l
ij −K 1
B
qmnHtkblatlij
− g
2q
Hnk
1
h
blat
l
ijy
t +Hnl Htkatlij +mnmlHtkatlij − gmnmk
1
q
1
h
blat
l
ijy
t (A.60)
and
BEknijE
knij =
B
K2
(KEknij+ lkMnij− lnMkij)(KEknij+ lkMnij− lnMkij)+2 B
K2
MkijM
kij,
(A.61)
together with
EknijE
knij = aknija
knij + g2
1
h2q2
(
(N − 2)1
4
+ 1
)
btylatl
ijyhbsashij
+
g2
B
[(
b− 1
h
(
b+
1
2
gq
))
bha
nhij−anhijyh
][(
b− 1
h
(
b+
1
2
gq
))
blan
l
ij−antijyt
]
(A.62)
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(see Appendix C).
Let us verify the formulas (A.45) and (A.47).
Upon differentiating (A.44) we directly obtain the equality
∂mi
∂yn
=
1
K
lnmi − 1
q2
vnmi − 1
q
bnli +
b
qK
lnli − b
qK
hin,
in which the substitutions
bn =
q
K
mn +
b
K
ln, (A.63)
bvn = q
2bn − 1
K
qBmn = q
2 q
K
mn + q
2 b
K
ln − 1
K
qBmn, (A.64)
and
vn = q
2 1
K
ln − 1
K
q(b+ gq)mn (A.65)
can conveniently be used. We obtain
∂mi
∂yn
=
1
K
lnmi− 1
q2
[
q2
1
K
ln − 1
K
q(b+ gq)mn
]
mi− 1
q
[
q
K
mn +
b
K
ln
]
li+
b
qK
lnli− b
qK
hin
=
1
q
(b+ gq)mnmi −mnli − b
q
hin,
so that the formula (A.45) is valid.
Also, we differentiate (A.46) and apply bi = (Kqmi + (b+ gq)yi) /B together with
vi = q (−Kbmi + qyi) /B. We obtain
K
∂mi
∂yn
= −lnmi − 1
q2
vnm
i +
2
q
vnb
i − 1
q
(
bn +
g
q
vn
)
vi − 1
q
(b+ gq)
(
Hin +
1
q2
vivn
)
= −lnmi − K
q2
vnm
i +
2
q
vn
K
B
[
qmi + (b+ gq)li
]− 1
q
(
q
K
mn +
b
K
ln +
g
q
vn
)
vi
−1
q
(b+ gq)
1
q2
vivn − 1
q
(b+ gq)Hin
= −lnmi − 1
q2
[
q2ln − q(b+ gq)mn
]
mi
+
2
q
q2
1
K
ln
K
B
[
qmi + (b+ gq)li
]−2
q
1
K
q(b+gq)mn
K
B
[
qmi + (b+ gq)li
]−1
q
(
q
K
mn +
b
K
ln
)
vi
−1
q
(b+ 2gq)
1
q2
viq2
1
K
ln +
1
q
(b+ 2gq)
1
q2
vi
1
K
q(b+ gq)mn − 1
q
(b+ gq)Hin
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= −2lnmi + 1
q2
q(b+ gq)mnm
i
+
2
q
q2ln
1
B
[
qmi + (b+ gq)li
]− 2
q
1
K
q(b+ gq)mn
K
B
[
qmi + (b+ gq)li
]− 1
K
mnv
i
−2
q
(b+ gq)vi
1
K
ln +
1
q
(b+ 2gq)
1
q2
vi
1
K
q(b+ gq)mn − 1
q
(b+ gq)Hin.
Making here natural reductions leads to
K
∂mi
∂yn
= −2lnmi + 1
q
(b+ gq)mnm
i +
2
B
q2lnm
i − 2
B
(b+ gq)mn
[
qmi + (b+ gq)li
]
− 1
K
mnv
i +
2
q
(b+ gq)
q
B
bmiln +
1
q
(b+ 2gq)
1
q2
vi
1
K
q(b+ gq)mn − 1
q
(b+ gq)Hin
= −mnli + 1
q
(b+ gq)mnm
i − 1
q
(b+ 2gq)mnm
i − 1
q
(b+ gq)Hin.
In this way the validity of (A.47) is straightforwardly verified.
Finally, considering the equality
K
∂Hkj
∂ym
= K
∂(hkj −mkmj)
∂ym
= −2Akjm − (lkhjm + ljhkm)
+mj
[
mml
k + gmkmm +
1
q
(b+ gq)Hkm
]
+mk
[
mml
j + gmjmm +
1
q
(b+ gq)Hjm
]
,
which is simplified to read
K
∂Hkj
∂ym
= −gmmHjk−gmjHkm−gmkHjm−2gmkmjmm−lk(Hjm+mjmm)−lj(Hkm+mkmm)
+mj
[
mml
k + gmkmm +
1
q
(b+ gq)Hkm
]
+mk
[
mml
j + gmjmm +
1
q
(b+ gq)Hjm
]
,
we can readily conclude that the formulas (A.48) and (A.49) are true.
Appendix B: Representations for connection coefficients
With (6.53) and (6.54) we evaluate the sum
Nkn + l
k ∂K
∂xn
= Nkn − lkNmn lm =
gq
B
ykyj∇nbj
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+
[(
b− 1
h
(
b+
1
2
gq
))
ηkj+
(
1
q2
vk
(
b− 1
h
(b+ gq)
)
+
(
1
h
− 1
)
bk
)
yj
]
∇nbj−hkt atnjyj
=
[(
b− 1
h
(
b+
1
2
gq
))
ηkj+
1
hq2
[−(b+gq)vk+q2bk]yj+
(
b
q2
vk − bk
)
yj
]
∇nbj−hkt atnjyj
+
gq
B
ykyj∇nbj ,
coming to the representation
Nkn = −lk
∂K
∂xn
+
[(
b− 1
h
(
b+
1
2
gq
))
ηkj +
(
1
hq
− b
2 + q2
qB
)
Kmkyj
]
∇nbj − hkt atnjyj
(B.1)
which is obviously equivalent to (6.62).
Let us differentiate (6.62) with respect to ym:
Nknm = −
1
K
hkm
∂K
∂xn
− lk ∂lm
∂xn
+
(
bm − 1
h
(
bm +
1
2q
gvm
))
HkjK
2
B
∇nbj
+
(
b− 1
h
(
b+
1
2
gq
))(
−lkHjm − ljHkm +
b
q
(mjHkm +mkHjm)
)
K
B
∇nbj
+Zmm
kyj∇nbj +
(
1
hq
− 1
q
+
gb
B
)[
−mmlk − gmkmm − 1
q
(b+ gq)Hkm
]
yj∇nbj
+
(
1
hq
− 1
q
+
gb
B
)
Kmk∇nbm − hkt atnm +
1
K
(lkhtm + lth
k
m)a
t
njy
j,
where
Zm = K
[
vm
q3
h− 1
h
+
gbm
B
− gb
B2
(
2bbm + gqbm + gb
1
q
vm + 2vm
)]
+ lm
(
1
hq
− 1
q
+
gb
B
)
.
Apply
Kbm = qmm + blm, Kvm = q
2lm − q(b+ gq)mm,
which yields
Zm = − 1
hq3
(q2lm − q(b+ gq)mm) + 1
q3
(q2lm − q(b+ gq)mm) + g(qmm + blm)
B
48
− gb
B2
(
b(2qmm + 2blm) + gq(qmm + blm) + gb(qlm − (b+ gq)mm) + 2(q2lm − q(b+ gq)mm)
)
+lm
(
1
hq
− 1
q
+
gb
B
)
,
or
Zm = − 1
hq3
[q2lm − q(b+ gq)mm] + 1
q3
[q2lm − q(b+ gq)mm] + g (q + gb)mm − blm
B
+lm
(
1
hq
− 1
q
+
gb
B
)
.
So we have
Zm =
[
1
hq2
(b+ gq)− 1
q2
(b+ gq) + g
q + gb
B
]
mm. (B.2)
Thus we can write
Nknm = −
1
K
hkm
[
gq
K2
B
lj∇nbj + ykaknjlj
]
− lk ∂lm
∂xn
+
(
qmm + blm − 1
h
(
qmm + blm +
1
2q
g(q2lm − q(b+ gq)mm)
))
HkjK
B
∇nbj
+
(
b− 1
h
(
b+
1
2
gq
))(
−lkHjm − ljHkm +
b
q
(mjHkm +mkHjm)
)
K
B
∇nbj
+
[
1
hq2
(b+ gq)− 1
q2
(b+ gq) + g
q + gb
B
]
mmm
kyj∇nbj
+
(
1
hq
− 1
q
+
gb
B
)[
−mmlk − gmkmm − 1
q
(b+ gq)Hkm
]
yj∇nbj
+
(
1
hq
− 1
q
+
gb
B
)
Kmk∇nbm − hkt atnm +
1
K
(lkhtm + lth
k
m)a
t
njy
j.
Cancelling similar terms leads to
Nknm = −g
q
K
Hkm
K2
B
lj∇nbj − lk
(
∂lm
∂xn
− htmatnjlj
)
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+
1
K
[
q − 1
h
q +
1
2h
g(b+ gq)
]
HkjmmK
2
B
∇nbj
+
(
b− 1
h
(
b+
1
2
gq
))
K
B
(
Hkjlm − lkHjm − ljHkm +
b
q
(mjHkm +mkHjm)
)
∇nbj
+K
[
1
hq2
b− 1
q2
b
]
mmm
klj∇nbj +K
(
1
hq
− 1
q
+
gb
B
)[
−mmlk − 1
q
(b+ gq)Hkm
]
lj∇nbj
+
(
1
hq
− 1
q
+
gb
B
)
Kmk∇nbm − hkt atnm. (B.3)
The equality
∂K
∂xn
= gq
K2
B
lj∇nbj + ytatnjlj
(we assume g = const) ensuing from (6.54) and (6.59) can readily be differentiated with
respect to ym, yielding
∂lm
∂xn
−htmatnjlj = g[qlm−(b+gq)mm]K
B
lj∇nbj+ gqK
B
hjm∇nbj+g2
q
K
mm
K2
B
lj∇nbj+ltatnm,
or
∂lm
∂xn
− htmatnjlj = −gbmmK
B
lj∇nbj + g q
K
K2
B
∇nbm + ltatnm. (B.4)
The representation (B.3) takes on the form
Nknm = −g
q
K
Hkm
K2
B
lj∇nbj − lk
[
−gbmmK
B
lj∇nbj + g q
K
K2
B
∇nbm
]
+
1
K
[
q − 1
h
q +
1
2h
g(b+ gq)
]
HkjmmK
2
B
∇nbj
+
(
b− 1
h
(
b+
1
2
gq
))
K
B
(
Hkjlm − lkHjm − ljHkm +
b
q
(mjHkm +mkHjm)
)
∇nbj
+K
[
1
hq2
b− 1
q2
b
]
mmm
klj∇nbj −K
(
1
hq
− 1
q
+
gb
B
)
mml
klj∇nbj
−K
[(
1
hq
− 1
q
)
(b+ gq) +
g(B − q2)
B
]
1
q
Hkmlj∇nbj +
(
1
hq
− 1
q
+
gb
B
)
Kmk∇nbm− aknm,
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or
Nknm = −lkg
q
K
K2
B
∇nbm + 1
K
[
q − 1
h
q +
1
2h
g(b+ gq)
]
HkjmmK
2
B
∇nbj
+
(
b− 1
h
(
b+
1
2
gq
))
K
B
(
Hkjlm − lkHjm − ljHkm +
b
q
(mjHkm +mkHjm)
)
∇nbj
+K
[
1
hq2
b− 1
q2
b
]
mmm
klj∇nbj − K
q
(
1
h
− 1
)
mml
klj∇nbj
−K
(
1
hq
(b+ gq)− b
q
)
1
q
Hkmlj∇nbj +
(
1
hq
− 1
q
+
gb
B
)
Kmk∇nbm − aknm. (B.5)
By the help of the equalities
B
b
q2
bi = K
b
q
mi +
B − q2
q2
yi,
b
q
mj − lj = B
K
b
q2
bj − B
q2
lj
we come to the representation
Nknm = −lkg
q
K
K2
B
∇nbm + 1
K
[
q − 1
h
q +
1
2h
g(b+ gq)
]
HkjmmK
2
B
∇nbj
+
(
b− 1
h
(
b+
1
2
gq
))
K
B
(
Hkjlm − lkHjm +
b
q
mkHjm
)
∇nbj +K b
q2
1− h
h
mmm
klj∇nbj
−K
q
(
1
h
− 1
)
mml
klj∇nbj −
(
b− 1
h
(
b+
1
2
gq
))
K
q
1
q
Hkmlj∇nbj
−K
(
1
hq
(b+ gq)− b
q
)
1
q
Hkmlj∇nbj +
(
1
hq
− 1
q
+
gb
B
)
Kmk∇nbm − aknm
which is reduced to read
Nknm = −lkg
q
K
K2
B
∇nbm + 1
K
[
q − 1
h
q +
1
2h
g(b+ gq)
]
HkjmmK
2
B
∇nbj
+
(
b− 1
h
(
b+
1
2
gq
))
K
B
(
Hkjlm − lkHjm +
b
q
mkHjm
)
∇nbj
+K
b
q2
(
1
h
− 1
)
mmm
klj∇nbj − K
q
(
1
h
− 1
)
mml
klj∇nbj − g 1
2qh
Hkmyj∇nbj
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+
(
1
hq
− 1
q
+
gb
B
)
Kmk∇nbm − aknm. (B.6)
If we write this expression in the form
Nknm = −lkg
q
K
K2
B
∇nbm + 1
K
[
q − 1
h
q +
1
2h
g(b+ gq)
]
HkjmmK
2
B
∇nbj
+
(
b− 1
h
(
b+
1
2
gq
))
K
B
(
Hkjlm − lkHjm +
b
q
mkHjm
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1
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1
h
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q
+
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b
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(
1
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q
+
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)
q
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and use
Hij =
(
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q2
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)K2
B
and Hij = rij − 1
q2
viv
j,
we obtain
Nknm =
1
K
[
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h
q +
1
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](
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)
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+
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1
2
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)
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q
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+
1
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(
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(
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q
+
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)
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(
1
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q
)
q
b
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Taking into account the formula
mm =
K
qB
(q2bm − bvm),
we arrive at
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[
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1
B
1
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+
1
h
1
2
gq
K
B
(
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q
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)
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+
1
q2
(
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h
(
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1
2
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))
1
B
(
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q
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)
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b
[
1
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b
]
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q
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+
q
b
[
1
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q2
b
]
mmy
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q
(
1
h
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)
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+
(
1
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(b+ gq)− q
B
)(
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b
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)
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(
1
hq
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q
)
q
b
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Noting also
yk − b
q
Kmk =
B
q2
vk,
we observe that
Nknm =
(
1− 1
h
)
bma
kj∇nbj − g
2hq
vma
kj∇nbj
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−
(
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h
q
)
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1
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[
q − 1
h
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]
1
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−
(
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1
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j∇nbj −
(
b− 1
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K
B
1
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g
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1
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b
]
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B
q2
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(
1
h
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)
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These coefficients fulfill the equality Nknm = −Dknm with Dknm given by (6.49).
Appendix C: Evaluation of curvature tensor
The substitution
ant =
K2
B
Hnt + bnbt + 1
q2
vnvt
changes the representation (6.75) to the form
Ek
n
ij = −
(
(1− h)bk + 1
2
g
q
vk
)K2
B
Hnt 1
h
bmat
m
ij
−
[(
(1− h)bk + 1
2
g
q
vk
) 1
q2
vnyt +
g
2q
ηnk y
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(
g
2q
vn − (1− h)bn
)
δtk
]
1
h
bmat
m
ij + ak
n
ij .
Noting also the expansion
δtk = Htk + bkbt +
1
q2
vkv
t,
we obtain
Ek
n
ij = −
(
(1− h)bk + 1
2
g
q
vk
)K2
B
Hnt 1
h
bmat
m
ij −
(
g
2q
vn − (1− h)bn
)
Htk
1
h
bmat
m
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−
[(
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2
g
q
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q2
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g
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(
g
2q
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)
1
q2
vky
t
]
1
h
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m
ij
+hnl ak
l
ij + l
nllak
l
ij
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= −
(
(1− h)bk + 1
2
g
q
vk
)K2
B
Hnt 1
h
bmat
m
ij −
(
g
2q
vn − (1− h)bn
)
Htk
1
h
bmat
m
ij
− g
2q
Hnkyt
1
h
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m
ij −
[
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q
vnvk
]
1
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1
h
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m
ijy
t
+hnl h
p
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l
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n
l lkl
pap
l
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nllh
p
kap
l
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nlllkl
pap
l
ij.
Let us consider the term
bkv
n − bnvk + g
q
vnvk = y
n
(
bk +
g
q
vk
)
−
(
bbk + vk +
g
q
bvk
)
bn
and apply (A.63)–(A.65). We obtain
bkv
n − bnvk + g
q
vnvk =
1
b
ln
(
bqmk + (B − q2)lk − g(B − q2)mk
)
+B
1
K
(gmk − lk)bn.
Using here
bn = K
1
B
[qmn + (b+ gq)ln]
leads to
bkv
n − bnvk + g
q
vnvk =
1
b
ln
(
bqmk + (B − q2)lk − g(B − q2)mk
)
+gmk [qm
n + (b+ gq)ln]− lk [qmn + (b+ gq)ln] = q[lnmk + gmkmn − lkmn].
Therefore, the term
bkv
n − bnvk = ln(qmk + blk)− 1
K
(b(qmk + blk) + q (qlk − (b+ gq)mk)) bn
can be traced to be
bkv
n − bnvk = ln(qmk + blk)− 1
K
(
(B − gbq)lk − gq2mk
)
bn
= ln(qmk + blk)−
(
(B − gbq)lk − gq2mk
) 1
B
qmn − ((B − gbq)lk − gq2mk) 1
B
(b+ gq)ln.
In this way we come to
bkv
n − bnvk = ln(qmk + blk)−
(
(B − gbq)lk − gq2mk
) 1
B
qmn
−lk(b+ gq)ln + gbqlk 1
B
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1
B
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or
bkv
n−bnvk = qlnmk−
(
(B − gbq)lk − gq2mk
) 1
B
qmn− gq
3
B
lkl
n+gq2mk
1
B
(b+gq)ln. (C.1)
It will be noted also that
llat
l
ijy
t = gq
K
B
blat
l
ijy
t. (C.2)
Thus we can write
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n
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(
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Applying the equalities
yi = (ui + gqbi)
K2
B
, bn =
1
B
[Kqmn + (b+ gq)yn]
to
llKqm
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l
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[
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l
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[
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so that
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l
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[B + gq(b+ gq)] blat
l
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t. (C.3)
So we have
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n
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(
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2
g
q
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B
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g
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t
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n
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l
ijy
t
= −
(
(1− h)bk + 1
2
g
q
vk
)K2
B
Hnt 1
h
bmat
m
ij −
(
g
2q
vn − (1− h)bn
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B
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The next step is to consider the term
mlKqm
tat
l
ij = ml
[
Bbt − (b+ gq)yt] atlij
and use (1/K)qBml = q
2bl − bvl = S2bl − bul, obtaining
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t. (C.4)
The studied tensor takes now the form
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,
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t. (C.5)
Here,
Hnl atlij = −
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The tensor
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The contraction
B
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Therefore,
BEknijE
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K2
MkijM
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The term MkijM
kij can be taken from (6.82).
The contraction (C.8) can be written in the alternative form
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h
ij
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Here,
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Another coefficient is
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We can follow the steps
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The contraction becomes eventually
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Now we are to verify the representation (6.77)–(6.78).
Using (A.60) together with (6.73) yields
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2
mk
[(
(1− h)b+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij −Hnl atlijyt −
1
q
Kmn
1
h
ytblat
l
ij
]
− 1
K
g
2
mn
[(
(1− h)b+ 1
2
gq
)K2
B
Htk
1
h
blat
l
ij −Hklatlijyt − 1
q
Kmk
1
h
ytblat
l
ij
]
,
where (6.72) has been applied.
Reducing similar terms leaves us with
ρk
n
ij +
1
K
lkM
n
ij − 1
K
lnMkij =
[g
2
gqbl − hKml
]
mk
K
B
Hnt 1
h
atlij
+
1
h
(1− h)qK 1
B
(Htkmn −Hntmk)blatlij +Hnl Htkatlij +mnmlHtkatlij
− 1
K
g
2
mk
[(
−hb+ 1
2
gq
)K2
B
Hnt 1
h
blat
l
ij −Hnl atlijyt
]
− 1
K
g
2
mn
[(
−hb+ 1
2
gq
)K2
B
Htk
1
h
blat
l
ij −Hklatlijyt
]
.
Here it is convenient to apply the relation
mia
il =
K
B
[q2 + b2
B
Kml +
gq2
B
yl
]
, (C.13)
which comes from the chain
mia
il =
K
qB
(q2bl − bvl) = K
qB
[
q2
1
B
[
Kqml + (b+ gq)yl
]− b q
B
[−Kbml + qyl] ].
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By lowering the index, we obtain
ρknij +
1
K
lkMnij − 1
K
lnMkij =
[g
2
gqbl − hKml
]
mk
K
B
Htn
1
h
atlij
+
1
h
(1− h)qK 1
B
(Htkmn −Htnmk)blatlij
+HlnHtkatlij
K2
B
+mn
K
B
[q2 + b2
B
Kml +
gq2
B
yl
]
Htkatlij
− 1
K
g
2
mk
[(
−hb+ 1
2
gq
)
Htn
1
h
blat
l
ij −Hlnatlijyt
]
K2
B
− 1
K
g
2
mn
[(
−hb+ 1
2
gq
)
Htk
1
h
blat
l
ij −Hlkatlijyt
]
K2
B
.
Using the equality Bbl =
[
Kqml + (b+ gq)yl
]
leads to the following result after a short
simplification:
ρknij = −
1
K
(lkMnij − lnMkij) + (mkHtn −mnHtk)Ptij +HtkHlnatlij
K2
B
(C.14)
with
Ptij = −1
h
(1− h)qK
B
blatlij − K
2
B2
(
B − 1
2
gbq
)
mlatlij
− g
2
q2ylatlij
K
B2
+
1
h
g2q
4
(b+ gq)ylatlij
K
B2
+
1
h
g2q2
4
mlatlij
K2
B2
. (C.15)
Inserting the vector
ml =
1
Kq
[Bbl − (b+ gq)yl]
leads to
Ptij = −1
h
(1− h)qK
B
blatlij − K
B2
(
B − 1
2
gbq
)
1
q
[Bbl − (b+ gq)yl]atlij
− g
2
q2ylatlij
K
B2
+
1
h
g2q
4
(b+ gq)ylatlij
K
B2
+
1
h
g2q2
4
1
q
[Bbl − (b+ gq)yl]atlij K
B2
, (C.16)
so that
Ptij = −
[
hq2 + b
(
b+
1
2
gq
)]
K
qB
blatlij+
K
B2
(
B − 1
2
gbq
)
1
q
(b+ gq)ylatlij− g
2
q2ylatlij
K
B2
,
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which can be simplified to read
Ptij =
[
−
[
hq2 + b
(
b+
1
2
gq
)]
blatlij +
(
b+
1
2
gq
)
ylatlij
]
K
qB
. (C.17)
The representation (6.77)–(6.78) is valid.
Let us find
qB
K
ηntPn
ij =
[
−
[
hq2 + b
(
b+
1
2
gq
)]
bl +
(
b+
1
2
gq
)
yl
]
atlij
−bt
(
b+
1
2
gq
)
ylbhahlij − 1
q2
vt
[
−
[
hq2 + b
(
b+
1
2
gq
)]
bl +
(
b+
1
2
gq
)
yl
]
vhahlij
=
[
−
[
hq2 + b
(
b+
1
2
gq
)]
bl +
(
b+
1
2
gq
)
yl
]
atlij −
[
hvt +
(
b+
1
2
gq
)
bt
]
ylbhahlij
and (
qB
K
)2
ηntPn
ijPtij = hq
2blatlij
[
hq2 + b
(
b+
1
2
gq
)]
bhathij
−
(
b+
1
2
gq
)
vlatlij
[
hq2 + b
(
b+
1
2
gq
)]
bhathij
+
[
−hq2blatlij +
(
b+
1
2
gq
)
vlatlij
](
b+
1
2
gq
)
vhathij
+
[
−hq2blatlij +
(
b+
1
2
gq
)
vlatlij
](
b+
1
2
gq
)
bbhathij
−
[
−hq2blatlij +
(
b+
1
2
gq
)
vlatlij
] [
hvt +
(
b+
1
2
gq
)
bt
]
vhbuauhij .
So we have (
qB
K
)2
ηntPn
ijPtij = −Bbtbuauvijvvvlatlij
+ h2q4blatlijb
hathij +
[
−2hq2blatlij +
(
b+
1
2
gq
)
vlatlij
](
b+
1
2
gq
)
vhathij. (C.18)
From (C.14) it follows that
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ρknijρknij = 2
1
K2
MnijMnij + 2HnuPuijHtnPtij +HkuHnvauvij
K2
B
HtkHlnatlij
K2
B
= 2
1
K2
MnijMnij + 2η
ntPn
ijPtij
B
K2
+ ηtuηlvauv
ijatlij
= 2
1
K2
MnijMnij − 2 1
q2
btbuauv
ijvvvlatlij + a
tuauv
ij
(
alv − blbv − 1
q2
vvvl
)
atlij
+
2
B
h2q2blatlijb
hathij +
2
Bq2
[
−2hq2blatlij
(
b+
1
2
gq
)
+
(
b+
1
2
gq
)2
vlatlij
]
vhathij
−btbuauvij
(
alv − 1
q2
vvvl
)
atlij − 1
q2
vuvtauv
ij
(
alv − blbv) atlij ,
or
ρknijρknij = a
knijaknij + 2
1
K2
MnijMnij − 2
B
(
b+
1
2
gq
)2
blatlijb
hathij
−h 2
B
blatlij
(
b+
1
2
gq
)
vhathij − h 2
B
[
blatlij
(
b+
1
2
gq
)
+ hvlatlij
]
vhathij
= aknijaknij + 2
1
K2
MnijMnij − 2
B
[
hvl +
(
b+
g
2
q
)
bl
]
al
nij
[
hvh +
(
b+
g
2
q
)
bh
]
ahnij.
Inserting here (6.82), we find
ρknijρknij = a
knijaknij+2
(
1
h2
− 1
)
B
[
hvl +
(
b+
g
2
q
)
bl
]
al
nij
[
hvh +
(
b+
g
2
q
)
bh
]
ahnij.
(C.19)
Using
ζ i =
[
hvi + (b+
1
2
gq)bi
]
S√
B
(see (6.26) and (6.39)), we arrive at the representation
ρknijρknij = a
knijaknij +
2
S2
(
1
h2
− 1
)
ζ lal
nijζhahnij (C.20)
which is equivalent to (6.87).
66
Appendix D: Important coefficients
In processing the involved calculations it is useful to take into account the equalities
ynmah
m
ijζ
h
k = −
(
1
N
Ck − 1
K2
(1− h)yk
)
Mnij + y
n
mah
m
ijE
h
k (D.1)
(ζhk and E
h
k are indicated in (6.36)),
ζhkm =
∂ζhk
∂ym
=
1
2q
gηkmb
hJ
1
κh
+
1
N
EhkCm − (1− h)ym
1
K2
Ehk
+
1
N
ζhmCk − (1− h)yk
1
K2
ζhm+
1
N
ζh
∂Ck
∂ym
− (1− h)gkm 1
K2
ζh+2(1− h)ykym 1
K4
ζh, (D.2)
and
ynhζ
h
km =
1
N
δnmCk−(1−h)yk
1
K2
δnm+
1
N
CnJ2ηkm+
1
N
hnkCm−(1−h)ym
1
K2
(
δnk−
1
h
1
N
Cky
n
)
− ym 1
K2
1
h
(1− h)2yk 1
K2
yn − 1
h
yn
1
N
1
K2
ymCk + (1− h)yngkm 1
K2
+ 2
1
h
yn(1− h)ykym 1
K4
,
(D.3)
together with
ynhζ
h
kmM
m
ij =
(
Ck
N
− (1− h) yk
K2
)
Mnij +
(
Cn
N
J2ηkm + h
n
k
Cm
N
+
yn
K2
(1− h)gkm
)
Mmij
=
1
N
CkM
n
ij−(1−h)yk 1
K2
Mnij+
1
N
ηnkCmM
m
ij+
1
N
CngkmM
m
ij+y
n(1−h)gkm 1
K2
Mmij.
With the help of the formula (A.8) of Appendix A, the last representation can be
written merely as
ynhζ
h
kmM
m
ij = C
n
kmM
m
ij + (1− h) 1
K2
(yngkmM
m
ij − ykMnij) . (D.4)
Also,
1
J2
gklM
l
ij = ak
m
ijvm +
1
h
[
b+
1
2
gq
]
bmak
m
ij − 1
h
[
g
2q
vk + (1− h)bk
]
bmy
tat
m
ij . (D.5)
If we use the representation (6.36) and apply the formulas (A.24), (A.25), (A.29),
(A.30), and (A.33), we obtain
ζmnj =
(
1
N
Cn − (1− h) 1
K2
yn
)
ζmj +
(
1
N
Cj − (1− h) 1
K2
yj
)
ζmn +
g
2q
ηnjb
mJ
1
κh
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−
(
1
N
Cn − (1− h) 1
K2
yn
)
1
N
Cjζ
m +
1
K2
(1− h)
(
1
N
Cn − (1− h) 1
K2
yn
)
yjζ
m
+
(
− 1
K
ln
1
N
Cj − 1
K
lj
1
N
Cn − 1
B
1
2
gb
q
ηnj +
2
N
1
N
CnCj
)
ζm − (1− h)(gnj − 2lnlj) 1
K2
ζm.
Simplifying yields the representation
ζmnj =
(
1
N
Cn − (1− h) 1
K2
yn
)
ζmj +
(
1
N
Cj − (1− h) 1
K2
yj
)
ζmn +
g
2q
ηnjb
mJ
1
κh
−h 1
K2
1
N
(ynCj + yjCn)ζ
m + h(1− h) 1
K4
ynyjζ
m
+
(
− 1
B
1
2
gb
q
ηnj +
1
N
1
N
CnCj
)
ζm − (1− h)hnj 1
K2
ζm, (D.6)
from which it follows that
ykj ζ
m
kny
n
h =
(
1
N
Cny
n
h −
1− h
hS2
ζh
)
δmj +
(
1
N
Cny
n
j −
1− h
hS2
ζj
)
δmh +
g
2q
bm
J
κh
ηnky
n
hy
k
j
− 1
N
Cky
k
j
1
S2
ζhζ
m − 1
N
Cky
k
h
1
S2
ζjζ
m + h(1− h) 1
h2S4
ζhζjζ
m
− 1
B
1
2
gb
q
ηnky
n
hy
k
j ζ
m+
1
N
1
N
CnCky
n
hy
k
j ζ
m−(1−h)ηnk 1
B
ynhy
k
j ζ
m−(1−h)2
g
2
g
1
N
1
N
CnCky
n
hy
k
j ζ
m.
Eventually, we arrive at
ykj ζ
m
kny
n
h = Qhδ
m
j +Qjδ
m
h +
g
2q
bm
κ
Jh
ηhj + h(1− h) 1
h2S4
ζhζjζ
m
−Mj 1
S2
ζhζ
m −Mh 1
S2
ζjζ
m − 1
B
1
2
gb
q
ηhj
κ
J
κ
J
ζm +MhMjζ
m
− (1− h)ηnk 1
B
ynhy
k
j ζ
m − (1− h)2
g
2
g
1
N
1
N
CnCky
n
hy
k
j ζ
m, (D.7)
where
Qh =Mh − (1− h) 1
hS2
ζh
with
Mh =
[
1
N
Ch +
gq
2B
(
(h− 1)bh − gT
2
[ζh − ζ lblbh]
)]
κ
J
.
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Using the equalities
1
N
Ch =
1
h
g
1
2qB
(hq2bh − bhvh) = 1
h
g
1
2qB
[hq2 + b(b+
1
2
gq]bh − g 1
2qB
bζh
κ
J
yields
Mh =
[
−g 1
2qB
bζh
κ
J
+
gq
2B
(
hbh − gT
2
ζh +
1
hq2
(b+
1
2
gq)2
)]
κ
J
=
[
− g
2qB
bζh
κ
J
+
gq
2B
(
B
hq2
bh − κ
J
g
2q
ζh
)]
κ
J
,
or
Mh = − g
2qB
(b+
1
2
gq)ζh
κ
J
κ
J
+
g
2qh
bh
κ
J
.
Here we can apply (6.39), which yields
Mh = − g
2qhS2
(b+
1
2
gq)ζh +
g
2qh
bh
κ
J
. (D.8)
By means of the transition rule (4.6) the tensor Ek
n
ij can be transformed into the
tensor Lk
n
ij := y
t
kζ
n
l Et
l
ij of the Riemannian space RN , which yields
Lk
n
ij = ak
n
ij − γnktζhahtij (D.9)
with the coefficients γnkt = y
r
ky
s
t ζ
n
rs given by (D.7).
The coefficients (6.45) can be transformed as follows:
yki =
[(
bi − g
2qh
vi
)
bk +
1
h
(
δki − bibk
)]hκ
J
+
1
B
{
1− h
h
[
hvi + (b+
1
2
gq)bi
]
+
g
2h2q
(b+
1
2
gq)
[
hvi + (b+
1
2
gq)bi
]
− g
2h2q
bi
}
hκ
J
yk,
getting
yki =
[(
bi − g
2qh
vi
)
bk +
1
h
(
δki − bibk
)]hκ
J
+
1
Bhq
[
(h− h2)q + g
2
(b+
1
2
gq)
]
hκ
J
viy
k +
1
B
(
1
h
(b+
1
2
gq)− b− gq
)
hκ
J
biy
k, (D.10)
or
ynm = δ
n
m
κ
J
− vmCnJ
2
N
κ
J
− (1− h)bmCn2qJ
2
gN
κ
J
− 1
B
(
(1− h)vm + gq
2
bm
)
κ
J
yn, (D.11)
which entails
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yki b
i =
[
bk +
1
B
(
1
h
(
b+
1
2
gq
)
− b− gq
)
yk
]
hκ
J
. (D.12)
Appendix E: Fixed tangent space of the FFPDg -space
Let us introduce the orthonormal frame hpi (x) of the input Riemannian metric tensor
aij(x):
aij = epqh
p
ih
q
j , (E.1)
where {epq} is the Euclidean diagonal: epq = diagonal(+...+); the indices p, q, ... will be
specified on the range 1, ..., N ; and the indices a, b, ... on the range 1, ..., N − 1. Denote
by hip the reciprocal frame, so that h
j
ph
p
i = δ
j
i . At any fixed point x, we can represent the
tangent vectors y by their frame-components:
Rp = hpi y
i, (E.2)
and use the components
gpq = h
i
ph
j
qgij (E.3)
of the Finslerian metric tensor gij.
In the FFPDg -space, it is convenient to specify the frame such that the N -th com-
ponent hNi (x) becomes collinear to the input vector field bi(x). Under these conditions,
the 1-form b reads merely b = z and we have bp = {0, 0, ..., 1} and bp = {0, 0, ..., 1}. We
obtain the decomposition Rp = {Ra, RN}, together with q2 = eadRaRd. Also the notation
RN = z (E.4)
will be used.
In any fixed tangent space TxM we can obtain the covariant components Rp = h
i
pyi
through the definition
Rp :=
1
2
∂K2(g;R)
∂Rp
.
With the help of (6.1)-(6.5) we find
Ra = eabR
bJ2, RN = (z + gq)J
2. (E.5)
For the respective Finsleroid metric tensor components
gpq(g;R) :=
1
2
∂2K2(g;R)
∂Rp∂Rq
=
∂Rp(g;R)
∂Rq
we obtain
gNN(g;R) = [(z + gq)
2 + q2]J2, gNa(g;R) = gqeabR
bJ2, (E.6)
gab(g;R) = J
2eab − g eadR
debeR
ez
q
J2. (E.7)
The components of the inverted metric tensor read
gNN(g;R) = (z2 + q2)
1
K2
, gNa(g;R) = −gqRa 1
K2
, (E.8)
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gab(g;R) =
B
K2
eab + g(z + gq)
RaRb
q
1
K2
. (E.9)
It can readily be verified that
det(gpq) = J
2N > 0. (E.10)
The above formulas are valid at an arbitrary dimension N ≥ 2.
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