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Abstract
It has been argued that Nekrasov’s partition function gives the generating func-
tion of refined BPS state counting in the compactification of M theory on local
Calabi-Yau spaces. We show that a refined version of the topological vertex we
previously proposed (hep-th/0502061) is a building block of Nekrasov’s partition
function with two equivariant parameters. Compared with another refined topo-
logical vertex by Iqbal, Kozcaz and Vafa (hep-th/0701156), our refined vertex is
expressed entirely in terms of the specialization of the Macdonald symmetric func-
tions which is related to the equivariant character of the Hilbert scheme of points
on C2. We provide diagrammatic rules for computing the partition function from
the web diagrams appearing in geometric engineering of Yang-Mills theory with
eight supercharges. Our refined vertex has a simple transformation law under the
flop operation of the diagram, which suggests that homological invariants of the
Hopf link are related to the Macdonald functions.
1 Introduction
The problem of instanton counting is one of the important aspects of nonperturbative
dynamics in gauge and string theory. The result is encoded in the partition function of
topological gauge and string theories, which is often computed exactly by the duality
and/or the localization principle. A celebrated example in gauge theory is Nekrasov’s
partition function ZNek(ǫi, aℓ,Λ), which reproduces the Seiberg-Witten prepotential from
the microscopic viewpoint of equivariant integration over the instanton moduli space [1].
On the string theory side, the topological vertex Cλ1λ2λ3(q) is constructed based on the
geometric transition, which is a duality of topological closed string to the Chern-Simons
theory [2, 3]. The topological vertex provides a building block of all genus topological
string amplitudes on local toric Calabi-Yau 3-fold. It is amusing that these two instanton
counting problems are actually related in an appropriate setup, which is expected from
geometric engineering [4, 5].
To compute the integration over the instanton moduli space of SU(N) gauge theory,
Nekrasov considered the toric action on R4 ≃ C2 ∋ (z1, z2) → (eiǫ1z1, eiǫ2z2), which
induces the toric action on the moduli space of framed instantons. By the localization
theorem, the integral becomes a sum over the contributions from each fixed point of the
toric action, which is labeled by the set of N Young diagrams (the “colored” partitions)
{λℓ}Nℓ=1, (λℓ,1 ≥ λℓ,2 ≥ · · · ≥ λℓ,i ≥ λℓ,i+1 ≥ · · · ). As a consequence we obtain Nekrasov’s
partition function [6]:
ZNek(ǫ1, ǫ2, aℓ,Λ) =
∑
{λℓ}
Λ2N |λ|∏N
α,β=1 n
{λℓ}
α,β (ǫ1, ǫ2, aℓ)
, (1.1)
where |λ| =∑Nℓ=1∑1≤i λℓ,i and
n
{λℓ}
α,β =
∏
s∈λα
(−ℓλβ(s)ǫ1 + (aλα(s) + 1)ǫ2 + aβ − aα)∏
t∈λβ
(
(ℓλα(t) + 1)ǫ1 − aλβ(t)ǫ2 + aβ − aα
)
. (1.2)
The parameter Λ of instanton expansion is introduced as a dynamical scale in the renor-
malization. The vacuum expectation values of the scalar fields in the vector multiplets
are aα, 1 ≤ α ≤ N . Mathematically they are equivariant parameters for the action of
maximal torus on the gauge group. We denote the leg length and the arm length at
s = (i, j) with respect to the Young diagram λ by ℓλ(i, j) = λ
∨
j − i, and aλ(i, j) = λi− j,
respectively. The relation to the (topological) string theory becomes transparent, if we
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consider a five-dimensional (“trigonometric”, orK-theoretic) lift of the partition function
by promoting the factors n
{λℓ}
α,β (ǫ1, ǫ2, aℓ) in the denominator to
N
{λℓ}
α,β (ǫ1, ǫ2, aℓ) =
∏
s∈λα
(
1− t−ℓλβ (s)q−aλα(s)−1eβ/eα
) ∏
t∈λβ
(
1− tℓλα(t)+1qaλβ (t)eβ/eα
)
,
(1.3)
where (q, t) := (eǫ2 , e−ǫ1) and eα := e
−aα . We can show that, when q = t = e−gs,
Nekrasov’s partition function is nothing but the topological string amplitude on an ap-
propriate local toric Calabi-Yau manifold [7]–[12].
All genus topological string amplitude on local Calabi-Yau 3-fold can be computed
by a diagrammatic rule, in terms of the topological vertex:
Cµλν(q) = q
κ(ν)
2 sλ(q
ρ)
∑
η
sµ/η(q
λ∨+ρ)sν∨/η(q
λ+ρ) , (1.4)
where sλ/µ(x) is the (skew) Schur function and q
λ+ρ means the substitution xi := q
λi−i+
1
2 .
The partition λ∨ is defined by the transpose of the corresponding Young diagram. The
definition of κ(λ) is given in Appendix E1. Then a natural question is: For generic
parameters (ǫ1, ǫ2), can we obtain ZNek(ǫi, aℓ,Λ) in a similar manner by generalizing the
topological vertex Cµλν(q)? This is the problem of constructing a refined topological
vertex. An answer to this question has been given by Iqbal, Kozcaz and Vafa [13]. The
refined topological vertex they proposed is
C
(IKV )
µνλ (t, q) =(q
t
) ||ν||2+||λ||2
2
t
κ(ν)
2 Pλ∨(t
−ρ; q, t)
∑
η
(q
t
) |η|+|µ|−|ν|
2
sµ∨/η(q
−λt−ρ)sν/η(t
−λ∨q−ρ) . (1.5)
As before, qλtρ etc. means the specialization xi := q
λit
1
2
−i. On the other hand, before
the proposal in [13] we had introduced the following vertex in [14]2:
Cµλ
ν(q, t) =
fν (q, t)
−1Pλ(t
ρ; q, t)
∑
η
(q
t
) |η|−|ν|
2
ιPµ∨/η∨(−tλ∨qρ; t, q)Pν/η(qλtρ; q, t) . (1.6)
It is convenient to introduce the conjugate vertex Cµλν(q, t) := Cµ∨λ∨
ν∨(t, q)(−1)|µ|+|λ|+|ν|.
Note that the conjugation involves the exchange of t and q. The refined vertex C
(IKV )
µνλ (t, q)
1Our notations for partitions are summarized in Appendix E.
2We have slightly changed the original definition in [14] by improving the framing factor.
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partly employs the Macdonald function Pλ(x; q, t) [15], but there still remain the skew
Schur functions3. Compared with it, our proposal eliminates the skew Schur func-
tions completely and the vertex is expressed in terms of the (skew) Macdonald function
Pλ/µ(x; q, t). The price for this elimination is that we have to introduce the involution ι
on the algebra of symmetric functions defined by ι(pn) = −pn, where pn(x) :=
∑∞
i=1 x
n
i is
the power sum function. Since {pn(x)}∞n=1 forms a “multiplicative” basis of the algebra
of the symmetric functions, the involution ι is uniquely defined by the above relation. Fi-
nally fλ (q, t) := (−1)|λ|q ||λ||
2
2 t−
||λ∨||2
2 is the framing factor proposed recently by Taki [16].
The refined vertex C
(IKV )
µνλ (t, q) has a nice interpretation as the counting of “unisotropic”
plane partitions, or by statistical mechanics of the melting crystal model [17, 13, 18]. Al-
though the relation of our vertex to such a statistical model is unclear, our vertex is more
symmetric than C
(IKV )
µνλ (t, q), since we have replaced all the (skew) Schur functions in the
topological vertex by the (skew) Macdonald functions. However, it seems impossible to
make Cµλ
ν(q, t) completely symmetric under the cyclic permutation of partitions.
In [13] it is claimed (see also the arguments in [16]) that one can reproduce Nekrasov’s
partition function from the refined topological vertex C
(IKV )
µνλ (t, q). As we mentioned
already in [14], our vertex (1.6) also reproduces the SU(N) Nekrasov’s partition function,
and in this article we will show it concretely. Though C
(IKV )
µνλ (t, q) and Cµλ
ν(q, t) are
different, they give the same result as long as we put trivial representations to external
edges, which is the case when we compute Nekrasov’s partition function by the method
of topological vertex. The Schur functions and the Macdonald functions are two different
basis of the space of symmetric functions and hence they satisfy the Cauchy formulas
of the same type (see section 5.2 and Appendix B). This is a technical reason why
C
(IKV )
µνλ (t, q) and Cµλ
ν(q, t) give the same result after taking the summation over the
partitions attached to internal edges. We should emphasize that, throughout this article
except for appendix D, q and t are treated as formal parameters and we do not use any
asymptotic computations such as limN→∞ q
N = 0 otherwise stated.
In this paper we show that the refined topological vertex gives a building block of
the K-theoretic lift of Nekrasov’s partition function. We would like to point out the
following possible application. It has been argued Nekrasov’s partition function gives the
generating function of refined BPS state counting in the compactification ofM theory on
local Calabi-Yau spaces [11, 14, 13]. As far as we know (see appendix C, for examples),
the refined BPS state counting always gives integers, which is a refined version of the
conjecture of the integrality of the Gopakumar-Vafa invariants [19]–[21]. Recently the
3However, this implies a nice interpretation in terms of plane partitions.
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conjecture has been proven for local toric Calabi-Yau 3-folds [22]–[24]. The existence
of the topological vertex is one of the important ingredients in the proofs. Hence one
may expect that the refined vertex is helpful in proving the integrality of the refined
Gopakumar-Vafa invariants for the local toric case. Macdonald functions are also related
to q-deformed Virasoro and W algebras [25]. We hope these quantum groups play an
important role in topological string theory and Yang-Mills theory.
The paper is organized as follows: In section 2 we introduce the K-theoretic lift of
Nekrasov’s partition function following a mathematical formulation in [26, 27]. The K-
theoretic lift allows the Chern-Simons coupling m ∈ Z and we find that the framing
factor fλ (q, t) of the refined topological vertex arises naturally from the m dependence
of the partition function. We also examine the symmetry of the partition function under
rL : (q, t) → (q−1, t−1) and rR : (q, t) → (t, q). This is a necessary condition for the
K-theoretic lift to be interpreted as a character of Spin(4) = SU(2)L × SU(2)R. In
section 3 we review the idea of geometric engineering. When we compute the partition
function using the refined topological vertex as a building block, we will fix a preferred
direction, for which we mainly choose the horizontal left arrow (−1, 0) in this paper. The
(dual) toric diagram in geometric engineering has a feature in which we can arrange the
diagram so that each vertex has a unique edge with the preferred direction. To emphasize
the fact that we fix the preferred direction of the diagram, we will call it web diagram
in the following. We define our refined topological vertex in section 4. The gluing rules
of the vertex for computing the partition function are also provided. In section 5 we
consider four-point functions obtained by gluing two refined vertices. We show that the
four-point function enjoys a rather simple transformation law under the flop operation
of the web diagram. Based on this transformation law we argue a possible relation of
our refined vertex to homological invariants of the Hopf link [28, 29]. In section 6 we
discuss one-loop diagrams with some examples. Finally, we present several examples of
the computation of the partition function in sections 7–9. In appendix A we explain the
equivalence between several expressions of the Nekrasov formula. In appendix B we give
a definition of the Macdonald symmetric functions and collect several useful formulas.
We present examples of the refined BPS state counting in appendix C. In appendix D
we remark that our refined topological vertex can be expressed in terms of the q-Dunkl
operator. Appendix E gives a list of notations and some identities for partitions used in
this paper.
The following notations are used through this article. q and t are formal parameters
otherwise stated. Let λ be a Young diagram, i.e. a partition λ = (λ1, λ2, · · · ), which is
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a sequence of nonnegative integers such that λi ≥ λi+1 and |λ| =
∑
i λi < ∞. λ∨ is its
conjugate (dual) diagram. ℓ(λ) = λ∨1 is the length and |λ| =
∑
i λi is the weight. For
each square s = (i, j) in λ,
a(s) :=λi − j, a′(s) := j − 1,
ℓ(s) :=λ∨j − i, ℓ′(s) := i− 1, (1.7)
are the arm length, arm colength, leg length and leg colength, respectively4. Let pn(x) =∑∞
i=1 x
n
i be the power sum function in the set of variables x = (x1, x2, · · · ). If |t−1| < 1,
the variable qλtρ stands for xi = q
λit
1
2
−i. But for all t ∈ C, we define
pn(cq
λtρ) := cn
∞∑
i=1
(qnλi − 1)tn( 12−i) + c
n
t
n
2 − t−n2 , q, t, c ∈ C,
pn(cq
λtρ, cLt−ρ) := cn
∞∑
i=1
(qnλi − 1)tn( 12−i) + cn 1− L
n
t
n
2 − t−n2 , q, t, c, L ∈ C
= cn
N∑
i=1
qnλitn(
1
2
−i), q, t, c ∈ C, L = t−N , N ∈ N. (1.8)
All symmetric functions in this article are treated as polynomials in the power sum
symmetric functions (p1, p2, · · · ). Finally, we often use u := (qt) 12 and v := (q/t)
1
2 .
2 Structure of Nekrasov’s Partition Function
2.1 Partition function with Chern-Simons coupling
The five-dimensional lift of Nekrasov’s partition function of SU(Nc) theory is given by
the summation over the set of Nc Young diagrams (or colored partitions) {λα}Ncα=1, as
follows:
Z inst(ǫ1, ǫ2; aα,Λ) =
∑
{λα}
(
e−
ǫ1+ǫ2
2 Λ2
)Nc·|λ|
∏Nc
α,β=1N
{λα}
α,β (ǫ1, ǫ2; aα)
.
The product in the denominator is the equivariant Euler character of the tangent space
to the instanton moduli space M(Nc, k) at a fixed point of the toric action, which is
labeled by {λα}Ncα=1 with |λ| = k . Each factor is given by
N
{λα}
α,β (ǫ1, ǫ2; aα) =
∏
s∈λα
(
1− eℓλβ (s)ǫ1−(aλα (s)+1)ǫ2+aα−aβ
) ∏
t∈λβ
(
1− e−(ℓλα (t)+1)ǫ1+aλβ (t)ǫ2+aα−aβ
)
.
(2.1)
4In [13] the definitions of the arm length and the leg length are exchanged.
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The product
∏Nc
α,β=1N
{λα}
α,β (ǫ1, ǫ2; aα) consists of 2Nck factors, which agree to the complex
dimensions of M(Nc, k). In [26, 27] the five-dimensional lift is mathematically identified
as the K-theoretic lift and it is computed as follows:
Z instm (ǫ1, ǫ2; aα,Λ)
=
∞∑
k=0
(
e−
1
2
(Nc+m)(ǫ1+ǫ2)Λ2Nc
)k∑
i
(−1)ichH i(M(Nc, k),L⊗m)
=
∑
{λα}
(
e−
1
2
(Nc+m)(ǫ1+ǫ2)Λ2Nc
)|λ|
∏
α,βN
{λα}
α,β (ǫ1, ǫ2; aα)
· exp
(
m
∑
α
∑
s∈λα
(aα − ℓ′(s)ǫ1 − a′(s)ǫ2)
)
, (2.2)
where M(Nc, k) is the framed moduli space of rank Nc torsion free sheaves E on P
2 with
c2(E) = k. The line bundle L over M(Nc, k) is defined by
L := det [R1(p2)∗(E ⊗ (p1)∗OP2(−ℓ∞))] , (2.3)
where E is the universal sheaf on P2 ×M(Nc, k) and p1,2 is the projection to the first or
the second component. Physically Z instm is the instanton part of the partition function of
SU(Nc) gauge theory on R
4 × S1 with eight supercharges, and the power m ∈ Z of the
line bundle L is identified as the coefficient of the five-dimensional Chern-Simons term
[30].
Let (q, t) := (eǫ2, e−ǫ1), eα := e
−aα and Qα,β := eα/eβ;
5 then Z instm (ǫ1, ǫ2; aα,Λ) is
written as
Z instm (e1, · · · , eNc ,Λ; q, t) =
∑
{λα}
∏Nc
α=1
(
v−NcΛ2Nc (−eα)−m
)|λα|
fλα (q, t)
−m∏Nc
α,β=1Nλαλβ (Qα,β ; q, t)
, (2.4)
with v := (q/t)
1
2 and
Nλαλβ (Qα,β; q, t) :=N
{λα}
β,α (ǫ1, ǫ2; aα)
=
∏
s∈λα
(
1− qaλα(s)tℓλβ (s)+1Qα,β
)∏
t∈λβ
(
1− q−aλβ (t)−1t−ℓλα(t)Qα,β
)
,(2.5)
where |λ| is the number of boxes of λ and
fλ (q, t) :=
∏
s∈λ
(−1)qa′(s)+ 12 t−ℓ′(s)− 12 =
∏
(i,j)∈λ
(−1)qλi−j+ 12 t−λ∨j +i− 12 , (2.6)
5The different conventions (q, t) := (e−ǫ2 , eǫ1) and Qβ,α := eα/eβ are also used in the literature.
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is the framing factor 6 which has been proposed by Taki [16]. This is nothing but the m
dependent (q, t) factor of the partition function. Note that the framing factor satisfies
the following symmetry:
fλ (q, t) = fλ
(
q−1, t−1
)−1
= fλ∨ (t, q)
−1 . (2.7)
Let u = (qt)
1
2 and v = (q/t)
1
2 . We have the following six equivalent expressions of
Nλµ (Q; q, t):
Proposition.
Nλµ (Q; q, t)=
∏
(i,j)∈µ
(
1−Qqλi−jtµ∨j −i+1
) ∏
(i,j)∈λ
(
1−Qq−µi+j−1t−λ∨j +i
)
, (2.8)
Nλµ (Q; q, t)=
∏
(i,j)∈λ
(
1−Qqλi−jtµ∨j −i+1
) ∏
(i,j)∈µ
(
1−Qq−µi+j−1t−λ∨j +i
)
, (2.9)
Nλµ (Q; q, t)=Π0
(
−v−1Qqλtρ, tµ∨qρ
)
/Π0
(−v−1Qtρ, qρ) , (2.10)
Nλµ (Q; q, t)=Π0
(
−v−1Qt−λ∨q−ρ, q−µt−ρ
)
/Π0
(−v−1Qq−ρ, t−ρ) , (2.11)
Nλµ (Q; q, t)=Π
(
Qqλtρ, q−µt−ρ; q, t
)
/Π
(
Qtρ, t−ρ; q, t
)
, (2.12)
Nλµ (Q; q, t)=Π
(
Qtµ
∨
qρ, t−λ
∨
q−ρ; t−1, q−1
)
/Π
(
Qqρ, q−ρ; t−1, q−1
)
. (2.13)
where
Π0(−x, y) := exp
{
−
∑
n>0
1
n
pn(x)pn(y)
}
=
∏
i,j
(1− xiyj), (2.14)
Π(vx, y; q, t) := exp
{∑
n>0
1
n
t
n
2 − t−n2
q
n
2 − q−n2 pn(x)pn(y)
}
=

∏
i,j
(uxiyj; q)∞
(vxiyj ; q)∞
, |q| < 1
∏
i,j
(u−1xiyj; q
−1)∞
(v−1xiyj; q−1)∞
, |q−1| < 1.
(2.15)
Here (x; q)∞ is the q-shifted factorial (x; q)∞ :=
∏
k∈Z≥0
(1 − qkx). Note that when
|q−1|, |t−1| < 1, (2.10) is written as
∞∏
i,j=1
(
1−Qqλi−jtµ∨j −i+1
)
/
(
1−Qt1−iq−j) . (2.16)
6In terms of ||λ||2 :=∑i λ2i = 2∑s∈λ(a(s) + 12 ), this is fλ (q, t) = (−1)|λ|q 12 ||λ||2t− 12 ||λ∨||2 .
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and also when |q| < 1, (2.12) is
∞∏
i,j=1
(
Qqλi−µj tj−i+1; q
)
∞
(Qqλi−µj tj−i; q)∞
(Qtj−i; q)∞
(Qtj−i+1; q)∞
. (2.17)
The equivalence of these six expressions are proved in app. A. The first formula, (2.8), is
given by [6], and (2.10)–(2.12) by [31]. In this article, we mainly use (2.9) and (2.10).
2.2 Another form of the partition function
Let us transform Nekrasov’s partition function Z instm so that it becomes transparent, and
compare it with the amplitude constructed by the method of topological vertex. Using
(E.9), i.e. ∏
(i,j)∈λ
qµi−j
∏
(i,j)∈µ
q−λi+j−1 =
∏
(i,j)∈µ
qµi−j
∏
(i,j)∈λ
q−λi+j−1, (2.18)
we can show, from (2.8), that
Nµλ
(
Q−1; q, t
)
=Nλµ
(
v2Q; q, t
)
Q−|λ|−|µ|fµ (q, t) /fλ (q, t)
=Nµ∨λ∨ (Q; t, q) (vQ)
−|λ|−|µ|fµ (q, t) /fλ (q, t) . (2.19)
Here we use (2.33). Hence we have
Nc∏
α<β
Nλβλα (Qβ,α; q, t) =
Nc∏
α<β
Nλβ∨λα∨ (Qα,β; t, q)
×
Nc∏
α=1
(
vNc−1
α−1∏
β=1
Qββ,β+1
Nc−1∏
β=α
QNc−ββ,β+1
)−|λα|
fλα (q, t)
−Nc+2α−1 , (2.20)
and thus Nekrasov’s formula (2.4) is rewritten as
Z instm =
∑
λ1,··· ,λNc
∏Nc
α=1 Λα,m
|λα|fλα (q, t)
Nc−m−2α+1∏Nc
α<β Nλαλβ (Qα,β ; q, t)Nλβ∨λα∨ (Qα,β; t, q)
∏Nc
α=1Nλαλα (1; q, t)
, (2.21)
where
Λα,m := v
−1Λ2Nc (−eα)−m
α−1∏
β=1
Qββ,β+1
Nc−1∏
β=α
QNc−ββ,β+1. (2.22)
For example, for SU(2) theory we have
Z instm =
∑
λ1,λ2
(v−1Λ4QH)
|λ|
(−e1)−m|λ1|(−e2)−m|λ2|fλ1 (q, t)1−m fλ2 (q, t)−1−m
Nλ1λ2 (QH ; q, t)Nλ2∨λ1∨ (QH ; t, q)Nλ1λ1 (1; q, t)Nλ2λ2 (1; q, t)
=
∑
λ1,λ2
(v−1Λ4QH)
|λ|
(−e1)−m|λ1|(−e2)−m|λ2|fλ1 (q, t)1−m fλ2 (q, t)−1−m
Nλ1λ1 (1; q, t)Nλ2λ2 (1; q, t)
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× Π0 (−v
−1QHt
ρ, qρ)Π0 (−vQHqρ, tρ)
Π0 (−v−1QHqλ1tρ, tλ2∨qρ)Π0 (−vQHtλ2∨qρ, qλ1tρ) , (2.23)
where
Nλλ (1; q, t) =
∏
s∈λ
(
1− qa(s)tℓ(s)+1) (1− q−a(s)−1t−ℓ(s)) , (2.24)
and QH = Q12. It is this form of Nekrasov’s partition function that is obtained from the
refined topological vertex with formulas of the Macdonald functions.
2.3 Symmetry as a character of Spin(4)
If Nekrasov’s partition function gives the generating function of refined BPS state count-
ing in the compactification of M theory on local Calabi-Yau spaces, it has to be a
character of Spin(4) ≃ SU(2)L × SU(2)R, since the spin of massive BPS particle in five
dimensions is a representation of Spin(4). In general, if a function f(u, v) in two variables
(u, v) is invariant under both u→ u−1 and v → v−1, it is a linear combination of Spin(4)
characters
f(t, q) =
∑
(sL,sR)
a(sL,sR)χsL(u)χsR(v) , (2.25)
where
χn(z) := z
n + zn−2 + · · ·+ z−n+2 + z−n = z
n+1 − z−n−1
z − z−1 , (2.26)
is the character of the irreducible representation of SU(2) with spin n/2. Hence, if the
k-instanton part Z(k)(q, t) of the partition function is invariant under the transformations
rL : (q, t)→ (q−1, t−1) and rR : (q, t)→ (t, q). Z(k)(q, t) is expanded as
Z(k)(q, t) =
∑
(sL,sR)
a
(k)
(sL,sR)
χsL(u)χsR(v) , (2.27)
with rational coefficients a
(k)
(sL,sR)
. Recall that u =
√
qt and v =
√
q/t. Actually we
will find an appropriate scaling of Z(k)(q, t) depending on the instanton number k is
necessary for the genuine invariance under the above transformations. If the partition
function takes the form (2.27), then the k-instanton part F (k)(q, t) of the free energy is
also a linear combination of Spin(4) characters. Furthermore, if the pole structure of the
free energy is appropriate, we can factor out the character of the half-hypermultiplet and
subtract the multicovering contributions to obtain the expansion of the total free energy
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in the Gopakumar-Vafa form:
F = logZ =
∞∑
k=0
F (k)(Qβ ; q, t)
=
∑
β∈H2(X,Z)
∑
(jL,jR)
∞∑
n=1
N
(jL,jR)
β u
nvn
n(unvn − 1)(un − vn)χn·jL(u)χn·jR(v)Q
n
β . (2.28)
The coefficients N
(jL,jR)
β of the expansion (2.28) are conjectured to be nonnegative inte-
gers, since from the viewpoint of the Calabi-Yau compactification of M theory they are
interpreted as multiplicities of the five-dimensional BPS particles arising fromM2 branes
wrapping on a two-cycle β ∈ H2(X,Z) in the Calabi-Yau 3-fold X . We have checked
the integrality of the refined BPS state counting from the SU(2) and SU(3) partition
functions up to instanton number 2. The result is presented in appendix C.
Since the transformation (q, t)→ (t−1, q−1) is compensated by the transpose of colored
partitions, we have
Nc∏
α,β=1
Nλαλβ
(
Qα,β ; t
−1, q−1
)
=
Nc∏
α,β=1
Nλ∨αλ∨β (Qα,β; q, t) . (2.29)
By (2.19), we also find that
Nc∏
α,β=1
Nλαλβ
(
Q−1α,β; q
−1, t−1
)
=
(q
t
)Nc|λ| Nc∏
α,β=1
Nλαλβ (Qα,β; q, t) . (2.30)
Therefore, we obtain∑
{λα},|λ|=k
1∏Nc
α,β=1Nλαλβ (Qα,β; t
−1, q−1)
=
∑
{λα},|λ|=k
1∏Nc
α,β=1Nλαλβ (Qα,β ; q, t)
,
∑
{λα},|λ|=k
1∏Nc
α,β=1Nλαλβ
(
Q−1α,β ; q
−1, t−1
) =( t
q
)Nc|λ| ∑
{λα},|λ|=k
1∏Nc
α,β=1Nλαλβ (Qα,β; q, t)
.
(2.31)
Thus if we can prove∑
{λα},|λ|=k
1∏Nc
α,β=1Nλαλβ
(
Q−1α,β ; q, t
) = ∑
{λα},|λ|=k
1∏Nc
α,β=1Nλαλβ (Qα,β; q, t)
, (2.32)
the partition function Z instm is invariant under both of the reflections rL and rR. It is easy
to see that the property (2.32) is valid for Nc = 2, since the exchange of two partitions
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effectively induces eα → e−1α . For Nc > 2 the validity of (2.32) seems nontrivial. The
overall reflection of the roots eα → e−1α cannot be induced by any permutation of colored
partitions. However, we have checked by explicit computations that (2.32) is true for
Nc = 3 and k = 1, 2. This is consistent with the computation in appendix C, where we
obtain the results of refined BPS state counting from Nekrasov’s partition function of
SU(3) gauge theory.
The symmetry of Nekrasov’s partition function with the Chern-Simons coupling can
also be derived easily. Because of (A.20), the factor Nλµ (Q; q, t) enjoys the following
duality relations:
Nλµ (vQ; q, t) = Nµλ
(
v−1Q; q−1, t−1
)
= Nµ∨λ∨
(
v−1Q; t, q
)
. (2.33)
From the expression (2.9), we also have
Nλµ (vQ; q, t) = Nµλ
(
vQ−1; q, t
)
Q|λ|+|µ|fλ (q, t) /fµ (q, t) . (2.34)
Since
Nλµ
(
v2Q; q, t
)
Nµλ
(
v2Q−1; q, t
)
= Nλµ (Q; q, t)Nµλ
(
Q−1; q, t
)
v2(|λ|+|µ|), (2.35)
we find that
Nλµ (Q; q, t)Nµλ
(
Q−1; q, t
)
v|λ|+|µ|=Nλµ
(
Q−1; q−1, t−1
)
Nµλ
(
Q; q−1, t−1
)
v−|λ|−|µ|
=Nλ∨µ∨
(
Q−1; t, q
)
Nµ∨λ∨ (Q; t, q) v
−|λ|−|µ|. (2.36)
Thus, Nekrasov’s partition function Z instm has the following symmetries:
Z instm (e1, · · · , eNc ,Λ; q, t)=Z inst−m
(
e−11 , · · · , e−1Nc ,Λ; q−1, t−1
)
=Z inst−m
(
e−11 , · · · , e−1Nc ,Λ; t, q
)
. (2.37)
3 Geometric Engineering and Toric Geometry
In this section following [4, 5, 8, 11], we review the toric geometry that is necessary for
geometric engineering. Geometric engineering tells how to obtain N = 2 SU(Nc) super
Yang-Mills theory with Nf fundamental matters from type II(A) string theory on local
Calabi-Yau manifold KS, the canonical bundle of a 4-cycle S. The (toric) geometry
of the 4-cycle S can be described by the (dual) toric diagram. The prescription of the
geometric engineering implies that the toric diagram of S has Nc horizontal internal edges
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(“color” D5 branes) and Nf horizontal external edges (“flavor” D5 branes). For example,
the vertical distance of “color” D5 branes represents vacuum expectation values of the
Higgs fields or the mass of W bosons. The matter fermions are given by fundamental
strings connecting a “color” D5 brane and a “flavor” D5 brane. The vertical distance of
a “color” D5 brane and a “flavor” D5 brane represents the mass of the corresponding
matter fermion.
One of the properties of toric diagrams that arise from geometric engineering is that
each vertex has a unique horizontal edge. In the following we will consider toric diagrams
in which we specify the horizontal edges as distinguished. In the computation by the
method of topological vertex, we cut the internal horizontal edges. Then the contribution
of each component is given by an amplitude of “the vertex on a strip”[32]. By gluing
these amplitudes we obtain the partition function for the local toric Calabi-Yau manifold
KS.
In the compactification of type IIA string theory on local Calabi-Yau manifold, N = 2
supersymmetric SU(N) gauge theory is geometrically engineered by ALE fibration of
AN−1 type over the rational curve P
1. The fiber consists of a chain of N − 1 rational
curves whose intersection form is given by the minus of the Cartan matrix of AN−1. The
holomorphic 2-cycles in the fiber are in one-to-one correspondence with the positive roots
of AN−1. The (dual) toric diagram takes the form of “ladder” diagram with N parallel
horizontal edges. In the toric diagram the faces correspond to compact 4-cycles (divisors).
(N − 1,−1) R1
(m + 1, 1)
R2
(−1,−1)
RN
(m+ 1−N, 1)
Figure 1: Ladder diagram for SU(N) gauge theory. There are N + 1 possible toric
diagrams (m = 0, · · ·N).
In the ladder diagram of ALE fibration over P1, we find N − 1 divisors, all of which
are P1 fibration over P1, namely the Hirzebruch surfaces. The degree of the Hirzebruch
surface can be determined by the (relative) slopes of the vertical edges of the face. We
will denote the Hirzebruch surface of degree n by Fn. It is known that for each N there
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are N + 1 types of such geometry, which we label by m = 0, 1, · · ·N [8, 11]. The integer
m is related to the coupling constant of five-dimensional Chern-Simons coupling [30]. Let
us call such geometry toric SU(N)m geometry. We can characterize the toric SU(N)m
geometry by saying that its compact 4-cycles are {FN−2+m,FN−4+m, · · ·F−N+2+m}.
FN−2k+m
(N − k,−1)
(−1, 0)
(m − k + 2, 1)
(N − k − 1,−1)
(−1, 0)
(m− k + 1, 1)
(N − k − 2,−1) (m − k, 1)
Figure 2: Subdiagram of the k-th divisor of SU(N)m geometry (1 ≤ k ≤ N − 1)
The Ka¨hler parameters of SU(N)m geometry are TB of the base space P
1 and TFi (i =
1, · · · , N − 1) of the fiber which is a chain of (N − 1) P1’s. In the subdiagram of Figure
2, the rational curves of both side edges correspond to the fiber of FN−2k+2, and their
Ka¨hler parameters are TFk . On the other hand, if we denote the Ka¨hler parameters of
the upper and the lower edges by TBk and TBk+1 , respectively. The difference is related
to the degree of the Hirzebruch surface as follows:
TBk − TBk+1 = (N − 2k +m)TFk . (3.1)
From the recursion relation (3.1) we find, if N +m = 2r + 1 is odd, that
TBr := TB ,
TBi = TB +
r∑
j=i
(N +m− 2j)TFj , (1 ≤ i ≤ r − 1) ,
TBi = TB +
i−1∑
j=r+1
(2j −N −m)TFj , (r + 1 ≤ i ≤ N) , (3.2)
and if N +m = 2r is even,
TBr =TBr+1 := TB ,
TBi =TB +
r−1∑
j=i
(N +m− 2j)TFj , (1 ≤ i ≤ r − 1) ,
TBi =TB +
i−1∑
j=r+1
(2j −N −m)TFj , (r + 2 ≤ i ≤ N) . (3.3)
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In (3.2) and (3.3) we take the first relations as initial conditions in solving (3.1).
From the slope of each edge in Figure 1, we can also compute the framing index by
the rule to be explained in section 4.2. Let us denote the index of left, right, upper and
lower edges by nL,k, nR,k, nB,k and nB,k+1, respectively. Then we compute
nB,k= (m− k + 1, 1) ∧ (−N + k, 1) = N +m− 2k + 1,
nL,k= (−1, 0) ∧ (N − k − 2,−1) = 1,
nR,k= (m− k, 1) ∧ (−1, 0) = 1. (3.4)
Note that nL,k and nR,k are independent of k. By definition the framing index changes
the sign, if we reverse the orientation of the edge, or replace the representation associated
to the edge by its transpose. We will use these framing indices in the computation of the
partition function by gluing the refined topological vertices.
4 Refined Topological Vertex
In [14], we defined the refined topological vertex which is written not by the Schur
functions but by the Macdonald functions. Here we slightly modify it by improving the
framing factor.
4.1 Refined topological vertex
Let Pλ/µ(x; q, t) and 〈Pλ|Pλ〉q,t be the Macdonald function in the infinite number of vari-
ables x = (x1, x2, · · · ) and its scalar product, respectively, defined in Appendix B. We
introduce an involution ι acting on the power sum function pn(x) by ι(pn) = −pn. For
example,
ιpn(q
λtρ) = −
∞∑
i=1
(qnλi − 1)tn( 12−i) − 1
t
n
2 − t−n2 . (4.1)
Note that ιpn(t
ρ) = −pn(tρ) = pn(t−ρ).
We define a vertex Vµλ
ν as follows:7
Vµλ
ν := Pλ(t
ρ; q, t)
∑
σ
ιPµ∨/σ∨(−tλ∨qρ; t, q) Pν/σ(qλtρ; q, t)v|σ|, (4.2)
7Although we will show that the Nekrasov formula is represented by our vertex Vµλ
ν , one can also
produce it through the following vertex without the involution ι
Uµλ
ν = Pλ(t
ρ; q, t)
∑
σ
Pµ/σ(q
−λt−ρ; q−1, t) Pν/σ(q
λtρ; q−1, t)〈Pσ|Pσ〉q,t.
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where
Pλ(t
ρ; q, t) =
∏
s∈λ
(−1)t 12 qa(s)
1− qa(s)tℓ(s)+1 , Pλ∨(−q
ρ; t, q) =
∏
s∈λ
(−1)q− 12 q−a(s)
1− q−a(s)−1t−ℓ(s) , (4.3)
which follows by substituting Q = 0 into (B.21). From (B.20), Vµλ
ν is rewritten as
Vµλ
ν = Pλ(t
ρ; q, t)
∑
σ
ιPµ/σ(q
−λt−ρ; q, t) Pν/σ(q
λtρ; q, t)〈Pσ|Pσ〉q,t gµ(q, t), (4.4)
with
gλ(q, t) :=
v|λ|
〈Pλ|Pλ〉q,t =
∏
s∈λ
(q
t
) 1
2 1− qa(s)tℓ(s)+1
1− qa(s)+1tℓ(s) , (4.5)
which satisfies
gλ(q, t) = gλ(q
−1, t−1) = gλ∨(t, q)
−1. (4.6)
From (4.4), (B.28) and (B.27), one can show the symmetry8
gλ(q, t)
−1Vλ•
•=V•λ
• = V••
λ, (4.7)
gµ(q, t)
−1Vµ•
ν = gν(q, t)
−1Vν•
µ, (4.8)
V•λ
ν =V•ν
λ. (4.9)
Incorporating the framing factor, we define our refined topological vertices Cµλ
ν(q, t)
and Cµλν(q, t) as follows:
Cµλ
ν(q, t) := Vµλ
νv−|ν|fν (q, t)
−1 (4.10)
= Pλ(t
ρ; q, t)
∑
σ
ιPµ∨/σ∨(−tλ∨qρ; t, q) Pν/σ(qλtρ; q, t)v|σ|−|ν|fν (q, t)−1 ,
Cµλν(q, t) :=Cµ∨λ∨
ν∨(t, q)(−1)|λ|+|µ|+|ν| (4.11)
= Pλ∨(−qρ; t, q)
∑
σ
Pν∨/σ∨(−tλ∨qρ; t, q) ιPµ/σ(qλtρ; q, t)v−|σ|+|ν|fν (q, t) .
The lower and the upper indices correspond to the incoming and the outgoing repre-
sentations, respectively, and the edges of the topological vertex are ordered clockwise.
Although only the refined vertices of the above types are mainly used in this article, the
following vertices may also be useful:
Cµλν(q, t) :=Cµλ
ν(q, t)v|µ|+|ν|fµ (q, t) fν (q, t) (4.12)
= Pλ(t
ρ; q, t)
∑
σ
ιPµ∨/σ∨(−tλ∨qρ; t, q) Pν/σ(qλtρ; q, t)v|σ|+|µ|fµ (q, t) ,
8If we replace Macdonald functions Pλ/µ(x; q, t)’s in Vµλ
ν by “normalized” Macdonald functions
P˜λ/µ(x; q, t) := Pλ/µ(x; q, t)
√
gλ(q, t)/gµ(q, t), then the g factors in (4.7)–(4.9) disappear. Because
P˜λ(x; q, t)P˜λ∨ (y; t, q) = Pλ(x; q, t)Pλ∨ (y; t, q), all results in this article remain the same even if we use
the normalized Macdonald functions P˜λ/µ(x; q, t).
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Cµ
λν(q, t) :=Cµλν(q, t)v
−|µ|−|ν|fµ (q, t)
−1 fν (q, t)
−1 = Cµ
∨
λ∨ν∨(t, q)(−1)|λ|+|µ|+|ν| (4.13)
= Pλ∨(−qρ; t, q)
∑
σ
Pν∨/σ∨(−tλ∨qρ; t, q) ιPµ/σ(qλtρ; q, t)v−|σ|−|µ|fµ (q, t)−1 .
Cµ
λν(q, t)
µ
λ
ν
Cµλν(q, t)
µ
λ
ν
Cµλν(q, t)
µ
λ
ν
Cµλ
ν(q, t)
µ
λ
ν
Figure 3: Refined topological vertex: the represantation for the preferred direction, i.e.
the middle index λ, is indicated by the white arrow.
Note that, when q = t, the topological vertex in [3] is
Cµλν(q) = sλ(q
ρ)
∑
σ
sµ/σ(q
λ∨+ρ) sν∨/σ(q
λ+ρ)
∏
s∈ν
qa(s)−ℓ(s). (4.14)
Since sµ/σ(q
λ∨+ρ) = ιsµ/σ(q
−λ−ρ), which follows from (A.11), our refined topological
vertex limt→q Cµλ
ν(q, t) coincides with the topological vertex Cµλν∨(q). It is well-known
that in the operator formalism the Schur functions are realized in terms of free fermions.
Although we have no fermionic realization of the Macdonald functions, they are described
by bosons as shown in [33]. Our refined topological vertex has a bosonic realization by
using that for the Macdonald functions.
4.2 Gluing rules
Here we show our gluing rules for constructing the partition function from a web diagram.
Let us consider a graph with trivalent vertices and edges. Each edge is associated with
an integer vector v = (v1, v2) ∈ Z2. Hence the trivalent vertex with edges indexed by
(i, j, k) in the counterclockwise ordering is associated with a triplet of integer vectors
(vi, vj , vk). If we choose these vectors to be outgoing, they should satisfy the following
conditions
vi + vj + vk = 0, vi ∧ vj = 1, (vj ∧ vk = vk ∧ vi = 1), (4.15)
with vi ∧ vj := vi,1vj,2 − vi,2vj,1. These correspond to the Calabi-Yau condition and
the smoothness condition. Since the refined topological vertex has no cyclic symmetry,
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we should specify a preferred direction. Therefore one of these three vectors should be
the preferred one and we denote it by white arrow. Note that if we choose the middle
edge as the preferred direction; vj = (−1, 0), then the condition (4.15) implies that
vi = (a, 1), vk = (b,−1) with a+ b = 1.
vk
vj
vi
vertex
vi
vk
vj′
vj
λk, Qk
vi′
edge
Figure 4: Gluing rules
Let (vi, vj , vk) and (vk, vi′ , vj′) be the vectors associated with the vertices at the
origin and at the end of the vector vk of the kth edge, respectively. If we choose so that
vi and vj are incoming and vk and vi′ are outgoing, then the framing index nk of the
kth edge is defined by
nk := vi ∧ vi′ = vj ∧ vj′. (4.16)
Each edge is associated also with a Young diagram λ and a Ka¨hler parameter Q ∈ C so
that the propagator for the kth edge is defined as
Q
|λk|
k fλk (q, t)
nk , (4.17)
and we glue the amplitudes by summing over the representation λ on each edge.
5 Four-Point Functions
Here we show how to calculate the partition functions. The building blocks for them are
the following four-point functions.
5.1 Building blocks
Assume that each vertex has a horizontal edge, which we take as the preferred direction.
Fix the orientation of the preferred direction, say (−1, 0); then we have four possibilities
of the configuration of two horizontal edges [Fig. 5]. Although the slopes and directions
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of “vertical,” i.e. nonhorizontal, edges can be arbitrary, we show in Figure 5 the simplest
one whose internal edge is orthogonal to the preferred direction and we tentatively take
the orientation of “vertical” edges from the top to the bottom. The framing index is 1,
0, 0 and −1, respectively. They are independent of the slope of “vertical” edges, but
change the sign according to the orientations.
Zµλ1λ2
ν(Q; q, t)
Q
µ
λ1
η
ν
λ2
Zµλ1
λ2ν(Q; q, t)
Q
µ
λ1
η
λ2
ν
Zµ
λ1
λ2
ν(Q; q, t)
Q
λ1
µ
η
ν
λ2
Zµ
λ1λ2ν(Q; q, t)
Q
λ1
µ
η
λ2
ν
Figure 5: Four-point function: the framing indices of the internal lines are 1, 0, 0 and
−1 from the left.
We order the three edges at each vertex in the clockwise direction such that the
preferred direction is in the middle position. This fixes the ordering of three edges
uniquely. The lower and upper indices of the refined vertex correspond to the incoming
and the outgoing representation. Then the following four-point functions are building
blocks for the partition function:
Zµλ1λ2
ν(Q; q, t) :=
∑
η
Cµλ1
η(q, t)Cηλ2
ν(q, t)Q|η|fη (q, t) ,
Zµλ1
λ2ν(Q; q, t) :=
∑
η
Cµλ1
η(q, t)Cνλ2η(q, t)Q
|η|,
Zµ
λ1
λ2
ν(Q; q, t) :=
∑
η
Cηλ1µ(q, t)Cηλ2
ν(q, t)Q|η|,
Zµ
λ1λ2ν(Q; q, t) :=
∑
η
Cηλ1µ(q, t)C
νλ2
η(q, t)Q
|η|fη (q, t)
−1 . (5.1)
Note that
Zµ
λ1λ2ν(Q; q, t)=
∑
η∨
Cη∨λ1∨
µ∨(t, q)Cν∨λ2∨
η∨(t, q)(−1)|µ|+|λ1|+|λ2|+|ν|Q|η|fη (t, q)
=Zν∨λ2∨λ1∨
µ∨(Q; t, q)(−1)|µ|+|λ1|+|λ2|+|ν|. (5.2)
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We will show that Zµ
λ1
λ2
ν(Q; q, t) is related with Zµλ1
λ2ν(Q; q, t) by the flop. If we take
the orientation of “vertical” edges from the bottom to the top, the sign of the fram-
ing index changes. The corresponding four-point functions are written by Cµλν(q, t)’s
and Cµ
λν(q, t)’s and they are the same as those in (5.1) up to the framing factors
fµ (q, t)
±1 fν (q, t)
±1 for the outer “vertical” edges.
Although we have fixed a preferred direction in this article, we can change it in some
special cases. Let
Z•ν•
µ(Q; q, t) :=
∑
η
C•η
µ(q, t)C•ην(q, t)Q
|η|, (5.3)
then from (4.9), we have the following symmetry
Z•µ
ν•(Q; q, t) = Z•ν•
µ(Q; q, t)v|µ|−|ν|fµ (q, t) /fν (q, t) , (5.4)
which changes the preferred direction.
Z•µ
ν•(Q; q, t)
Q
•
µ
η
ν
•
∼ Z•ν•µ(Q; q, t)
Q
µ
•
η
•
ν
Figure 6: Changing the preferred direction
5.2 OPE formula
Next, we turn to showing some formulas for calculating the partition functions. Let us
denote a symmetric function f in the set of variables (x11, x
1
2, · · · , x21, x22, · · · , xN1 , xN2 , · · · )
by f
(
x1, x2, · · · , xN) or f ({xi}Ni=1). To calculate the partition functions, the essential
part is the following Cauchy formula for the Macdonald function,∑
λ
Pλ(x; q, t)Pλ∨(y; t, q) = Π0(x, y), (5.5)
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or, more generally,∑
λ
Pλ/µ(x; q, t)Pλ∨/ν∨(y; t, q) = Π0(x, y)
∑
λ
Pµ∨/λ∨(y; t, q)Pν/λ(x; q, t), (5.6)
with Π0(x, y) in (2.14) and the adding formula∑
µ
Pλ/µ(x; q, t)Pµ/ν(y; q, t) = Pλ/ν(x, y; q, t). (5.7)
Note that for c ∈ C, Π0(cx, y) = Π0(x, cy), and for our involution ι in (4.1), Π0(ιx, y) =
Π0(x, ιy) = Π0(x, y)
−1. Using these we have the following lemma.
Lemma. Let x, y, z and w be sets of variables and α, β and γ ∈ C. Then∑
σ1,η,σ2
Pµ∨/σ1∨ (x; t, q)Pη/σ1 (y; q, t)Pη∨/σ2∨ (z; t, q)Pν/σ2 (w; q, t)α
|σ1|β |η|γ|σ2|
=
∑
η
Pµ∨/η∨ (x, αβz; t, q)Pν/η (βγy, w; q, t) (αβγ)
|η|Π0 (y, βz) . (5.8)
Proof. Let α = a/b, β = b/c, γ = c/d; then, from (B.11), (5.6) and (5.7), the left-hand
side of the above equation is∑
σ1,η,σ2
Pµ∨/σ1∨
(x
a
; t, q
)
Pη/σ1 (by; q, t)Pη∨/σ2∨
(z
c
; t, q
)
Pν/σ2 (dw; q, t) a
|µ|d−|ν|
=
∑
σ1,η,σ2
Pµ∨/σ1∨
(x
a
; t, q
)
Pσ1∨/η∨
(z
c
; t, q
)
Pσ2/η (by; q, t)Pν/σ2 (dw; q, t) a
|µ|d−|ν|Π0
(
by,
z
c
)
=
∑
η
Pµ∨/η∨
(x
a
,
z
c
; t, q
)
Pν/η (by, dw; q, t)a
|µ|d−|ν|Π0
(
by,
z
c
)
=
∑
η
Pµ∨/η∨
(
x,
a
c
z; t, q
)
Pν/η
(
b
d
y, w; q, t
)(a
d
)|η|
Π0
(
y,
b
c
z
)
, (5.9)
and the lemma is proven.
Successively using this lemma, we obtain the following OPE formula, which is useful
for calculating more general diagrams.
Proposition. Let xi’s be sets of variables, ci,i+1 ∈ C and ci,j :=
∏j−1
k=i ci,i+1. Then∑
{λ1,λ2,··· ,λ2N−1}
N∏
i=1
Pλ2i−2∨/λ2i−1∨
(
x2i−1; t, q
)
Pλ2i/λ2i−1
(
x2i; q, t
) 2N−1∏
i=1
c
|λi|
i,i+1
=
∑
η
Pλ0∨/η∨
({c1,2i−1x2i−1}Ni=1; t, q)Pλ2N/η ({x2ic2i,2N}Ni=1; q, t) c|η|1,2N
×
∏
1≤i<j≤N
Π0 (x2i , c2i,2j−1x2j−1) , (5.10)
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for any integer N ≥ 2.
Therefore the number of Young diagrams to perform summation reduces from 2N−1
to one. If λ0 or λ2N is the trivial representation, then since P•/λ(x; q, t) = δ•,λ, the number
of Young diagrams for perform summation becomes zero. The trace over λ0 = λ2N is also
calculated by the trace formula explained in the next section. If we realize the Macdonald
polynomials by bosons as in [33], these OPE formulas come from the operator product
expansion of vertex operators.
5.3 Computations of four-point functions
Here we apply the OPE formula (5.8) to the above building blocks. Let xα and yα be
the set of variables as xα = qλαtρ and yα = tλα
∨
qρ, respectively. Then
Zµλ1λ2
ν(Q; q, t) = Pλ1 (t
ρ; q, t)Pλ2 (t
ρ; q, t) fν (q, t)
−1 v−|ν|
×
∑
σ1,η,σ2
Pµ∨/σ1∨
(−ιy1; t, q)Pη/σ1 (x1; q, t)Pη∨/σ2∨ (−ιy2; t, q)Pν/σ2 (x2; q, t) v|σ1|+|σ2| (v−1Q)|η| ,
Zµλ1
λ2ν(Q; q, t) = Pλ1 (t
ρ; q, t)Pλ2∨ (−qρ; t, q)
×
∑
σ1,η,σ2
Pµ∨/σ1∨
(−ιy1; t, q)Pη/σ1 (x1; q, t)Pη∨/σ2∨ (−y2; t, q)Pν/σ2 (ιx2; q, t) v|σ1|−|σ2|Q|η|,
Zµ
λ1
λ2
ν(Q; q, t) = Pλ1∨ (−qρ; t, q)Pλ2 (tρ; q, t) fµ (q, t) fν (q, t)−1 v|µ|−|ν|
×
∑
σ1,η,σ2
Pµ∨/σ1∨
(−y1; t, q)Pη/σ1 (ιx1; q, t)Pη∨/σ2∨ (−ιy2; t, q)Pν/σ2 (x2; q, t) v−|σ1|+|σ2|Q|η|. (5.11)
From (5.8), they reduce to
Zµλ1λ2
ν(Q; q, t)=Pλ1 (t
ρ; q, t)Pλ2 (t
ρ; q, t) fν (q, t)
−1 v−|ν|
×
∑
η
ιPµ∨/η∨
(−y1,−Qy2; t, q)Pν/η (Qx1, x2; q, t) (vQ)|η|Π0 (−v−1Qx1, y2)−1 ,
Zµλ1
λ2ν(Q; q, t)=Pλ1 (t
ρ; q, t)Pλ2∨ (−qρ; t, q)
×
∑
η
Pµ∨/η∨
(−ιy1,−vQy2; t, q)Pν/η (v−1Qx1, ιx2; q, t)Q|η|Π0 (−Qx1, y2) ,
Zµ
λ1
λ2
ν(Q; q, t)=Pλ1∨ (−qρ; t, q)Pλ2 (tρ; q, t) fµ (q, t) fν (q, t)−1 v|µ|−|ν|
×
∑
η
Pµ∨/η∨
(−y1,−v−1Qιy2; t, q)Pν/η (vQιx1, x2; q, t)Q|η|Π0 (−Qx1, y2) . (5.12)
Since Π0 (−Qx1, y2) /Π0 (−Qtρ, qρ) = Nλ1λ2 (vQ; q, t), the instanton part, such as
Zµλ1λ2
ν(Q; q, t)/Z•••
•(Q; q, t) is written not by Π0 (−v−1Qx1, y2)’s but by Nλ1λ2 (Q; q, t)’s.
Note that
Zµλ1
λ2ν(Q; q, t) = Zνλ2
λ1µ(Q; q−1, t−1) = Zν∨λ2∨
λ1∨µ∨(Q; t, q)(−1)|λ1|+|λ2|+|µ|+|ν|. (5.13)
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5.4 Flop operation
The flop invariance of the topological vertex is shown in [32, 34]. We can show the flop
invariance of the refined topological vertex as follows. First,
Zµ
λ1
λ2
ν(Q; q, t) = Zµλ2
λ1ν(Q−1; q, t)Q|µ|+|ν|
Π0 (−Qx1, y2)
Π0 (−Q−1x2, y1)
fµ (q, t)
fν (q, t)
. (5.14)
Next, from (2.33) and (2.34), we have
Π0 (−Qx1, y2) /Π0 (−Qtρ, qρ)
Π0 (−Q−1x2, y1) /Π0 (−Q−1tρ, qρ) =
Nλ1λ2 (vQ; q, t)
Nλ2λ1 (vQ
−1; q, t)
=
Nλ1λ2 (vQ; q, t)
Nλ1∨λ2∨ (v
−1Q−1; t, q)
=Q|λ1|+|λ2|
fλ1 (q, t)
fλ2 (q, t)
. (5.15)
Thus we obtain the following flop invariance9
Zµ
λ1
λ2
ν(Q; q, t)
Zµ′••ν
′(Q; q, t)
=
Zµλ2
λ1ν(Q−1; q, t)
Zµ′••ν
′(Q−1; q, t)
Q|λ1|+|λ2|+|µ|+|ν|
fµ (q, t)
fν (q, t)
fλ1 (q, t)
fλ2 (q, t)
×Q−|µ′|−|ν′| fν′ (q, t)
fµ′ (q, t)
. (5.16)
The denominator corresponds to the perturbative part.
Zµ
λ1
λ2
ν(Q; q, t)
Q
λ1
µ
η
ν
λ2
∼ Zµλ2λ1ν(Q−1; q, t)
Q−1
µ
λ2
η
λ1
ν
Figure 7: Flop invariance
Combining (5.16) with (5.4), we have
Z•
ν
µ
•(Q; q, t)
Z••••(Q; q, t)
Q−|µ|−|ν| =
Z•µ
ν•(Q−1; q, t)
Z••••(Q−1; q, t)
fν (q, t)
fµ (q, t)
=
Z•ν•
µ(Q−1; q, t)
Z••••(Q−1; q, t)
v|µ|−|ν|, (5.17)
which changes the preferred direction also.
9The flop invariance of C
(IKV )
µνλ (t, q) has recently been discussed in [39].
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Z•
ν
µ
•(Q; q, t)
Q
ν
•
η
•
µ
∼ Z•µν•(Q−1; q, t)
Q−1
•
µ
η
ν
•
∼ Z•ν•µ(Q−1; q, t)
Q−1
ν
•
η
•
µ
Figure 8: Changing the preferred direction II
5.5 Finite N Macdonald polynomial and homological invariants
When λ1 or λ2 is the trivial representation, the amplitudes of the above diagrams are
written by the Macdonald polynomials with a finite number of variables. Note that
Pλ (ax
1, bιx2; q, t) with xα = qλαtρ and a, b ∈ C is the Macdonald function in the power
sum functions
pn
(
ax1
)
+ ιpn
(
bx2
)
=
∞∑
i=1
{
an
(
qnλ1,i − 1)− bn (qnλ2,i − 1)} tn( 12−i) + an − bn
t
n
2 − t−n2 . (5.18)
For N ∈ N and N ≥ ℓ(λ),
pn
(
qλtρ
)
+ ιpn
(
t−N+ρ
)
=
∞∑
i=1
(
qnλi − 1) tn( 12−i) + 1− t−nN
t
n
2 − t−n2 =
N∑
i=1
(
qλit
1
2
−i
)n
, (5.19)
which are the power sum symmetric polynomials inN variables. Therefore Pλ
(
qλtρ, t−N−ρ; q, t
)
is the Macdonald polynomial in N variables {qλit 12−i}1≤i≤N . On the other hand, from
(E.7) and (B.21)
Nλ• (vQ; q, t)=
∏
(i,j)∈λ
(
1− vQqλi−jt1−i) = ∏
(i,j)∈λ
(
1− vQqj−1t1−i)
=
Pλ∨(q
ρ, vQq−ρ; t, q)
Pλ∨(qρ; t, q)
=
Pλ(t
ρ, v−1Q−1t−ρ; q, t)
Pλ(tρ; q, t)
Q|λ|fλ (q, t),
N•λ (vQ; q, t)=
∏
(i,j)∈λ
(
1− vQq−λi+j−1ti) = ∏
(i,j)∈λ
(
1− v−1Qq1−jti−1)
=
Pλ(t
ρ, v−1Qt−ρ; q, t)
Pλ(tρ; q, t)
=
Pλ∨(q
ρ, vQ−1q−ρ; t, q)
Pλ∨(qρ; t, q)
Q|λ|fλ (q, t)
−1. (5.20)
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Therefore, some factors in Zµλ1
λ2ν/Z••
•• and Zµ
λ1
λ2
ν/Z•
•
•
• might be written by the
Macdonald polynomials in a finite number of variables. For example, if µ and one of the
λα (α = 1 or 2) are the trivial representation,
Z•λ
•ν(Q−1; q, t)
Z••••(Q−1; q, t)
=Pν
(
qλtρ, vQt−ρ; q, t
)
Pλ
(
tρ, v−1Qt−ρ; q, t
)
v−|ν|Q−|λ|−|ν|fλ (q, t) ,
Z•
•
λ
ν(Q; q, t)
Z••••(Q; q, t)
=Pν
(
qλtρ, vQt−ρ; q, t
)
Pλ
(
tρ, v−1Qt−ρ; q, t
)
v−|ν|fν(q, t)
−1. (5.21)
When v±1Q = t−N with N ∈ N, they are written by the Macdonald polynomials in N
variables. These are candidates for the SU(N) homological invariants.
Note that
Wλ,ν(q, t) := C•λν(q, t)v|ν|fν (q, t) = Pλ (tρ; q, t)Pν
(
qλtρ; q, t
)
, (5.22)
has a nice symmetry [15](Ch. VI.6):
Wλ,ν(q, t) =Wν,λ(q, t). (5.23)
When t = q, Wλ,ν(q, q) gives a large N limit of the Hopf link invariants.
6 One-Loop Diagrams
Some one-loop diagrams which correspond to the trace of the vertex operators can be
calculated by the following trace formula.
6.1 Trace formula
First, we have:
Lemma. Let x and y be sets of variables and a, b and c := ab ∈ C. If |c| < 1, then∑
λ,µ
Pλ∨/µ∨ (x; t, q)Pλ/µ (y; q, t) a
|λ|b|µ|=
∏
k≥0
Π0
(
ackx, y
)
1− ck+1
=exp
{
−
∑
n>0
1
n
pn(ax)pn(−y)− cn
1− cn
}
. (6.1)
Proof. As in [15](Ch. I.5), let F (x, y) denote the left-hand side of the above equation.
Then it follows from the Cauchy formula (5.6) that
F (x, y)=
∑
λ,µ
Pλ∨/µ∨ (ax; t, q)Pλ/µ (y; q, t) (ab)
|µ|
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=
∑
λ,µ
Pµ∨/λ∨ (ax; t, q)Pµ/λ (y; q, t) (ab)
|µ|Π0 (ax, y)
=
∑
λ,µ
Pµ∨/λ∨ (abx; t, q)Pµ/λ (y; q, t)a
|µ|b|λ|Π0 (ax, y) . (6.2)
Therefore
F (x, y) = F (cx, y)Π0 (ax, y) = F (0, y)
∏
k≥0
Π0
(
ackx, y
)
, |c| < 1. (6.3)
But
F (0, y) =
∑
λ
Pλ/λ(y; q, t)c
|λ| =
∑
λ
c|λ| =
∏
n>0
(1− cn)−1, |c| < 1, (6.4)
and the lemma is proven.
From the above lemma and (5.10) we obtain the following trace formula.
Proposition. For N ∈ N, let xi = x2N+i’s be sets of variables, λ0 = λ2N , ci,i+1 =
c2N+i,2N+i+1 ∈ C, ci,j :=
∏j−1
k=i ci,i+1 and c := c1,2N+1 =
∏2N
i=1 ci,i+1. If |c| < 1, then
∑
{λ1,λ2,··· ,λ2N}
N∏
i=1
Pλ2i−2∨/λ2i−1∨
(
x2i−1; t, q
)
Pλ2i/λ2i−1
(
x2i; q, t
) · 2N∏
i=1
c
|λi|
i,i+1
=
∏
k≥0
1
1− ck+1
N∏
i=1
i+N∏
j=i+1
Π0
(
x2i, c2i,2j−1c
kx2j−1
)
=exp
{
−
∑
n>0
1
n
1
1− cn
{
N∑
i=1
i+N∑
j=i+1
cn2i,2j−1pn
(
x2i
)
pn
(−x2j−1)− cn}} . (6.5)
Proof. From (5.10) and (6.1), the left-hand side of the above equation is∑
λ,η
Pλ∨/η∨
({c1,2i−1x2i−1}Ni=1; t, q)Pλ/η ({x2ic2i,2N}Ni=1; q, t) c|η|1,2Nc|λ|2N,2N+1
×
∏
1≤i<j≤N
Π0
(
x2i, c2i,2j−1x
2j−1
)
=
∏
1≤i<j≤N
Π0
(
x2i, c2i,2j−1x
2j−1
) ·∏
k≥0
Π0
({x2ic2i,2N+1}Ni=1, {c1,2i−1ckx2i−1}Ni=1)
1− ck+1 , (6.6)
here Π0
({xi}Ni=1, {yj}Mj=1) = ∏Ni=1∏Mj=1Π0(xi, yj). Then the left-hand side of (6.5) re-
duces to
∏
1≤i<j≤N
Π0
(
x2i, c2i,2j−1x
2j−1
) ·∏
k≥0
1
1− ck+1
N∏
i,j=1
Π0
(
x2i, c2i,2N+2j−1c
kx2N+2j−1
)
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=
∏
k≥0
1
1− ck+1
∏
1≤i<j≤N
Π0
(
x2i, c2i,2j−1c
kx2j−1
) ∏
1≤j≤i≤N
Π0
(
x2i, c2i,2N+2j−1c
kx2j−1
)
,
(6.7)
which equals to the second line of (6.5).
From this trace formula, we can calculate one-loop diagram if the loop does not
contain preferred directions and also the framing factors cancel out.
6.2 Examples for N = 2 and 4
For an example of the trace formula for N = 2, let
Z2 :=
∑
µ,ν
Cν•λ(q, t)Cν
•λ(q, t)Λ|λ|Q|ν|
=
∑
µ,ν,σ1,σ2
Pν∨/σ1∨ (−ιqρ; t, q)Pλ/σ1 (tρ; t, q)Pλ∨/σ2∨ (−qρ; t, q)Pν/σ2 (ιtρ; t, q) v|σ1|−|σ2|Λ|λ|Q|ν|.
(6.8)
Then from (6.5) with (c1,2, c2,3, c3,4, c4,5) = (v,Λ, v
−1, Q) and (x1, x2, x3, x4) = (−ιqρ, tρ,−qρ, ιtρ),
it follows that c = QΛ and (
c2,3 c2,5
c4,5 c4,7
)
=
(
Λ c/v
Q cv
)
, (6.9)
and thus
Z2 =
∏
k≥0
Π0
(
tρ,−Λckqρ)Π0 (tρ,−Qckqρ)
Π0 (tρ,−vck+1qρ)Π0 (tρ,−v−1ck+1qρ)
1
1− ck+1 . (6.10)
From (1.8), we obtain
Z2 = exp
{
−
∑
n>0
1
n
1
1− cn
{
(Λn +Qn)− (vn + v−n)cn
(t
n
2 − t−n2 )(q n2 − q−n2 ) − c
n
}}
. (6.11)
If we separate out the part Zpert2 := Z2(Λ = 0) = exp
{−∑n>0Qn/(n(tn2 − t−n2 )(q n2 − q−n2 ))} ,
then Z inst2 := Z2/Z
pert
2 is
Z inst2 = exp
{
−
∑
n>0
1
n
Λn
1− cn
(Qn − un)(Qn − u−n)
(t
n
2 − t−n2 )(q n2 − q−n2 )
}
. (6.12)
As we will see in section 7.2, this gives the equivariant χy genus of the Hilbert scheme of
points on C2.
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Z2
Λ
Q
•
ν
λ
ν
•
Z4
•
µ4, Q4
•
µ1, Q1
µ2, Q2
µ3, Q3
• •
Figure 9: Examples for the trace formula: the framing indices for the internal lines of Z4
are all 1.
For an example for N = 4, let
Z4 :=
∑
{µα}
4∏
α=1
Cµα•
µα+1(q, t)fµα+1 (q, t)
=
∑
{µα}
4∏
α=1
Pµα∨/σα∨(−ιqρ)Pµα+1∨/σα∨(tρ)v|σα|−|µα|Q|µα|, (6.13)
with µ5 = µ1. Then from (6.5) with (c2α−1,2α, c2α,2α+1) = (v, v
−1Qα) and (x
2α, x2α−1) =
(tρ,−ιqρ), it follows that
Z4 =
∏
k≥0
1
1− ck+1
4∏
i=1
i+4∏
j=i+1
Π0
(
tρ, −ckc2i,2j−1qρ
)−1
, (6.14)
where c = Q1Q2Q3Q4 and
c2,3 c2,5 c2,7 c2,9
c4,5 c4,7 c4,9 c4,11
c6,7 c6,9 c6,11 c6,13
c8,9 c8,11 c8,13 c8,15
 = v−1

Q1 Q1Q2 Q1Q2Q3 c
Q2 Q2Q3 Q2Q3Q4 c
Q3 Q3Q4 Q3Q4Q1 c
Q4 Q4Q1 Q4Q1Q2 c
 . (6.15)
Thus
Z4 = exp
{∑
n>0
1
n
1
1− cn
{
v−n
∑4
α=1
(
Qnα +Q
n
αQ
n
α+1 +Q
n
αQ
n
α+1Q
n
α+2 + c
n
)
(t
n
2 − t−n2 )(q n2 − q−n2 ) − c
n
}}
,
(6.16)
where Qi+4 = Qi.
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7 U(1) Partition Function, χy Genus and Elliptic Genus
Nekrasov’s U(1) partition function, the χy genus and the elliptic genus are realized by
our refined topological vertex, as shown in [14]. Since the diagrams for U(1) theory have
trivial framing, the vertex in [14] and the improved vertex in the present paper give the
same answer.
7.1 U(1) partition function
First, the U(1) partition function is written as follows. Let
Z :=
∑
λ
Λ|λ|C•λ
•(q, t)C•λ•(q, t). (7.1)
Then
Z =
∑
λ
Λ|λ|Pλ(t
ρ; q, t) Pλ∨(−qρ; t, q)
=
∑
λ
∏
s∈λ
v−1Λ
1
(1− qa(s)tℓ(s)+1)(1− q−a(s)−1t−ℓ(s)) , (7.2)
from (4.3). This agrees with the U(1) Nekrasov’s formula Z inst0
(
e1,Λ
1
2 ; q, t
)
in (2.4).
Using the Cauchy-formula (5.5) we have
Z =exp
{
−
∑
n>0
1
n
Λn
(t
n
2 − t−n2 )(q n2 − q−n2 )
}
=exp
{
∓
∑
n>0
1
n
∑
i,j
(
Λ t
1
2
−iq±(
1
2
−j)
)n}
, |q∓1|, |t−1| < 1
=
∏
i,j≥1
(1− Λ t 12−iq±( 12−j))±1, |q∓1|, |t−1| < 1. (7.3)
7.2 χy genus
Next, the χy genus is realized as follows. Let
Z˜ :=
∑
λ,ν
Q|ν|Λ|λ|C•λ
ν(q, t)C•λν(q, t). (7.4)
Then
Z˜ =
∑
λ,ν
Q|ν|Λ|λ|Pλ (t
ρ; q, t)Pλ∨ (−qρ; t, q)Pν
(
qλtρ; q, t
)
Pν∨
(
−tλ∨qρ; t, q
)
. (7.5)
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U(1) partition function
Λ
•
λ
•
• •
χy genus
Λ Q
•
λ
ν
ν •
Elliptic genus
Λ Q2Q1
µ
λ
ν
ν µ
Figure 10: U(1) partition function, χy genus and Elliptic genus
From (4.3) and (5.5) we have
Z˜ =
∑
λ
Π0(−Qqλtρ, tλ∨qρ)
∏
s∈λ
v−1Λ
1
(1− qa(s)tℓ(s)+1)(1− q−a(s)−1t−ℓ(s)) . (7.6)
If we separate out the part Z˜pert :=
∑
ν Q
|ν|C••
ν(q, t)C••ν(q, t) = Π0(−Qtρ, qρ), which is
independent of Λ, then Z inst := Z˜/Z˜pert is from (2.10)
Z inst=
∑
λ
(
v−1Λ
)|λ| Nλλ (vQ; q, t)
Nλλ (1; q, t)
=
∑
λ
∏
s∈λ
v−1Λ
1− vQqa(s)tℓ(s)+1
1− qa(s)tℓ(s)+1
1− vQq−a(s)−1t−ℓ(s)
1− q−a(s)−1t−ℓ(s) . (7.7)
This agrees with the χy genus (20) of [35] with vQ = y, v
−1Λ = QLLZ and (q, t) = (1/t1, t2)
or (1/t2, t1).
If our refined topological vertex had cyclic symmetry, then this χy genus Z
inst would
agree with Z inst2 in section 6.2, and hence the following identity should hold∑
λ
Λ|λ|
∏
s∈λ
1−Qqa(s)tℓ(s)+1
1− qa(s)tℓ(s)+1
1−Qq−a(s)−1t−ℓ(s)
1− q−a(s)−1t−ℓ(s)
=exp
{∑
n>0
1
n
Λn
1− ΛnQn
(1− tnQn)(1− q−nQn)
(1− tn)(1− q−n)
}
. (7.8)
From (B.21), this is close to the Cauchy formula for the Macdonald functions in power
sums pn = (1− tnQn)/(1− tn) and (−Λ)n(1− q−nQn)/(1− q−n), i.e.∑
λ
(−Λ)|λ|
∏
s∈λ
1−Qqa′(s)t1−ℓ′(s)
1− qa(s)tℓ(s)+1
1−Qqa′(s)−1t−ℓ′(s)
1− q−a(s)−1t−ℓ(s) q
−a′(s)tℓ
′(s)
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=exp
{
−
∑
n>0
1
n
Λn
(1− tnQn)(1− q−nQn)
(1− tn)(1− q−n)
}
. (7.9)
Although we have no proof for (7.8), computer calculations support that Z inst = Z inst2 ,
which strongly suggests a kind of symmetry of web diagrams. See also the discussions in
the recent papers [18, 36].
7.3 Elliptic genus
Finally, the elliptic genus is written as follows. Let
Z˜ :=
∑
λ,µ,ν
Q
|µ|
1 Λ
|λ|Q
|ν|
2 Cµλ
ν(q, t)Cµλν(q, t). (7.10)
Then
Z˜ =
∑
λ,µ,ν
Pλ(t
ρ; q, t)
∑
σ
ιPµ∨/σ∨(−tλ∨qρ; t, q) Pν/σ(qλtρ; q, t)Q|µ|1 Λ|λ|Q|ν|2
×Pλ∨(−qρ; t, q)
∑
η
ιPµ/η(q
λtρ; q, t) Pν∨/η∨(−tλ∨qρ; t, q)v|σ|−|η|. (7.11)
From (4.3) and the trace formula (6.5) with (c1,2, c2,3, c3,4, c4,5) = (v,Q2, v
−1, Q1) and
(x1, x2, x3, x4) = (−ιtλ∨qρ, qλtρ,−tλ∨qρ, ιqλtρ), it follows that
Z˜ =
∑
λ
∏
s∈λ
v−1Λ
1
(1− qa(s)tℓ(s)+1)(1− q−a(s)−1t−ℓ(s))
×
∏
k≥0
Π0(−Q1ckqλtρ, tλ∨qρ) Π0(−Q2ckqλtρ, tλ∨qρ)
Π0(−v−1ck+1qλtρ, tλ∨qρ)Π0(−vck+1qλtρ, tλ∨qρ)
1
1− ck+1 , (7.12)
with c = Q1Q2 and |c| < 1. If we factor out the Λ-independent part
Z˜pert :=
∑
µ,ν
Q
|µ|
1 Q
|ν|
2 Cµ•
ν(q, t)Cµ•ν(q, t)
=
∏
k≥0
Π0(−Q1cktρ, qρ) Π0(−Q2cktρ, qρ)
Π0(−v−1ck+1tρ, qρ)Π0(−vck+1tρ, qρ)
1
1− ck+1 , (7.13)
then Z inst := Z˜/Z˜pert is from (2.10),
Z inst=
∑
λ
(
v−1Λ
)|λ|∏
k≥0
Nλλ
(
vQ1c
k; q, t
)
Nλλ
(
vQ2c
k; q, t
)
Nλλ (ck; q, t)Nλλ (v2ck+1; q, t)
=
∑
λ
∏
k≥0
∏
s∈λ
v−1Λ
(
1− vQk+11 Qk2qa(s)tℓ(s)+1
) (
1− vQk1Qk+12 qa(s)tℓ(s)+1
)(
1−Qk1Qk2qa(s)tℓ(s)+1
) (
1− v2Qk+11 Qk+12 qa(s)tℓ(s)+1
)
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×
(
1− vQk+11 Qk2q−a(s)−1t−ℓ(s)
) (
1− vQk1Qk+12 q−a(s)−1t−ℓ(s)
)(
1−Qk1Qk2q−a(s)−1t−ℓ(s)
) (
1− v2Qk+11 Qk+12 q−a(s)−1t−ℓ(s)
) . (7.14)
This agrees with the elliptic genus (24) of [35] with Q1Q2 = p, vQ1 = y, v
−1Λ = y−1QLLZ
and (q, t) = (t1, 1/t2) or (t2, 1/t1).
8 SU(Nc) Partition Function
Nekrasov’s SU(Nc) partition function is also realized by our refined topological vertex,
as mentioned in [14].
8.1 Pure SU(2) partition function
The pure SU(2) partition function without Chern-Simons couplings is written as follows.
Let
Zλ1,λ2
e1,e2 (q, t) :=
∑
µ
C•λ1
µ(q, t)Cµλ2
•(q, t)Q
|µ|
1,2fµ (q, t)
=
∑
µ
Pλ1 (t
ρ; q, t)Pµ
(
qλ1tρ; q, t
)
ιPµ∨
(
−tλ∨2 qρ; t, q
)
Pλ2 (t
ρ; q, t)
(
v−1Q1,2
)|µ|
= Π0
(
−v−1Q1,2 qλ1tρ, tλ2∨qρ
)−1
Pλ1 (t
ρ; q, t)Pλ2 (t
ρ; q, t) , (8.1)
from (5.5), where Qα,β := eα/eβ. The dual part is
Zλ2
∨,λ1∨
e
−1
2 ,e
−1
1
(t, q)=
∑
ν
C•λ2∨
ν∨(t, q)Cν∨λ1∨
•(t, q)Q
|ν|
1,2fν∨ (t, q)
=
∑
ν
C•λ2ν(q, t)C
νλ1
•(q, t)Q
|ν|
1,2fν (q, t)
−1 (−1)|λ1|+|λ2|. (8.2)
Then, from (4.3) and (5.5), it follows that
Z˜ :=
∑
λ1,λ2
Zλ1,λ2
e1,e2
(q, t)Zλ2
∨,λ1∨
e
−1
2 ,e
−1
1
(t, q) (ΛQ1,2)
|λ1|+|λ2|fλ1 (q, t) /fλ2 (q, t)
=
∑
λ1,λ2
Π0
(
−v−1Q1,2 qλ1tρ, tλ2∨qρ
)−1
Π0
(
−v−1Q2,1 tλ1∨qρ, qλ2tρ
)−1
×
∏
s∈λ2
v−1Λ
1
(1− qa(s)tℓ(s)+1) (1− q−a(s)−1t−ℓ(s))
×
∏
s∈λ1
v−1Λ
1
(1− qa(s)tℓ(s)+1) (1− q−a(s)−1t−ℓ(s)) . (8.3)
If we factor out the Λ-independent part Z˜pert := Z•,•
e1,e2 (q, t)Z
•,•
e
−1
2 ,e
−1
1
(t, q), then Z inst :=
Z˜/Z˜pert agrees with the SU(2) Nekrasov’s formula Z inst0
(
e1, e2,Λ
1
4 ; q, t
)
in (2.4).
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ΛQ1,2
ΛQ1,2
•
λ1
•
Q1,2, µ λ2
ν, Q1,2
• •
Figure 11: SU(2) partition function: the framing indices for the bottom and the right
internal line are −1 and those for the top and the left internal lines are one.
8.2 Pure SU(Nc) partition function
The pure SU(Nc) partition function with Chern-Simons terms is written as follows. Let
Zλ1,··· ,λNc
e1,··· ,eNc
(q, t)
:=
∑
{µα}
Nc∏
α=1
Cµα−1λα
µα(q, t)
Nc−1∏
α=1
Q
|µα|
α,α+1fµα (q, t)
=
∑
{µα}
Nc∏
α=1
∑
σα
ιPµα−1∨/σα∨
(
−tλα∨qρ; t, q
)
Pλα (t
ρ; q, t)Pµα/σα
(
qλαtρ; q, t
)Nc−1∏
α=1
v|σα|−|µα|Q
|µα|
α,α+1,
(8.4)
with Qα,β = eα/eβ and µ0 = µNc = 0. Note that σ1 = σNc = 0. From the OPE formula
(5.10), we have
Zλ1,··· ,λNc
e1,··· ,eNc
(q, t) =
∏
α<β
Π0
(
−v−1Qα,β qλαtρ, tλβ∨qρ
)−1 Nc∏
α=1
Pλα (t
ρ; q, t) . (8.5)
The dual part is
Z
λNc
∨,··· ,λ1∨
e
−1
Nc
,··· ,e−11
(t, q) =
∑
{µα}
Nc∏
α=1
Cµαλαµα−1(q, t)
Nc−1∏
α=1
Q
|µα|
α,α+1fµα (q, t)
−1 (−1)|λα|, (8.6)
with Qα,β := eα/eβ . Then, using Λα,m in (2.22),
Z˜m :=
∑
λ1,··· ,λNc
Zλ1,··· ,λNc
e1,··· ,eNc
(q, t)Z
λNc
∨,··· ,λ1∨
e
−1
Nc
,··· ,e−11
(t, q)
Nc∏
α=1
Λα,m
|λα|fλα (q, t)
Nc−m−2α+1
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=
∑
λ1,··· ,λNc
∏
α<β
Π0
(
−v−1Qα,β qλαtρ, tλβ∨qρ
)−1
Π0
(
−v−1Qβ,α tλα∨qρ, qλβtρ
)−1
×
Nc∏
α=1
fλα (q, t)
−m
∏
s∈λα
v−1Λ2Nc (−Qα)−m
(1− qa(s)tℓ(s)+1) (1− q−a(s)−1t−ℓ(s)) , (8.7)
with µ0 = µNc = ν0 = νNc = 0. If we factor out the Λ-independent part Z˜
pert :=
Z•,··· ,•
e1,··· ,eNc
(q, t)Z•,··· ,•
e
−1
Nc
,··· ,e−11
(t, q), then Z instm := Z˜m/Z˜
pert agrees with the SU(Nc) Nekrasov’s
formula Z instm (e1, · · · , eNc ,Λ; q, t) in (2.4).
•
λ1, Λ1,m
•
µ1λ2, Λ2,m
ν1
µ2 ν2
Q1,2 Q1,2
Q2,3 Q2,3
µNc−1
λNc , ΛNc,m
νNc−1
• •
QNc−1,Nc QNc−1,Nc
(1,−1)
(−1, 0)
(N − 1−m, 1)
(0,−1)
(−1, 0)
(N − 2−m, 1)
(−1,−1) (N − 3−m, 1)
N − 1−m
N − 3−m
(2−N,−1)
(−1, 0)
(−m, 1)
(1 −N,−1) (−1−m, 1)
1 −N −m
Figure 12: SU(Nc) partition function: the framing indices for the horizontal lines are
N − 1−m, N − 3−m,· · · ,1−N −m from the top to the bottom. Those for the left and
the right internal lines are 1 and −1, respectively.
9 SU(Nc) with Nf = 2Nc
The partition functions with fundamental matters are also realized by the refined topo-
logical vertex as follows. Let
Zλ1,··· ,λ2Nc−1
e1,··· ,e2Nc−1
(q, t)
:=
∑
{µα}
Nc∏
α=1
Cµ2α−2λ2α−1
µ2α−1(q, t)Cµ2αλ2αµ2α−1(q, t)
2Nc−1∏
α=1
Q
|µα|
α,α+1
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=
∑
{µα}
Nc∏
α=1
∑
σ2α−1
ιPµ2α−2∨/σ2α−1∨
(
−tλ2α−1∨qρ; t, q
)
Pλ2α−1 (t
ρ; q, t)Pµ2α−1/σ2α−1
(
qλ2α−1tρ; q, t
)
×
∑
σ2α
Pµ2α−1∨/σ2α∨
(
−tλ2α∨qρ; t, q
)
Pλ2α∨ (−qρ; t, q) ιPµ2α/σ2α
(
qλ2αtρ; q, t
)
×
Nc∏
α=1
v|σ2α−1|−|σ2α|
2Nc−1∏
α=1
Q
|µα|
α,α+1, (9.1)
with µ0 = µ2Nc = σ0 = σ2Nc = 0. As in the pure SU(Nc) case, from (5.10) we have
Zλ1,··· ,λ2Nc−1
e1,··· ,e2Nc−1
(q, t)
=
∏
α<β
Π0
(
−v (−1)
α+(−1)β
2 Qα,β q
λαtρ, tλβ
∨
qρ
)(−1)α+β+1 Nc∏
α=1
Pλ2α−1 (t
ρ; q, t)Pλ2α∨ (−qρ; t, q)
=
∏
α<β
Π0
(−Q2α,2β−1 qλ2αtρ, tλ2β−1∨qρ)Π0 (−Q2α−1,2β qλ2α−1tρ, tλ2β∨qρ)
Π0 (−vQ2α,2β qλ2αtρ, tλ2β∨qρ) Π0 (−v−1Q2α−1,2β−1 qλ2α−1tρ, tλ2β−1∨qρ)
×
Nc∏
α=1
Pλ2α−1 (t
ρ; q, t)Pλ2α∨ (−qρ; t, q) . (9.2)
The dual part is
Z
λ2Nc−1
∨,··· ,λ1∨
e′
−1
2Nc−1
,··· ,e′−11
(t, q) =
∑
{να}
Nc∏
α=1
Cν2α−1λ2α−1ν2α−2(q, t)Cν2α−1λ2α
ν2α(q, t)
2Nc−1∏
α=1
Q′
|να|
α,α+1(−1)|λ2α−1|,
(9.3)
with Q′α,β = e
′
α/e
′
β and e
′
2α−1 = e2α−1.
When λ2α for even integers 2α is a trivial representation, let
Z˜ :=
∑
λ1,λ3,··· ,λ2Nc−1
Zλ1,•,λ3,··· ,•,λ2Nc−1
e1,··· ,e2Nc−1
(q, t)Z
λ2Nc−1
∨,•,··· ,λ3∨,•,λ1∨
e′
−1
2Nc−1
,··· ,e′−11
(t, q)
Nc∏
α=1
Λ|λ2α−1|α fλ2α−1 (q, t)
−1 ,
Λα := v
−1Λ2Nc
α−1∏
β=1
e2β−1
e′2β
Nc∏
β=α
e′2β
e2β−1
. (9.4)
In addition, let Z inst := Z˜/Z˜pert with Z˜pert := Z•,··· ,•
e1,··· ,e2Nc−1
(q, t)Z•,··· ,•
e′
−1
2Nc−1
,··· ,e′−11
(t, q). Then
Z inst=
∑
{λ2α−1}
∏Nc
α=1 Λ
|λ2α−1|
α fλ2α−1 (q, t)
−1∏
α<β
(
Nλαλβ (Qα,β ; q, t)Nλβ∨λα∨
(
Q′α,β ; t, q
))(−1)α+β ∏Nc
α=1Nλ2α−1λ2α−1 (1; q, t)
=
∑
{λ2α−1}
∏Nc
α=1 Λ
2Nc|λ2α−1|∏
α<β
(
Nλαλβ (Qα,β ; q, t)Nλβλα
(
Q′β,α; q, t
))(−1)α+β ∏Nc
α=1Nλ2α−1λ2α−1 (1; q, t)
,
(9.5)
gives the SU(Nc) partition function with Nf = 2Nc.
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•
µ1 ν1
•
µ2
λ3
ν2
•
µ3 ν3
•
µ4 ν4
•
Λ
e1/e2 e1/e
′
2
e2/e3 Λ e
′
2/e3
e3/e4 e3/e
′
4
e4/e5 e
′
4/e5
µ2Nc−2
λ2Nc−1
ν2Nc−2
µ2Nc−1 ν2Nc−1
•
• •
•
e2Nc−2/e2Nc−1 Λ
e′2Nc−2/e2Nc−1
e2Nc−1/e2Nc e2Nc−1/e
′
2Nc
Figure 13: SU(Nc) partition function with Nf = 2Nc: the framing index for the longitu-
dinal internal lines are all −1.
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Appendix A : Proof of the Proposition in Sect. 2.1
A.1 Combinatorial identities
We have the following formula for the Young diagrams, which translates the summation
in squares into that in lows:
Lemma. For all integers Nλ ≥ ℓ(λ) and Nµ ≥ ℓ(µ),
(1− q)
∑
(i,j)∈λ
qj−1t−i+1 =
Nλ∑
i=1
(
1− qλi) t−i+1, (A.1)
(1− q)
∑
(i,j)∈µ
qλi−jtµ
∨
j −i =
(
Nµ∑
i=1
Nµ∑
j=i
−t−1
Nµ∑
i=1
Nµ+1∑
j=i+1
)
qλi−µj tj−i. (A.2)
Proof. (A.1) follows from
∑λ
j=1 q
j−1 = (1− qλ)/(1− q).
The left-hand side of (A.2) reduces to
(1− q)
ℓ(µ)∑
i=1
ℓ(µ)−i∑
k=0
tkqλi−µi+k
µi+k−µi+k+1−1∑
ℓ=0
qℓ=
ℓ(µ)∑
i=1
ℓ(µ)−i∑
k=0
tk
(
qλi−µi+k − qλi−µi+k+1)
=
Nµ∑
i=1
Nµ∑
j=i
tj−i
(
qλi−µj − qλi−µj+1) , (A.3)
which equals the right-hand side of (A.2).
From ∑
1≤i<j≤N+1
qλi−µj tj−i =
∑
1≤i<j≤N
qλi−µj tj−i +
∑
1≤i≤N
qλi−µN+1tN+1−i, (A.4)
(A.2) is rewritten as
(1− q)
∑
(i,j)∈µ
qλi−jtµ
∨
j −i+1 = (t− 1)
∑
1≤i<j≤Nµ
qλi−µj tj−i + t
Nµ∑
i=1
qλi
(
q−µi − tN−i) . (A.5)
Note that if t = q and λ = µ, (A.5) reduces to the formula of the Maya diagram: the
length from a black box to a white one or black one is (λi − i) + (λ∨j − j) + 1 (the hook
length) or (λi − i)− (λj − j), respectively:∑
(i,j)∈λ
q(λi−i)+(λ
∨
j −j)+1 +
∑
1≤i<j≤Nλ
q(λi−i)−(λj−j) =
∑
1≤i≤Nλ
∑
i<j≤λi+Nλ
qj−i. (A.6)
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By using (A.1), we have:
Lemma. For all integers Nλ ≥ ℓ(λ) and Nλ∨ ≥ ℓ(λ∨),
(
t
1
2 − t− 12
) Nλ∑
i=1
(
qλi − 1) t 12−i + (q 12 − q− 12) Nλ∨∑
i=1
(
t−λ
∨
i − 1
)
qi−
1
2 = 0. (A.7)
Proof. Similar to (A.1), for all integers Nλ∨ ≥ ℓ(λ∨),
Nλ∨∑
i=1
(
1− t−λ∨i
)
qi−1 = (1− t−1)
∑
(i,j)∈λ∨
t1−jqi−1 = (1− t−1)
∑
(i,j)∈λ
t1−iqj−1. (A.8)
Therefore, with (A.1),
(1− q)
Nλ∨∑
i=1
(
1− t−λ∨i
)
qi−1 = (1− t−1)
Nλ∑
i=1
(
1− qλi) t1−i. (A.9)
In the power sum function (1.8), (A.7) is written as(
t
n
2 − t−n2 ) pn (qλtρ, Lt−ρ)+ (q n2 − q−n2 ) pn (t−λ∨q−ρ, Lqρ) = 0, L ∈ C. (A.10)
Note that if t = q, (A.7) reduces to the formula of the Maya diagram: the black boxes
and the white ones are at λi− i+ 12 and −(λ∨i − i+ 12) of the Maya diagram, respectively:
Nλ∑
i=1
qλi−i+
1
2 +
Nµ∨∑
i=1
q−λ
∨
i +i−
1
2 =
Nµ∨∑
i=1−Nλ
qi−
1
2 . (A.11)
Hence
∑
i≥1 q
λi−i+
1
2 +
∑
i≥1 q
−λ∨i +i−
1
2 =
∑
i∈Z q
i− 1
2 = q−
1
2 δ(q).
A.2 Factors in Nekrasov’s formula
We have the following formula for the Young diagrams, which implies the equivalence
among several expressions of Nekrasov’s formula.
Proposition. The following ni,±λµ (L1, L2; q, t)’s (i = 1, 2, 3) are all the same.
vn1,+λµ (L1, L2; q, t) :=
∑
(i,j)∈µ
(
qλi − L1
)
q
1
2
−jtµ
∨
j −i+
1
2 +
∑
(i,j)∈λ
(
q−µi − L2
)
qj−
1
2 t−λ
∨
j +i−
1
2 ,
vn1,−λµ (L1, L2; q, t) :=
∑
(i,j)∈λ
qλi−j+
1
2 t
1
2
−i
(
tµ
∨
j − L2
)
+
∑
(i,j)∈µ
q−µi+j−
1
2 ti−
1
2
(
t−λ
∨
j − L1
)
,(A.12)
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vn2,+λµ (L1, L2; q, t) := p1
(
qλtρ, L1t
−ρ
)
p1
(
tµ
∨
qρ, L2q
−ρ
)
− p1
(
tρ, L1t
−ρ
)
p1
(
qρ, L2q
−ρ
)
,
vn2,−λµ (L1, L2; q, t) := p1
(
t−λ
∨
q−ρ, L1q
ρ
)
p1
(
q−µt−ρ, L2t
ρ
)− [ λ = µ = 0 ], (A.13)
vn3,+λµ (L1, L2; q, t) :=
{
p1
(
qλtρ, L1t
−ρ
)
p1
(
q−µt−ρ, L2t
ρ
)− [ λ = µ = 0 ]} t− 12 − t 12
q
1
2 − q− 12 ,
vn3,−λµ (L1, L2; q, t) :=
{
p1
(
t−λ
∨
q−ρ, L1q
ρ
)
p1
(
tµ
∨
qρ, L2q
−ρ
)
− [ λ = µ = 0 ]
} q 12 − q− 12
t−
1
2 − t 12 ,
(A.14)
with v := (q/t)
1
2 and L1, L2 ∈ C. Here p1 is the power sum function in (1.8) and
[ λ = µ = 0 ]’s stand for terms substituting λ = µ = 0 into the foregoing ones.
Proof. It is clear that
n1,±λµ (L1, L2; q, t)v=n
1,±
µλ (L2, L1; q
−1, t−1)/v = n1,∓µ∨λ∨(L2, L1; t, q)/v,
n2,±λµ (L1, L2; q, t)v=n
2,∓
µλ (L2, L1; q
−1, t−1)/v = n2,±µ∨λ∨(L2, L1; t, q)/v,
n3,±λµ (L1, L2; q, t)v=n
3,±
µλ (L2, L1; q
−1, t−1)/v = n3,∓µ∨λ∨(L2, L1; t, q)/v. (A.15)
Therefore, it suffices to show n1+λµ = n
2+
λµ = n
3+
λµ . First, applying (A.10) yields n
2+
λµ = n
3+
λµ .
Next, we prove that n1+λµ = n
3+
λµ . From (A.2)×t, we have, for all integers Nλµ ≥ ℓ(λ),
ℓ(µ), ∑
(i,j)∈µ
qλi−jtµ
∨
j −i+1 =
1
1− q
 t Nλµ∑
i=1
Nλµ∑
j=i
−
Nλµ∑
i=1
Nλµ+1∑
j=i+1
 qλi−µj tj−i. (A.16)
By replacing q, t and λ in (A.2) with 1/q, 1/t and µ, respectively,
∑
(i,j)∈λ
q−µi+j−1t−λ
∨
j +i =
1
1− q
 t Nλµ∑
j=1
Nλµ+1∑
i=j+1
−
Nλµ∑
j=1
Nλµ∑
i=j
 qλi−µj tj−i. (A.17)
Adding these two equations, we have
n1,+λµ (L1, L2; q, t)+L1
∑
(i,j)∈µ
q−jti + L2
∑
(i,j)∈λ
qj−1t1−i
=
∑
(i,j)∈µ
qλi−jtµ
∨
j −i+1 +
∑
(i,j)∈λ
q−µi+j−1t−λ
∨
j +i
=
1
1− q
 t Nλµ+1∑
i=1
Nλµ∑
j=1
−
Nλµ∑
i=1
Nλµ+1∑
j=1
 qλi−µj tj−i
=
1
1− q
 t Nλµ+1∑
i=1
Nλµ∑
j=1
−
Nλµ∑
i=1
Nλµ+1∑
j=1
(qλi−µj − 1) tj−i. (A.18)
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Thus, the following lemma with Nλ = Nµ = Nλµ shows that n
1+
λµ = n
3+
λµ .
Lemma. For any integers Nλ ≥ ℓ(λ), Nµ ≥ ℓ(µ) and Nµ∨ ≥ ℓ(µ∨),
n2,+λµ (L1, L2; q, t) =
Nλ∑
i=1
Nµ∨∑
j=1
(
qλitµ
∨
j − 1
)
t1−iq−j
+
∑
(i,j)∈λ
qλi−jt1−i
(
q−Nµ∨ − L2
)
+
∑
(i,j)∈µ
tµ
∨
j −i+1q−j
(
t−Nλ − L1
)
,
n3,+λµ (L1, L2; q, t) =
1
1− q
[
t
Nλ+1∑
i=1
Nµ∑
j=1
−
Nλ∑
i=1
Nµ+1∑
j=1
] (
qλi−µj − 1) tj−i
−L1
∑
(i,j)∈µ
q−jti − L2
∑
(i,j)∈λ
qj−1t1−i. (A.19)
Proof.
t−1n2,+λµ (L1, L2; q, t)
=
(
Nλ∑
i=1
(
qλi − 1) t−i − 1− L1
1− t
)Nµ∨∑
j=1
(
tµ
∨
j − 1
)
q−j − 1− L2
1− q
− 1− L1
1− t
1− L2
1− q
=
(
Nλ∑
i=1
qλit−i − t
−Nλ − L1
1− t
)Nµ∨∑
j=1
tµ
∨
j q−j − q
−Nµ∨ − L2
1− q
− [ λ = µ = 0 ]
=
Nλ∑
i=1
Nµ∨∑
j=1
(
qλitµ
∨
j − 1
)
t1−iq−j +
Nλ∑
i=1
1− qλi
1− q t
1−i
(
q−Nµ∨ − L2
)
+
Nµ∨∑
j=1
tµ
∨
j −1
1− t−1 q
−j
(
t−Nλ − L1
)
.
1− q
t− 1n
3,+
λµ (L1, L2; q, t)
=
(
Nλ∑
i=1
(
qλi − 1) t−i − 1− L1
1− t
)(
Nµ∑
j=1
(
q−µj − 1) tj − 1− L2
1− t−1
)
− 1− L1
1− t
1− L2
1− t−1
=
(
Nλ∑
i=1
qλit−i − t
−Nλ − L1
1− t
)(
Nµ∑
j=1
q−µj tj − t
Nµ − L2
1− t−1
)
− [ λ = µ = 0 ]
=
Nλ∑
i=1
Nµ∑
j=1
(
qλi−µj − 1) tj−i − Nµ∑
j=1
(
q−µj − 1) tj t−Nλ − L1
1− t −
Nλ∑
i=1
(
qλi − 1) t−i tNµ − L2
1− t−1 .
Note that n2±λµ and n
3±
λµ are independent of Nλ’s, if they are sufficiently large. Let
nλµ(L1, L2; q, t) := n
i,±
λµ (L1, L2; q, t); then it satisfies
nλµ(L1, L2; q, t)v = nµλ(L2, L1; q
−1, t−1)/v = nµ∨λ∨(L2, L1; t, q)/v. (A.20)
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Let
N i,±λµ (vQ, L1, L2; q, t) := exp
{
−
∑
n>0
Qn
n
vnni,±λµ (L
n
1 , L
n
2 ; q
n, tn)
}
, (A.21)
then we have:
Corollary. The following N i,±λµ (Q,L1, L2; q, t)’s (i = 1, 2, 3) are all the same.
N1,+λµ (vQ, L1, L2; q, t)=
∏
(i,j)∈µ
1−Qqλi−j+ 12 tµ∨j −i+ 12
1−QL1 q 12−jti− 12
∏
(i,j)∈λ
1−Qq−µi+j− 12 t−λ∨j +i− 12
1−QL2 qj− 12 t 12−i
,
N1,−λµ (vQ, L1, L2; q, t)=
∏
(i,j)∈λ
1−Qqλi−j+ 12 tµ∨j −i+ 12
1−QL2 qj− 12 t 12−i
∏
(i,j)∈µ
1−Qq−µi+j− 12 t−λ∨j +i− 12
1−QL1 q 12−jti− 12
,(A.22)
N2,+λµ (vQ, L1, L2; q, t)=
Π0
(−Q {qλtρ, L1t−ρ} , {tµ∨qρ, L2q−ρ})
Π0 (−Q {tρ, L1t−ρ} , {qρ, L2q−ρ}) ,
N2,−λµ (vQ, L1, L2; q, t)=
Π0
(−Q {t−λ∨q−ρ, L1qρ} , {q−µt−ρ, L2tρ})
Π0 (−Q {q−ρ, L1qρ} , {t−ρ, L2tρ}) , (A.23)
N3,+λµ (vQ, L1, L2; q, t)=
Π
(
vQ
{
qλtρ, L1t
−ρ
}
, {q−µt−ρ, L2tρ} ; q, t
)
Π (vQ {tρ, L1t−ρ} , {t−ρ, L2tρ} ; q, t) ,
N3,−λµ (vQ, L1, L2; q, t)=
Π
(
vQ
{
t−λ
∨
q−ρ, L1q
ρ
}
,
{
tµ
∨
qρ, L2q
−ρ
}
; t−1, q−1
)
Π (vQ {q−ρ, L1qρ} , {qρ, L2q−ρ} ; t−1, q−1) , (A.24)
By letting L1 and L2 = 0, we obtain six expressions of Nλµ (Q; q, t) in Nekrasov’s formula.
This completes the proof of the proposition in section 2.1.
Appendix B : Formula for the Macdonald Symmetric
Function
Here we recapitulate basic properties of the Macdonald symmetric function [15].
B.1 Definition for the Macdonald symmetric function
Bases of the ring of symmetric functions in an infinite number of variables x = (x1, x2, · · · )
are indexed by the Young diagram, i.e. the partition λ = (λ1, λ2, · · · ), which is a se-
quence of nonnegative integers such that λi ≥ λi+1 and |λ| =
∑
i λi < ∞. For example,
40
the monomial symmetric function is defined by mλ(x) =
∑
σ x
λσ(1)
1 x
λσ(2)
2 · · · , where the
summation is over all distinct permutations of (λ1, λ2, · · · ). The power sum symmetric
function pλ(x) is defined by
pλ(x) = pλ1(x)pλ2(x) · · · , pn(x) =
∞∑
i=1
xni . (B.1)
We introduce an inner product on the ring of symmetric functions in the following man-
ner: for any symmetric functions f and g, in power sums pλ’s,
〈f(p)|g(p)〉q,t := f(p∗) g(p) |constant part, p∗n := n
1− qn
1− tn
∂
∂pn
. (B.2)
The Macdonald symmetric function Pλ = Pλ(x; q, t) is uniquely specified by the fol-
lowing orthogonality and normalization:
〈Pλ|Pµ〉q,t = 0 if λ 6= µ, (B.3)
Pλ(x; q, t) = mλ(x) +
∑
µ<λ
uλµmµ(x), uλµ ∈ Q(q, t). (B.4)
Here we used the dominance partial ordering on the Young diagrams defined as λ ≥ µ⇔
|λ| = |µ| and λ1 + · · ·+ λi ≥ µ1 + · · ·+ µi for all i.
The scalar product is given by
〈Pλ|Pλ〉q,t =
∏
s∈λ
1− qa(s)+1tℓ(s)
1− qa(s)tℓ(s)+1 , (B.5)
which satisfies
〈Pλ|Pλ〉q,t =
(q
t
)|λ|
〈Pλ|Pλ〉q−1,t−1 = 〈Pλ∨|Pλ∨〉−1t,q . (B.6)
If we define
gλ(q, t) :=
v|λ|
〈Pλ|Pλ〉q,t , (B.7)
with v = (q/t)
1
2 , then
gλ(q, t) = gλ(q
−1, t−1) = gλ∨(t, q)
−1. (B.8)
The skew Macdonald symmetric function Pλ/µ(x; q, t) is defined by
Pλ/µ(x; q, t) := gµ(q, t)P
∗
µ
(
v−1x; q, t
)
Pλ(x; q, t), (B.9)
where ∗ acts on the power sum as p∗n := n1−q
n
1−tn
∂
∂pn
. Finally let ιPλ/µ(x; q, t) be the skew
Macdonald function with the involution ι acting on the power sum pn as ι(pn) = −pn.
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Let x = (x1, x2, · · · ) and y = (y1, y2, · · · ) be two sets of variables. Then we have∑
µ
Pλ/µ(x; q, t)Pµ/ν(y; q, t) = Pλ/ν(x, y; q, t), (B.10)
where Pλ/ν(x, y; q, t) denotes the skew Macdonald function in the set of variables
(x1, x2, · · · , y1, y2, · · · ).
B.2 Symmetries and Cauchy formulas
Next, we turn to showing the basic properties of the (skew) Macdonald symmetric func-
tion. The Macdonald function enjoys the symmetries
Pλ/µ(cx; q, t) = c
|λ|−|µ|Pλ/µ(x; q, t), c ∈ C, (B.11)
Pλ/µ
(
x; q−1, t−1
)
= Pλ/µ(x; q, t), (B.12)
Pλ∨/µ∨(vx; t, q) =
gλ(q, t)
gµ(q, t)
ωq,tPλ/µ(x; q, t), ωq,t(pn) = (−1)n−1
1− qn
1− tn pn. (B.13)
When t = q, the Schur function has the extra symmetries
sλ∨(x) = ιsλ(−x) = (−1)|λ|ιsλ(x). (B.14)
The following Cauchy formula is especially important:∑
λ
gλ(q, t)Pλ(x; q, t)Pλ(y; q, t) = Π(vx, y) := exp
{∑
n>0
vn
n
1− tn
1− qnpn(x)pn(y)
}
=
∏
k≥0
∏
i,j
1− tvxiyjqk
1− vxiyjqk , |q| < 1. (B.15)∑
λ
Pλ(x; q, t)Pλ∨(y; t, q) = Π0(x, y) := exp
{∑
n>0
(−1)n−1
n
pn(x)pn(y)
}
=
∏
i,j
(1 + xiyj). (B.16)
The Cauchy formulas for the skew Macdonald function are∑
λ
gλ(q, t)
gµ(q, t)
Pλ/µ(x; q, t)Pλ/ν(y; q, t)=Π(vx, y)
∑
λ
Pµ/λ(y; q, t)Pν/λ(x; q, t)
gν(q, t)
gλ(q, t)
,∑
λ
Pλ/µ(x; q, t)Pλ∨/ν∨(y; t, q)=Π0(x, y)
∑
λ
Pµ∨/λ∨(y; t, q)Pν/λ(x; q, t). (B.17)
If we denote by ωxq,t the endmorphism ωq,t on variables x, then
Π(vx, y; q, t) = Π(v−1x, y; q−1, t−1) = ωxt,qω
y
t,qΠ(v
−1x, y; t, q). (B.18)
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B.3 Specialization formulas
We denote
pn(cq
λtρ) := cn
∞∑
i=1
(qnλi − 1)tn( 12−i) + c
n
t
n
2 − t−n2 , c ∈ C,
pn(cq
λtρ, cLt−ρ) := pn(cq
λtρ) + pn(cLt
−ρ),
= cn
∞∑
i=1
(qnλi − 1)tn( 12−i) + cn 1− L
n
t
n
2 − t−n2 , c, L ∈ C. (B.19)
Then by using (B.13) and (A.10), we obtain
Pµ∨/ν∨
(
−tλ∨qρ, −Lq−ρ; t, q
)
=
gµ(q, t)
gν(q, t)
Pµ/ν
(
q−λt−ρ, Ltρ; q, t
)
, (B.20)
The Macdonald function in the power sums pn = (1−Ln)/(tn2 − t−n2 ) is [15](Ch. VI.6)
Pλ
(
tρ, Lt−ρ; q, t
)
=
∏
s∈λ
(−1)t 12 qa′(s)1− Lq
−a′(s)tℓ
′(s)
1− qa(s)tℓ(s)+1 , (B.21)
for a generic L ∈ C. By replacing (q, t) and λ with (t, q) and λ∨, respectively,
Pλ∨
(
qρ, Lq−ρ; t, q
)
=
∏
s∈λ
q−
1
2 q−a
′(s) 1− Lqa′(s)t−ℓ′(s)
1− q−a(s)−1t−ℓ(s) . (B.22)
Then we have
gλ(q, t)
Pλ(t
ρ, L1t
−ρ; q, t)
Pλ∨(qρ, L2q−ρ; t, q)
=
∏
s∈λ
qa
′(s)t−ℓ
′(s)1− L1q−a′(s)tℓ′(s)
1− L2qa′(s)t−ℓ′(s) , L1, L2 ∈ C. (B.23)
Note that
ιPλ
(
t−ρ, Ltρ; q, t
)
= Pλ
(
tρ, Lt−ρ; q, t
)
, L ∈ C. (B.24)
If L = t−N with N ∈ N, then pn(qλtρ, t−N−ρ) =
∑N
i=1 q
nλitn(
1
2
−i) is the power sum
symmetric polynomial in N variables {qλit 12−i}1≤i≤N , hence Pλ
(
tρ, t−N−ρ; q, t
)
reduces to
the Macdonald symmetric polynomial in N variables. Therefore
Pλ
(
tρ, t−N−ρ; q, t
)
= 0, for ℓ(λ) > N ∈ N. (B.25)
Note that
Wλ,µ(q, t) := Pλ
(
tρ, t−N−ρ; q, t
)
Pµ
(
qλtρ, t−N−ρ; q, t
)
, N ∈ N, (B.26)
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has a nice symmetry [15](Ch. VI.6):
Wλ,µ(q, t) =Wµ,λ(q, t). (B.27)
When L = 0 (the case of principal specialization),
Pλ (t
ρ; q, t)
∏
s∈λ
(−1)q−a(s)tℓ(s)=Pλ
(
t−ρ; q, t
)
= Pλ∨ (−qρ; t, q) /gλ(q, t)
= ιPλ (t
ρ; q, t) = ιPλ∨
(−q−ρ; t, q) /gλ(q, t). (B.28)
Appendix C : Refined BPS State Counting
From the instanton expansion of Nekrasov’s partition function,
ZNek = 1 +
∞∑
k=1
ΛkZk(Qα; q, t) , (C.1)
we can compute the refined Gopakumar-Vafa integer invariant N
(jL,jR)
β as follows. We
expect the following multicover structure of the partition function
ZNek = exp
(
∞∑
n=1
G(Qnα, Q
n
B; q
n, tn)
n
)
, (C.2)
from the argument of Gopakumar-Vafa type. Assuming the scale parameter Λ is propor-
tional to the Ka¨hler parameter QB of the base space P
1 of ALE fibration, we expand
G(Qα, QB; q, t) =
∞∑
k=1
QkBGk(Qα; q, t) , (C.3)
where
Gk(Qα; q, t) =
∑
{ℓα}
∑
(jL,jR)
N
(jL,jR)
k,{ℓα}
(q1/2 − q−1/2)(t1/2 − t−1/2)χjL(u)χjR(v)
N−1∏
α=1
Qℓαα , (C.4)
and χj(x) is the irreducible character of SU(2) with spin j. We have introduced the
notations u2 = t · q and v2 = q/t. Comparing the coefficients of Λk ∼ QkB, up to k = 4
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we obtain
G1(Qα; q, t)=Z1(Qα; q, t),
G2(Qα; q, t)=Z2(Qα; q, t)−
1
2
(Z1(Qα; q, t))
2 − 1
2
Z1(Q
2
α; q
2, t2),
G3(Qα; q, t)=Z3(Qα; q, t)− Z2(Qα; q, t)Z1(Qα; q, t) +
1
3
(Z1(Qα; q, t))
3 − 1
3
Z1(Q
3
α; q
3, t3),
G4(Qα; q, t)=Z4(Qα; q, t)− Z3(Qα; q, t)Z1(Qα; q, t)−
1
2
(Z2(Qα; q, t))
2
+ Z2(Qα; q, t) (Z1(Qα; q, t))
2 − 1
4
(Z1(Qα; q, t))
4 − 1
2
Z2(Q
2
α; q
2, t2)
+
1
4
(
Z1(Q
2
α; q
2, t2)
)2
. (C.5)
There is a cancellation of Z1(Q
4
α; q
4, t4) in the computation of G4(Qα; q, t).
In [14] we reported some results for SU(2) theory with no Chern-Simons coupling.
This corresponds to the refined GV invariants for the local Hirzebruch surface of F0. For
SU(2) theory the expansion at instanton number k becomes
Gk(QF ; q, t) =
∞∑
n=0
∑
(jL,jR)
N
(jL,jR)
kB+nF
(q1/2 − q−1/2)(t1/2 − t−1/2)χjL(u)χjR(v)v
2kQk+nF , (C.6)
where QF is the Ka¨hler parameter of the fiber P
1. The analysis of the symmetry of
Nekrasov’s partition function made in section 2 instructs us to factor out v2kQkF in com-
puting N
(jL,jR)
kB+nF . Our results are
N
(jL,jR)
B+nF = δjL,0δjR,n+ 12
, (C.7)
for one instanton and⊕
(jL,jR)
N
(jL,jR)
2B+nF (jL, jR) =
n⊕
ℓ=1
n−ℓ+1⊕
m=1
[
m+ 1
2
](
ℓ− 1
2
,
3ℓ+ 2m
2
)
, (C.8)
for two instantons.
We have computed the invariants of SU(2) theory with the Chern-Simons coupling
m = 1, 2, which are expected to give the refined GV invariants for local F1 and F2. It has
been known that the GV invariants of F0 and F2 are simply related by a “shift” of the
Ka¨hler parameters. We have found this relation survives for the refined GV invariants up
to instanton number 3. To describe the result neatly, let G
(m)
k (QF ; q, t) be the coefficients
of the instanton expansion (C.3) for local Fm. Then what we have checked is
G
(2)
k (QF ; q, t) = Q
k
F ·G(0)k (QF ; q, t), (1 ≤ k ≤ 3) , (C.9)
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which implies N
(jL,jR)
kB+nF for local F0 is the same as N
(jL,jR)
kB+(n+k)F for local F2. We would
like to stress this is a somewhat surprising result, since the refined GV invariants are
not BPS protected quantities and they may jump under the deformation of complex
structures10. For the GV invariants which are BPS protected, the agreement of the
invariants may be explained by the fact that F2 is obtained from F0 by a deformation
of complex structure11. However, for BPS nonprotected quantities it is not certain if the
same argument applies. In any case what we have found supports the expectation that on
noncompact Calabi-Yau manifold the refined GV invariants are actually invariant under
the complex structure deformation, which is pointed out in [11].
For local F1 the invariants are qualitatively different from local F0 at one instanton.
We have
N
(jL,jR)
B+nF = δjL,0δjR,n . (C.10)
For F0 and F2 the right spin jR at one instanton is always half-integer, while for F1
it is integer. However, at two instanton our computation shows that the refined GV
invariants of F1 are related to F0 quite similarly to the relation between F0 and F2. We
have checked that
G
(1)
2k (QF ; q, t) = Q
k
F ·G(0)2k (QF ; q, t), (k = 1) . (C.11)
It has been pointed out that for even instanton number one may expect the GV invariants
of local F0 and local F1 are related [7]. It is tempting to conjecture that the above relation
is valid for any k.
For general values of the Chern-Simons coupling, our preliminary computation shows
that the refined invariants have no simple relation to those of local F0,1,2. Even wrong the
structure of Spin(4) character seems lost in this region. This may be related to the fact
that the five-dimensional theory is physically not well-defined for these Chern-Simons
couplings.
For SU(3) case the computation of the refined invariants gets more involved. The
corresponding local toric Calabi-Yau geometry is the ALE fibration of A2 type over P
1
and we have two Ka¨hler parameters Q1 := e
−tF1 and Q2 := e
−tF2 , for the fiber. The
10However, for local CY the deformation of complex structure may not be well-defined, because of
noncompactness of the total space.
11We thank Y. Konishi and S. Minabe for discussion on this issue.
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instanton expansion takes the form
Gk(Qi; q, t) =
∞∑
n1,n2=0
∑
(jL,jR)
N
(jL,jR)
β(n1,n2)
(q1/2 − q−1/2)(t1/2 − t−1/2)χjL(u)χjR(v)v
3kQk+n11 Q
k+n2
2 ,
(C.12)
where β(n1, n2) := kB+n1F1+n2F2 represents two cycles wrapping k times on the base
space. The analysis of the symmetry of Nekrasov’s partition function made in section 2
instructs us to factor out v3k(Q1Q2)
k. At one instanton we found that the spin contents
for the homology class B + n1F1 + n2F2 are
(0, nmax)⊕ (0, nmax − 1)⊕ · · · ⊕ (0, |n1 − n2|) , (C.13)
where nmax := max(n1, n2). We note that the left spin always vanishes at one instanton.
When n1 = 0 or n2 = 0 the geometry reduces to local F1 and the above result is consistent
with the refined GV invariants of local F1. At two instanton since we cannot find any
simple rule for the refined GV invariants, let us present a short list of our computation.
When n1 = 0 or n2 = 0, the result is again consistent with (C.8) in view of the relation
(C.11).
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(n1, n2) spin contents
(1, 0), (0, 1), (1, 1) ∅
(2, 0), (0, 2) (0, 5
2
)
(2, 1), (1, 2) (0, 5
2
)⊕ (0, 3
2
)
(3, 0), (0, 3) (1
2
, 4)⊕ (0, 7
2
)⊕ (0, 5
2
)
(2, 2) (0, 7
2
)⊕ 2(0, 5
2
)⊕ 2(0, 3
2
)⊕ 2(0, 1
2
)
(3, 1), (1, 3) (1
2
, 4)⊕ (1
2
, 3)⊕ 2(0, 7
2
)⊕ 3(0, 5
2
)⊕ (0, 3
2
)
(4, 0), (0, 4) (1, 11
2
)⊕ (1
2
, 5)⊕ (1
2
, 4)⊕ 2(0, 9
2
)⊕ (0, 7
2
)⊕ (0, 5
2
)
(3, 2), (2, 3) (1
2
, 4)⊕ (1
2
, 3)⊕ (1
2
, 2)
⊕(0, 9
2
)⊕ 3(0, 7
2
)⊕ 5(0, 5
2
)⊕ 4(0, 3
2
)⊕ 2(0, 1
2
)
(4, 1), (1, 4) (1, 11
2
)⊕ (1, 9
2
)⊕ (1
2
, 5)⊕ 3(1
2
, 4)⊕ (1
2
, 3)
⊕3(0, 9
2
)⊕ 5(0, 7
2
)⊕ 3(0, 5
2
)⊕ (0, 3
2
)
(5, 0), (0, 5) (3
2
, 7)⊕ (1, 13
2
)⊕ (1, 11
2
)⊕ 2(1
2
, 6)⊕ (1
2
, 5)⊕ (1
2
, 4)
⊕2(0, 11
2
)⊕ 2(0, 9
2
)⊕ (0, 7
2
)⊕ (0, 5
2
)
(3, 3) (1
2
, 5)⊕ 2(1
2
, 4)⊕ 2(1
2
, 3)⊕ 2(1
2
, 2)⊕ 2(1
2
, 1)
⊕(0, 11
2
)⊕ 3(0, 9
2
)⊕ 6(0, 7
2
)⊕ 8(0, 5
2
)⊕ 8(0, 3
2
)⊕ 6(0, 1
2
)
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Appendix D : q-Dunkl Operator Realization for the
Refined Topological Vertex
In this appendix, we use the Macdonald polynomials PNλ (x; q, t) in the finite number of
variables x = (x1, x2, · · · , xN ) with setting xN+1 = xN+2 = · · · = 0. Here we assume that
|q|, |t| > 1, and define the following refined topological vertex (without framing factor)
Vµλ
ν := lim
N→∞
∑
σ
ιPNµ∨/σ∨(−tλ
∨
qρ; t, q) PNν/σ(q
λtρ; q, t)PNλ (t
ρ; q, t)v|σ|,
Vµ
λν := lim
N→∞
∑
σ
PNµ∨/σ∨(−tλ
∨
qρ; t, q) ιPNν/σ(q
λtρ; q, t)PNλ∨(−qρ; t, q)v|σ| = ιVµλν . (D.1)
These also reproduce Nekrasov’s partition function.
Let Yi, (i = 1, · · · , N) be the q-Dunkl operator [37] [38] acting on the variables xi,
(i = 1, · · · , N);
Yi(x) = t
−N
2 TiTi+1 · · ·TN−1ωT−11 · · ·T−1i−1,
Ti= t
1
2 + t−
1
2
1− txi/xi+1
1− xi/xi+1 (si − 1), (D.2)
where
si = (i, i+ 1), ω = τNsN−1 · · · s1, τN(xi) = qδi,Nxi. (D.3)
They commute with each other,
[Yi(x), Yj(x)] = 0, (D.4)
and the Macdonald polynomials are eigenfunctions of any symmetric operator f in them:
f(Y1(x), · · · , YN(x))PNλ (x; q, t) = f(qλ1t
1
2
−1, · · · , qλN t 12−N)PNλ (x; q, t). (D.5)
Let Y˜i(x) be the dual q-Dunkl operator which is given by replacing q with t in Yi(x), i.e.
f(Y˜1(x), · · · , Y˜N(x))PNλ (x; t, q) = f(tλ1q
1
2
−1, · · · , tλNq 12−N)PNλ (x; t, q). (D.6)
Note that Yi(x) and Y˜i(x) may not commute with each other.
Using these (dual) q-Dunkl operators, our vertices in (D.1) are written as follows:
Vµλ
ν = lim
N→∞
∑
σ
v|σ|PNν/σ(−Y (x); q, t) ωq,t
(
ιPNµ∨/σ∨(Y˜ (x); t, q)P
N
λ∨(x; t, q)
)
|x=tρ ,
Vµ
λν = lim
N→∞
∑
σ
v|σ|PNµ∨/σ∨(−Y˜ (x); t, q) ωq,t
(
ιPNν/σ(Y (x); q, t)P
N
λ (−x; q, t)
) |x=qρ.(D.7)
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Here ωq,t is the involution in (B.13).
Therefore the summation in the Young diagrams in Nekrasov’s formula is formally
performed by using these q-Dunkl operators. For example, the SU(2) partition function
in (8.3) is
Z˜ = lim
N→∞
Π0
(
−Q1Y (x), Y˜ (z)
)−1
Π0
(
−Q2Y (w), Y˜ (y)
)−1
×Π0(−Λx, y) Π0(−Λz, w)|x=z=tρ,y=w=qρ. (D.8)
In the SU(Nc) case, let
D0 :=
Nc∏
α=1
Π0 (−Λxα, yα) ,
Dα :=
Nc∏
β=α+1
Π0
(
−Qα,βY (xα), Y˜ (xβ)
)−1
Π0
(
−Qβ,αY (yβ), Y˜ (yα)
)−1
, 0 < α < Nc,(D.9)
and D′α := Dαω
xα
t,qω
yα
q,t , then the SU(Nc) partition function in (8.7) with m = 0 is
Z˜0=
∑
λα,µα,να
V•λ1
µ1Vµ1λ2
µ2 · · ·VµNc−2λNc−1µNc−1VµNc−1λNc •
×V•λNcνNc−1VνNc−1λNc−1νNc−2 · · ·Vν2λ2ν1Vν1λ1•
×
Nc∏
α=1
Q
|λα|
Bα
Nc−1∏
α=1
v−|µα|−|να|Q
|µα|
α,α+1Q
|να|
α+1,α
=D′Nc−1 · · ·D′2D1D0|xα=tρ,yα=qρ . (D.10)
Since ωxt,qω
y
q,tΠ0(x, y) = Π0(x, y), we have the following q-Dunkl operator realization for
Nekrasov’s formula
Z˜0 = DNc−1 · · ·D2D1D0|xα=tρ,yα=qρ . (D.11)
Appendix E : Notations and identities for Partitions
For each square s = (i, j) in the Young diagram of a partition λ = (λ1, λ2, · · · ), we define
aλ(s) := λi − j, ℓλ(s) := λ∨j − i, a′(s) := j − 1, ℓ′(s) := i− 1 , (E.1)
where λ∨j denotes the conjugate (dual) diagram. They are called arm length, leg length,
arm colength and leg colength, respectively. The hook length hλ(s) and the content c(s)
at s are given by
hλ(s) := aλ(s) + ℓλ(s) + 1 , c(s) := a
′(s)− ℓ′(s) . (E.2)
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The weight |λ| and ||λ||2 are
|λ| :=
∑
i
λi, ||λ||2 :=
∑
i
λi
2 = 2
∑
s∈λ
(a(s) +
1
2
). (E.3)
We also need the following integer
n(λ) :=
∑
s∈λ
ℓ′(s) =
∞∑
i=1
(i− 1)λi = 1
2
∞∑
i=1
λ∨i (λ
∨
i − 1) =
∑
s∈λ
ℓλ(s) . (E.4)
Similarly, we have
n(λ∨) :=
∑
s∈λ
a′(s) =
∑
s∈λ
aλ(s) . (E.5)
They are related to the integer κ(λ) as follows:
κ(λ) := 2
∑
s∈λ
(j − i) = 2(n(λ∨)− n(λ)) = |λ|+
∞∑
i=1
λi(λi − 2i) . (E.6)
Note that, since {λi − j}λij=1 = {j − 1}λij=1,∑
(i,j)∈λ
f(λi − j, i) =
∑
(i,j)∈λ
f(j − 1, i), (E.7)
for any function f . Also since
{λi − j}µij=1 ∪ {−µi + j − 1}λij=1 = {j}λi−1j=−µi = {λi − j}λij=1 ∪ {−µi + j − 1}µij=1, (E.8)
we have∑
(i,j)∈µ
(λi − j)−
∑
(i,j)∈λ
(µi − j + 1) =
∑
(i,j)∈λ
(λi − j)−
∑
(i,j)∈µ
(µi − j + 1). (E.9)
We list their relations:
51
|λ|, ||λ||2, n, κ ∑i ∑(i,j)∈λ ∑s∈λ
|λ| = ∑i λi = ∑(i,j)∈λ 1 = ∑s∈λ 1,
||
|λ∨| = ∑j λ∨j .
1
2
||λ||2 = 1
2
∑
i λi
2 =
∑
(i,j)∈λ(λi − j + 12) =
∑
s∈λ
(
a(s) + 1
2
)
.
1
2
||λ∨||2 = 1
2
∑
j λ
∨2
j =
∑
(i,j)∈λ(λ
∨
j − i+ 12) =
∑
s∈λ
(
ℓ(s) + 1
2
)
,
n(λ) =
∑
i(i− 1)λi =
∑
(i,j)∈λ(i− 1) =
∑
s∈λ ℓ
′(s),
||
1
2
(||λ∨||2 − |λ∨|) = 1
2
∑
j λ
∨
j (λ
∨
j − 1) =
∑
(i,j)∈λ(λ
∨
j − i) =
∑
s∈λ ℓ(s).
n(λ∨) =
∑
j(j − 1)λ∨j =
∑
(i,j)∈λ(j − 1) =
∑
s∈λ a
′(s),
||
1
2
(||λ||2 − |λ|) = 1
2
∑
i λi(λi − 1) =
∑
(i,j)∈λ(λi − j) =
∑
s∈λ a(s).
1
2
κ(λ) = 1
2
∑
i λi(λi + 1− 2i),
∑
s∈λ c(s),
|| ||
n(λ∨)− n(λ) = ∑i i (λ∨i − λi) = ∑(i,j)∈λ(j − i) = ∑s∈λ(a′(s)− ℓ′(s)),
||
1
2
(||λ||2 − ||λ∨||2) = 1
2
∑
i
(
λi
2 − λ∨2i
)
=
∑
(i,j)∈λ(λi − λ∨j + i− j) =
∑
s∈λ(a(s)− ℓ(s)).
n(λ∨) + n(λ) + |λ|=∑i (i− 12) (λi + λ∨i ) = ∑(i,j)∈λ(i+ j − 1) =∑
s∈λ
(a′(s) + ℓ′(s) + 1),
||
1
2
(||λ||2 + ||λ∨||2) = 1
2
∑
i
(
λi
2 + λ∨2i
)
=
∑
(i,j)∈λ
(λi + λ
∨
j − i− j + 1)=
∑
s∈λ
(a(s) + ℓ(s) + 1),
||
= 1
2
∑
i λi(λi − 1 + 2i),
∑
s∈λ h(s).
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