for statistical testing, and matplotlib (Hunter, 2007) and seaborn (Waskom et al., 2017) for data visualization. The plugin is compatible with macOS and Linux operating systems.
The standard workflow for classification and regression in q2-feature-classifier is shown in Figure 1 . All q2-sample-classifier actions accept a feature table (i.e., matrix of feature counts per sample) and sample metadata (prediction targets) as input. Feature observations for q2sample-classifier would commonly consist of microbial counts (e.g., ampliconsequence variants, operational taxonomic units, or taxa detected by marker-gene or shotgun metagenome sequencing methods), but any observation data, such as gene, transcript, protein, or metabolite abundance could be provided as input. Input samples are shuffled and split into training and test sets at a user-defined ratio (default: 4:1) with or without stratification (equal sampling per class label; stratified by default); test samples are left out of all model training steps and are only used for final model validation.
The user can enable automatic feature selection and hyperparameter tuning, and can select the number of cross-validations to perform for each (default = 5). Feature selection is performed using cross-validated recursive feature elimination via scikit-learn's RFECV to select the features that maximize predictive accuracy. Hyperparameter tuning is automatically performed using a cross-validated randomized parameter grid search via scikit-learn's RandomizedSearchCV to find hyperparameter permutations (within a sensible range) that maximize accuracy.
The following scikit-learn (Pedregosa et al., 2011) SL estimators are currently implemented in q2-sample-classifier: AdaBoost (Freund & Schapire, 1997) , Extra Trees (Geurts, Ernst, & Wehenkel, 2006) , Gradient boosting (Friedman, 2002) , and Random Forest (Breiman, 2001 ) ensemble classifiers and regressors; linear SVC, linear SVR, and nonlinear SVR support vector machine classifiers/regressors (Cortes & Vapnik, 1995) ; k-Neighbors classifiers/ regressors (Altman, 1992) ; and Elastic Net (Zou & Hastie, 2005) , Ridge (Hoerl & Kennard, 1970) , and Lasso (Tibshirani, 1996) regression models.
