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Abstract
We study the dynamics of a BPS D3–brane wrapped on a three–sphere in
AdS5 × L, a so–called dual giant graviton, where L is a Sasakian five–manifold.
The phase space of these configurations is the symplectic cone X over L, and
geometric quantisation naturally produces a Hilbert space of L2–normalisable
holomorphic functions on X, whose states are dual to scalar chiral BPS opera-
tors in the dual superconformal field theory. We define classical and quantum
partition functions and relate them to earlier mathematical constructions by the
authors and S.–T. Yau, hep-th/0603021. In particular, a Sasaki–Einstein metric
then minimises an entropy function associated with the D3–brane. Finally, we
introduce a grand canonical partition function that counts multiple dual giant
gravitons. This is related simply to the index–character of the above reference,
and provides a method for counting multi–trace scalar BPS operators in the dual
superconformal field theory.
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1 Introduction and summary
Recently there has been some interest in counting certain BPS states in type IIB string
theory on AdS5 × S5 [1, 2, 3, 4]. In particular, there are two classes of classical BPS
configurations known as giant gravitons and dual giant gravitons, respectively. The for-
mer consist of D3–branes wrapping three–dimensional supersymmetric submanifolds of
S5, whereas the latter consist of D3–branes wrapping a three–sphere in AdS5, and are
effectively described by BPS point particles in S5. These two sets of classical config-
urations have recently been quantised in [3] and [4], respectively. Interestingly, the
result is the same in each case, with the quantum system being effectively described by
a three–dimensional harmonic oscillator. The AdS/CFT correspondence [5] in partic-
1
ular relates BPS configurations of string theory/supergravity to BPS operators of the
dual superconformal field theory. One may introduce appropriate partition functions
that count the quantum states of the (dual) giant gravitons above, and compare to
the counting of 1/8–BPS scalar chiral primary operators of N = 4 super Yang–Mills
theory. In [3] and [4] these two calculations were successfully matched, both for the
giant gravitons and the dual giant gravitons, respectively.
As is well–known, the AdS/CFT correspondence extends to more general type IIB
string theory backgrounds of the form AdS5 × L, where L is a Sasaki–Einstein 5–
manifold [6, 7, 8, 9]. Significant progress has been made in understanding these ge-
ometries, and their N = 1 superconformal field theory duals, over the last two years,
starting with the construction of an infinite family of Sasaki–Einstein 5–manifolds
[10, 11], together their dual field theories [12, 13].
In this paper we shall extend the work of [4] to an arbitrary Sasakian manifold L, in
particular quantising the space of BPS dual giant gravitons. We show that the phase
space of a single BPS dual giant graviton is precisely the cone X over the Sasakian
manifold (L, gL), equipped with the natural symplectic form ω induced from the contact
structure on L:
ω =
1
2
d(r2η) . (1.1)
Here r is the conical direction and η is the contact one–form on L. Thus the cone X ,
minus its singular point, is X0 = R+×L where r may be thought of as a coordinate on
R+. An interesting point about this calculation is that the coordinate r was initially,
up to a proportionality factor, the radial coordinate R in AdS5. Specifically, the two
are related by
r2 =
2NR2
l2
(1.2)
where N is the number of background D3–branes and l is the AdS5 radius. Recall that
the latter is given by the AdS/CFT formula
l4 = 4πgNα′2 (1.3)
with g the string coupling constant. The apex r = 0 of the cone X corresponds here
to a D3–brane wrapping a zero–volume three–sphere in AdS5.
The Hamiltonian for the BPS D3–brane is given by
HBPS =
r2
2l
. (1.4)
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Recall that every Ka¨hler cone is equipped with a holomorphic Killing vector field
ξ = J
(
r
∂
∂r
)
(1.5)
where J is the complex structure tensor on X . The BPS D3–brane Hamiltonian is
then precisely the Hamiltonian function for the vector field l−1ξ.
When the Sasakian manifold (L, gL) is toric, the isometry group contains U(1)
3 by
definition, and there are correspondingly three conserved momenta Pφi , i = 1, 2, 3, in
the D3–brane dynamics. These are the momenta conjugate to the cyclic coordinates
φi parametrising the three–torus T
3 = U(1)3. The Hamiltonian for BPS configurations
may then be written as
HBPS =
1
l
biPφi , (1.6)
where bi are the components of the Reeb vector field in the above basis
ξ = bi
∂
∂φi
. (1.7)
Equipped with a classical phase space (X,ω), which is also Ka¨hler, together with a
Hamiltonian H = r2/2l, it is straightforward to quantise the system using geometric
quantisation [14], which in the present set–up is also similar to Berezin’s quantisation
[15]. Using the complex polarisation induced by the complex structure on X , one
finds that the Hilbert space H is the L2–completion of the space of L2–normalisable
holomorphic functions on X with inner product
〈f1, f2〉 =
∫
X
f1f¯2 e
−r2/2ω
3
3!
. (1.8)
Applying the standard rules of geometric quantisation, in particular the Hamiltonian
becomes
lHˆ = −iLξ (1.9)
acting on H. Thus quantum states of definite energy are precisely holomorphic func-
tions of definite charge under the Reeb vector field. In field theory language, the
Hamiltonian governing the dynamics of BPS states is precisely given by the R–charge,
or equivalently the dilatation, operator.
One may then define, in the usual way, the classical and quantum partition functions:
Zclassical(β) =
∫
X
e−βH
ω3
3!
=
8l3
β3
vol[L] (1.10)
Zquantum(β) = TrHe
−βHˆ . (1.11)
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The second equality in (1.10), which is straightforward to derive, was essential in [16].
One of the central results of the latter reference was that one can localise this expression
for the volume, with respect to ξ, by appropriately resolving X and using the formula
of Duistermaat and Heckman [17]. This leads to a formula for the volume vol[L] which
is a rational function of ξ with rational coefficients. These coefficients are given by
certain Chern classes and weights. On the other hand, the quantum partition function
(1.11) was called the holomorphic partition function in [18] and is closely related to
the character defined in [16]. Indeed, the latter reference implies that Zquantum(β) has
a pole of order 3 as β → 0, with
Zquantum(β) ∼
1
(2π)3
Zclassical(β), β → 0 . (1.12)
For much of this paper we formally consider an arbitrary Sasakian metric on L. The
above partition functions then also become functions of the Reeb vector field ξ as one
varies the background metric [16]. However, in order to satisfy the type IIB equations
of motion, the metric gL on L must be Einstein of positive curvature. One can formally
define an entropy function for a BPS dual giant graviton from its classical partition
function (1.10). A Sasaki–Einstein background then minimises this entropy function
with respect to the Reeb vector field ξ. This is rather analogous to Sen’s entropy
function for black holes [19].
Finally, we consider a grand canonical partition function that counts multiple BPS
dual giant gravitons. These may effectively be described as n indistinguishable parti-
cles, with n bounded from above by the number of background D3–branesN [20, 21, 22].
Suppose that the Ka¨hler cone (X,ω) admits a holomorphic U(1)s isometry, generated
by vector fields Ji, i = 1, . . . , s. As discussed in section 3, these act as Hermitian
operators Pˆi = −iLJi on H and we may thus define the grand canonical partition
function
Z(ζ,q, X) = TrHmultiζ
NˆqPˆ (1.13)
whereHmulti is the multi BPS dual giant Hilbert space and Nˆ is the operator that counts
the number of dual giant gravitons in a given state. In particular, the coefficient of ζ
is precisely the character
C(q, X) = TrHq
Pˆ (1.14)
of [16]. Moreover, setting
ξ =
s∑
i=1
biJi (1.15)
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and qi = exp(−βbi/l), the character is precisely the quantum partition function (1.11).
It is straightforward to write the partition function (1.13) entirely in terms of the
character:
Z(ζ,q, X) = exp
[
∞∑
n=1
ζn
n
C(qn, X)
]
, (1.16)
and thus the partition function ZN(q, X) for N BPS dual giant gravitons may be
extracted rather simply as the coefficient of ζN in this expression. ZN(q, X) may be
interpreted as the trace of the action of q ∈ (C∗)s on the space of holomorphic functions
on the symmetric product space SymNX .
In the AdS/CFT dual superconformal field theory, this is precisely the generating
function that counts mesonic scalar chiral primary operators according to their U(1)s
flavour charges. Indeed, if a SCFT arises from the IR limit of N D3–branes at an
isolated singularity X , then the classical vacuum moduli space should be the symmetric
product SymNX . The coordinate ring of holomorphic functions on this variety is the
symmetric product of the coordinate ring of X . The Hilbert space of N BPS dual
giants above is then spanned by the same set of generators (as a C–algebra) as this
ring. Thus our counting of chiral primaries in the CFT, obtained via counting N dual
giant gravitons in the geometry, agrees with the results of [2], based on group–theoretic
techniques.
The plan of the rest of the paper is as follows. In section 2 we analyse the classical
dynamics of a D3–brane probe wrapping an S3 ⊂ AdS5, focusing in particular on BPS
configurations. In section 3 we quantise the corresponding phase space using geometric
quantisation. In section 4 we write down the classical and quantum partition functions,
in particular relating them to the results of [16]. The volume minimisation of the latter
reference is related to minimising an entropy function for the D3–brane. Finally, in
section 5, we study a grand canonical partition function that counts multiple BPS dual
giant gravitons, and discuss the relation to counting BPS chiral primary operators in
the AdS/CFT dual superconformal field theory.
2 Dual giant gravitons
In this section we study the dynamics of a dual giant graviton in AdS5 × L, where
(L, gL) is an arbitrary Sasakian 5–manifold. In order that this background satisfies
the type IIB supergravity equations one requires gL to be a positively curved Einstein
5
metric, but for the most part this will be inessential in what follows – the important
feature is the Sasakian structure. The dynamics essentially reduces to that of a point
particle on L, and the BPS configurations are described by BPS geodesics on L. The
BPS phase space is precisely the cone (X,ω) based on L, equipped with the standard
symplectic form ω induced from the contact structure on L. Moreover, the Hamiltonian
restricted to these configurations is proportional to the Hamiltonian function for the
Reeb vector field ξ on X .
2.1 Hamiltonian dynamics and phase space
We begin with the direct product metric on AdS5 × L
ds2 = gMNdX
MdXN = ds2AdS5 + l
2ds2L (2.1)
where XM , M = 0, . . . , 9, are local coordinates on AdS5×L, ds2L is the line element of
a Sasakian metric on the 5–manifold L, and l is the AdS5 radius. One may introduce
global coordinates on AdS5 with line element
ds2AdS5 = −V (R)dt
2 +
1
V (R)
dR2 +R2(dθ2 + cos2 θdφ21 + sin
2 θdφ22) (2.2)
where
V (R) = 1 +
R2
l2
. (2.3)
(2.4)
Here t is the usual global time on AdS5. The coordinate R is then a radial coordinate
on the constant time sections, foliating the latter with round three–spheres.
The simplest way of defining a Sasakian manifold (L, gL) is to say that the corre-
sponding metric cone (X, gX), with line element
ds2X = dr
2 + r2ds2L , (2.5)
is Ka¨hler, although there exist other, more intrinsic, definitions. An important fact in
what follows is that any Sasakian metric may be written locally as
ds2L = hαβdx
αdxβ + (dψ + σ)2 . (2.6)
Here the Reeb vector field is
ξ = J
(
r
∂
∂r
)
=
∂
∂ψ
(2.7)
6
which has norm one on the link {r = 1}, which is a copy of L. The metric transverse
to the orbits of ξ is given locally in components by hαβ(x), α, β = 1, . . . , 4, and is
also a Ka¨hler metric. The contact one–form, metrically dual to ξ, is, in these local
coordinates,
η = dψ + σ (2.8)
and satisfies
dη = dσ = 2ωT , (2.9)
where ωT is the transverse Ka¨hler form. In particular, the Ka¨hler cone metric on X
then has Ka¨hler form
ω =
1
2
d(r2η) =
1
2
i∂∂¯r2 . (2.10)
For further details on Sasakian geometry we refer the reader to [16] and references
therein.
The dynamics of a D3–brane propagating in this background is described by the
usual world–volume action, comprising the two terms
SD3 = SDBI + SWZ = −T3
∫
d4ζ
√
− detGµν + T3
∫
C4 (2.11)
where
Gµν =
∂XM
∂ζµ
∂XN
∂ζν
gMN (2.12)
is the pull–back of the spacetime metric to the D3–brane world–volume, parametrised
by coordinates {ζ0 = τ, ζ1, ζ2, ζ3}, C4 is the (pull–back of the) Ramond–Ramond four–
form potential of type IIB supergravity, and T3 is the D3–brane tension.
We wish to study configurations in which the D3–brane wraps a round three–sphere
in AdS5, a so–called dual giant graviton [23]. We thus choose the following embedding
XM(ζµ):
t = τ R = R(τ) θ = ζ1 φ1 = ζ
2 φ2 = ζ
3
ψ = ψ(τ) xα = xα(τ) . (2.13)
The self–dual Ramond–Ramond five–form for this background is
F5 = −
4
l
(
Vol[AdS5] + l
5Vol[L]
)
(2.14)
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and it is then easily verified that the pull–back of a choice of C4 to the world–volume
of the D3–brane, under the embedding (2.13), is simply
C4 =
R4
l
sin ζ1 cos ζ1dτ ∧ dζ1 ∧ dζ2 ∧ dζ3 . (2.15)
A short calculation reveals that the determinant factor reads√
− detGµν = R
3 cos ζ1 sin ζ1∆1/2 , (2.16)
where we have defined
∆ ≡ V (R)−
R˙2
V (R)
− l2
[
hαβ(x)x˙
αx˙β + (ψ˙ + σαx˙
α)2
]
(2.17)
and a dot denotes differentiation with respect to τ . Finally, integrating the action over
the S3 and using the formula (see e.g. [24])
2π2T3 =
N
l4
(2.18)
for the D3–brane tension, we obtain the effective point–particle Lagrangian
L = −
N
l4
R3
[
∆1/2 −
R
l
]
. (2.19)
To proceed, it is convenient to pass to the Hamiltonian formalism. The canonical
momenta are
PR ≡
∂L
∂R˙
=
NR3
l4V (R)∆1/2
R˙
Pψ ≡
∂L
∂ψ˙
=
NR3
l2∆1/2
(ψ˙ + σαx˙
α)
Pxα ≡
∂L
∂x˙α
=
NR3
l2∆1/2
(
hαβ x˙
β + (ψ˙ + σγ x˙
γ)σα
)
. (2.20)
The Hamiltonian is then
H =
NR3
l4
[
V (R)1/2Ω1/2 −
R
l
]
, (2.21)
where we have defined
Ω = 1 +
l6
N2R6
[
l2V (R)P 2R + P
2
ψ + h
αβ(Pxα − Pψ σα)(Pxβ − Pψ σβ)
]
, (2.22)
and hαβ denotes the matrix inverse of hαβ . It is a standard exercise to verify that the
Hamiltonian equations of motion
P˙A = −
∂H
∂QA
Q˙A =
∂H
∂PA
, (2.23)
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where QA and PA collectively denote the six coordinates and their conjugate momenta,
respectively, admit the following solutions
R˙ = 0 ψ˙ =
1
l
x˙α = 0
PR = 0 Pψ =
NR2
l2
Pxα =
NR2
l2
σα . (2.24)
In fact, one can show that these solutions are precisely the set of κ–symmetric, or BPS,
solutions. The calculation is again standard, although slightly lengthy. The details may
be found in appendix A.
The Hamiltonian, restricted to these configurations, is
HBPS =
N
l3
R2 =
1
l
Pψ , (2.25)
and in particular is proportional to R2. We define
r2 ≡
2NR2
l2
(2.26)
so that
HBPS =
r2
2l
. (2.27)
For (X, gX) the Ka¨hler cone over (L, gL), with metric (2.5), r
2/2 is precisely the Hamil-
tonian function generating the flow along the Reeb vector field; that is,
d(r2/2) = −ξyω . (2.28)
This Hamiltonian function for ξ was essential in reference [16] for computing the volume
of the link (L, gL) using the localisation formula of Duistermaat and Heckman. Here, we
recover this Hamiltonian from a different, and more physical, perspective. Indeed, we
find that r2/2 here is precisely the momentum canonically conjugate to the Reeb vector
field. Interestingly, the conical coordinate r on phase space is effectively constructed
from the radial coordinate R in AdS5.
To make this correspondence more precise, we turn to analysing the resulting re-
duced phase space. Given the constraints (2.24), the reduced phase space may be
parametrised by the six local coordinates
QA = (R,ψ, x1, . . . , x4)A . (2.29)
Indeed, it is straightforward to see that this phase space is naturally a copy of the
cone X over L with conical coordinate r. The tip of the cone r = 0 corresponds to
9
the singular configuration in which the D3–brane wraps a zero–volume S3 in AdS5.
A standard way to obtain the symplectic structure on phase space is to compute the
Dirac brackets. Let us repackage the six constraints as follows:
f1 = PR = 0 f2 = Pψ −
N
l2
R2 = 0 fα+2 = Pxα −
N
l2
R2σα = 0 (2.30)
and compute the following Poisson brackets
{QA, QB}PB = 0 {Q
A, fB}PB = δ
A
B (2.31)
and
MAB = {fA, fB}PB =
N
l2
2R

 0 1 σα−1 0 0
−σβ 0 R(ωT )αβ

 . (2.32)
We thus obtain
{QA, QB}DB = {Q
A, QB}PB − {Q
A, fC}PBM
−1
CD{fD, Q
B}PB = M
AB (2.33)
where MAB is the matrix inverse of MAB, giving the symplectic structure
ω =
N
l2
d(R2η) =
1
2
d(r2η) . (2.34)
Thus we recover the standard symplectic structure on the Ka¨hler cone (X, gX). Alter-
natively, the same result may be obtained by computing the symplectic one–form ν on
phase space:
ν = PRdR + Pψdψ + Pxαdx
α =
N
l2
R2η =
1
2
r2η . (2.35)
2.2 Toric geometries
In this subsection we discuss the particular case that (L, gL) is a toric Sasakian man-
ifold. This is of course a subcase of the general discussion in the previous subsection,
but it is nevertheless instructive to analyse explicitly. When (L, gL) is toric, by def-
inition there is at least a U(1)3 isometry group, and there are correspondingly three
conserved momenta in the D3–brane dynamics considered in the previous subsection.
These are dual to certain global flavour charges in the AdS/CFT dual conformal field
theory, with the R–charge arising as a linear combination of these three charges.
10
The group T3 = U(1)3 acts Hamiltonianly on the Ka¨hler cone (X, gX), which in the
present case means that the T3 action preserves the Ka¨hler form ω. A general toric
Ka¨her cone (X, gX) metric may be written as [25]
ds2X = Gijdy
idyj +Gijdφidφj . (2.36)
Here φi ∼ φi + 2π are angular coordinates on T3, with corresponding moment map
coordinates yi, i, j = 1, 2, 3. The yi are homogeneous solutions to
dyi = −
∂
∂φi
yω . (2.37)
The symplectic form ω is then simply
ω = dyi ∧ dφi (2.38)
while the metric is parametrised by the Hessian matrix Gij of the symplectic potential
G(y)
Gij =
∂2G
∂yi∂yj
, (2.39)
with Gij denoting the matrix inverse of Gij . The map
µ : X → R3
(yi, φi) 7→ y
i (2.40)
is called the moment map, and the image µ(X) = C∗ is a strictly convex rational
polyhedral cone
C∗ =
{
y ∈ R3 | la(y) = vai y
i ≥ 0 , a = 1, . . . , d
}
. (2.41)
Thus it is the convex cone formed by d planes through the origin of R3. The inward–
pointing normal vectors to these planes may be taken to be integral primitive vectors
va ∈ Z3, a = 1, . . . , d. The symplectic potential G(y) is then a function on C∗ with
a certain prescribed singular behaviour near the bounding planes. Moreover, Gij is
required to be homogeneous degree minus one in the yi. For further details, the reader
is referred to [25].
The metric ds2L on the link is simply given by the restriction of the metric (2.36) to
the hypersurface
2biy
i = 1 . (2.42)
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Here the constants bi are the components of the Reeb vector field in the above basis:
ξ = bi
∂
∂φi
. (2.43)
To study the dynamics of a D3–brane wrapped on an S3 inside AdS5, one proceeds
as before. The Hamiltonian can be written as in (2.21), with
Ω = 1 +
l6
N2R6
[
l2V (R)P 2R +G
ijPyiPyj +GijPφiPφj
]
. (2.44)
where the canonical momenta are
Pyi = Gij y˙
j Pφi = G
ijφ˙j . (2.45)
The φi are cyclic coordinates, so that it immediately follows that the Pφi are constant.
The BPS solutions are given by
R˙ = 0 y˙i = 0 φ˙i =
1
l
bi
PR = 0 Pyi = 0 Pφi =
2NR2
l2
yi (2.46)
which also solve the Hamiltonian equations. Note that yi are not independent variables.
Thus one might introduce a Lagrange multiplier and implement the usual Hamiltonian
description of constrained systems. Alternatively, one can simply solve for one variable
in terms of the other two. For instance, one can choose y2, y3 as independent variables,
and regard y1 as a function of these. Taking note of this, and using formulae from [25],
one can indeed verify that (2.46) is a solution. We define
ri ≡ Pφi =
2NR2
l2
yi = r2yi , (2.47)
so that the ri effectively become moment map coordinates on the cone X , and the
reduced phase space is parametrised by the coordinates (ri, φi) and has symplectic
form
ω = dri ∧ dφi . (2.48)
Finally, the BPS Hamiltonian is
HBPS =
1
l
biPφi . (2.49)
Notice that we could have arrived at the same results by simply implementing the
change of coordinates discussed in appendix B.
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Example: 1/8–BPS dual giants in AdS5 × S5
As an example of this formalism, let us recover the results of [4]. Of course, 1/8–BPS
configurations in an S5 background preserve the same supersymmetry as 1/2–BPS
configuration in a Sasaki–Einstein background. Equivalently, 1/8–BPS operators of
N = 4 super Yang–Mills preserve the same supersymmetry as 1/2–BPS operators in
an N = 1 SCFT.
We view S5 as a toric Sasaki–Einstein manifold, with U(1)3 ⊂ SO(6) the Cartan
subgroup. Setting yi = (µi)2/2 and taking
G(y) =
1
2
3∑
i=1
yi log yi (2.50)
the toric metric (2.36) reads
ds2
C3
=
3∑
i=1
(
(dµi)2 + (µi)2dφ2i
)
(2.51)
while the constraint is
3∑
i=1
(µi)2 = 1 . (2.52)
If one wishes, one may introduce unconstrained angular variables to solve for (2.52). It
is straightforward to check1, for example using formulae in [25], that the Reeb vector
field is bi = (1, 1, 1). Inserting this into the general toric forula (2.49) for the BPS
Hamiltonian one obtains
HS5 =
1
l
(Pφ1 + Pφ2 + Pφ3) , (2.53)
which is the result presented in [4].
2.3 Relation to BPS geodesics
In this subsection, we point out that the dynamics of a BPS point–particle2 in an arbi-
trary Sasakian manifold is equivalent to that of a BPS dual giant graviton, previously
discussed. Geometric quantisation of this dynamics, to be discussed in section 3, will
1Notice that here the toric fan is generated by the standard orthonormal basis for R3, via = δ
i
a.
2BPS geodesics in the Y p,q [10, 11] and La,b,c [28, 29] manifolds were considered in [26, 27], and
were argued to be related to chiral primary operators of the dual quiver gauge theories [13, 30, 31, 27].
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then lead to a precise relation to chiral primary operators in the dual conformal field
theory.
We consider the motion of a free point–like particle in the metric
ds2 = −dt2 + ds2L (2.54)
where (L, gL) is a Sasakian manifold, with Reeb vector field ξ = ∂/∂ψ. We therefore
consider the following action3
S =
∫
dτ
[
−t˙2 + hαβ(x)x˙
αx˙β + (ψ˙ + σαx˙
α)2
]
(2.55)
where dots denote derivatives with respect to τ , and α, β = 1, . . . , 4. Passing to the
Hamiltonian formalism, we have
H = −p2t + p
2
ψ + h
αβ(pα − pψσα)(pβ − pψσβ) , (2.56)
in terms of the conjugate momenta. As t and ψ are cyclic coordinates, their conjugate
momenta are constant: pt = E, pψ = λ. Setting to zero the total Hamiltonian, as
follows from reparametrisation invariance, one obtains an expression for the energy:
E2 = λ2 + hαβ(pα − λσα)(pβ − λσβ) . (2.57)
This is positive definite; in particular we have the bound
E ≥ λ . (2.58)
It is then natural to define BPS geodesics as those trajectories for which the inequality
(2.58) is saturated. This immediately implies that
pα = λσα . (2.59)
One can check that the full solution to the equations of motion is given by
x˙α = 0 , ψ˙ = λ . (2.60)
Thus a BPS geodesic is precisely an orbit of the Reeb vector field ξ, with the particle
moving at constant speed λ in this direction. Thus the configuration space is a copy
of the cone over (L, gL): for each point in L there is a unique BPS geodesic starting at
that point4. The conical direction may then identified with the speed as
λ = r2/2 . (2.61)
3We suppress overall multiplicative factors in the action.
4Assuming λ > 0.
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Indeed, one easily checks that the symplectic form on phase space is
ν = pψdψ + pαdx
α = λη =
1
2
r2η (2.62)
with this identification. Moreover, the energy is
E =
r2
2
(2.63)
which is the same as the rescaled BPS Hamiltonian lHBPS for the BPS dual giant
gravitons.
Finally, for toric geometries, using the change of coordinates in appendix B it is
straightforward to write down the BPS geodesics in terms of the Reeb vector:
φ˙i = λ bi y˙
i = 0 (2.64)
and obtain the following expression for the energy
E = bipφi . (2.65)
3 Geometric quantisation
In this section we quantise the BPS dual giant gravion. This is a fairly routine exercise
in applying geometric quantisation to the phase space X derived in the previous sec-
tion. The result is rather simple: the Hilbert space H is the space of L2–normalisable
holomorphic functions on X , with respect to the inner product (1.8). There is then a
standard map from quantisable functions on X to operators on H, which in particular
maps the Hamiltonian HBPS = r
2/2l to Hˆ = −il−1Lξ. Thus states of definite energy
are described by holomorphic functions on X of definite R–charge under the Reeb
vector field ξ.
3.1 Hilbert space
Given a phase space X , with symplectic form ω, one would like to quantise the classical
system (X,ω). Thus, one would like to associate a Hilbert space H in a natural way to
(X,ω). Moreover, to every classical observable, namely a function A on X , one would
like to associate a symmetric operator Aˆ on H. According to Dirac, the map A → Aˆ
should be linear and map Poisson brackets to commutators. Thus, operators should
form a Hilbert space representation of the classical observables.
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Given any symplectic manifold (X,ω), a natural Hilbert space is simply the L2–
completion of the space of smooth L2–normalisable complex–valued functions on X ,
with norm being 〈f1, f2〉 =
∫
X
f1f¯2ω
n/n!. One could then map the function A 7→ −iXA
where XA is the Hamiltonian vector field for A, which by definition satisfies
dA = −XAyω . (3.1)
In fact this map from functions on X to vector fields is a Lie algebra homomorphism
with respect to the Poisson bracket
[A,B] = ωij∂iA∂jB (3.2)
and the usual Lie bracket [XA, XB] of vector fields. However, there are various problems
with this, not least that the constant function is mapped to zero, so that for example
position and momentum then commute. Moreover, since our phase space X is a non–
compact cone, the wavefunctions would have to have very rapid decrease in the conical
direction.
Geometric quantisation is an attempt to solve this quantisation problem in general5.
The first step is to define an Hermitian line bundle L over X with unitary connection
for which −2πiω is the curvature 2–form. In general, a necessary condition is that the
periods of ω are integral. However, in our case, ω is in fact exact
ω =
1
2
d(r2η) =
1
2
i∂∂¯r2 (3.3)
and moreover is a Ka¨hler form with a globally defined Ka¨hler potential r2/2. This also
happens to be the Hamiltonian for the BPS D3–brane of course, up to a factor of the
AdS radius l. Since ω is exact, the line bundle L is trivial as a complex line bundle,
and we thus take
L = C×X . (3.4)
In particular, sections of L may be identified with complex–valued functions on X .
Given two functions f1, f2, viewed as sections of L, their pointwise inner product is
(f1, f2) = f1f¯2 exp(−r
2/2) . (3.5)
This metric has the property that it is compatible with the connection
∇ = d− iν (3.6)
5For a review, see reference [14].
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where
ν = −
1
2
i∂r2 (3.7)
is a connection 1–form with dν = ω. Compatability means that
d(f1, f2) = (∇f1, f2) + (f1,∇f2) (3.8)
which the reader may easily verify.
Thus, a first attempt at assigning a Hilbert space to (X,ω) would be to set H(X)
equal to the L2–completion of the space of smooth complex–valued functions on X
with bounded norm with respect to the with inner product
〈f1, f2〉 =
∫
X
(f1, f2)
ωn
n!
. (3.9)
Notice this inner product includes the Ka¨hler potential factor exp(−r2/2). This has
the added bonus of making the measure more convergent. However, as is well–known,
this Hilbert space is too big – roughly, in quantum mechanics, the wave functions
should depend on only “half” the phase space variables, for example either position or
momentum variables. In forming H(X) we have so far made no such distinction.
The most natural way of solving this problem in general, geometrically, is to pick
a polarisation of (X,ω). The reader is referred to reference [14] for the general set–
up. Here we note that, since X has a natural complex structure, namely that induced
by the Sasakian structure on L, there exists a natural choice of complex polarisation,
namely the integral distribution F in TCX spanned by the anti–holomorphic vector
fields on X , ∂/∂z¯i. The Ka¨hler form ω of course vanishes on F , and by construction
so does the Ka¨hler 1–form ν in (3.7). One then says that this choice of ν is adapted
to the polarisation. The Hilbert space H is then the subspace of polarised elements of
H(X):
∇Xf = 0 (3.10)
where X ∈ F . In the present set–up, with ν adapted to the polarisation, this reduces
to
∂¯f = 0 (3.11)
so that polarised sections of L may be identified with L2–normalisable holomorphic
functions on X . In fact, this Hilbert space, with norm (1.8), was constructed by
Berezin in his quantisation of Ka¨hler manifolds, introduced in [15].
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3.2 Operators
The main point of the above construction, however, is that there is a natural map from
a certain class of functions on X to symmetric operators acting on H, that satisfies
Dirac’s requirements. Namely,
A 7→ Aˆ ≡ −i∇XA + A = −iLXA − (XAyν) + A . (3.12)
Clearly this is linear, and for any three functions satisfying the Poisson bracket relation
A = [B,C], the reader can easily check that indeed −iAˆ = [Bˆ, Cˆ]. The space of
quantisable functions is then the space of As such that Aˆ : H → H. In particular, XA
must preserve the polarisation F , which means that [XA, X ] ∈ F , ∀X ∈ F .
We may now apply this to some of the observables of interest. The Hamiltonian is
HBPS = r
2/2l. The corresponding Hamiltonian vector field is, up to a factor of 1/l,
just the Reeb vector field ξ. This vector field is holomorphic, and thus preserves the
polarisation F . Thus the Hamiltonian is indeed quantisable6
lHBPS 7→ lHˆ = −iLξ − (ξyν) + r
2/2 . (3.13)
We must now recall that
ν = −
1
2
i∂r2 = −
1
4
i(d + idc)r2 (3.14)
where as usual dc = J ◦ d and we have
∂ =
1
2
(d + idc)
∂¯ =
1
2
(d− idc) . (3.15)
Recall also (see e.g. [16]) that dcr2 = 2r2η, and ξyη = 1, ξydr = 0. Putting all this
together, we see that the last two terms in (3.13) cancel, giving
HBPS 7→ Hˆ = −il
−1Lξ . (3.16)
The energy eigenstates of Hˆ acting on H are therefore simply holomorphic functions
of fixed charge under the Reeb vector field.
The above calculation in fact generalises to any holomorphic vector field on X that
acts isometrically on (L, gL). Any such vector field V is tangent to the link, meaning
that
LV r = 0 . (3.17)
6In general this is not guaranteed to be the case, which is one of the problems with geometric
quantisation.
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The corresponding Hamiltonian function AV by definition satisfies
dAV = −V yω . (3.18)
The unique homogeneous solution to this is
AV =
1
2
r2η(V ) . (3.19)
It follows that
− (V yν) + AV = 0 (3.20)
where we have used the above equations, together with dr(V ) = LV r = 0 and the fact
that V is holomorphic.
A holomorphic Killing vector field V gives rise to a conserved quantity in the dynam-
ics of BPS dual giant gravitons. A coordinate along the orbits of V is then canonically
conjugate to the function AV on the BPS phase space. On quantisation, this maps to
the operator
AˆV = −iLV (3.21)
acting on the Hilbert space H of holomorphic functions.
In particular, we may apply this to the generators of the T3 isometry for toric
geometries. Here one may take V = ∂/∂φi for any i = 1, 2, 3. These give rise to
the conserved quantities Pφi , which may be identifed with the symplectic coordinates
yi for BPS solutions. On quantisation, these map to operators that we shall call
Pˆ i = −iL∂/∂φi , acting on holomorphic functions on X . Applying this to the toric BPS
Hamiltonian (2.49), we recover the result (3.16)
HBPS 7→ l
−1biPˆ
i = −il−1Lξ . (3.22)
Recall that holomorphic functions on X are spanned by elements of the abelian
semi–group
SC = Z
3 ∩ C∗ ⊂ R3 (3.23)
of integral points inside the polyhedral cone C∗. We can give a physical interpretation
of this by using the fact that, upon quantisation, the linear functions la(y) map to
operators
la(y) 7→ Lˆa = vai Pˆ
i . (3.24)
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Thus, the equations defining C∗ become conditions to be imposed on states f of the
Hilbert space H:
la(y) ≥ 0 7→ 〈f, Lˆaf〉 ≥ 0 . (3.25)
The latter precisely means that the quantum numbers of a state f , which are the
eigenvalues of Pˆ i, are m ∈ SC .
4 Partition functions and entropy minimisation
In this section we analyse the classical and quantum partition functions for a BPS dual
giant graviton. This gives a physical interpretation to the results in [16]. Moreover,
we show that the classical entropy, viewed as a function of the background Sasakian
metric, is minimised for Sasaki–Einstein backgrounds. This is rather similar to Sen’s
entropy function for black holes [19], which is also defined off–shell and is extremised
on solutions. In both cases these extremisation problems allow one to compute the
entropy of a solution, without knowing its explicit form, but assuming that the solution
in fact exists. For black holes the extremal entropy typically depends only on the
conserved electric and magnetic charges, whereas the results of [16] determine the
extremal entropy of the BPS dual giant in terms of equivariant holomorphic invariants
of the geometry, namely certain Chern classes and weights. For toric geometries, these
can be replaced by the toric data defining the Calabi–Yau singularity [25].
4.1 Classical and quantum partition functions
Given a classical phase space (X,ω) with Hamiltonian H , together with a quantisation
with Hilbert space H and quantised Hamiltonian Hˆ , one can define classical and quan-
tum partition functions. The classical partition function is obtained by integrating
exp(−βH) over the phase space:
Zclassical(β) =
∫
X
e−βH
ω3
3!
, (4.1)
where β = 1/T is the inverse temperature, in units where kB = 1. Since we have
HBPS = r
2/2l, a change of variable shows that (4.1) is given by
Zclassical(β) =
l3
β3
∫
X
e−r
2/2ω
3
3!
. (4.2)
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The integrand in this last expression is then easily written in polar coordinates. A
simple calculation gives
Zclassical(β) =
8l3
β3
vol[L] (4.3)
where vol[L] is the volume of the link (L, gL) [16]. In fact the formula (4.2) for the
volume of (L, gL) was crucial in [16]. By writing the volume of the link in terms of
a classical partition function, one can make contact with the formula of Duistermaat
and Heckman [17]. This localises the integral on the fixed point set of ξ, being the
Hamiltonian vector field for the Hamiltonian r2/2. Since ξ vanishes only at r = 0,
the integral effectively localises at the tip of the cone. One gets a useful formula
only by taking an appropriate (partial) resolution of the cone X . Any such resolution
will suffice, and the localisation formula expresses the volume, and hence the classical
partition function, in terms of certain equivariant holomorphic (topological) invariants.
The reader is referred to [16] for further details, which also contains a number of detailed
examples.
The quantum (canonical) partition function is equally simple to define. This time one
takes a trace of the operator exp(−βHˆ) over the Hilbert space, rather than integrating
over the classical phase space:
Zquantum(β) = TrH e
−βHˆ . (4.4)
Recall that in section 3, we showed that
βHˆ =
β
l
Lr∂/∂r (4.5)
when acting on holomorphic functions. Thus we see that the quantum partition func-
tion is precisely7 what was defined as the holomorphic partition function in [18], and
is essentially the character introduced in [16]. The variables are related by t = β/l.
Holomorphic functions on X of charge λ under ξ, or equivalently degree λ under r∂/∂r,
give rise to eigenfunctions of the scalar Laplacian ∇2L on the link L. Writing
f = rλf˜ (4.6)
7This is not quite obvious, since in [18] the partition function was defined as a trace over all
holomorphic functions on X , whereas here the Hilbert space H is the space of bounded holomorphic
functions, with inner product (1.8). The traces are nevertheless equal. To see this, let f be a
holomorphic function with eigenvalue λ > 0 under lHˆ. Then f = rλf˜ where f˜ is a function on L. The
r integral in the square norm ‖f‖2 of f is then finite, since the exponential dominates any monomial
in r. The remaining integral over L is then bounded, since any continuous function on a compact
space is bounded.
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we have
−∇2Lf˜ = λ(λ+ 4)f˜ . (4.7)
Thus the quantum partition function is a holomorphic analogue of the usual partition
function of a Riemannian manifold (L, gL), arising from the spectrum of the scalar
Laplacian.
As discussed in [18], the relation to the character8 of [16] can be seen as follows.
Given a holomorphic (C∗)s action on X , we may define the character9
C(q, X) = Tr q (4.8)
as the trace of the action of q ∈ (C∗)s on the holomorphic functions on X . Holomor-
phic functions on X that are eigenvectors of the induced (C∗)s action with eigenvalue
qm =
∏s
i=1 q
mi
i form a vector space over C of dimension dm. Each eigenvalue then
contributes10 dmq
m to the trace (4.8):
C(q, X) =
∑
m
dmq
m . (4.9)
Letting ζ i be a basis for the Lie algebra of U(1)s ⊂ (C∗)s, and writing the Reeb vector
field as
ξ =
s∑
i=1
biζ
i , (4.10)
the eigenvalue of f may be written as
λm =
s∑
i=1
bimi , (4.11)
thus11
TrH e
−βHˆ =
∑
m
dm e
−βλm/l = C(exp(−βb/l), X) . (4.12)
It is well known that the volume of (L, gL) arises as the coefficient of a pole in the
partition function, which is also the trace of the heat kernel [33]. One of the results of
[16] may then be considered the holomorphic Sasakian analogue of this, namely that
Zquantum(β) =
1
(2π)3
Zclassical(β) +O(1/β
2) (4.13)
8See [32] for computations of the character in a large number of non–toric examples.
9In the following, as in [16], we will not be concerned where sums such as this converge. Similar
remarks apply later to the grand canonical partition function.
10Note that we include the contribution m = 0, d0 = 1, coming from the constant functions.
11cf the previous footnote. Since, by assumption, ξ is in the Lie algebra of U(1)s, any holomorphic
function contributing to the trace in the character in [16] will have bounded norm.
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as β → 0. This means that the classical and quantum partition functions coincide
(1.12) to leading order in β as β → 0, a familiar result in statistical mechanics.
4.2 Entropy minimisation
The classical entropy associated to a single BPS dual giant graviton is given by the
standard formula
S =
∂
∂T
(T logZclassical) (4.14)
where recall T = 1/β is the equilibrium temperature. Since Zclassical is homogeneous
degree three in T , we immediately deduce that
exp(S) = e3T 3Zclassical(T = 1) = (2leT )
3vol[L, gL] , (4.15)
where we regard S as a function of the Reeb vector field. The main result of [16] was
that Sasaki–Einstein metrics minimise the volume in the space of Sasakian metrics on
L satisfying
LξΩ = 3iΩ (4.16)
where Ω is the (fixed) holomorphic (3, 0)–form on X . This is dual to fixing the R–
charge of the superpotential in the dual superconformal field theory to be 2. Thus the
entropy function of BPS dual giant gravitons is minimised on backgrounds that satisfy
the type IIB equations of motion.
5 Counting BPS states
In this final section we introduce a grand canonical partition function that counts
multiple BPS dual giant gravitons. This may be used to count scalar chiral primaries
of the dual superconformal field theory, and is related to the character of [16].
5.1 Grand canonical partition function
A single BPS dual giant graviton has Hilbert space H. A wavefunction is described by
a holomorphic function on the Ka¨hler cone X . It is then straightforward to consider
states consisting of n BPS dual giant gravitons. Since these are mutually BPS, the
total energy is just the sum of the individual energies. These multi states are thus
23
effectively described by n indistinguishable particles, each with Hilbert space H. The
n–particle Hilbert space is hence the symmetric tensor product Hn = SymnH.
Suppose now that (X, gX) admits some number s of commuting holomorphic Killing
vector fields, generated by vector fields Ji, i = 1, . . . , s. Of course, all geometries admit
at least the Reeb vector field ξ as such a symmetry. We may assume these generate a
U(1)s isometry. As discussed in section 3, these symmetries give rise to an s–tuple of
commuting operators
Pˆ = −iLJ (5.1)
acting on H which quantise the Hamiltonian functions canonically conjugate to the
corresponding cyclic coordinates in the D3–brane dynamics. It is then natural to
construct a grand canonical partition function that counts multiple BPS dual giant
gravitons, weighted by these charges, as the trace of qPˆ over the multi–particle Hilbert
space12
Hmulti =
∞⊕
n=0
Hn , (5.2)
namely:
Z(ζ,q, X) = TrHmultiζ
NˆqPˆ , (5.3)
where
qPˆ ≡
s∏
i=1
qPˆ
i
i . (5.4)
Here Nˆ is the operator that counts the number of giant gravitons. Thus if Ψ ∈ Hn one
has NˆΨ = nΨ.
The usual expression for the grand canonical partition function of a system of indis-
tinguishable bosonic particles is given by
Z(ζ,q, X) =
∏
m
1
(1− ζqm)dm
(5.5)
where the product is taken over all states with quantum numbers m, and dm is the de-
generacy of states with equal quantum numbers13. It is then easy to express Z(ζ,q, X)
12We define H0 = {1}.
13Notice that the infinite product includes the term with m = 0, d0 = 1.
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in terms of the character C(q, X). By taking the logarithm of (5.5) and expanding the
terms log(1− ζqm) in a formal power series, we obtain
Z(ζ,q, X) = exp
[
∞∑
n=1
ζn
n
C(qn, X)
]
. (5.6)
One may then formally expand
Z(ζ,q, X) =
∞∑
n=0
ζnZn(q, X) (5.7)
where Zn(q, X) counts the n–particle states. In particular, notice that the single–
particle partition function
Z1(q, X) = C(q, X) (5.8)
is precisely the character.
The argument of [21, 22], showing that the number of BPS dual giants is bounded
from above by N (the number of background D3–branes), applies, since it is entirely
based on considerations in AdS5. Thus, the physical quantity of interest is a truncation
of (5.7) to order N .
Toric geometries
In the case (L, gL) is toric, the Ka¨hler coneX is an affine toric variety. The Hamiltonian
T3 action fibres X over a conical convex subspace C∗ of R3, which is the image of the
moment map (2.40). Equivalently, we may specify the abelian semi–group
SC = Z
3 ∩ C∗ ⊂ R3 . (5.9)
It is a standard result that holomorphic functions on X are spanned by elements of the
semi–group m ∈ SC , as we already discussed earlier. An n–particle BPS dual giant
state, which is an eigenstate under the torus action, is then a vector
|m1,m2, . . . ,mn〉 ∈ Sym
nSC , (5.10)
and the grand canonical partition function is hence
Z(ζ,q, X) =
∏
m∈SC
1
1− ζqm
= 1 + ζ
∑
m∈SC
qm +O(ζ2) . (5.11)
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Notice that in this case there is precisely one holomorphic function for each set of
quantum numbers m ∈ SC , thus dm = 1.
The simplest example is that of S5, discussed in subsection 2.2. The Ka¨hler cone
over the round S5 is of course C3, with its standard Ka¨hler form ω. The Cartan
subgroup U(1)3 ⊂ U(3) preserves ω and the corresponding moment map (2.40) has
image µ(C3) = (R+)
3. The semi–group for this affine toric variety is thus
SC = Z
3 ∩ (R+)
3 = (Z+)
3 = {m = (m1, m2, m3) | mi ≥ 0, i = 1, 2, 3} . (5.12)
Equivalently, recalling that vai = δ
a
i , the fact that mi ≥ 0 follows from the argument
at the end of section 3. Thus the Hilbert space is isomorphic to that of the three–
dimensional harmonic oscillator, with lHˆ being the energy operator14, and the partition
function (5.11) precisely reduces to that in [4]. Alternatively, it is given by (5.6), with
C(qn,C3) =
1
(1− qn1 )(1− q
n
2 )(1− q
n
3 )
. (5.13)
5.2 Counting BPS operators in the dual SCFT
According to the AdS/CFT dictionary, BPS states in the geometry are dual to BPS
operators in the SCFT, with the same quantum numbers. It is then natural to interpret
the dual giant gravitons that we have considered in terms of BPS operators of the dual
conformal field theory.
Let us first recall how this correspondence works in the prototypical example of N =
4 super Yang–Mills. Generic (1/8–BPS) single–trace scalar chiral primary operators of
the N = 4 super Yang–Mills theory are of the type
Tr(Xm1Y m2Zm3) ∆ = m1 +m2 +m3 =
3∑
i=1
mibi (5.14)
where X, Y, Z are the three complex scalar fields, in the adjoint of U(N). In the
abelian theory, with N = 1, these operators are simply monomials in three complex
variables x, y, z, of the type xm1ym2zm3 with mi ≥ 0, and span the coordinate ring of
C
3. When N > 1, and including also multi–trace operators, one obtains monomials in
the eigenvalues of the three operators, which span the coordinate ring of the symmetric
product SymNC3. In other words, the scalar sector of the chiral ring of the N = 4 super
Yang–Mills theory, for finite N , is isomorphic to the ring of holomorphic functions on
14Note that the ground state energy is zero.
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SymNC3 (for more details see, e.g. [34]). The results of [4] then show that this space
arises from quantising the phase spaces of precisely N non–spinning BPS dual giant
gravitons in AdS5×S5. The reason why one considers the Hilbert space for precisely N
dual giants is that these are viewed as excitations of the background N D3–branes. The
N–particle Hilbert space is the symmetric tensor product HN = SymNH of the single–
particle Hilbert spaceH, and the partition function forN BPS dual giant gravitons may
be obtained as the coefficient ZN(q,C
3) of ζN in (5.3). In fact, this partition function
agrees precisely with the counting of mesonic scalar15 chiral primary operators in the
gauge theory, obtained using the index of [2].
More generally, if a SCFT arises from the IR limit of N D3–branes at an isolated
singularity X , then the classical vacuum moduli space should be the symmetric product
SymNX . The Hilbert space of N BPS dual giants is then spanned by the same set
of generators (as a C–algebra) as the ring of holomorphic functions on SymNX . This
is the scalar sector of the chiral ring of the dual superconformal field theory. When
the singularity X admits a crepant resolution16, one expects to be able to describe the
dual SCFT by a quiver gauge theory. In this case, the mesonic scalar chiral primary
operators are constructed from closed loops in the quiver, by matrix–multiplying the
corresponding bifundamental fields. These gauge–invariant operators then generate
the ring of holomorphic functions on the vacuum moduli space. Thus we see that the
partition function ZN(q, X) for N dual giants also counts the mesonic scalar chiral
primary operators in the dual SCFT, weighted by their U(1)s flavour charges. This is
in full agreement with the results of [2]. We emphasize that this partition function is
related simply to the character C(q, X), and the latter may be computed using only
a minimal amount of geometric information. In particular, one may apply localisation
techniques to compute C(q, X), as described in [16].
Note: Just as this paper was about to be submitted to the arXiv, we became aware
of [35]. Their results overlap with our section 5. Their conclusions are in agreement
with ours.
15The full chiral ring in general contains operators with non–zero spin. These are accounted for in
the index of [2]. However, throughout this paper, we restrict our attention to spinless configurations.
16We note that there are plenty of examples of X , admitting Ricci–flat Ka¨hler cone metrics, which
have no crepant resolution. In this case, the dual SCFTs might in principle be quite exotic, and in
particular not be described by quiver gauge theories.
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A κ–symmetry analysis
In this appendix we demonstrate that the dual giant graviton solutions considered in
the main text are precisely the set of BPS solutions. That is, they are the general set
of solutions of the D3–brane dynamics respecting κ–symmetry of the world–volume
action. One must thus impose that the Killing spinor ǫ of type IIB supergravity,
∇Mǫ+
i
192
FMP1P2P3P4Γ
P1P2P3P4ǫ = 0 , (A.1)
in the background of AdS5 × L, also satisfies the κ–symmetry projection
Γκǫ = iǫ , (A.2)
where the κ–symmetry projection matrix is defined as
Γκ =
1
4!
√
− detGµν
ǫµνρσγµνρσ . (A.3)
The γ–matrices above are the world–volume gamma matrices, defined as
γµ =
∂XM
∂ζµ
eMˆMΓMˆ , (A.4)
where eMˆM is a vielbein, that is, a local orthonormal frame, and ΓMˆ are ten–dimensional
flat spacetime gamma matrices, obeying
{ΓMˆ ,ΓNˆ} = 2ηMˆNˆ . (A.5)
We find
γ0 = V (R)
1/2Γ0ˆ +
R˙
V (R)1/2
Γ1ˆ + l
(
(ψ˙ + σαx˙
α)Γ5ˆ + x˙
α eˆαˆα Γαˆ+5
)
γ1 = RΓ2ˆ γ2 = R cos ζ
1Γ3ˆ γ3 = R sin ζ
1Γ4ˆ , (A.6)
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where eˆαˆα = e
αˆ+5
α+5, α = 1, . . . , 4, is a vielbein such that hαβ = eˆ
αˆ
α eˆ
βˆ
β δαˆβˆ. The κ–symmetry
projector is then
Γκ = ∆
−1/2
[
V (R)1/2Γ0ˆ +
R˙
V (R)1/2
Γ1ˆ + l
(
(ψ˙ + σαx˙
α)Γ5ˆ + x˙
α eˆαˆα Γαˆ+5
)]
Γ2ˆ3ˆ4ˆ . (A.7)
In the following we adopt the conventions of [36]. Using the spinor ansatz
ǫ = Ψ⊗ χ⊗ θ (A.8)
where ǫ is the complexified type IIB spinorial parameter obeying, in our conventions,
the following chirality projection
Γ11ǫ = −ǫ , (A.9)
(A.1) reduces to the two equations
∇mΨ+
1
2l
ρmΨ = 0 , m = 0, . . . , 4 (A.10)
∇αχ−
i
2l
γαχ = 0 , α = 0, . . . , 4 , (A.11)
where we now take the α index to run from 0 to 4. These may be recognised as
the standard equations obeyed by any Killing spinor Ψ of AdS5 (of radius l) and the
Killing spinor χ of an arbitrary Sasaki–Einstein manifold with line element l2ds2L and
corresponding Ricci tensor Ric = 4l2gL. Notice that, in the notation of [36], f = −4/l
is the overall constant factor multiplying the Ramond–Ramond five–form. The warp
factor has been set to zero. We have also chosen the following decomposition of the
ten–dimensional Dirac matrices:
Γmˆ = ρmˆ ⊗ 1⊗ σ
3 , mˆ = 0, . . . , 4
Γαˆ+5 = 1⊗ γαˆ ⊗ σ
1 , αˆ = 0, . . . , 4 , (A.12)
where
{ρmˆ, ρnˆ} = 2ηmˆnˆ , {γαˆ, γβˆ} = 2δαˆβˆ , (A.13)
are (flat) gamma matrices of Cliff(4, 1) and Cliff(5, 0), respectively, and σ1, σ2, σ3 are
the Pauli matrices.
We may now return to the κ–symmetry projection. First note that γαˆχ, αˆ =
0, 1, . . . , 4 are linearly independent spinors, over the real numbers, on L. For, con-
sider the linear combination
4∑
αˆ=0
aαˆγαˆχ = 0 (A.14)
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with aαˆ ∈ R. One may now apply χ¯γ1ˆ on the left to obtain
a1ˆ + a2ˆχ¯γ1ˆγ2ˆχ = 0 . (A.15)
Here we have used χ¯χ = 1, together with the fact that
−
i
2
χ¯γαβχdx
α ∧ dxβ = ωT = eˆ
1ˆ ∧ eˆ2ˆ + eˆ3ˆ ∧ eˆ4ˆ (A.16)
is the transverse Ka¨hler form. Also note that the Killing spinor χ obeys the projection
(see e.g. [37])
γ0ˆχ = ±χ , (A.17)
and χ¯γαˆχ = 0 for αˆ = 1, . . . , 4. In particular, the second term in (A.15) is pure
imaginary, and this immediately gives a1ˆ = a2ˆ = 0. A similar argument gives a3ˆ =
a4ˆ = 0 and thus we also have a0ˆ = 0. Using these facts we see that the κ–symmetry
condition (A.2) implies that
x˙α = 0 , α = 1, . . . , 4 . (A.18)
Also note that, since ψ is a cyclic coordinate (∂/∂ψ is a Killing vector field), the
conjugate momentum is
Pψ = k , (A.19)
a constant. Using the expression for Pψ in terms of ψ˙, we have
ψ˙ =
l2k∆1/2
NR3
(A.20)
with
∆ =
V (R)− R˙
2
V (R)
1 + l
6k2
N2R6
. (A.21)
Inserting this into Γκ we obtain
Γκ = ∆
−1/2
[
V (R)1/2Γ0ˆ +
R˙
V (R)1/2
Γ1ˆ +
l3k∆1/2
NR3
Γ5ˆ
]
Γ2ˆ3ˆ4ˆ . (A.22)
It is convenient to define
R
l
≡ sinhα , (A.23)
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so that the projection (A.2) becomes[
coshα ρ0ˆ ⊗ 1⊗ 1 +
R˙
coshα
ρ1ˆ ⊗ 1⊗ 1+
l3k∆1/2
NR3
1⊗ γ0ˆ ⊗ iσ
2
]
ǫ =
= ∆1/2 iρ2ˆ3ˆ4ˆ ⊗ 1⊗ 1 ǫ . (A.24)
Finally, imposing the chirality condition (A.9), σ2θ = −θ, after a little algebra, the
projection (A.24) reduces to
ΛΨ ≡
[
coshα 1−
R˙
coshα
ρ0ˆρ1ˆ +∆
1/2ρ1ˆ ±
l3k∆1/2
NR3
iρ0ˆ
]
Ψ = 0 . (A.25)
To proceed, we shall need an explicit form of the Killing spinor in AdS space. A
useful expression, that may be adapted for instance from [4], reads, in our notation:
Ψ = e−
α
2
ρ
1ˆ e−
t
2l
ρ
0ˆ e
θ
2
ρ
1ˆ2ˆ e
φ1
2
ρ
1ˆ3ˆ e
φ2
2
ρ
2ˆ4ˆΨ0 ≡ DΨ0 , (A.26)
where Ψ0 is a constant spinor. In order to compute Λ acting on Ψ0 we need to commute
this through D. It is useful to record the following identities:
ρ0ˆD = D
[
coshα 1+ sinhα e
t
l
ρ
0ˆ
[
cos θ e−φ1ρ1ˆ3ˆρ1ˆ + sin θ e
−φ2ρ2ˆ4ˆρ2ˆ
]]
ρ0ˆ ≡ DA ,
ρ1ˆD = D e
t
l
ρ
0ˆ
[
cos θ e−φ1ρ1ˆ3ˆρ1ˆ + sin θ e
−φ2ρ2ˆ4ˆρ2ˆ
]
≡ DB . (A.27)
We then find
ΛDΨ0 = D
[
coshα 1−
R˙
coshα
AB +∆1/2B ± i
l3k∆1/2
NR3
A
]
Ψ0 = 0 . (A.28)
First, let us restrict to the solutions (2.24) and check that they are indeed BPS.
Thus, let us set
R˙ = 0 k =
NR2
l2
∆1/2 =
R0
l
= sinhα0 . (A.29)
Equation (A.28) reduces to
D
[
coshα0 1+ sinhα0 e
t
l
ρ
0ˆ
[
cos θ e−φ1ρ1ˆ3ˆρ1ˆ + sin θ e
−φ2ρ2ˆ4ˆρ2ˆ
]]
(1± iρ0ˆ)Ψ0 = 0 (A.30)
and thus we simply require that
iρ0ˆΨ0 = ∓Ψ0 . (A.31)
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This can always be achieved, as can be seen for instance from an explicit expression
for the ρ0ˆ matrix. One can choose the following basis of Dirac matrices in AdS5
17
ρ0ˆ =
(
0 1
−1 0
)
⊗ 1 ρ1ˆ =
(
0 1
1 0
)
⊗ 1
ρ2ˆ = 1⊗
(
0 1
1 0
)
ρ3ˆ = 1⊗
(
0 −i
i 0
)
(A.32)
and ρ4ˆ = −iρ0ˆ1ˆ2ˆ3ˆ. We may then take
Ψ0 =
(
i
∓1
)
⊗ Ψ˜0 (A.33)
The condition (A.31) is the AdS analogue of (A.17) for Sasaki–Einstein manifolds.
Finally, let us show that in fact the solutions we considered are the set of all BPS
solutions. The projections must hold at any point of the world–volume of the D3–brane,
thus we may simplify the calculation by conveniently setting t = θ = φ1 = φ2 = 0.
Then
A = (coshα 1 + sinhα ρ1ˆ) ρ0ˆ
B = ρ1ˆ . (A.34)
Next, we choose a spinor that obeys the projection (A.31). Thus, in our particular
basis, we may choose (A.33). It follows that
Ψ¯0Ψ0 = 2 ‖Ψ˜0‖
2 Ψ¯0ρ1ˆΨ0 = 0 (A.35)
and in particular, applying Ψ¯0D
−1 to the left of equation (A.28), we obtain
coshα± i R˙ tanhα−
l3k∆1/2
NR3
coshα = 0 . (A.36)
Thus we conclude that necessarily
R˙ = 0 k =
R2N
l2
, (A.37)
while the remaining components of (A.28) proportional to ρ1ˆ are automatically sat-
isfied. This concludes our proof that (2.24) are all the κ–symmetric solutions to the
D3–brane equations of motion.
17The construction is standard, see e.g. [38].
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B A change of coordinates
In this appendix we give an explicit change of coordinates between Sasakian coordinates
and symplectic coordinates, in the case that the Ka¨hler cone X is toric.
When the cone is toric, the metric may be written as either
ds2X = Gijdy
idyj +Gijdφidφj i, j = 1, 2, 3 (B.1)
or as
ds2X = dr
2 + r2(dψ + σ)2 + r2hαβdx
αdxβ α, β = 1, 2, 3, 4 (B.2)
where
r2 = 2biy
i
hαβdx
αdxβ = Hpqdη
pdηq +Hpqdϕpdϕq p, q = 1, 2 (B.3)
σ = 2ηpdϕp
and we have used that, locally, the transverse Ka¨hler metric is also toric. Now define
ϕ˜i = (ψ, ϕ1, ϕ2)i (B.4)
and suppose that the angular variables in the above metrics are linearly related
φi = A
j
i ϕ˜j . (B.5)
This allows one to determine the matrix Gij by direct comparison. Inverting this, we
see that
G = AMAT (B.6)
with
M =
1
r2
(
1 + 4Hrsη
rηs −2Hrqη
r
−2Hprηr Hpq
)
. (B.7)
It may then be verified that the following is the change of coordinates for the non–
angular part of the metric
yi = r2(A−T )i jw
j wj =
(
1
2
, η1, η2
)j
. (B.8)
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There is a consistency condition that the matrix A must satisfy. In particular,
A 1i y
i =
1
2
r2 (B.9)
implies that A 1i = bi. Thus we must set
A =


b1 ∗ ∗
b2 ∗ ∗
b3 ∗ ∗

 (B.10)
with the entries ∗ arbitrary, provided that A is invertible. Note that the Reeb vector
transforms as
∂
∂ψ
=
∂φi
∂ψ
∂
∂φi
= bi
∂
∂φi
. (B.11)
Finally, using the fact that all the transverse Ka¨hler coordinates are constants for BPS
motion (cf (2.24)), we see from (B.5) that
φ˙i = biψ˙ . (B.12)
This may be used to obtain a quick derivation of the BPS solutions for toric geometries,
discussed in the main text.
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