and (1.4) The bound in (1.4) is not the best possible and this is one of the reasons why the conclusion of Theorem A is not precise. We observe that (1.4) (1.6) This refined version of Theorem A gives corresponding refinements in several of the other theorems proved by Hayman in [2] . For example, Theorems 4 and 6 of his paper may respectively be replaced by where γ is real then \b λ \ \ = \b 2 , _i | = π/2 which shows that (1.8) is the best possible result of its kind.
The bound in (1.8) is not sharp for k >: 3 and it is clearly of interest to get precise estimates for \b κ ε | for each k. We are able to do it for k < 4. (1.9) 1*2 el ^ n/2, (1.10) |d=£»/3, (1.11) | Z>4,, I < (n 2 -2M)/8,
The example p n (z) = (1 -z 2 ) rt/2 where w is even shows that (1.9), (1.11) and (1.12) are sharp. To see that (1.10) is sharp we may considerp n (z) = (1 -z 3 ) n/3 where n is divisible by 3. The following theorem shows that \bχ e \ and \b 3> ε \ cannot both be large at the same time. (1.14) \b 2 J+\\b,J< n\l (1.15) If k is fixed, k > 4 and « is large, the bound in (1.8) can also be sharpened. The proof of Theorem 4 depends on the fact that if p n (z) E @ n then (1.18) ω(z) = This result was proved by Walsh (see [4] , Lemma 2 and (1.10) on p. 358) except that he had 2\z\ 2|z| 2 for \z\ > 3 instead of (1.22) which we prove to be valid for \z\ > X As illustrated by Walsh (see [4] , pp. 358-360) such a result is very useful for applications. is analytic in \z\ < 1, where Proof of Lemma 4. Let |zι I = max \z v I. The polynomial also belongs to^3 and 16?, 11 < \h 2 , x |, |6 3 ,! | < |5 3> , |. Hence it is enough to prove (2.7) for jP 3 (z) . We have where \z 2 \ < 1, |i 3 1 < 1 and 1 + z 2 + h = 0. Since z 2 + l 3 =-lwe may suppose
Since |i 3 2 -a{\ -a)) 2 -a{\ -a)}.
In view of (2.8) and since 0 < a < 1/2, we have and now Lemma 4 follows.
Proofs of theorems.
Proof of Theorems 1, 2, 3. It has been proved by Dieudonnέ [1, p. 7 ] that if n PnW = Π(l-*v*) v=l is a polynomial of degree n with all its zeros in \z\ > 1 then in \z\ < 1 zwhere Ψ(z) is analytic and |Ψ(z)| < 1. We observe that if/> n (z) ε ^,, i.e. Σ" =i z r = 0 then ^(0) = 0 and hence by Schwarz's lemma Ψ(z) = zψ(z) where ψ(z) is analytic and |ψ(z)| < 1 in \z\ < 1. Thus for polynomialsp n (z) E ^n the representation (3.1) takes the form 
Setting ψ(z) = Σ^L o c v z μ and comparing coefficients on the two sides of (3.4) we get
In particular (3.6) 2b 2ε = -nεc 0 , 3b 3ε = -which give (1.9) and (1.10) immediately since the coefficients of a function ψ(z) analytic and bounded by 1 in \z\ < 1 are themselves bounded by 1. Again from (3.5) we have
= -nεc 2 --nε(-nε + 2)CQ using (3.6) By (2.1) which readily gives (1.11), (1.12) and completes the proof of Theorem 2. Theorem 3 is an immediate consequence of (3.6) and (2.1). Now we come to the proof of Theorem 1. From inequalities (1.9)^(1.12) it follows that Theorem 1 holds for k < 4. For a given n > 4 let (1.8) hold for k <j -1. We shall show that it then holds for k=j and (for n > 4) the theorem will follow by the principle of mathematical induction. By formula (3.5) we have
Using (2.2) and the induction hypothesis we deduce
This completes the proof of (1.8) for n > 4. If n = 2 or 3 we argue as follows. It follows from (2.7) that if then \b 2> , | < 1, |6 3 ,, | < 1.
Since |6 A> j | = 0 for k > 4 we trivially have From (1.9), (1.10) and (1.12) we have (3.7) for/t<4.
Hence (3.7) will be proved for all k if we show that it holds for k = j provided it holds for k <y* -2. So let (3.7) be true for A: </ -2. From the identity is analytic in \z\ < 1 and |ω(z)| < 1. From (3.8) we get
The two representations (3.2) and (3.9) for/ w (z)/p n (z) give us the identity The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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