This paper suggests a robust estimation procedure for the parameters of the periodic AR (PAR) models when the data contains additive outliers. The proposed robust methodology is an extension of the robust scale and covariance functions given in, respectively, Rousseeuw and Croux [29] and Ma and Genton [24] , to accommodate periodicity. These periodic robust functions are used in the Yule-Walker equations to obtain robust parameter estimates. The asymptotic central limit theorems of the estimators are established, and an extensive Monte Carlo experiment is conducted to evaluate the performance of the robust methodology for periodic time series with finite sample sizes. The quarterly Fraser River data was used as an example of application of the proposed robust methodology. All the results presented here give strong motivation to use the methodology in practical situations in which periodically correlated time series contain additive outliers.
Introduction
Often, time series drawn from economics, hydrology, climatology and air pollution among others areas exhibit periodically varying covariances (also known as cyclostationary time series) in the sense that the mean and covariances are periodic functions of the time. An important linear time series model whose parameters vary in function of time is called the periodic autoregressive moving average (PARMA) model, and, in recent years, it has been widely used for modeling time series periodically correlated. Hurd and Gerr [17] , Vecchia and Ballerini [38] and Hurd and Miamee [18] discussed the procedures to detect periodic correlations in time series. Lund and Basawa [21] showed that PAR models can be represented in vector form through the Vector Autoregressive (VAR) models. The condition for the VAR process to be stationary is described in detail by Lütkepohl [23] . Ursu and Duchesne [34] derived the asymptotical distributions of the least square estimators of the parameters of the vector periodic AR time series models (PVAR), and they also introduced a portmanteau test statistic for diagnosing the adequacy of the PVAR models. For a recent review of the PAR models, see the introduction section of Ursu and Duchesne [34] . In the context of applied frameworks, Franses and Paap [15] used the PAR processes to model several quarterly UK macroeconomic series. McLeod [25] made some comparisons between some river flow series, see, also, Bloomfield et al. [4] , Lund et al. [22] and Gardner and Franks [16] among others.
There are several ways to estimate the autoregressive parameters of PAR models. McLeod [26] suggested the use of the sample periodic autocorrelation function in the periodic Yule-Walker equations to obtain the estimates. The Yule-Walker estimation method was also considered in Anderson and Meerschaert [1] . In this paper, the authors also proposed an innovation algorithm to obtain the parameter estimates of the PARMA model, and the asymptotic results of the estimates were established. The asymptotic properties of least-square estimators were discussed in Shao and Ni [32] . Vecchia [37] and Vecchia [36] studied maximum likelihood estimation in univariate PARMA models, and the paper also discussed the exact likelihood function for Gaussian processes.
Atypical observations (outliers) are quite common in practical situations, and, more recently, many researchers have paid attention to model time series with outliers. There are several types of outliers which cause different effects on the estimates. However, in general, the following three types are usually considered (Denby and Martin [11] ): innovation outliers (IO), which affect all subsequent observations; additive outliers (AO) or replacement outliers (RO), which have no effect on subsequent observations. AO outliers affect the parameter estimates more than IO, and they have the same effect as RO (Ma and Genton [24] ).
Several authors have investigated the outliers' effect on estimating the parameters of autoregressive integrated moving-average (ARIMA) models. For example, Ledolter [19] showed that the forecast intervals are considerably sensitive to the presence of additive outliers; Chang et al. [9] and Chen and Liu [10] showed that the estimated parameters of the ARMA model are more biased when the data contain outliers; Deutsch et al. [12] and Chan [7, 8] derived the autocorrelation function bias induced by outliers' presence. The effects of outliers on parameters estimation have also been studied in the case of processes with strong correlation structure, see Fajardo et al. [13] where a robust memory parameter estimator was introduced in the case of the Fractionally ARMA (ARFIMA) model.
The study of robustness in periodic processes is still in its infancy. As far as the authors of this paper are concerned, this topic has not been much explored yet in the literature. Shao [31] discussed a robust estimation procedure for PAR models. The author proposed a method which is an extension of the one given in Basawa [3] .
In spite of the restricted literature in this topic, periodic time series with atypical observations are quite common in many fields of applications. Hence, it is an interesting research area to work with. Here, PAR models are studied in the case of periodic time series with additive outliers. The paper proposes a robust estimator for the autoregressive parameters of PAR models. The robust estimation procedure is a generalization of the robust scale estimator and autocovariance functions proposed by, respectively, Rousseeuw and Croux [29] and Ma and Genton [24] , to accommodate periodicity. Based on these methodologies, robust estimators of the periodic autocovariance functions are derived, and they are used to obtain consistent periodic Yule-Walker parameter estimates. Asymptotic central limit theorems of the robust estimators are established. Based on Monte Carlo experiments, an extensive simulation exercise is provided to show the effect of additive outliers in the order identification AIC and BIC criterions and also to analyze the empirical robustness properties of the proposed methodology.
The article is structured as follows: In Section 2, some preliminaries of the periodic processes under outliers are presented. Section 3 deals with the estimation and model selection tools. The impact of outliers on the correlation structure of the processes is the motivation of Section 4. In Section 5 the robust model estimation is given, and Monte Carlo experiments are in Section 6. The quarterly Fraser River data is analyzed with the robust and classical correlation approaches, and it is discussed in Section 7. Finally, some remarks and conclusions are stated in Section 8 .
Periodic Correlated Processes
Let {Y t } t≥1 be a stochastic process with seasonal characteristics of period s. The index t can be written, by integer division, as t = t(r, m) = (r − 1)s + m where m = 1, . . . , s and r = 1, 2, . . . . For example, in the case of monthly data, s = 12, m and r are, respectively, the month and the year.
In what follows, definitions and properties of the process {Y t(r,m) } are discussed. Let γ (r,m) Y be the autocovariance of the process {Y t(r,m) }, that is,
for some non negative integer h. Definition 2.1. {Y t(r,m) } r≥1,m=1,...,s is said to be a periodic stationary process or a periodically correlated process if, for all r ≥ 1 and m in {1, . . . , s}, Based on the above definition, the autocorrelation function of the process {Y t(r,m) } is straightforwardly defined by
, h ≥ 0 .
Remark 1. Note that, if {Y t(r,m) } r≥1,m=1,...,s is a periodically correlated process then γ 
, for all non negative integer k. If s = 1, the condition of periodic stationarity is equivalent to the usual condition for homogeneous processes (Tiao and Grupe [33] ).
Hereafter, γ Y (.) are, respectively, denoted by PeACV and PeACF. As previously mentioned, the main purpose of this paper is to study the influence of additive outliers in PAR models and also to propose a robust procedure to estimate model parameters. The following definition introduces the model for periodically stationary process with additive outliers. Definition 2.2. {Z t(r,m) } r≥1,m=1,...,s is a periodic stationary process with additive outliers if it satisfies
where {Y t(r,m) } r≥1,m=1,...,s is a periodic stationary process and, for all r ≥ 1 and m = 1, . . . , s, (V t(r,m) i ) 1≤i≤ are independent random variables with P(V t(r,m) i
, for all i. Also, for all r and m, (V t(r,m) i ) 1≤i≤l and {Y t(r,m) } r≥1,m=1,...,s are independent variables and and ω i are, respectively, the maximal number of outliers at time t(r, m) and the magnitude of the ith outlier.
Note that, according to Definition 2.2, the presence of outliers is random. This assumption is quite plausible since, in general, the occurrence of atypical observations in time series is not deterministic.
Several models have been proposed and studied to adjust time series generated from periodic stationary processes, see Bloomfield et al. [4] , Lund et al. [22] and Gardner and Franks [16] for application of these models to real data. The Periodic Autoregressive (PAR) process, defined below, is a generalization of the Autoregressive (AR) process (Box and Jenkins [5] , Brockwell and Davis [6] ), and it is widely used for modeling periodic time series. Definition 2.3. The periodic stationary process {Y t(r,m) } r≥1,m=1,...,s is a PAR process if and only if {Y t(r,m) } is a solution of the difference equations given by
where, ( t(r,m) ) r≥1 ∼ iid(0, σ , for all j in {1, . . . , p m } and for all non negative k. Under the causality assumption, which is stronger than the usual stationarity condition, the solution of (2) can be also written in the following way
In what follows, a sufficient condition is given to ensure the causality property of the PAR process Following Lund and Basawa [21] , the PAR process presented can be written in a s-variate AR form
where B is the backshift operator ( ,1) , . . . , t(r,s) ) ( means the transpose matrix). The order P = p/s , p = max 1≤m≤s p m and x denotes the smallest integer greater than or equal to x. The AR coefficients (matrices with dimension s × s) have entries given by
A sufficient condition to guarantee the causality property of the PAR process is
for all complex z satisfying |z| ≤ 1. In the PAR(1) model, this condition is reduced to
Usual Procedure for Parameter Estimation and Model Selection
The adjustment of a time series model to a data set should follow three important steps: estimation, diagnostic checking and model selection. This paper addresses the steps of identifying and estimating the PAR process, and these are discussed below. An empirical investigation of the methodology is given in Section 6.
Estimation of PeACV and PeACF
As mentioned in the previous section, the functions PeACV and PeACF are very important tools in the model estimation and identification steps. However, both functions, in general, are not known and need to be estimated. Let {y t } 1≤t≤n be a sample of n observations from the periodic stationary process {Y t } t≥1 . For simplicity, it will be assumed that n/s = N ∈ N , that is, the series has s full periods. Using the same notation as previously, the sample of n observations can thus be written as {y t(r,m) } r=1,...,N,m=1,...,s .
McLeod [26] suggested estimating the functions PeACF and PeACV using the sample PeACF and PeACV given, respectively by ,m) is the sample mean at m, and r * is the smallest r such that t(r, m) − h > 0. These estimators have the same properties as the sample autocovariance and autocorrelation functions for homogeneous stationary time series (Priestley [27] ).
Model Estimation
Suppose the orders (p m ) m=1,...,s of the PAR model (2) are known. Here, following the procedure given in McLeod [26] , the parameters (φ (m) i ) 1≤i≤pm are estimated by using the Yule-Walker equations
where the functions γ (m)
It is well-known that for the AR(p) processes, the Yule-Walker estimators are consistent and asymptotically Gaussian distributed, see Brockwell and Davis [6] . The equivalent property also holds for PAR processes and it is given in the following proposition. 
) is the mean zero periodic standardized white noise process.
The proof of this proposition is postponed to Section 9.
Model Selection
In general, the order of the PAR model is not known. One way to identify the order is to use the periodic Akaike Information Criteria (AIC) and the periodic Bayesian Information Criteria (BIC) (McLeod [26] , Schwarz [30] ). These quantities are computed as follows 
Impact of Additive Outliers on the Periodic Correlation Structure
As described in the introduction, outliers can affect the dependence structure of a time series and also the estimation of the parameters and the identification of the model. In this section, some results related to the effects of additive outliers on the correlation structure of a periodic correlated process are derived.
Proposition 2. Assume that {Z t(r,m) } r≥1,m=1,...,s is a periodic stationary process with additive outliers as described in Definition 2.2. The PeACV of {Z t(r,m) } is given, for all m in {1, . . . , s}, by
A straightforward consequence of Proposition 2 is given in the following corollary.
Corollary 3. Assume that {Z t(r,m) } r≥1,m=1,...,s is a periodic stationary process with additive outliers as described in Definition 2.2. Then, 1. for all non negative integer h and for all m in {1, . . . , s},
Z (h) = 0, for any i = 1, . . . , l and all positive h.
Corollary 3 shows that additive outliers introduce memory loss in the process {Z t(r,m) }. This leads to estimates with significant negative bias as showed in Section 6.
In the case of the sample PeACV, the effect of additive outliers is given in the following proposition.
Proposition 4. Let {z t(r,m) } r=1,...,N,m=1,...,s be a time series observed from the model given in Definition 2.2 where {Y t(r,m) } is a causal process with finite fourth moment. Then, for all m in {1, . . . , s}, as N tends to infinity,
y (.) are, respectively the sample PeACV of {z t(r,m) } and {y t(r,m) }.
Propositions 2 and 4 show that the additive outliers can affect the statistical properties of the parameters estimates in periodic processes by the fact that these observations lead to an underestimation of the true correlation structure. In this context, it is necessary to use robust methods for estimating models of time series with outliers. This is the motivation of the next section.
Robust Procedure to Estimate Parameters and Select a Model
In this section, a robust estimator of the PeACV is proposed when the PAR process has additive outliers. This robust estimator is based on the robust scale estimator proposed by Rousseeuw and Croux [29] which has already been widely used in different frameworks of non periodic correlated processes, see for instance Ma and Genton [24] , Fajardo et al. [13] and Lévy-Leduc et al. [20] . The main contribution of this section is to provide central limit theorems for the robust scale and PeACV estimators when the underlying time series follows a PAR process. 6
Estimation of PeACV based on a robust scale function Let X 1 , . . . , X n be random variables having a common cumulative distribution function F , and x = (X 1 , . . . , X n ). As explained in Lévy-Leduc et al. [20] , a robust estimator of the autocovariance function of x can be achieved by using a robust scale estimator, hereafter denoted by Q n (x). Let the functionals T 1 and T 2 be defined as follows:
In the above, M(R) denotes the set of cumulative distribution functions on R equipped with the topology of uniform convergence, and F(R) is the set of all increasing bounded cadlag functions, equipped with the topology of uniform convergence. Let T 0 be the functional defined by
In the following, F is assumed to belong to a location-scale family of the following type:
where c is given by c = 1/T 0 (F 0,1 ) .
The value of c ensures that the estimator Q n is Fisher-consistent i.e. cT 0 (F θ,σ ) = σ, for all θ ∈ R and σ > 0. In the case of Gaussian random variables Rousseeuw and Croux [29] suggest to take c = 2.2191. In what follows, under Assumption (A1), Proposition 5 establishes a central limit theorem for Q (m)
where {Y t(r,m) } 1≤r≤N is a periodic correlated process given in Definition 2.1.
is a mean-zero Gaussian process with strong mixing coefficients α N satisfying:
The common cumulative distribution function of
N (.) satisfies the following central limit theorem:
where
, the functional T 0 and the constant c are defined in (8) and (10), respectively. In the above D denotes the convergence in distribution,
and
where f (m) denotes the probability density function of F (m) . 7 See Section 9 for the proof of Proposition 5. Following a similar idea as given in Ma and Genton [24] , the robust estimator of the autocovariance function is defined for a PAR process bŷ
} r ≤i≤N and r is the smallest integer such that t(r, m) − h > 0.
A central limit theorem forγ
Q (.), m = 1, . . . , s, is established in the following proposition. Proposition 6. Let h be a non negative integer and m be an integer in {1, . . . , s}. Assume that (A1) holds for {Y t(i,m)−h } i≥r and for {Y t(i,m) } i≥r where r is the smallest integer such that
Q (h) satisfies the following central limit theorem:
where the function ψ is defined by
In the above, IF is defined in (12) .
The proof of Proposition 6 is postponed to Section 9.
Robust Model Estimation
In this paper, robust estimators of the PAR parameters, denoted hereafter by (φ (m) i ) 1≤i≤pm,m=1,...,s , are obtained by replacing the classical autocovariance in the Yule-Walker equations (5) by the robust autocovariance estimatorγ
Note that this system of equations does not depend on the constant c since both sides are multiplied by c 2 .
Proposition 7. Under assumptions of Proposition 6, the robust Yule-Walker estimators (φ
for all i = 1, . . . , p m and m in {1, . . . , s}.
The proof of this proposition is detailed in Section 9. The model identification is also carried out using the AIC or the BIC criterion, however the residuals sum of squares (RSS) is now computed using the robust estimators obtained from (15) .
The empirical properties of the theory previously presented are the main motivation of the next section. 8
Monte Carlo Studies
This section reports on the results of several Monte Carlo experiments to analyze the finite sample properties of the robust methodologies discussed previously, and the results are presented in Subsections 6.1 and 6.2. In the former, the identification criterions AIC and BIC are investigated to verify the empirical proportion of correct model selection. The performance of model estimation procedures is the motivation of the second subsection. In all cases investigated, the sample autocovariance based on the moments, discussed in Section 3, is also considered for comparison purpose.
The empirical results were obtained under 10, 000 replications of series of size n=400 of PAR(1) processes generated according to Definitions 2.2 and 2.3, with the following data generating specifications: s =4, µ m ≡ 0, and the probability and the magnitudes of the outliers are p = 1% and ω = 0, 4 and 7,respectively. t(r,m) are i.i. d N (0, 1) , for all r and m.
All calculations were obtained using Fortran codes and the code given in Rousseeuw and Croux [29] was adapted to obtain the robust covariance estimates. The models and their parameter values are specified in Table 1 . The parameter values were chosen to have examples of time series models with low (Model 1), moderate (Model 2) and strong (Model 3) correlation dependencies. The empirical investigation of the AIC and BIC performance methods are reported in Table  2 in which the cells display the frequency of the correct model order selection. To obtain these results, the simulation was carried out as follows. The generated data was a PAR(1) process, and PAR models were estimated with orders 1 to 4, for series with and without outliers. The criterions AIC and BIC were calculated using the PeACV estimators by classical (Subsection 3) and robust (Subsection 5) methods. In the case of the robust model identification procedure, two cases, denoted as Robust-case1 and Robust-case2, were considered. In the former, the robust autocovariance functions were only used to compute the estimates of the coefficients φ (m) j , whereas to obtain the results of Robust-case2, the robust autocovariance estimator was used to obtain the coefficients φ For the purpose of the empirical investigation considered in this paper, the results discussed in this subsection give the first insight of the effect of outliers in the step procedures of modeling PAR models in finite sample data sets. Firstly, the case is discussed where the data is outlier free (ω = 0). From Table 2 , it can be seen, when using the classical PeACV, that the AIC criterion presents the smallest percentage of correct model selection. This is in accord with the results observed in the empirical investigation of Franses and Paap [14] . These authors explored the model selection criterion empirical properties in PAR models with an extensive simulation exercise. Their results also evidenced that the AIC criterion, in general, is inclined to opt for a too high model order. However, interesting empirical evidence of the AIC method is observed when the robust PeACV is used to estimate the parameters (Robust-case1 and Robust-case2). This method presents a significant improvement in the model identification order. The percentage of correct order increases significantly in all models, and the method displays similar results with the BIC criterion. The latter criterion performs best in all situations by presenting selection frequencies which have very high and stable rate values.
The effect of outliers in order identification is clearly observed from the above results. Both criterions are destroyed with the increase of the outlier magnitudes. The poor performance of the method is not surprising, and it is one of the consequences caused by outliers in the classical PeACV discussed in the previous sections. As was expected, a significant reduction of the correct order identification frequencies is observed in Model 3 where the root is close to the unit root condition, that is, λ defined in (4) is close to one. Notwithstanding, the BIC method is less affected than the AIC method.
A robust performance of the methods is shown by the use of the robust methodology suggested in this paper (Robust-case1 and Robust-case2). The outliers do not significantly affect the order selection of the robust criterion methods, the BIC criterion being, in general, the method with the best performance. This method presents, in general, values which are reasonably stable over the data generating processes. In the case of Model 1 with outliers, it is somewhat surprising that the robust methodologies are outperformed by the classical one. In order to verify if this phenomenon was possibly caused by the small sample size used, simulations of the Model 1 for N = 700 (n = 2800) were carried out. For this sample size, the methods performed similarly as in the other models, that is, the robust ones outperform the classical methodology (the results are available upon-request). For example, in the case of ω = 7, the BIC method presented the rates 0.9392 and 0.9754 for the classical and Robust-case1 methodologies, respectively. From Table 2 (Robust-case2), it is also interesting to see the performance of the methods when the robust methodology is used to estimate the parameters and the residual variances. A significant improvement of the behavior of the methods is observed when the data is contaminated by outliers with very large magnitude (ω = 7).
As a general conclusion, the findings support the claim that, even for outliers with large magnitude, the robust criterions AIC and BIC showed themselves to be robust against additive outliers.
Parameter Estimates
This section reveals the most important empirical investigation of this paper. The asymptotic theories of the robust autocovariance and the estimation procedures discussed in the previous sections are investigated in different scenarios for finite sample size from the data generating PAR(1) models. First of all, the asymptotic properties given in Propositions 5 and 7 are empirically investigated and the results are shown graphically in Figures 1 and 2 . As a second part of this simulation section, the model parameters are estimated with the estimation procedures based on the Yule-Walker equations, using the classical and the robust sample autovariance funtions. The sample mean, the bias and the Mean Squared Error (MSE) of the estimates of Models 1 to 3 are reported in Tables 3 to 5 , respectively.
Empirical investigations of the asymptotic properties of the Q N and the robust autocovariance As a simulation example to verify the finite sample property of Proposition 5, 10, 000 samples from Model 1, with and without outliers, were simulated to obtain the values of Q These figures give some insights related to one of the main contributions of this paper which is stated in Proposition 5. In the case of without outliers, the empirical densities of the quantities √ N (Q Finally, to end this simulation section the performance of the estimation methods for the parameters of Models 1 to 3 are now presented and discussed. The estimates are reported in Tables 3 to 5 and some of these results are illustrated graphically in Box-plots given in Figures 3. Initially, the case where the series is not contaminated (ω = 0) is analyzed. It can be seen that when the value of λ is close to zero (Models 1 and 2) all methods are very competitive, which is not a surprising result given the performance of Q n and sd previously reported. However, when the value of λ is near to the unit root (Model 3), the classical estimator continues to provide estimates closer to the real values, while the robust one presents estimates with a slight increase in the M SE. In general, all methods present pretty much close results. Significant changes in the behavior of the classical estimation method are observed when the process has outliers, specially for large ω. As previously mentioned, the outliers provoke a memory reduction of the process. From the tables it can be seen that the classical estimates underestimate the real parameters by presenting negative large bias, and this empirical evidence is in close agreement with the memory loss property previously mentioned. In general, the performance of the robust estimator shows that its estimates seem to be unaffected with the outliers. A visual variability of the estimates of Model 2 when ω = 0 and ω = 7 are presented in Figures 3 and 4 , respectively. These illustrate graphically the performance of methods previously discussed. The empirical investigation here presented suggests that, in general, when there is no evidence of atypical observations, Yule-Walker estimates based on the classical autocovariance function give satisfactory results, which confirms the asymptotic results given in Proposition 7. Nevertheless, the robust procedure presented very competitive estimates. The empirical study also evidenced that special attention has to be paid when the data possibly exhibits atypical observations. The robust methodology showed that, in general, the estimates are essentially constant across different parameter values and outlier magnitudes. 
An application
The main goal of this section is to apply the robust methodology, discussed in the previous section, to the quarterly mean flows (cm) of Fraser River. The series ranges from the first quarter in 1913 to the fourth quarter of 1991, and it is available in the pear package (Periodic Autoregression Analysis) of the R software. The flows of Fraser River have also been studied in many works. For example, McLeod [26] analyzed the monthly mean of the series and adjusted a PAR model with different orders according to the periods. The quarterly mean flows (cm) are displayed in Figure  4 . The seasonality component is clearly evidenced. The spikes and the troughs in the series ( Figure 4 ) and the box-plot pictures ( Figure 5 (a)) indicate that the dynamic of the series varies across the four periods. This strongly suggests that the series has periodic correlation structure. This phenomenon is also observed in the scatter plots of Figure 5(b) , from where it can be seen that there is evidence of correlations in the period 1 versus period 4 and also in the period 3 versus period 4. Also, the plot of the series (Figure 4 ) and the box-plots of periods 1 and 3 ( Figure 5 (a)) show few observations that can possibly be identified as atypical observations, or outliers. From this arises the question whether or not the series has outliers, and if there any, how much is the impact of these observations on the parameter estimates. Because of the suspicion of outliers in the series, the data was centered by subtracting the seasonal medians instead of the the seasonal means, in the modeling step. As a part of the identification model, the sample classical and robust autocorrelations were calculated and the plots are in Figure 6 .
The autocorrelations present a positive decay behavior with a weak correlation dependence. These plots give a visual indication of a PAR model with order 1 for all periods. This was confirmed by the calculus of the BIC criterion. Among all models considered, the criterion yielded a PAR (1,1,1,1 ) model to fit the data. The robust BIC method also indicated the same model order. The estimates are in Table 6 .
Both models gave close estimates, except for the period 2. This is not a surprising result from 14 the correlation plots ( Figure 6 ). It can be seen that for all periods, both correlations behave similarly and their curves cross each other. However, at lag 1 of period 2, there is a small discrepancy between the correlations. This may explain the difference between the estimates in the case of period 2. The standardized residuals of both models did not diagnose model inadequacy (these are available upon-request). Based on this analysis, there is no doubt that the outliers, if any, are not strong enough to have an effect on the estimates. Since the previous investigation indicated that if the series has outliers they are not strong enough to destroy the classical parameter estimates, outliers with magnitude 10 were randomly distributed with p = 0.01 in the data. The contaminated series is not plotted here to save space, but available upon request. The PAR (1,1,1,1 ) model was again estimated and the results are in Table 7 . From this table, it can be seen that robust estimates remained unchanged whereas the estimate from the classical methodology for period 3 was totally destroyed. The two outliers were randomly 15 located in period 2 of years 1916 and 1964. These outlier positions explained why the parameter of period 3 was the only one significantly affected.
Conclusions
This paper investigates the impact of additive outliers on estimating and identifying PAR model. The paper proposes a robust estimation procedure which is based on the robust scale and covariance functions given in, respectively, Rousseeuw and Croux [29] and Ma and Genton [24] . The asymptotic properties of the estimator are established and its finite sample performance is investigated through Monte Carlo experiments. The empirical investigation is carried out in different scenarios such as order identification and estimation in series with and without outliers. The quarterly Fraser River data was analyzed as an application of the methodology studied here. The behavior of the sample autocorrelations did not evidence the presence of outliers in the data. Based on all of these investigations, the robust methodology proved to be an alternative estimation procedure in the context of modeling PAR processes with additive outliers.
Proofs
Proof of Proposition 1. Let φ denotes the least-squares estimator of φ as defined in Shao and Ni [32] for a zero-mean PAR(p) process. According to the theorem on page 289 in Shao and Ni [32] ,
where F is defined in Proposition 1. Let us now prove that, for all m ∈ {1, . . . , s},
Using the same line of reasoning as in Brockwell and Davis [6] , page 263, we obtain
) is a causal PAR(p) process, Theorem 7.1.2 of Brockwell and Davis [6] gives N 1/2Ȳ (m) = O P (1). From this, we deduce that (
, for all i ∈ {1, . . . , p}. Using the same arguments as those given in Brockwell and Davis [6] on page 264,
. Proof of Proposition 5. Since (Y t(r,m) ) r≥1,m=1,...,s is a periodic stationary process, (Y t(i,m) ) i≥1 is also a stationary process with autocovariance function at lag k equal to γ [20] can easily be extended to hold even for Gaussian random variables non necessarily standard. Applying this Lemma, we obtain that τ = 2 in Theorem 4 (P. 2256) of Arcones [2] . Thus, by Assumption (A1), Condition (2.40) of this theorem is satisfied with τ = 2. This concludes the proof of the proposition. 
Given that
where ψ is defined in (14) . Hence, we have to prove a CLT for (N − r + 1)
Using Lemma 13, established in Lévy-Leduc et al. [20] , using the definition of the Hermite rank given on P. 2245 in Arcones [2] and Assumption (A1), we obtain that Condition (2.40) of Theorem 4 (P. 2256) in Arcones [2] is satisfied with τ = 2. This concludes the proof of the proposition by observing that {Q 2 (F Proof of Proposition 7. Let m in {1, . . . , s} then (i − j)) 1≤i,j≤pm . Using Theorem 7.2.1 of Brockwell and Davis [6] and Proposition 6, both terms in the r.h.s of (18) are equal to O P (1), which concludes the proof.
