ABSTRACT. Generalizing older works of Domar and Armitage and Gardiner, we give an inequality for quasinearly subharmonic functions. As an application of this inequality, we improve Domar's, Rippon's and our previous results concerning the existence of the largest subharmonic minorant of a given function. Moreover, and as an another application, we give a sufficient condition for a separately quasinearly subharmonic function to be quasinearly subharmonic. Our result contains the previous results of Lelong, of Avanissian, of Arsove, of Armitage and Gardiner, and of ours.
u (y) p dm N (y).
As a matter of fact, Fefferman and Stein [11] , Lemma 2, p. 172, proved this inequality for absolute values of harmonic functions. See also [12] , Lemma 3.7, p. 116, [17] , Theorem 1, p. 529, and [1] , (1.5), p. 210 (also all these authors considered only absolute values of harmonic functions). However, the proof of Fefferman and Stein apply verbatim also in the more general case of nonnegative subharmonic functions. See [23] , Lemma, p. 69, and also [25] , [26] , [28] and the references therein. A possibility for an essentially different proof was pointed out already in [33] , pp. [188] [189] [190] . Later other different proofs were given in [20] , p. 18, and Theorem 1, p. 19 (see also [21] , Theorem A, p. 15), [24] , Lemma 2.1, p. 233, and [25] , Theorem, p. 188. Observe that the results in [20] , [24] and [25] hold, in addition to nonnegative subharmonic functions, also for more general quasinearly subharmonic functions.
The inequality (1) has many applications. Among others, it has been applied to the weighted boundary behavior of subharmonic functions, to the nonintegrability of subharmonic and superharmonic functions, and to the subharmonicity of separately subharmonic functions, see [23] , [6] , [26] , [28] , [10] , [30] , and the references therein.
1.2. In order to improve the above referred results on the subharmonicity of separately subharmonic functions, we give below in section 2 a rather general inequality type result which is related to the inequality (1), at least partly, and which applies more generally also to quasinearly subharmonic functions. This result has its origin in the previous considerations of Armitage and Gardiner [2] , proof of Proposition 2, pp. 257-259, and in [27] , Lemma 3.2, p. 5, [29] , Lemma 2.2, p. 6. Observe, however and as already Armitage and Gardiner have pointed out, that this inequality is based on an old argument of Domar [7] , proof of Proposition 2, pp. 257-259, and proof of Theorem 1, pp. 258-259. In section 3 we will then apply the obtained inequality type result to domination conditions for families of quasinearly subharmonic functions, improving Domar's, Rippon's and our previous results, see [7] , Theorem 1 and Theorem 2, pp. 430-431, [31] , Theorem 5, p. 128, and [29] , Theorem 2.1, pp. 4-5. In addition, in section 4 we apply this inequality to the quasinearly subharmonicity of separately quasinearly subharmonic functions, slightly improving our previous results [27] , Theorem 4.1, pp. 8-9, [28] , Theorem 3.3.1, pp. e2621-e2622.
Though we indeed give improvements to our previous results, our presentation is, nevertheless and at least in some sense, of a survey type. Our notation is rather standard, see e.g. [14] , [26] , [27] , [28] and [29] . However and for the convenience of the reader, we begin by recalling here the definitions of nearly subharmonic functions and quasinearly subharmonic functions.
1.3.
Nearly subharmonic functions and quasinearly subharmonic functions. We say that a function u :
Observe that in the standard definition of nearly subharmonic functions one uses the slightly stronger assumption that u ∈ L 1 loc (D), see e.g. [14] , p. 14. However, our above, slightly more general definition seems to be more practical, see e.g. [26] , Proposition 2.1 (iii) and Proposition 2.2 (vi), (vii), pp. 54-55, and [28] , Proposition 1.5.1 (iii) and Proposition 1.5.2 (vi), (vii), p. e2615. The following lemma emphasizes this fact still more: 
Proof. The proof follows at once from [14] , proof of Theorem 1, pp. 14-15 (and referring also to [26] , Proposition 2.1 (iii) and Proposition 2.2 (vii), pp. 54-55).
We say that a Lebesgue measurable function u :
For basic properties of quasinearly subharmonic functions, see [26] , [28] , [22] , and the references therein. We recall here only that this function class includes, among others, subharmonic functions, and, more generally, quasisubharmonic and nearly subharmonic functions (see e.g. [14] , pp. 14, 26), also functions satisfying certain natural growth conditions, especially certain eigenfunctions, and polyharmonic functions. Also, the class of Harnack functions is included, thus, among others, nonnegative harmonic functions as well as nonnegative solutions of some elliptic equations. In particular, the partial differential equations associated with quasiregular mappings belong to this family of elliptic equations. See e.g. [34] .
Quasinearly subharmonic functions (perhaps with a different terminology, and sometimes in certain special cases, or just the corresponding generalized mean value inequalities (1) or (2)) have been considered in many papers, see e.g. [23] , [20] , [26] , [27] , [28] , [29] , [22] , [15] , [8] , [9] , [16] , [10] , and the references therein. However and as a matter of fact, already Domar [7] considered (essentially) nonnegative quasinearly subharmonic functions. 
we mean the following function:
where t 1 ≥ 2 is some suitable integer in N, say. 
where
Proof . The proof follows at once from [27] , proof of Lemma 3.2, pp. 5-7. As a matter of fact, it is sufficient to observe the following: Improving the original results of Sjöberg [32] and Brelot [5] , cf. also Green [13] , Domar [7] , Theorem 1 and Theorem 2, pp. 430-431, gave the following result:
DOMINATION CONDITIONS FOR FAMILIES OF QUASINEARLY SUBHARMONIC
Theorem 3.1. If for some ε > 0, D [log + F(x)] N−1+ε dm N (x) < +∞,
then w is locally bounded above in D, and thus w * is subharmonic in D.
As Domar points out, his method of proof applies also to more general functions, that is, to the above defined nonnegative quasinearly subharmonic functions. Much later Rippon [31] , Theorem 1, p. 128, generalized Domar's result in the following form:
As pointed out by Domar, [7] , pp. 436-440, and by Rippon [31] , p. 129, the above results are for many particular cases sharp.
In [29] , Theorem 2.1, pp. 4-5, we gave a general and at the same time flexible result which includes both Domar's and Rippon's results. Now we improve our result still further: Proof . Let E be an arbitrary compact subset of D. Write ρ 0 :=dist(E, ∂D). Clearly ρ 0 > 0. Write
Then E 1 is compact, and
Lets 1 = s 1 + 2, say. Take x ∈ E arbitrarily and suppose that u(x) >s 3 , wherẽ s 3 := max{ s 1 + 5, (ψ −1 • ϕ)(s 1 + 5) }, say. By Theorem 2.1 we have,
Therefore, the set of function values
The rest of the proof goes then as in [29] , proof of Theorem 2.1, pp. 7-8.
Remark 3.4. In Theorem 3.3 one can, instead of the assumption (iii), use also the following: (iii') the following series is convergent:
Instead of the above used function Φ one uses then the function
The function Φ 1 may of course be extended to the whole interval [0, +∞), for example as follows:
Before giving examples, we write Theorem 3.3 in the following, perhaps more concrete form, see also [29] , Remark 2.5, p. 8. 
(ii) the following integral is convergent: Proof. For the proof, just choose ψ(t) = ϕ(log + φ(t)). Since only big values count, we may simply use the formula ψ(t) = ϕ(log φ(t)). One sees easily that for somes 2 ≥ s 1 ,
It is then easy to see that the assumptions of Theorem 3.3 are satisfied. Choosing then various functions φ which, together with ϕ, satisfy the conditions (i) and (ii) of Corollary 3.5, one gets more concrete results. If φ and φ −1 satisfy (at least far away) the ∆ 2 -condition, then the conditions (i) and (ii) are surely satisfied (see also [29] , Remark 2.5, p. 8). Typical choices for φ might be, say, the following:
The choice p = 1, q = 0 gives then the results of Domar and Rippon, Theorem 3.1 and Theorem 3.2 above. Choosing 0 < p < 1 and q ≥ 0, one gets (at least formal) improvements. 
Therefore, we have two restrictions for ϕ. As a first condition the above quite strong restriction and, as a second one, the following, at least seemingly mild condition: For each compact set Armitage's and Gardiner's result included all the previous existing results, that is, the results of Lelong [18] , Théorème 1 bis, p. 315, of Avanissian [4] , Théorème 9, p. 140, see also [19] , Proposition 3, p. 24, and [14] , Theorem, p. 31, of Arsove [3] , Theorem 1, p. 622, and ours [23] , Theorem 1, p. 69. Though Armitage's and Gardiner's result was close to being sharp, see [2] , p. 255, it was, however, possible to improve their result slightly further. This was done in [27] , Theorem 4.1, pp. 8-9, with the aid of quasinearly subharmonic functions. See also [28] , Theorem 3.3.1 and Corollary 3.3.3, pp. e2621-e2622. Now we improve our result still further:
+∞) be a Lebesgue measurable function. Suppose that the following conditions are satisfied:
(a) For each y ∈ R n the function
is K-quasinearly subharmonic. 
Step 1 Use of Theorem 2.1
Take (x 0 , y 0 ) ∈ Ω and r > 0 arbitrarily such that B m (x 0 , 2r) × B n (y 0 , 2r) ⊂ Ω. Take (ξ, η) ∈ B m (x 0 , r) × B n (y 0 , r) arbitrarily. We know that u(·, y) is K-quasinearly subharmonic for each y ∈ B n (y 0 , 2r). In order to apply Theorem 2.1, it is clearly sufficient to show that
But this follows at once from the assumption (c3), since for all s ≥ s 5 + s 0 + 2,
From Theorem 2.1 it then follows that for all y ∈ B n (y 0 , 2r)
Step 2 Take mean values on both sides of (3) Taking (generalized) mean values with respect to the variable y over the ball B n (η, r) on both sides of (3), we get:
Here one must of course check that both ψ • u(·, ·) andΦ(u(ξ, ·)) are Lebesgue measurable! Step 3 In order to apply Theorem 2.1 once more, define new functions ϕ 1 and ψ 1 Write
It is easy to see that ψ 1 is defined, strictly increasing and continuous. Write then
Also ϕ 1 is defined, strictly increasing and continuous. This follows from the facts that ψ 1 is defined, strictly increasing and continuous (similarly as the functions ϕ|[s 1 − s 0 , +∞) and ψ|[s 1 − s 0 , +∞)). Observe here that for t ≥ s 4 , say,
One sees easily that (ψ
we proceed as follows.
Suppose that m > n ≥ 2. Then just calculate, use Minkowski's inequality and assumption (c3):
F(s,t) ds
The case m = n is considered similarly, just replacing Minkowski's inequality with Fubini's theorem.
Step 4 Apply Theorem 2.1 to conclude that u(·, ·) is bounded in B m
With the aid of Theorem 2.1 we get
where now
or equivalently
Observe that we know that
and that by assumption (c3),
Hence the set of function values (a) For each y ∈ R n the function
is K-quasinearly subharmonic. and
(c2) the following integral is convergent: (a) For each y ∈ R n the function
is K-quasinearly subharmonic. and 
Choosing then various functions φ, which, together with ϕ and u, satisfy the conditions (c1), (c2) and (c4) of Corollary 4.3, one gets more concrete results. Possible choices are e.g.
The case p = 1 and q = 0 gives the result of Armitage and Gardiner. 
and (this is just (c3))
The condition (4) is of course complicated, but it is easy to get simpler (but) stronger conditions, e.g. just estimating the inner integral. 
and thus
. Corollary 4.3 cannot now be applied, but from Corollary 4.2 it follows that u is subharmonic, provided that, in addition to the integrability condition (c3),
loc (Ω), also the condition (c2) holds. One possibility to replace the, again rather complicated, condition (c2) by a simpler, but stronger one, is the following (we leave the details to the reader): Remark 4.4. As is seen above, the proof of Theorem 4.1 is essentially based on a previous simple result of separately quasinearly subharmonic functions, namely on [26] , Proposition 3.1, p. 57, see also [28] , Proposition 3.2.1, p. e2620. The situation is of course similar in the special case of separately subharmonic functions: Armitage and Gardiner [2] , proof of Theorem 1, pp. 257-259, base their result on the classical result of Avanissian [4] , Théorème 9, p. 140. Equally well one might of course base the result on any of the following later results: [19] , Proposition 3, p. 24, [14] , Theorem, p. 31, Arsove [3] , Theorem 1, p. 622, or [23] , Theorem 1, p. 69. See also Lelong [18] , Théorème 1 bis, p. 315, and Cegrell and Sadullaev [6] , Theorem 3.1, p. 82. Therefore, there are indeed good reasons to improve also these old basic results. In this connection, we point out the following recent improvement: Observe that the proof of the above (quasinearly subharmonicity) result, and thus also the proof of the following special case result, is simpler than the proofs of the older subharmonicity results. (See also the previous versions [26] 
