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1.1 Light - Matter mismatch. (a) Representation of an electromagnetic
wave. The wavelength, λ, and frequency, ω = 2pic
λ
, with, c, the speed of
light, are the characteristic quantities of light. (b) Representation of an
electronic state of an atom. The length scale, δM , and lifetime, τM = γ
−1
M ,
of these electronics states are respectively smaller than the wavelength, λ,
and slower than the lifetime of an optical cycle, 1
f
. . . . . . . . . . . . . . 2
1.2 SEM images of some optical frequency antennas studied in this
work. A gold (a) and an aluminum (b) disc sustain dipolar plasmonic
resonances. A gold ring - disc dimer (c) sustains dipolar and multipolar
resonances, which regulate light - matter interaction via near and far field
coupling of the electromagnetic energy. Far field radiation can only excite
the surface plasmon resonance of the disc whilst the ring influences this
resonance in the near field. (d) A single gold bar with one or two gold
discs. The location of each disc controls the polarisation and the radiation
pattern of second harmonic light emitted from this structure. In all SEM
images, the white scale bar represents 100nm. . . . . . . . . . . . . . . . 4
1.3 Types of coherent and incoherent processes with an antenna. (a)
The antenna (orange rectangle) enhances the radiation emitted from in-
coherent processes (e.g. fluorescence) from a nearby emitter (blue dot).
The emitter is excited at ω1, and fluoresces at lower frequency ω2. (b)
The antenna’s scattering can be influenced by coherent interactions with
a nearby emitter of atomic state energy ~ω1. In particular, a second in-
put beam at ω1 could excite the atomic state of the emitter, rendering it
‘transparent’. (c) The antenna acts as a nonlinear medium to coherently
modify input light beams via, for instance, second harmonic generation.
In all the diagrams, an incoming excitation beam is represented by an ar-
row pointing toward the antenna (or emitter) and an outcoming radiation
beam is represented by an arrow pointing away from the antenna. . . . . 5
1.4 Interference of a dipole and a focussed beam. (a) 3D representation
of the radiation pattern of a dipole in air. (b) Planar wavefront sections
of a focussed beam and of a dipole. . . . . . . . . . . . . . . . . . . . . . 6
vii
2.1 Scattering efficiency and phase shift. (a) Scattering efficiency, K, and
(b) phase shift, ψ, of a dipole at the focus of a plane wave. Plots are shown
for three different numerical apertures: NA = 0.6, 0.95 and 1 (max 90◦
angle). Zumofen’s theoretical limit is plotted in grey horizontal dashed line. 13
2.2 Horizontal dipole on a glass-air interface. (a) Left - 3D representa-
tion of the radiation pattern of a dipole on a glass - air interface . Right -
Cross sections of the radiation pattern along the plan yz (solid line) and
the plan xy (dashed line). The substrate modifies the radiation pattern
to resemble closer to a high NA focussed beam in the forward direction
(y > 0). (b) Ratio of radiated powers, S−/S+, calculated using the expres-
sion from Engheta et al. Note that the back scattering into the substrate
scales to the refractive index cube times the forward scattering. . . . . . 16
2.3 Resonance properties of gold discs. (a) Extinction spectra for five
gold nanodiscs of diameters D from 60nm up to 270nm. Due to radiation
damping, the resonance broadens and redshifts. The black dotted line rep-
resents the maximum extinction achievable with a tight focussed beam for
a perfect dipole (Zumofen’s limit) for a NA of 0.95. (b) Peak resonant
wavelengths of gold discs investigated in this work (red square dots). Be-
low diameters of 100nm, the resonance wavelength is close to the plasma
resonance wavelength (530nm for gold). Above diameters of 100nm, the
resonance wavelength redshifts. It follows a linear relationship with the
wavelength characteristic of a dipole resonance: Diameter D ≈ λ/2. The
grey area are wavelengths outside the sensitivity of our spectrometer. . . 18
2.4 1D Oscillator model of Absorption, Transmission and Scattering.
(a) No substrate. (b) With substrate (n=1.45). Absorption is maximal
when, β = 1
2
. The grey area is inaccessible when the dipole is on a substrate. 23
2.5 Measuring longitudinal chromatic aberration with a metallic nano-
particle. (a) Schematic of a chromatic aberration measurement. (b) Il-
lustration of how particle position corresponds to the different extinction
spectra in c due to chromatic aberrations. (c) Representation (1D oscil-
lator model) of the true extinction spectrum of a single disc for perfect
chromatic aberration correction (black curve). Chromatic aberrations dis-
tort extinction spectra for various particle positions (red, blue and green)
from b. Wavelengths where a scanned spectrum touches the true extinc-
tion spectrum,(A,B and C) are in focus. . . . . . . . . . . . . . . . . . . 27
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2.6 Comparison of scanned and intrinsic extinction spectra of an alu-
minum nano-particle. Plots are for (a) the achromat and (b) the apoc-
hromat objective and a 400 nm diameter aluminum disc. The red curve
represents the position of optimal aberration correction. Dark blue (cyan)
curves are when the aluminium disc is moved further (closer) to the ob-
jective from this optimal position. The black dotted line represents the
maximum extinction (at each wavelength) taken from all the scans. La-
bels 1 and 2 (respectively the letters a,b,c) indicate points in focus for the
optimal extinction curve (see Fig. 2.7). . . . . . . . . . . . . . . . . . . . 28
2.7 Measured longitudinal chromatic focal shifts. Focal shifts are plot-
ted for (a) the achromat and (b) the apochromat objective scanned using
aluminum discs of varying size. The insets show the normalized extinc-
tion maps of position (20nm resolution) versus wavelength for a 400 nm
diameter aluminum disc. Labels 1 and 2 (respectively, letters a, b and c)
indicate the point in focus for the optimal extinction curve (see Fig. 2.6). 29
2.8 Preservation of the alignement for long distance (20 µm) scan.
Chromatic focal shift of the x40 achromat, retrieved by optimizing the
peak extinction of the particle at each wavelength for various aluminium
disc diameters (units in nm). The brown solid line is an experimental
result for a 400nm disc using our current quick scan approach. The dots
are the optimized position for each wavelength. Our quick scan approach
shows good correspondence compared to this slow (45min per particles)
optimization method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.9 Chromatic focal shift with a metallic chromatic aberration free
and an achromat microscope objective. (a) The apochromat and (b)
the achromat. The results are given for varying disc sizes (units in nm).
As a result, the second objective only slightly influences the aberrations,
which is very positive, given the difference in chromatic scale between the
apochromatic correction of the objective under test and the achromat cor-
rection of the collecting objective. Note that this technique could work
equally well in reflection, bypassing any influence on the chromatic correc-
tion of the second objective. . . . . . . . . . . . . . . . . . . . . . . . . . 32
ix
2.10 Influence of the reference position of the scan in the total extinc-
tion of a 400nm diameter aluminum disc. Either (a) the red part
or (b) the blue part of the extinction is maximized. The peak extinction
(black dotted line) is distorted, but it does not influence the chromatic
focal shift retrieved since we normalized the data. It is important to note
that the true resonance wavelength and spectral width of the localized
plasmonic resonance is easy to mistake when using an achromatic imaging
system. This result shows the importance of using chromatic corrected
microscope objectives when performing spectroscopy on a single particle. 33
3.1 Illustration of the SIM technique. (a) Top view of SIM. It combines
a Mach Zehnder interferometer, with a microscope and a spectrometer. A
delay line adjusts the delay between the two paths. (b) Side view of SIM.
A tilted beam splitter (the second beam splitter of the Mach - Zehnder
interferometer) introduces a vertical angle between two beam paths. Both
beams propagate through the same microscope objective, appearing as
two different focal spots separated by about 10 µm on the sample, one of
which beam passes through the nanoparticle’s position. After the second
objective, a prism and a cylindrical lens disperse the light onto a CCD
camera. The angle between the two beams is low enough so that they
still overlap significantly at the camera to produce a fringe pattern. (c)
Example of an interferogram of wavelength (x axis) versus the temporal
delay between the two beams (y axis), recorded by the CCD camera. The
bright central line is caused by the pump wavelength of our supercontinuum
light source that saturates the CCD camera. (d) The system phase (red)
is extracted from the interferogram c, using a fourier transform algorithm
along y (see section 3.2). The common path arrangement cancels most of
the system’s group delay dispersion. . . . . . . . . . . . . . . . . . . . . . 39
3.2 SIM’s focus spot separation. (a) Gaussian reference sphere (GRS).
The focal length is estimated with the numerical aperture, NA, and the
back aperture h. (b) Estimation of the SIM’s focal spot separation. The
microscope objective is represented by a single lens of focal distance f . . 40
3.3 Illustration of the fourier transform algorithm. (a) SIM Interfero-
gram. For each wavelength, a 1D fourier transform along y is computed.
(b) The fourier transform of the interferogram in the frequency domain
consists of three bands: a central DC band, and two sidebands. (c) A
Butterworth filter selects one of the sideband, which contains amplitude
and phase information. (d) The module of the inverse fourier transform
of the selected sideband, shown in c. The argument (not shown here)
contains the phase information. . . . . . . . . . . . . . . . . . . . . . . . 42
x
3.4 Example of a SIM measurement. (a) Extinction and (b) phase for a
single 120nm diameter gold nanodisc under a focussed beam. The red line
is the closest fit to a single Abraham Lorentz oscillator model (see section
2.2.3). Insets are the respective as recorded intensity (one beam) and
interferogram (two beams) at the CCD camera. The quadratic dispersion
of the prism spreads the wavelength unevenly. . . . . . . . . . . . . . . . 43
3.5 Beam overlap function g(y, ω). The cyan line shows the beam overlap
function of SIM. g(y, ω) slightly decreases as a function of wavelength due
to integration time of the CCD camera, and chromatic aberrations of the
optics. The blue line shows the reduction in the spectral overlap function
of SIM beyond the operation range of an achromatic half wave plate used
for polarisation control. The dotted black line is the theoretical value for
the given arrangement. . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.6 Assessing the quality of interferograms. (a) SIM approach. (b) Re-
flective objective. The reflective objective has reduced visibility due to
beam obstruction in the Cassegrain objective. (c) The second interfer-
ence beam passes through a dispersion compensating glass block instead
of through the objective. Without the common path arrangement, the two
beams will have different spatial and chromatic aberration leading to re-
duced visibility. The fringe curvature in this case is due to the remaining
second and third order dispersion due to the different glass components
used in each beam path. . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.7 Phase Noise delay. (a) Delay versus times. 600 frames have been
recorded in total, i.e. 1 every 200 ms for 120 seconds. The delay is relative
to the first frame. The grey line represents the mean offset probably due
to temperature variations. (b) Histogram distribution of the delay. The
delay noise seems to be Gausssian, distributed from -0.1fs to 0.1fs. . . . . 48
3.8 Minimizing the linear phase noise. (a) Delay versus times. 200 frames
are recorded in total during two minutes. Between each frame, the particle
is moved in and out of the beam. The delay is extracted by calculating
the phase difference with two adjacent frames and isolating the DC value
of the Fourier transform. (b) Histogram distribution of the delay. The
delay noise seems to be Gaussian - distributed around a central mean
value, µ = 0.06fs, and a variance σ = 0.0275fs. (c) Best estimation of
the nanoparticle’s absolute phase using this approach. The red line is the
best fit to a single oscillator model. The shade blue area represents the
variation of the phase for delays ranging from µ− 0.1σ to µ+ 0.1σ. . . . 50
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4.1 Measured amplitude and phase of the five gold discs using SIM.
(a) Extinction spectra for discs of diameter from 60 to 270nm and height
of 50nm. (b) Phase shift introduced by the antenna on the focussed beam.
Inset is the phase of a 60nm diameter disc. (c) Amplitude. (d) Phase
modelled with a 1D Abraham - Lorentz oscillator. Grey areas denotes
wavelengths for which the polarisation of our excitation beam is slightly
elliptical due to the imperfection of the achromatic wave plate we used
to control the input polarisation (see section 3.3.2). Please also note that
the data around our supercontinuum pump wavelength of 820nm has been
removed, leaving a white blank. . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Optical properties of gold nanodiscs of diameters ranging from
60nm to 270nm. (a) Absorption. (b) Scattering (Forward). (c) Reflec-
tion (Scattering backward). The influence of the substrate has been taken
into account. The black dotted line shows the maximum absorption that
has been experimentally achieved. (d) Critical coupling condition achieved
with a 170nm diameter gold disc at 710nm. . . . . . . . . . . . . . . . . . 56
4.3 Resonance properties of large gold nanodiscs of diameters rang-
ing from 60nm to 515nm. (a) Extinction. (b) Phase. For smaller disc
(diameter < 250nm), the extinction peak and phase shift toward longer
wavelengths (trend 1). For larger discs (diameter > 300nm), the extinc-
tion peak stops shifting and a second mode appears near 600 - 650nm,
which can be clearly identified as a sudden phase shift across the wave-
length (trend 2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4 Different regimes of resonances for gold discs including large
discs. Data points are resonant wavelengths of gold discs investigated
in this work. The grey area are wavelengths outside the sensitivity of
our spectrometer. Below diameters of 100nm, the resonance wavelength is
close to the plasma resonance wavelength (530nm for gold). For a diameter
between 100nm to 250nm, the resonance wavelength shifts due to radiation
damping, and follows a linear relationship (Dipole condition). For diame-
ter above 300nm, the resonance stop shifting. This leaves an open question
of the difference between focussed beam and plane wave illuminations. . 58
4.5 Characteristic parameters of a ring - disc dimer. (a) Far field ex-
tinction arises from the destructive interference between incident light and
scattering from the bright dipole-like modes of the disc, which is also in-
fluenced by internal dark modes of the ring due to its proximity. (b) The
structural dimensions of the plasmonic gold dimer studied are: D=230nm,
R=400nm, T=60nm, G=10nm and H=60nm. A SEM picture of the par-
ticle is shown in inset (Scale bar, 200nm). . . . . . . . . . . . . . . . . . 60
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4.6 Amplitude and phase of the ring - disc dimer. (a) Extinction of the
ring-disc dimer for various excitation polarisations. The polarisation is ro-
tated by 20◦ step (red, orange, yellow, green, cyan and blue) from along the
long axis of the dimer (red) to along the short axis of the dimer(blue). The
black line is a best fit of an oscillator model with one bright and two dark
modes (see Eq.2.27). (b) Transmission phase of the dimer for the various
excitation polarisations by 20 ◦ step corresponding to the extinction spec-
tra shown in a. The phase of the oscillator model fit in a is shown in black.
The vertical black dotted lines indicate the location of the dark modes of
the ring. (c) Oscillator model fit (black) of the extinction data with one
bright (orange) and two dark (cyan) lorentzians. The charge distributions
from Lumerical simulation of the structure at the Fano dips are shown in
insets. (d) Extinction for the individual ring and disc constituents of the
dimer. The arrows indicate the location of the dark modes. Note that
saturation of the spectral response near 810nm due to the supercontinuum
light source was removed, leaving a gap in the spectrum. . . . . . . . . . 61
4.7 Transmission, Absorption and Scattering. (a) A plot of transmission,
forward scattering with the estimated backward scattering and absorption
of the ring-disc dimer. (b) Simulation of the ring-disc dimer using Comsol:
scattering, absorption and extinction. The absorption of the disc only and
the ring only are also shown to illustrate that peaks in absorption indeed
arise from the near-field excitation of the ring modes. . . . . . . . . . . . 63
4.8 Ratio of absorption and scattering. Comparison of the ring-disc
dimer’s transmission with the ratio of absorption to total loss (that is,
absorption, forward and backward scattering). This shows correspondence
of the transmission peaks with the maximal proportions of absorption, sup-
porting the observation of Fano interference. The shade areas represent
the uncertainty due to the fluctuation of the beam paths (see section 3.3.4) 64
4.9 Spatially resolved extinction of an individual ring - disc dimer.
Linear scans of extinction when the spot is displaced along (a) the x - axis
toward the ring; (c) the x - axis away from the ring, and (b) and (d) the y
- axis to either side of the particle. (e)and (f) show extinction maps versus
position and wavelength along (e), x - axis, and (f), y - axis. The particle
is displaced over 1.5 µm, 1 µm toward the ring and 0.5 µm away from
the ring, with steps of 20 nm. For clarity, only a displacement of 0.5µm
toward the ring is shown in (a) and (e) to highlight the asymmetry of the
response due to the presence of the ring. All the scans are with incident
polarisation along the x - direction of the ring - disc dimer. . . . . . . . 65
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4.10 Spatially resolved extinction at Fano interference. (a) Extinction
scans for the ring - disc dimer when the ilumination spot is directed to-
wards the ring. The particle is displaced relatively to the spot over a total
distance of 1.5µm in steps of 20nm. (b) x - y maps of the normalized far-
field extinction at 770nm and 940nm of the ring-disc structure. We have
assumed that the peak extinction at 770nm only arises from the bright
dipole mode of the disc (see Fig. 4.6c). The asymmetry of the plots (a,b)
suggests that the dimer is oriented with the ring at negative displacements 66
5.1 Illustration of SHG interference in multi-resonant gold nano-
antennas. (a) SEM of the test antennas. The geometry of each antenna
will help us to understand the origin of SHG. Configuration I is our bar
antenna as reference. Configuration II will reproduce the classic double -
resonant antenna. Configuration III, IV and V are novel designs to reveal
the impact of the radiation phase of the 2ω - particles (discs) relative to
the ω - particle (bar). Configuration V should confirm our insights. (b)
The image shows two of the antenna configurations investigated. The an-
tennas are initially excited through a bar shaped particle (ω-particle). The
two disc particles (2ω-particles) in the antenna on the left radiate in phase
leading to bright and directional SHG. Meanwhile, the antenna on the
right suppresses SHG normal to the substrate surface as its 2ω-particles
radiate out of phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2 Experimental setup for nonlinear measurements. The second har-
monic response from individual optical antennas is generated by focusing a
tunable pulsed Ti:Sapphire laser delivering 200 fs pulses at 80 MHz repeti-
tion rate with Nikon S Plan Fluor ELWD 40X 0.6 NA microscope objective.
The optical antenna acts as a nonlinear element that converts the input
signal at a frequency ω into an output signal at the second harmonic 2ω.
The collected backward-emitted signal at 2ω is reflected by a dichroic mir-
ror (DMLP1180) to an Acton 2300 Spectrometer. After the sample, the
pump is rejected by 1000nm cut off short pass (FESH1000) and 750nm
bandpass filters (FB750-10, T=60%). . . . . . . . . . . . . . . . . . . . . 73
5.3 Calibration data to correct for the polarisation transmission sen-
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Chapter 1
Introduction
1.1 Controlling light - matter interaction with nanoop-
tics
Under natural conditions, light-matter interactions are inherently weak and slow [1]. The
nanometer characteristic length scales of molecular, solid state and atomic electronic
states, which mediate light and matter interactions, are generally > 500 times smaller
than the wavelength of light (see Fig. 1.1). With conventional optics, investigating a
single atom or molecule is therefore a challenge as Abbe’s diffraction limit restricts the
spatial confinement of light to half a wavelength. Atoms and molecules are therefore too
small to be strongly excited via far field optical radiation directly. Moreover, the release
of energy via photon emission that can be from these excited states is a random process,
which limits the number of photons emitted per unit time. Due to this weak photo
emission, detecting single atom or molecule is therefore a challenge with conventional
photodetectors, and detecting nonlinear processes can be impractical between optics and
electronics. Light - matter interaction can be enhanced by modifying optical fields that
couple to matter. Two important relationships, proposed in the mid 1940’s, describe the
strength of light - matter interactions. For an antenna smaller than the wavelength, λ,
Wheeler - Chu limit [2] showed that:
ωτM ≤ 3
4pi2
λ3
VM
(1.1)
where, τM is the lifetime of the antenna, ω is the frequency of the radiation, λ is the
wavelength of the radiation and, VM is a volume indicative of the antenna’s size. In Chu’s
1
2formalism, it is the smallest sphere that contains the whole antenna.
In the case of a lossless antenna, this is an equality, and defines the rate of coupling,
γM = τ
−1
M to free space. For example, at a wavelength of 1µm, assuming a Bohr diameter
of δM = 10.6 × 10−11m, an atom has a lifetime on the order of milliseconds determined
by its radiative coupling rate to free - space. It is interesting to note that it takes 1010
optical cycles for an atom to emit a photon! This is a very slow process given optical
time scales. However, an antenna of length scale ≈ 50 nm, that is resonant at the same
wavelength, would have a radiative lifetime on the order of hundreds of femtoseconds,
a much faster, stronger interaction. This suggests that optical antennas could mediate
light and matter interactions effectively.
MATTER
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Figure 1.1 Light - Matter mismatch. (a) Representation of an electromag-
netic wave. The wavelength, λ, and frequency, ω = 2pic
λ
, with, c, the speed of
light, are the characteristic quantities of light. (b) Representation of an elec-
tronic state of an atom. The length scale, δM , and lifetime, τM = γ
−1
M , of these
electronics states are respectively smaller than the wavelength, λ, and slower than
the lifetime of an optical cycle, 1
f
.
For a complementary point of view, Purcell [3] noticed that this radiative coupling
rate could be modified by adjusting the available modes to which electromagnetic energy
couples. Specifically, he showed that a resonant structure can modify the spontaneous
emission rate of nearby - atoms. For instance, in a cavity in which ‘most’1 of the optical
energy sits in a volume, V , and quality factor, Q, the enhancement factor, named after
Purcell, of the emission rate ( one over the radiative lifetime) of the emitter in the cavity,
γ = τ−1, and that in free space, γM = τ−1M , is given by [3],
1The quantity of energy sitting in the defined volume depends on the convention taken, for instance,
in waveguides. various definitions of the optical volume causes different definitions of confinement of
electromagnetic energy. [4, 5]
3F =
γ
γM
=
τM
τ
=
3
4pi2
λ3
V
Q. (1.2)
When linking these two formulae together, the light - matter interaction rates, γ,
through a consideration of the length scales involved can be estimated:
γ =
VM
V
Qω (1.3)
In the past few decades, research has first been concentrated on controlling light -
matter interactions within the field of an optical cavity [6], including photonic crystals
[7–17], and cavity QED [18–21]. The quality factor, Q, of these cavities is extremely
high to retain optical oscillations of the electromagnetic field inside the cavity for as long
as nanosecond time scales, which provides sufficient time for the atom inside the cavity
to be excited. However, a large quality factor also means that it is difficult to couple
electromagnetic energy in and out of the structure.
Recent development of nanofabrication technology has led to an alternative approach
of reducing the optical volume, V , below the diffraction limit so as to match the charac-
teristic length scales of electronic states of matter. For example, incorporating metallic
nano - structures in existing photonic components, including building optical waveg-
uides [4, 5, 22–24], light concentrators [25–28], or even lasers [29–34], has led to develop
subwavelength confinement of light. This is possible because the electromagnetic field in
the nano-structures can couple to sustained oscillations of electrons at the surface of the
metal, namely referred to as surface plasmon resonances [35].
The surge in nanofabrication capability in the past decades has also led to the devel-
opment of optical antennas [36–39], which are nanoscale metallic or dielectric nanopar-
ticles. Example of such antennas that we have used in our work are shown in Fig.
1.2. Collectively, arrays of relatively large antennas provide flexibility to engineer a new
material ( or ‘metamaterial’) with the desired effective macroscopic permittivity and per-
meability, leading to a myriad of different applications [9, 25, 40, 41, 41–50]. Individually,
small antennas can be exploited to accelerate the electronic transitions in nearby materi-
als [51,52], leading to improved sensing [53,54], enhancement of naturally weak nonlinear
effects [55, 56], and near-field imaging [57–59].
4Aluminum discGold disc Ring - Disc dimer
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Figure 1.2 SEM images of some optical frequency antennas studied in
this work. A gold (a) and an aluminum (b) disc sustain dipolar plasmonic res-
onances. A gold ring - disc dimer (c) sustains dipolar and multipolar resonances,
which regulate light - matter interaction via near and far field coupling of the
electromagnetic energy. Far field radiation can only excite the surface plasmon
resonance of the disc whilst the ring influences this resonance in the near field.
(d) A single gold bar with one or two gold discs. The location of each disc controls
the polarisation and the radiation pattern of second harmonic light emitted from
this structure. In all SEM images, the white scale bar represents 100nm.
This past research has emphasized the enhancement of incoherent light emission such
as fluorescences from nanoscale emitters (see Fig. 1.3a), but little work has been done on
fully understanding coherent coupling of far field pump light to an antenna, and nearby
atomic states. Light - matter interaction between an antenna and a nearby emitter
is only a part of an antenna’s role. The antenna must also mediate coupling of light
from far field to near field. For example, in Fig. 1.3b, light excites an antenna, which
interacts with a nearby emitter. The far field transmission combines the interference of the
incident field with the antenna radiation, which can either increase or decrease due to the
presence of a nearby emitter, that couples part of the antenna’s energy. The generalized
interaction might also include secondary input beams to excite the atomic states of the
nearby emitter, preventing it to absorb energy from the antenna. This renders the emitter
‘transparent’ i.e. the far field signature of the system will be as if the emitter is absent.
In Fig. 1.3c, the antenna here acts as a nonlinear medium to modify input light beams
via, for instance, second harmonic generation. Central to understanding these coherent
processes is our ability to measure phase information, and this is the central theme of
this thesis. Furthermore, Fig. 1.3b and Fig. 1.3c both require strong interaction of far
5field light with an antenna and the emitter. In metamaterials, this is achieved in dense
arrays of particles. However, to completely understand light - matter interaction at a
fundamental level, we must also be capable of addressing individual antennas as this will
isolate the antenna’s properties from the array’s. Achieving a strong interaction locally,
but also with an external field, with a single antenna remains a challenge that we will
investigate further in this thesis. The purpose is to control diffraction limited light with
an optical antenna in unique ways.
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Figure 1.3 Types of coherent and incoherent processes with an an-
tenna. (a) The antenna (orange rectangle) enhances the radiation emitted from
incoherent processes (e.g. fluorescence) from a nearby emitter (blue dot). The
emitter is excited at ω1, and fluoresces at lower frequency ω2. (b) The antenna’s
scattering can be influenced by coherent interactions with a nearby emitter of
atomic state energy ~ω1. In particular, a second input beam at ω1 could ex-
cite the atomic state of the emitter, rendering it ‘transparent’. (c) The antenna
acts as a nonlinear medium to coherently modify input light beams via, for in-
stance, second harmonic generation. In all the diagrams, an incoming excitation
beam is represented by an arrow pointing toward the antenna (or emitter) and
an outcoming radiation beam is represented by an arrow pointing away from the
antenna.
1.2 Outlines of this research
Our research has involved the optical characterisation of individual optical antennas with
far field optical radiation. Due to their nanoscopic sizes, it requires focussed beam illu-
mination. Zumofen and co-workers [60] proposed in 2008 that an infinitesimal dipole in
a focussed beam could reflect up to 85% of the incident beam. Zumofen’s idea is actually
quite simple (see Fig. 1.4). Transmission arises from destructive interferences of the
6incident beam (here a focussed beam) and the scattering (here a dipole) so the shapes of
the wavefronts matter! The closer the wavefront of the scatterer matches that of the fo-
cussed beam, the lower the transmission. Since nanoscale optical antennas exhibit dipole
resonances, we were initially driven by the question whether strong reflectivity could be
achieved in reality. This is relevant considering the coherent mechanisms in which opti-
cal antennas mediate energy transfer between far and near fields. In particular, under
coherent optical excitation, nano antennas along with atoms and molecules always scat-
ter light with a small phase shift [37, 61–63], that could directly be measured in the far
field. However, conventional spectroscopy only provides access to amplitude information
and not the phase information, which essentially informs us of the total extinction (1 −
transmission) of a nanoantenna. The underlying contributions of radiative and non ra-
diative processes that contribute to the total extinction are indistinguishable . Accessing
the transmission amplitude and phase of a nanoantenna could measure both extinction
and scattering (radiative process) providing all the necessary information to determine
the absorption (non radiative process) of the antenna. The knowledge of both pieces of
information would help to improve the design of these nano - antennas for the various
coherent interactions mentioned earlier. With this perspective, we aim to use Zumofen’s
concept of focussed beam excitation to maximize the coupling of electromagnetic energy
to an optical antenna, which should imprint a stronger phase shift.
a b Focused plane wave
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Figure 1.4 Interference of a dipole and a focussed beam. (a) 3D repre-
sentation of the radiation pattern of a dipole in air. (b) Planar wavefront sections
of a focussed beam and of a dipole.
In chapter 2, we introduce the background on exciting antennas with focussed beams.
We will build on the insight of Zumofen’s earlier work [60, 64–66] to develop a simple
mathematical description of the interaction of a dipole in a focussed beam. While this is
7primarily a literature review as well as a discussion of the physics of an optical antenna as
dipole, we also present original results on the implementation of this technique. In par-
ticular, we highlighted focus - position related distortions in the extinction spectra, which
stem from chromatic aberrations of our microscopy system. We use these distortions to
demonstrate a novel systematic approach to characterise the longitudinal chromatic focal
shift of high numerical aperture microscope objectives.
In chapter 3 and 4, we discuss a method to characterise radiative and non radiative
processes of antennas. To do so, in chapter 3, we present a novel interferometer, which
we call SIM, that combines spectroscopy, microscopy and interferometry to measure the
transmission phase spectrum of individual optical antennas. SIM relies on a computer
algorithm to extract phase information from the interferometric data. Design considera-
tions of SIM are further discussed in this chapter 3.
In chapter 4, armed with both amplitude and phase information, we show how to
uncover absorption from an antenna’s scattering response, which are not possible to mea-
sure with conventional spectroscopy. Phase information reveals resonant radiative modes
of an antenna, but also the contribution of scattering to the total extinction, and an
estimate of absorption. With this capability, we investigate the contribution of both ra-
diative and non radiative processes in two plasmonic antenna systems: gold discs and ring
- disc dimers. The disc antennas were used to investigate the critical coupling condition,
where the energy transfer from the far field radiation to the near field of the antenna is
maximum. The ring - disc dimers were used since the system mimics what we could ex-
pect of a coherent near field matter state interacting with a nano - antenna, as described
in Fig. 1.3b. Our technique provides experimental evidence of the role of absorption in
these plasmonic systems. The use of SIM to measure transmission amplitude and phase
could prove to be a powerful tool for characterising coherent processes in individual nano-
antenna systems.
In chapter 5, we investigate the second type of coherent optical antenna interactions
(see Fig. 1.3c), in this work, nonlinear second harmonic generation. Complementary
to the previous works, which have investigated the optimization of energy transfer into
the near field, we will show in this chapter how to generate linearly polarised dipole
scattering of second harmonic generation (SHG) from nanostructures to maximize the
emission of SHG to the far field. In particular, using resonant elements tuned to light at
8both the fundamental ω and the second harmonic 2ω frequencies, we demonstrate that
the location of multiple 2ω-particles relative to the ω-particle determines its radiation
phase at the second harmonic frequency, and can only create linearly polarised dipole
radiation in phase - matched configuration. This work paves the way for designing novel
metamaterials with strong linearly polarised dipole SHG for enhanced compact nonlinear
photonic nanotechnologies.
Finally, in chapter 6, we re - appraise our previous SIM works given our use of the
commonly accepted Rayleigh - Gans - Debye - Born (RGDB) approximation. Yet, this
approximation should in theory be valid only for weak scatterers. The details of this
chapter are on - going research to experimentally test the validity of this approximation for
optical antennas in focussed beams. We hope that this insight will reveal in the future the
actual limitation of the RGDB approximation, which have consequences beyond the scope
of this research, for instance, in the implementation of optical switches and transistors
proposed in recent literature [61].
Chapter 2
Spectroscopy of individual optical
antennas under focussed beam
illumination
In this chapter, we will describe the interaction of a focussed beam with a dipole antenna.
We will build on the insight of Zumofen’s earlier work [60, 64–66] to develop a simple
mathematical description of the interaction of a dipole in a focussed beam, which includes
the influence of the substrate [67] and polarisation [68]. Then, the physics of an optical
antenna including resonant modes and loss mechanisms is described and modelled using
an 1D Abraham - Lorentz model [69]. These descriptions will help us to understand how
to maximise the transfer of energy from the far field to the near field of the antenna.
This optimum condition, referred to as critical coupling, relies on a balance between the
radiative and non radiative processes within an antenna. Yet, since these two quantities
are indistinguishable from the extinction in conventional spectroscopy of optical antennas
so the question of achieving critical coupling with optical antennas requires going beyond
conventional spectroscopy, and accessing phase information (see chapter 3). Finally,
since the spectroscopy of individual antennas in a focussed beam requires the use of high
numerical aperture (NA) microscope objectives, this chapter also describes the effect of
chromatic aberration on such measurements. The reader will discover that it is possible
to use the point - like nature of optical antennas to retrieve the longitudinal chromatic
aberration of the high NA microscope imaging systems.
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2.1 Focussed beam illumination of an individual dipole
The study of the interaction of a focussed beam and an individual dipole has arisen
from earlier experimental works on efficient coupling of a focussed beam to a single
molecule from Zumofen’s group [70, 71]. Gerhardt, Wrigge and co - workers observed a
strong modification of the transmission of a laser beam by a single molecule in a focussed
beam; they used a solid immersion lens in a cryostat, which enabled them to excite the
molecule with a diffraction limited spot. This has fostered novel theoretical studies of the
interaction of a dipole in a focussed beam [60,64–66], which , very interestingly, predicts
that a perfect dipole in a focussed plane wave beam can reflect up to 85% of the incident
light! This is a very interesting prediction in spectroscopy and plasmonic as it paves
the way to novel approaches where dipoles mediate the interaction of a focussed light
with matter. In particular, metallic nanoparticles may be theoretically good candidates
to strongly affect the transmission and phase of a focussed beam due to their dipole
resonances at optical frequencies [72, 73]. In this work, we will experimentally confirm
these predictions.
2.1.1 Efficient reflection of a focussed beam by an infinitesimal
dipole
The interaction of light with small particles is often introduced using the concept of
cross section to arrive at the probability of exciting a particle from its effective size.
The scattering and absorption cross sections represent how strongly a particle scatters or
absorbs light, respectively. The total amount of power that is removed from the incident
light beam via destructive interference of the scattering and the incident beam, and
absorption, is called ‘extinction’ [60,64,72,73].
Under plane wave (or weakly focussed) illumination, power flows along the optical
axis, and consequently, the reduction in transmission occurs only along this axis. For an
incident plane wave on a scatterer, the wave amplitude, ψ, at a distance, r, far from the
scatterer, can be approximated by:
φ(r) = eikr + f(θ)
eikr
r
(2.1)
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where, f(θ), is the function scattering amplitude of the scatterer. The optical theorem
[69, 74] then relates the imaginary part of the forward scattering amplitude, f(0), along
the optical axis, θ = 0, to the total extinction cross-section, σext. It reads [69]:
σext =
4pi
k
I [f(0)] . (2.2)
The total scattering cross section is, σsca =
∫ |f(θ)|2dΩ. The optical theorem therefore
relates extinction and scattering, providing the shape of the forward scattering amplitude,
f(θ), is known. Current experiments in literature working with optical antennas assume
uniform dipole-like distributions [75,76].
Under focused beam illumination, power flows along many directions, and so the
destructive interference that reduces the transmission generally depends on the shapes
of dipole and incident radiation. A rigorous calculation of the scattering efficiency and
transmission of an oscillating dipole in a focussed beam have been calculated by Zumofen
and co-workers [60], in which we have summarize the main result in this section. For
detailed information, please consult reference [60,64]. Moreover, a complete derivation of
Zumofen’s expression for the transmission of a dipole in a focussed beam can be found
in appendix A.
The total scattered power is given by :
Psca =
1
2
co
∫
4pi
r2|Esca(r)|2dΩ = 2cW elincσsca (2.3)
where Esca is the field scattered by the dipole, and the distance, r, lies in the far field
kr >> 1. W elinc =
1
4
o|Einc(O)|2 is the time - averaged electric energy density at the origin
O. σsca is the scattering cross section of the dipole.
The scattering efficiency, K, is defined [60] as
K = PscaPinc =
2cW elinc(0)σsca∫
S(r)nd2r
=
σsca
A (2.4)
where, Pinc, is the incident power, A, is the effective focal area, S, is the time averaged
Poynting vector of the incident field, and, n, is a unit vector normal to the integration
surface. In a focussed beam, the strength of the interaction with a dipole depends on the
scattering cross section of the emitter to the focal spot area ratio.
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In our experiment, we work with focussed plane wave illumination. Under this con-
dition, an expression of the scattering efficiency, K, is [60,64]:
K = 128
75
1
sin2(α)
(
1− 1
8
(5 + 3 cosα) cos3/2 α
)2
(2.5)
where, α, specifies the largest angle of incident plane waves (see Fig. 2.1a). For
example, with a microscope objective with a numerical aperture (NA) of 0.95, α = 71.8◦
and, K, reaches the value of 1.433. This coefficient greater than 1 does not violate energy
conservation, since, in the forward direction, the scattering is removed from the incident
beam. Assuming that the scattered power is equally radiated in the backward and forward
direction, with a NA of 0.95, a dipole can reflect up to K
2
= 0.7162 of the incident field
of a focussed plane wave.
In order to induce a reduction in transmission, the oscillating dipole must also imprint
a phase shift on the transmitted beam so as the forward scattering destructively interferes
with the incident beam. The phase shift, ψ, imprinted by a dipole on a focussed plane
wave, is given by [64]:
ψ = 1− iΓ
2∆ + iΓ
1
10
(
8− cosα3/2(5 + 3 cosα)
)
(2.6)
where, Γ, is the radiative damping rate from a classical oscillator model of the scatterer
[69] and, ∆, is the detuning from resonance (see Fig. 2.1b), where an extra negative sign
is introduced to account for the fact that the incident field destructively interferes with
the scattered field in the forward direction [61]. This phase shift amounts to 5-15 degrees
at the extremal points for semiaperture angles accessible in experiments. The extremal
points are located at approximately 2∆/Γ = 1
2
and, ψ, decays only slowly with increasing
detuning. Experimentally, some works [62, 63] have observed phase changes between
1− 10◦ for a single atom or molecule in a focussed beam, which is lower than Zumofen’s
prediction. This might be due to internal dephasing effects of the atom - like dipoles,
even at very low temperatures.
In summary, in a focussed plane wave illumination, a point - like dipole can theoreti-
cally reflect up to 85% (see Fig. 2.1a), and can cause a phase shift of up to 15◦ (see Fig.
2.1b). To test this experimentally, we want to use metallic nanoparticles because they can
act as point-like dipoles at optical frequencies, and may theoretically strongly extinguish
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a focussed beam [72,73]. Additionally, it would be interesting to measure the phase shift
induced by these nanoparticles, and compare them with the results for a perfect dipole.
Results from these investigations will be presented in chapter 4.
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Figure 2.1 Scattering efficiency and phase shift. (a) Scattering efficiency,
K, and (b) phase shift, ψ, of a dipole at the focus of a plane wave. Plots are
shown for three different numerical apertures: NA = 0.6, 0.95 and 1 (max 90◦
angle). Zumofen’s theoretical limit is plotted in grey horizontal dashed line.
Finally, the reader should also note that Zumofen’s work demonstrates that changing
the collection solid angle do not change the phase shift, and the transmission substantially
because of the coinciding phase fronts of the incident and scattered field. In other words,
the decrease in transmission primarily depends on the numerical aperture of the first
focussing lens, and not on the numerical aperture of the second collecting lens. It is also
worth noting that focussed beam mainly excites dipole resonances in metallic particles
[72,73]. These are important points to remember, in which we will discuss the implications
in the section 2.3.
2.1.2 Generalised model of the interaction of a dipole with a
focussed beam
Under general illumination conditions, the transmitted electric field in the far field,
ET(r, ω), at a distance, r, is the interference of the incident, Eo(r, ω), and scattered,
ES(r, ω), electric fields such that,
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ET(r, ω) = Eo(r, ω) + ES(ro, ω) (2.7)
where the scattered field, ES(ro, ω), at a the location of the point scatterer, ro, is
related to the Green’s function,
←→
G (r, ro, ω), of the dipole by [1] :
ES(ro, ω) =
←→
G (r, ro, ω)ET(ro, ω) (2.8)
An analytical description of the problem is forthcoming under the Rayleigh-Gans-
Debye-Born (RGDB) approximation [77] for weak scatterers, in which we assume that
the scattered field does not influence the electromagnetic field at the location of the
antenna. This approximation enables to relate the scattered field to the incident field at
the location of the scatterer by ES(ro, ω) =
←→
G (r, ro, ω)Eo(ro, ω). This is the first order
approximation to the scattering problem [77]. It follows that,
ET(r, ω) = Eo(r, ω) +
←→
G (r, ro, ω)Eo(ro, ω) (2.9)
The transmission, t(ω) = |t(ω)|eiψ(ω), is given by a spatial overlap integral, t(ω) =〈
ET(r, ω)|Eo(r, ω)
〉
, where we assume that,
〈
Eo(r, ω)|Eo(r, ω)
〉
= 1 and〈←→
G (r, ro, ω)Eo(ro, ω)|Eo(r, ω)
〉
= −β+eiφ(ω), the scattering amplitude in the forward
direction.
It follows that,
|t(ω)|eiψ(ω) = 1− β+eiφ(ω) (2.10)
where ψ(ω) is the transmission phase or, in other words, the phase of the transmitted
field relative to the incident field. For a perfect dipole in a focussed beam, an expression
of the phase, ψ, was presented in Eq. 2.6. The transmission amplitude, |t(ω)|, and phase,
ψ(ω), are the two quantities that we will experimentally measure with our interferometer,
presented in chapter 3. The negative sign of the scattering amplitude, β+(ω)e
iφ(ω), ensures
that interference is destructive in the forward direction to conserve energy. The forward
scattering amplitude, β+, can be developed further to be described by:
β+ =
1
2
〈
po|ps
〉
βSK (2.11)
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Let me explain each parameter individually. Firstly, since transmission arises from
interference, any mismatch,
〈
po|ps
〉
, of the polarisation of the incident field, po, relative
to the scattered field, ps, will reduce the transmission [68]. For most of our work, the
polarisation of the scatterer is oriented in the same direction as the incident field’s polar-
isation, such that,
〈
po|ps
〉
= 1. Secondly, the forward scattering amplitude depends on
only half the scattering efficiency, K = σsca/A (see Eq. 2.5). Finally, the presence of a
substrate in our experiment redistributes the total scattering into the forward direction
by a factor of βS, as we are going to present in the next section.
2.1.3 Influence of the substrate
The substrate radically modifies the shape of scattered light as well as the radiation
power into forward and backward directions. Figure 2.2a displays the radiation pattern
of a horizontal dipole at a glass - air interface, calculated using the expression of the
radial component of the Poynting vector1, presented in the work by Engheta and al [67].
The reader should notice that it is no longer a classic ‘doughnut’ shape from a dipole in
air. However, in the forward direction (y > 0), the scattering distribution of a horizontal
dipole at the interface between the glass and air substrate provides an excellent match to
a high NA focussed beam distribution (see Fig. 2.2a), which should theoretically increase
the scattering efficiency calculated in Eq. 2.5. In our experiments, the nanoantenna
were illuminated from the glass side so that the high NA of the incident beam envelops
most of the forward scattering distribution; this has indeed led to record a stronger
extinction compared to illuminating the antenna from the air side. Moreover, the total
backscattered power, S−, scales with the refractive index cubed [67,78] compared to the
forward scattered power, S+, as shown in Fig. 2.2b. This can be understood from the
fact that the volume of k-space, which indicates the density optical states, also scales
with the refractive index cubed. Therefore, for this work, we assume that S−(ω) ≈ n3SS+,
where nS is the refractive index of the substrate. Interestingly, a closer inspection of the
ratio of powers for n < 2 shows that S−(ω) ≈ n3.5S S+ would be a better fit, but this is only
the case of a perfect dipole, and it might be different for our optical antenna. Therefore,
we will stick to the following assumption, S−(ω) ≈ n3SS+, as we believe it more generally
1We have used the equations (30) and (33) of the radiated power, P , and equations (73), (74) and
(75), of radial component of the Poynting vector, Sr, to calculate the radiation pattern (see Fig. 2.2a
and the ratio of radiation powers betwen the air and glass half space (see Fig. 2.2b).
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describes the physics. This might cause a slightly underestimation of the backscattering
in the measurements presented in chapter 4.
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Figure 2.2 Horizontal dipole on a glass-air interface. (a) Left - 3D rep-
resentation of the radiation pattern of a dipole on a glass - air interface . Right
- Cross sections of the radiation pattern along the plan yz (solid line) and the
plan xy (dashed line). The substrate modifies the radiation pattern to resemble
closer to a high NA focussed beam in the forward direction (y > 0). (b) Ratio
of radiated powers, S−/S+, calculated using the expression from Engheta et al.
Note that the back scattering into the substrate scales to the refractive index
cube times the forward scattering.
We are now going to investigate in which respect an optical antenna or metallic
particles can be described as a dipole and investigate the different mechanisms to obtain
the more efficient coupling of electromagnetic energy from a focussed beam to the antenna.
2.2 Experimental considerations for focussed beam
excitation of metallic antennas
2.2.1 Dipole response of optical antennas
Optical antennas are nano - scale engineered dieletric or metallic particles, which in-
teract with light via collective coherent oscillation of polarisation of electrons at their
surfaces. In metallic particles, these are referred to as localized surface plasmon reso-
nances (LSPR) [35,37]. Let me cast light on the origin of these dipole resonances in these
nano - particles. Over a wide frequency range, the optical properties of metal can be
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explained by a plasma model, where a gas of free electrons of number density, n, moves
against a fixed background of positive ion cores [35]. The electrons oscillates in response
to an applied electromagnetic field, and their motion is damped via collision occurring
with a characteristic collision frequency, γ = 1
τ
. τ is known as the relaxation time of the
free electron gas, which is typically on the order of 10 femtoseconds at room tempera-
ture [35]. Following this approach, one can arrive at expressing the dielectric function of
the free electrons gas in term of the Drude model [35] :
(ω) = 1− ω
2
p
ω2 + iγω
(2.12)
where ωp =
ne2
om
with, m, the mass of an electron and, e, the electric charge. For large
frequencies close to ωp, (ω) is predominantly real, and
(ω) = 1− ω
2
p
ω2
(2.13)
In the case of a small homogeneous isotropic sphere of radius, a << λ/2, in a surround-
ing medium of permittivity, d, the applied electric field, Eo, induces a dipole moment of
polarisability, α, defined via p = odαEo [35] and,
α = 4pia3
(ω)− d
(ω) + 2d
(2.14)
where, (ω), is the dielectric constant of the sphere. The polarisability experiences a
resonant enhancement under the condition that |(ω) + 2d| is minimum, which for the
case of small or slowly - varying =(ω) around the resonance simplifies to [35],
<(ω) = −2d (2.15)
This relationship is called the Fro¨hlich condition, and the associated mode (in an oscil-
lating field) is the dipole surface plasmon of the metallic nanoparticle. Using Eq. 2.13
and Eq. 2.15, one can estimate the resonance frequency of this mode, ωo, such that
ωo =
ωp√
1 + 2d
(2.16)
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This model only estimates the resonance frequencies of small spheres of diameters
below 50nm. For disc sizes of diameters > 50nm, the displacement of the electronic
cloud is no longer homogeneous, and high multipolar charge distributions are induced.
These accelerated electrons produce an additional polarisation field, that depends on the
ratio between the size of the particle and the wavelength of the incident light. This
induced field reacts against the quasistatic polarisation of the incident electromagnetic
field, and shifts the position of the modes to longer wavelengths for increasing sizes, d,
and scales with the wavelength [79–82]. Because of this secondary electromagnetic field,
the electrons lose energy due to a radiation damping effect, which broadens the extinction
spectra [83].
0 100 200 300 400 500 600
400
600
800
1000
W
av
el
en
gt
h 
λ 
(n
m
)
Diameter (nm)
530
Dipole
Multipole
λ/2 =  D +185
<λ/2 
+ -
λ< 
+ +-
b
60 
110 
170 
225 
270 
0
0.2
0.4
0.6
0.8
1
0.5 0.6 0.7 0.8 0.9 1
Wavelength (µm)
E
xt
in
ct
io
n 
 
Zumofen’s limit (NA = 0.95)
a
Figure 2.3 Resonance properties of gold discs. (a) Extinction spectra for
five gold nanodiscs of diameters D from 60nm up to 270nm. Due to radiation
damping, the resonance broadens and redshifts. The black dotted line represents
the maximum extinction achievable with a tight focussed beam for a perfect
dipole (Zumofen’s limit) for a NA of 0.95. (b) Peak resonant wavelengths of gold
discs investigated in this work (red square dots). Below diameters of 100nm, the
resonance wavelength is close to the plasma resonance wavelength (530nm for
gold). Above diameters of 100nm, the resonance wavelength redshifts. It follows
a linear relationship with the wavelength characteristic of a dipole resonance:
Diameter D ≈ λ/2. The grey area are wavelengths outside the sensitivity of our
spectrometer.
To illustrate this, figure 2.3a shows extinction spectra of gold nanodiscs with diameters
ranging from 60nm to 270nm excited by a focussed beam of NA = 0.95 under a white
light supercontinuum. A detailed description of the apparatus is presented in chapter
3. We retrieve a Lorentzian shape of the spectral resonance characteristic of a dipole
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resonance [82]. Above diameters of 100nm, the extinction spectra is broadening, and the
peak resonance wavelength redshifts, as shown in Fig. 2.3b, following a linear relationship
with the wavelength characteristic of a dipole resonance: D ≈ λ/2.
The reader could also note that a strong extinction of up to 60% has been achieved
with a single gold disc of 270nm diameter. Given the limited NA, gold absorption and
substrate, this result is extremely positive. These antennas are not perfect radiative
dipoles because of various non - radiative damping that dissipate optical energy.
2.2.2 Damping properties
The accelerated electrons involved in plasmon oscillations can lose their energy either
via radiative or non radiative processes [82]. For simplicity, we will consider the three
main decay channels responsible for the release of electromagnetic energy in plasmonic
nanoparticles. Chemical interface damping and electron surface scattering can further
increase the losses. More details can be found in the work by Zoric et al [82].
• Non radiative intraband damping occurs when individual electrons leave the
collective plasmonic oscillation due to diverse scattering processes. For example,
if the nanoparticle size is larger than the electron mean free path, the intraband
decay rate is typically between 0.01 - 0.1 s−1 and is practically negligible. In this
work, we will consider only large plasmonic antennas, so the contribution from this
non - radiative loss is neglected.
• Non radiative interband damping occurs when the coherent collective elec-
tronic motion of the localized surface plasmon resonance (LSPR) decays into a
single e-h pair (an electron in an empty state above the Fermi energy and a hole in
the valence band). This is the dominant absorption mechanism in optical antennas.
• Radiative damping occurs when electrons lose that energy via optical radiation.
If the electron collectively oscillates in phase, the particle strongly reradiates light
via constructive interferences. For larger antennas, some electrons begin to oscillate
out of phase, which diminish the effective dipole moment, and concurrently decrease
the dipole radiation.
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When considering a metallic antenna in an optical beam, it is non radiative interband
damping that contributes to the absorption rate, and radiative damping that contributes
to the scattering rate of an antenna. It is the balance of these two rates that determines
the interplay between scattered and absorbed light. In the following section, we relate
the internal parameters of an antenna to light scattering and absorption using a simple
dipole oscillator model.
2.2.3 An 1D oscillator model of a dipole
The experimental transmission measurement of an antenna in a focussed beam can be
compared with a 1D oscillator model, based on Abraham - Lorentz equations [69]. We
assume that all the electrons driven by an incident electric field, Eoe
iωt, oscillate in phase
such that :
x¨+ ΓAx˙− τ ...x + ω2ox =
e
m
Eoe
−iωt (2.17)
ΓA represents a non-radiative loss decay rate, τ , represents a radiative loss decay time
and, ωo, the resonance frequency (see appendix A for more details).
Assuming the anzatz x = X(ω)e−iωt , the above equation becomes:
−ω2X(ω) + iω(ΓA + ω2τ)X(ω) + ω2oX(ω) =
e
m
Eo. (2.18)
The stationary state solution is given by:
X(ω) =
e
m
Eo(
ω2o − ω2 + iω(ΓA + ω2τ)
) (2.19)
If we assume that the particle is smaller than the wavelength, acting like a point -
like dipole, placed at the origin, the motion of the oscillator, x, can be linked to the
stationary scattered far field, Es, at the displacement, r, by [69],
Es(r) =
e
c2
1
r
eikr[rˆ× rˆ× ˆ¨x] (2.20)
For simplicity, in this 1D model, we can use Lamor’s formula to relate the scattered
field, Es, to the position of the oscillator, x, by
e
m
Es = −iω3τx. We posed a radiative
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loss decay rate, ΓR = ω
2τ . An expression of the scattered field follows :
Es = Eo
−iω3τ
ω2o − ω2 + iω(ΓA + ΓR)
. (2.21)
As shown in section 2.1.3, the scattered field is also influenced by the substrate [36,67],
which redistributes the total scattering power, |ES|2, of the dipole between the forward,
|Es+|2, and the backward scattering, |Es−|2, accordingly to:
|Es+|2 = 1
n3 + 1
|Es|2 (2.22)
|Es−|2 = n
3
n3 + 1
|Es|2 (2.23)
where, n, is the substrate refractive index.
In the case of a substrate side illumination, from section 2.1.2, given Eq. 2.22 and
Eq. 2.10, the transmission, t(ω) = |t(ω)|eiψ(ω), is therefore
t(ω)| = 1−
(
1√
n3 + 1
)
iωΓR
ω2o − ω2 + iω(ΓA + ΓR)
= 1− β+eiφ(ω)
(2.24)
with
β+ =
(
1√
n3 + 1
)
ωΓR√
(ω2o − ω2)2 + (ω(ΓA + ΓR))2
(2.25)
and
ψ = −pi/2 + arctan
(
ΓA + ΓR
ω2o
ω
− ω
)
(2.26)
In this work, we consider the interaction of a simple antenna with optical radiation.
In the case of a more complex antenna, as the ring - disc dimer presented in section 4.2,
the above model can be extended to account for the coupling between various resonant
modes, i, of the whole antenna such that
x¨i + Γix˙i − τi...xi + ω2i xi + ΣNi 6=jvijxj =
e
m
Eoe
−iωt (2.27)
where Γi represents the non-radiative loss decay rate, τi, represents the radiative loss
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decay time, ωi, the resonance frequency and, vij, are the coupling rates between the
oscillators i and j. xi, is found by solving this set of simultaneous equations.
2.2.4 Critical coupling of electromagnetic energy to a dipole
Let’s now consider how to efficiently couple far field radiation to excite an optical antenna.
Critical coupling describes an optimum point in which the transfer of energy between
far field radiation and near field electromagnetic field is maximal. As we will see, this
relies on a balance between the radiative and non-radiative processes of the antenna.
Scattering (radiative process) is responsible for coupling energy in and out the antenna,
and absorption (non radiative process) is determined by the local electromagnetic field
intensity via Poynting’s theorem [69].
For simplicity, let’s model the transmission of the antenna on a substrate of refractive
index, n, at the resonance frequency, ω = ωo, where the interaction of an antenna and a
focussed beam is the strongest.
From Eq. 2.24, the transmission, T , is
T (ωo) = |t(ωo)|2 =
∣∣∣∣1− 1√n3 + 1 ΓRΓA + ΓR
∣∣∣∣2 (2.28)
The reflection, R, equals
R(ωo) =
∣∣∣∣∣
√
n3
n3 + 1
ΓR
ΓA + ΓR
∣∣∣∣∣
2
(2.29)
Let’s introduce a parameter, β = ΓR
ΓA+ΓR
, which represents the forward scattering
amplitude of an antenna in air (n = 1). β tells us how strong light and matter interacts.
The transmission, T , reflection, R and absorption, A, are expressed by :
T = (1− β)2
R = β2
A = 2β (1− β)
(2.30)
As we have previously discussed, in the case of an antenna on a glass substrate of
refractive index, n, the total scattering, 2β2, is not shared equally between the forward,
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S+, and backward, S−, scattering. Instead, it is shared such as
S+ =
n3
n3 + 1
2β2
S− =
1
n3 + 1
2β2
(2.31)
and equations 2.30 become
T =
(
1−
√
2√
n3 + 1
β
)2
R =
2n3
1 + n3
β2
A = 2β
( √
2√
n3 + 1
− β
) (2.32)
Figure 2.4a plots the transmission, reflection and absorption for, β ∈ [0, 1]. The
absorption is maximal when, β = 1
2
. Assuming a perfect match between the shape of the
radiation of the antenna and the incident focussed beam, βNA = 1, this condition is met
when the radiative rate, ΓR, equals the non radiative rate, ΓA. In the case of an antenna
on a substrate (see Fig. 2.4b), the critical coupling is reached for a lower β < 1 due to
lower forward scattering.
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Figure 2.4 1D Oscillator model of Absorption, Transmission and Scat-
tering. (a) No substrate. (b) With substrate (n=1.45). Absorption is maximal
when, β = 1
2
. The grey area is inaccessible when the dipole is on a substrate.
Investigating the critical coupling condition requires both the knowledge of absorption
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rate and scattering rate. However, conventional spectroscopy only provides access to the
transmission information, which we cannot separate absorption from scattering. Since a
nanoantenna induces extinction by the light they scatter, and always causes a small phase
shift, accessing this information might enable us to retrieve the scattering. This can be
seen from Eq. 2.10. From this equation, we can understand that if the transmission
amplitude, |t(ω)|, and phase, ψ(ω), were known, the forward scattering, β+eiφ(ω), would
be inferred. Relating the forward and the backward scattering as we are going to see in
chapter 4, all the necessary information will be found to deduce absorption. Therefore,
it would be possible to characterise the internal processes of individual optical antennas,
and locate the critical coupling condition. The challenge is therefore to develop a method
to access the transmission phase induced by an optical antenna on a focussed beam. We
invite the reader to read chapter 3 for a description of a solution to this problem.
2.3 Measuring chromatic aberration in imaging sys-
tem with metallic nanoparticles
We have discussed some of the theoretical aspects of metallic antennas under focussed
beam excitation. We will now direct our attention to practical aspects of focussed beam
excitation. In practice, an optical equipment is limited in its capability to produce an
accurately focussed beam, specifically, due to inherent aberrations in lens systems, in-
cluding chromatic aberration. This can significantly alter the perceived optical response
of a plasmonic nano-particle. In one of our results, the observed plasmonic extinction
spectra can be shifted across the entire visible spectrum simply by varying the focus
of an achromatic objective! From this insight, we have established a direct correlation
between the white light extinction spectrum of a nano-particle with the chromatic focal
shifts of the illuminating focused beam. This has enabled us to retrieve the longitudinal
chromatic focal shift of high numerical aperture (NA) microscope objectives from the
extinction spectra of an individual metallic nanoparticle within the focal plane. The
method is accurate for high NA objectives with apochromatic correction, and enables
rapid assessment of the chromatic aberration of any complete microscopy systems, since
it is straightforward to implement.
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2.3.1 Comparison of existing chromatic aberration methods
Chromatic aberration in optical systems arises from the wavelength dependence of a
glass’s refractive index. Polychromatic rays incident upon an optical surface are re-
fracted at slightly different angles, and in traversing an optical system, follow distinct
paths creating images displaced according to colour. Although arising from dispersion,
it manifests as a spatial distortion correctable only with compound lenses with multiple
glasses, and accumulates in complicated imaging systems. While chromatic aberration is
measured with interferometry [84,85], simple methods are attractive for their ease of use
and low cost [86, 87]. A straightforward approach for measuring the longitudinal chro-
matic aberration of an imaging system involves scanning a pin-hole [86] or the confocal
image of an optical fibre [87] through a lens’s focal plane so that colours in focus record
a stronger transmission. The accuracy of these aperture-based measurements require
spatially filtering colours that are out of focus. Therefore, a smaller aperture should
increase the sensitivity of these methods as it acts as a point-spread function for the
measurement. The pinhole or fiber used must be of a similar scale to the wavelength to
accurately assess the chromatic aberration. However, Bethe has shown that the trans-
mission efficiency through a wavelength - scale aperture is fundamentally limited and
scales drastically with the inverse fourth power of the aperture’s diameter [88]. Fur-
thermore, an aperture optimized at one wavelength, has a restricted bandwidth limited
by sensitivity for longer wavelengths and point spread function for shorter wavelengths.
Applying Babinet’s principle can circumvent these limitations: in a chromatic aberration
measurement, we can consider replacing the aperture with a resonant scattering object,
and measuring extinction instead of transmission. For example, metallic nano-particles
are particularly attractive dipole scatterers as they support surface plasmon resonances
that provide strong scattering cross sections in the visible and near infrared spectral
ranges [37]. Indeed, plasmonic electric and magnetic dipole resonances were incorpo-
rated within scanning probe techniques to effectively map the amplitude and phase of
the electric and magnetic responses in nano-metric optical fields [89, 90]. Furthermore,
the natural dipole orientation of plasmonic nano-particles can be used to map the electric
field vector of an optical field [90,91].
In this work, we use the far-field extinction spectrum of a plasmonic particle to examine
distortions within the focus of an imaging system; in this case longitudinal chromatic
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aberration. Although Rayleigh scattering by small particles suggests this approach has
a similar limitation to Bethe’s, we have shown theoretically and practically in the previ-
ous section that dipole scattering in a focused beam allows near perfect extinction. For
example, in this work, we achieve over 90% extinction from a single particle. We utilize
this to show a direct correlation between the focal wavelength and the longitudinal chro-
matic focal shift by analyzing variations in scanned extinction spectra. The method is
straightforward, robust, low-cost, broadband, and suitable for assessing chromatic aber-
ration in high numerical aperture apochromatic corrected lenses. As the nanoparticles lie
on a microscope slide, our method can be retrofitable on any complete microscope sys-
tem to assess its accumulated chromatic aberrations from light source, collimating optics
and objective lenses to the nanoparticle’s position. This is possible because the metal-
lic nanoparticle directly probes the chromatic aberration at the focus, and monitors the
variation in the spot sizes. Moreover, it also enables the quality control of the chromatic
corrections of immersion microscope objectives easily.
2.3.2 Description of our approach
Our measurement approach is illustrated schematically in Fig. 2.5. White light is colli-
mated and expanded to fill the back aperture of a test objective as shown in Fig. 2.5a,
and then focused down onto a single aluminum disc with a diameter in the range from 260
nm up to 520 nm, and a thickness of approximately 50nm. For ease of fabrication, and
of subsequent detection in an optical microscope, the aluminum nano-discs are defined in
arrays on a microscope glass slide of thickness 0.14µm. However, the pitch of the particle
array of approximately 4 µm ensures that only a single particle can be illuminated at a
time with a near-diffraction limited focus. Moreover, the nanoparticles are illuminated
from the substrate side to maximize nano particle extinction [36]. A metallic reflective
objective (36X, NA 0.5) re-collimates any transmitted light, which is then projected onto
a spectrometer. In aligning the optical system, the particle is adjusted on a closed-loop
piezoelectric controlled 3-axis translation stage to maximize the overall extinction. From
this central position, the particle is scanned along the optical axis over a 1.5 µm range
in 20 nm steps for the apochromat objective (60X, NA 0.95) and over a 15 µm range
in 100 nm steps for the achromat objective (40X, NA 0.6). In practice, we used an ex-
panded and collimated supercontinuum white light source generated from a nonlinear
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fiber (femtowhite from NKT photonics) pumped by nominally >150 fs pulses at 820 nm
(Chameleon Ultra II) to fill the back aperture of the test objective. (We note that our
method would work equally well with any broadband incoherent light point source.) The
spectrometer consists of an F2 prism, a 75 mm cylindrical lens and a CCD camera with
an octave-spanning spectral range from 0.45 µm to 1 µm. The spectral range limitation
here comes from the light source and the sensitivity of the camera. The apparatus is
carefully adjusted to minimize the tilt of the nanoparticle relative to the optical axis so
as to align one scan axis of the sample holder to the optical axis. This ensures that
the longitudinal displacement of the particle is along the optical axis of the microscope
objective in question, and therefore minimizes additional transverse chromatic aberration
during a scan. Experimentally, a longitudinal displacement of 10nm was sufficient to see
a clearly visible change in the extinction spectrum, but steps as small as 5nm could be
achieved with relatively inexpensive closed-loop piezo control.
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Figure 2.5 Measuring longitudinal chromatic aberration with a metal-
lic nano-particle. (a) Schematic of a chromatic aberration measurement. (b)
Illustration of how particle position corresponds to the different extinction spec-
tra in c due to chromatic aberrations. (c) Representation (1D oscillator model)
of the true extinction spectrum of a single disc for perfect chromatic aberration
correction (black curve). Chromatic aberrations distort extinction spectra for
various particle positions (red, blue and green) from b. Wavelengths where a
scanned spectrum touches the true extinction spectrum,(A,B and C) are in focus.
The extinction spectra of the nano-particle were recorded for each scan position along
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the optical axis for two test objective lenses: an achromat and an apochromat. For clar-
ity, the spectra shown in Fig. 2.6 are from only a few scan positions and for a single
nanoparticle (out of the five considered in this work) of diameter 400nm. The broken
line shows the envelope curve, corresponding to the combined maximal extinction at each
wavelength extracted from the complete scan. This curve represents the intrinsic extinc-
tion spectrum of the particle with the effect of chromatic lens aberrations eliminated. At
each scan position, chromatic aberration distorts the true extinction spectrum since only
up to two (achromat) or three (apochromat) colours can be in focus at the same time.
As expected, the achromat strongly distorts the extinction spectra (Fig. 2.6) whereas the
apochromat gives a far more accurate representation (Fig. 2.6b). It is important to note
that the true resonance wavelength and spectral width of the localized plasmonic reso-
nance is easy to mistake when using an achromatic imaging system. Note also, that the
tighter focus of the apochromat allows much larger overall extinction, which is expected
for dipole scattering in a tightly focused beam [36, 60, 73]. Remarkably, the sensitivity
of this technique increases for higher NA lenses, which tend to require finer chromatic
aberration correction.
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Figure 2.6 Comparison of scanned and intrinsic extinction spectra
of an aluminum nano-particle. Plots are for (a) the achromat and (b) the
apochromat objective and a 400 nm diameter aluminum disc. The red curve
represents the position of optimal aberration correction. Dark blue (cyan) curves
are when he aluminium disc is moved further (closer) to the objective from this
optimal position. The black dotted line represents the maximum extinction (at
each wavelength) taken from all the scans. Labels 1 and 2 (respectively the letters
a,b,c) indicate points in focus for the optimal extinction curve (see Fig. 2.7).
The longitudinal chromatic focal shift is retrieved with minimal numerical processing
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by simply tracking the correspondence of maximum peak extinction at each wavelength
with the spectra taken at each scan position along the optical axis. We can build a
2D extinction map of position versus wavelength and normalize this to the maximum
extinction at each wavelength, as shown in the insets of Fig. 2.7. This removes the
influence of the intrinsic extinction spectrum of each particle and leaves only the effect
of the varying focal position on the extinction. The longitudinal chromatic focal shift
corresponds to the maximum of this map, which simply indicates where the focal spot is
smallest at each wavelength. Figure 2.7 shows the broadband (>500nm+) longitudinal
chromatic focal shift of the achromat and apochromat, respectively, with a resolution of
<20nm, extracted from the 2D map for various disc sizes.
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Figure 2.7 Measured longitudinal chromatic focal shifts. Focal shifts
are plotted for (a) the achromat and (b) the apochromat objective scanned using
aluminum discs of varying size. The insets show the normalized extinction maps
of position (20nm resolution) versus wavelength for a 400 nm diameter aluminum
disc. Labels 1 and 2 (respectively, letters a, b and c) indicate the point in focus
for the optimal extinction curve (see Fig. 2.6).
The chromatic focal shift shows agreement between the various discs sizes as well as
the scale of the expected aberration correction for achromatic and apochromatic lenses.
For smaller discs, there is a deviation in the near IR due to the fact that smaller discs
have weaker, blue-shifted extinction spectra. Indeed, the maximum extinction depends
on the relative strengths of scattering and extinction cross sections and inversely on the
spot area [36, 60, 73]. As such, small particles generally have reduced sensitivity. These
measurements also agree with the manufacturer’s specifications. In particular, in the case
of the apochromat, the manufacturer quotes chromatic correction in the range of 450 - 850
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nm, whereas we have found correction in the range 475-1000+ nm. In terms of the scale
of the focal shift in the corrected part of the tertiary spectrum, our measurement shows
∆x = 350nm, which is the sort of scale expected for apochromatic correction. Since the
cubic focal shift retrieved is characteristic of an apochromat lens this further supports the
accuracy of the technique. We note that lens manufacturers use interferometry to measure
the chromatic aberrations of their objective lens alone, whereas our method measures the
chromatic aberrations of the complete optical system. Our method arguably produces a
more useful result as it specifies the actual aberrations encountered in a specific imaging
system potentially incorporating a range of lenses with diverse aberration correction.
2.3.3 Discussion of the accuracy of the method
The reader should note that the longitudinal chromatic focal shift, presented in Fig.
2.7a and Fig. 2.7b is measured over a broad spectral range (>500nm+), limited by
the spectrum of the light source and the sensitivity of the camera. In contrast, the
bandwidth transmitted through an aperture is limited and distorted as a function of
wavelength whereas the resonance of an aluminum particle is extremely broad and with a
dipole-like response (200nm - 1300nm+). We note that while particle diameters must be
approximately half a wavelength in size in order to achieve a plasmonic resonance over the
desired wavelength range, the particles are only 50 nm thick, which provides extremely
subwavelength sensitively along the direction of the chromatic focal shift. The choice of
metal in constructing the nano-particles is important as it affects the peak position as
well as the width of the resonance, both of which impact upon the sensitivity. We have
measured the longitudinal chromatic aberrations of the two objectives using gold discs
with similar diameters. The same chromatic focal shifts were found for long wavelengths,
but the inter-band absorption of the gold near 520 nm prevented focal shift retrieval at
bluer wavelengths. While silver discs would allow focal shift retrieval across the visible
spectrum, aluminum discs also provide the broadest extinction spectrum in the visible
range due to its high plasma frequency [92]. The lower plasma frequencies of both silver
and gold discs lead to lower extinction due to higher absorption to scattering cross section
ratios.
Similar to interferometric and aperture-based methods where fine controls of tilt and
positioning are important to either minimize phase delay (interferometry) or maximize
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transmission, we have also studied the influence of tilt and beam misalignment. This has
generally caused minor discrepancies near the spectral extrema of the measured longitu-
dinal chromatic focal shifts. We also compared our result with an optimization procedure,
where we retrieved the chromatic focal shift by maximizing the peak extinction of the
particle at each wavelength and recording its subsequent position in three dimensions (see
Fig. 2.8). The results agree well confirming that, for our imaging system, the method is
robust against misalignment. The reader should note that the initial scan to determine
the maximum extinction across the spectrum and tilt adjustment of the sample allow
us to compensate for various artefacts of the nano-particle’s scattering. This includes
higher order plasmonic resonances of the particle as well as misalignment of the particle
scan direction with respect to the optical axis. Clearly the pre-scan and compensation
process works extremely well as particles varying in diameter from 260-520 nm all concur
accurately on the measured chromatic focal shifts.
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Figure 2.8 Preservation of the alignement for long distance (20 µm)
scan. Chromatic focal shift of the x40 achromat, retrieved by optimizing the peak
extinction of the particle at each wavelength for various aluminium disc diameters
(units in nm). The brown solid line is an experimental result for a 400nm disc
using our current quick scan approach. The dots are the optimized position for
each wavelength. Our quick scan approach shows good correspondence compared
to this slow (45min per particles) optimization method.
We also assessed the impact of the second collection objective on the chromatic aber-
ration by replacing it with a metallic casssegrain objective (see Fig. 2.9). We suspected
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that any aberration in the second objective might lead to variation in the collimation of
the various wavelengths incident on our spectrometer’s detector. Provided our detector
integrates over all of this collected light, variation in collimation should simply be in-
tegrated out. As a result, we observe that the second collection objective only slightly
influences the aberrations, which can be expected by the fact that, in a focused beam,
extinction primarily arises from the destructive interference of the incident beam and the
nanoparticle’s scattering. Moreover, our method would also work equally well in reflec-
tion, by placing a beam splitter before the first objective, and monitoring the peak of
reflection instead of transmission bypassing any influence on the chromatic correction of
the second objective.
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Figure 2.9 Chromatic focal shift with a metallic chromatic aberration
free and an achromat microscope objective. (a) The apochromat and (b)
the achromat. The results are given for varying disc sizes (units in nm). As
a result, the second objective only slightly influences the aberrations, which is
very positive, given the difference in chromatic scale between the apochromatic
correction of the objective under test and the achromat correction of the collecting
objective. Note that this technique could work equally well in reflection, bypassing
any influence on the chromatic correction of the second objective.
Unfortunately, using an achromat and scanning the particle position to retrieve its true
extinction spectrum is difficult to perform without introducing some slight misalignment,
which reduces the extinction at the edge of the spectrum (extremum position of the
scan). For example, figure 2.10 shows two different extinction scans for the same particle
but for different initialisation positions. Figure 2.10a starts the scan with an extinction
spectrum optimized for bluer wavelength whereas figure 2.10b for redder wavelength.
We can notice some discrepancy at the edge. Fortunately, the shape of the extinction
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does not change the chromatic focal shift as the algorithm normalizes the extinction at
each scan position. In a nutshell, care should be taken when investigating the optical
spectrum of a single antenna using glass lenses. At best, an apochromat should be used
at all times. A cassegrain reflective objective can give chromatic aberration free result,
but at the expense of a lower NA.
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Figure 2.10 Influence of the reference position of the scan in the to-
tal extinction of a 400nm diameter aluminum disc. Either (a) the red
part or (b) the blue part of the extinction is maximized. The peak extinction
(black dotted line) is distorted, but it does not influence the chromatic focal shift
retrieved since we normalized the data. It is important to note that the true
resonance wavelength and spectral width of the localized plasmonic resonance is
easy to mistake when using an achromatic imaging system. This result shows the
importance of using chromatic corrected microscope objectives when performing
spectroscopy on a single particle.
The sensitivity of this technique stems from the ratio between the particle’s scattering
cross section and the area of the focal spot. Remarkably a tighter focus enhances the
sensitivity of the technique making it ideal for fine chromatic measurements on high
NA microscopy imaging systems incorporating apochromat or even super-apochromat
objectives, which are the most difficult to assess for such aberrations. Furthermore, since
these resonant metallic particles can be smaller than the diffraction limit of light, they
admit a negligible point spread function into the measurement across a broad frequency
range. This indicates the possibility not only to assess geometric aberrations, but also
the interplay of chromatic and geometric aberrations with plasmonic nano-particles in
the future.
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2.4 Summary
In summary, we have described the theoretical background of the interaction of a focussed
beam with a dipole. In particular, we have described how a dipole could strongly extin-
guish a focussed beam and investigated how metallic optical antennas could be used to
test Zumofen’s theory. We have also managed to establish a direct correlation between
the white light extinction spectrum of a nano-particle with the chromatic focal shifts of
the illuminating focused beam. This has enabled us to retrieve the longitudinal chro-
matic focal shift of high numerical aperture (NA) microscope imaging systems from the
extinction spectra of an individual metallic nanoparticle within the focal plane. Since our
primary purpose is to understand how an antenna mediates light and matter interaction,
the remaining challenges are to characterise the non radiative and radiative processes of
the antenna which regulates light - matter interaction. An approach is developed in chap-
ter 3 and 4. The knowledge of these information would help research to design antennas
that can reach the critical coupling condition, where the energy transfer from far field to
near field is maximal.
Chapter 3
Spectral interferometric microscopy
for broadband phase measurement of
individual optical nanoantennas
Optical antennas transform light from freely propagating waves into highly localized ex-
citations that interact strongly with matter. Unlike their radio frequency counterparts,
optical antennas are nanoscopic and high frequency, making amplitude and phase mea-
surements challenging and leaving some information hidden. Phase information of light
controls the interaction of light with matter. For example, the scattered phase from an
optical nanoantenna informs if the scattered field destructively or constructively interferes
with the incident field [75,76]. Recently, a number of groups have devised interferometric
methods of extracting both phase and amplitude of the scattering properties of optical
antennas. In the field of metamaterials, the phase change through one or more layers
of a collection of antennas is a direct and unambiguous measure of the refractive in-
dex [93, 94]. Interferometry has also been used to study individual nanoparticles, for
example, to detect sub-10nm particles through local heating perturbations [58, 95]; to
perform background-free imaging of sub-nanoparticles with cross-polarised beams [96];
in nonlinear pump probe studies of surface plasmon dephasing processes [97]; and more
recently for distinguishing proportions of scattering and absorption from the total extinc-
tion [75,76].
Determining the transmission phase of an individual optical nanoantenna remains a
critical technical challenge. Surface plasmons evolve on time scales comparable to the
collision time of electrons in metals (≈ 10 fs), leading to broad extinction spectra with
underlying phase changes less than the maximum value of pi. Moreover, since scattering
is strongly dependent on a nanoantenna’s size and geometry, detectable phase changes
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in most cases require focussed beam excitation; for example, the work of Zumofen et al
(see chapter 2) shows how focussed beam excitation can induce near perfect reflection
even from infinitesimal dipoles [60]. The technical challenge is therefore to integrate
broadband phase measurement capability with microscopy to excite a single antenna.
The principal difficulty is managing the dispersion of microscope glasses that induce
group delay dispersion (i.e. phase variation) far exceeding what we can expect from the
phase change of a single broadband nanoantenna.
This chapter introduces the spectral interferometric microscope (SIM) that combines
spectroscopy, microscopy and interferometry so as to measure broadband spectral trans-
mission phase of an optical antenna. The detailed apparatus is described along with
the computer algorithm used to extract the phase information from the interferomet-
ric data. As examples, we characterise the phase of gold nanodiscs and the phase of
ring-disc dimers exhibiting Fano interference in chapter 4 [98, 99]. In this chapter, we
evaluate SIM’s performance including the influence of the visibility and quality of the
fringes. Finally, since an interferometer can only measure relative phase due to path
difference variation between measurements, a statistical algorithm is developed so as to
approximate the absolute transmission phase of the optical antenna.
3.1 Spectral Interferometric Microscopy (SIM)
3.1.1 Design and rationale of the SIM method
Interferometers can be classified in terms of the method used to divide the initial beam of
light into portions: aperture division, amplitude division and polarisation division [100].
The aperture division method creates secondary coherent light sources by selecting parts
of the same wavefront with apertures (ex :Young’s holes). Amplitude division refers to
the process of dividing the whole wavefront into two or more copies with reduced ampli-
tudes ( ex: Michelson interferometers). Finally, polarisation division uses polarised optics
such as Wollaston prisms to divide the initial wavefront into two copies with orthogonal
polarisation. Spectral Interferometric Microscopy (SIM) is an amplitude division inter-
ferometer, in which two beam splitters in a Mach - Zehnder configuration divide the
amplitude of the wavefronts, similar to the Bates’ wavefront interferometer introduced
37
in the 1940s [100,101]. Bates described how asphericity of an optical wavefront could be
measured, by testing it against itself with lateral displacement or shear [101].
Spectral Interferometric Microscopy (SIM) combines Spectral Interferometry (SI) with
Microscopy (M) to enable broadband amplitude and phase retrieval of an individual
antenna. Spectral interferometry (SI) is an established technique that integrates spec-
troscopy with interferometry to access phase and amplitude information of ultrashort
pulses of light. More details on how to access phase information with SI are presented
in this chapter while we describe SIM. While older SI implementations [102–111] em-
ploys delay lines and collinear beams to generate an interference spectra of two optical
signals as a function of their amplitudes, their phase differences and their relative time
delay [102, 103], spatially encoded arrangements [102–105, 108–110, 110–113] have sim-
plified the technique and eliminated a time-frequency sampling limitation1. Here, the
temporal delay is introduced by interference of the two signals propagating with a very
small relative angle (along y axis in Fig. 3.1), creating spatial fringes that can be im-
aged by a camera to produce a two-dimensional (2D) frequency (x axis) versus delay
interferogram (y axis). We have implemented this in SIM (see Fig. 3.1c). A fourier
transform computer - algorithm can then extract this information from the interference
spectra. When integrated within our imaging system, SIM passes both beams through
the microscope converting the small relative angle between beams into two distinct spots
in the focal plane. A single nanoantenna can be placed in one of the focal spot, and
the scattered light from the antenna introduces a phase shift compared to the incident
beam. This modifies the phase difference between the two beams and the interferogram
consequently.
3.1.2 SIM’s apparatus
SIM is constructed using two non - polarised beam splitters in a Mach - Zehnder con-
figuration (See Fig. 3.1a). The first beam splitter creates two replicas of light from a
1The large bandwidth of ultrashort pulses contradictorily requires a large delay for the phase retrieval
algorithm to separate the fourier bands of the interference spectra, but also a short delay to maintain
temporal coherence and preserve a good visibility. Spatial arrangement overcomes this limitation since
the fringes displayed on the spectrometer depend mainly on the separation angle of the two beams
regardless the bandwidth of the pulse
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supercontinuum fibre light source (femtowhite from NKT photonics pumped by nomi-
nally 150 fs pulses at 820nm (Chameleon Ultra II). The second beam splitter’s adjustable
orientation creates the small relative angle between beams (Fig. 3.1b). Interference arises
from a relative angle between the two beam paths, which introduces fringes in the re-
gion where both beams overlap. One beam path is adjustable via a delay line so that
both beams overlap in time and space at the cement layer of the second beam splitter.
Both beams fill the back aperture of a Nikon 60x 0.95 NA air apochromat microscope
objective. Due to the relative beam path angle, two spatially distinct focal spots occur.
The particle under investigation is aligned with one focal spot, while the other is allowed
to pass unhindered and serves as the reference for extracting a phase difference. The
transmitted light is then collimated with a Nikon 40x 0.6 NA air plan S fluor microscope
objective. A spectrometer, consisting of an F2 prism, a 100mm cylindrical lens and a
Pixelink CCD (charge-coupled device) camera, images the resulting white light interfer-
ogram over wavelengths from 0.5 to 1 µm.
The common path arrangement of SIM has a low sensitivity to vibrations and high fringe
visibility since both beams experience similar dispersion and aberrations as they pass
through the microscope. If only one beam went through the microscopy system, it would
be difficult to compensate for high order dispersion and wavefront shape with an external
optical system. The set-up is initially calibrated to determine the relative intensities of
light through each interferometer path and the phase of the system. The intensity of each
arm is measured by respectively blocking one arm of the interferometer and recording the
spectra on the CCD camera. The phase of the system is extracted from the measured
interferogram with the fourier transform algorithm, described in the next section 3.2,
when both beams pass unhindered. A nanoantenna is then placed in one of the beam
paths to conduct the measurement of transmission amplitude and phase.
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Figure 3.1 Illustration of the SIM technique. (a) Top view of SIM. It
combines a Mach Zehnder interferometer, with a microscope and a spectrometer.
A delay line adjusts the delay between the two paths. (b) Side view of SIM. A
tilted beam splitter (the second beam splitter of the Mach - Zehnder interferome-
ter) introduces a vertical angle between two beam paths. Both beams propagate
through the same microscope objective, appearing as two different focal spots
separated by about 10 µm on the sample, one of which beam passes through the
nanoparticle’s position. After the second objective, a prism and a cylindrical lens
disperse the light onto a CCD camera. The angle between the two beams is low
enough so that they still overlap significantly at the camera to produce a fringe
pattern. (c) Example of an interferogram of wavelength (x axis) versus the tem-
poral delay between the two beams (y axis), recorded by the CCD camera. The
bright central line is caused by the pump wavelength of our supercontinuum light
source that saturates the CCD camera. (d) The system phase (red) is extracted
from the interferogram c, using a fourier transform algorithm along y (see section
3.2). The common path arrangement cancels most of the system’s group delay
dispersion.
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3.1.3 Focal spots separation
The angle between the two light beams, which interferes at the CCD camera, is related
to a spatial separation, d, of the two focal spots at the sample. Our imaging spectrom-
eter records on average 20 fringes, which corresponds to an exit angle from the second
microscope objective of, θSIM = 0.00205 rad. For simplicity, we assume that one of the
beams is propagating along the optical axis and takes the angle from that axis. Hence,
the angle, θSIM , is the same as the angle between the optical axis and the rays that
come out of the second microscope objective. The Gaussian reference sphere (GRS) [114]
links the diameter of the back aperture of the microscope objective h = 3.25mm to the
NA = 0.6 and the focal distance f (see Fig 3.2a) . Assuming that the full NA is reached
when the beam fully covers the back aperture, f = h
NA
= 5.15 mm. The focal distance,
f , enables us to relate SIM’s angle, θSIM , to the two focal spots’ separation, d, by
d = f tan(θSIM) = 11± 0.2µm. (3.1)
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Figure 3.2 SIM’s focus spot separation. (a) Gaussian reference sphere
(GRS). The focal length is estimated with the numerical aperture, NA, and the
back aperture h. (b) Estimation of the SIM’s focal spot separation. The micro-
scope objective is represented by a single lens of focal distance f .
This equation is indeed a sine and not a tangent as the position of the back focal plane
for high numerical aperture follows a reference sphere centered at the focal position [114].
Interestingly, SIM is made very compact by using a beam splitter to create the rel-
ative angle, θSIM . If two mirrors were used instead, a lateral mirrors’ separation of at
least 10mm would be needed since the beam spot size is 10mm. Thus, imaging 20 fringes
on the CCD camera would require a distance from the mirrors to the camera of at least
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5 meters. Unlike typical common path interferometers, which use polarisation to dis-
tinguish beam paths, the finely tuneable relative path angle makes SIM a polarisation
insensitive technique, providing access to the full scattering matrix of a general nanos-
tructure. Moreover, since the two beams follow a similar path through the same optical
system, SIM manages the strong dispersion of the microscope glasses that would occur
if only one of the interferometer’s beams had passed through the microscope. This en-
ables us to eliminate any residual group delay dispersion of the imaging system, leaving
only fourth order dispersion terms spanning just 0.3 radians, which is consistent with the
apochromatic correction of the microscopy system.
3.2 Phase and amplitude numerical extraction algo-
rithm
SIM measures the interference of the two transmitted beam paths, such that an intensity,
I(y, ω) =
∣∣∣Eo(y, ω) + c(ω)t(ω)Eo(y + δ, ω)ei(2ky sinα+φ(ω))∣∣∣2 , (3.2)
is projected onto a CCD camera, where, Eo(y, ω), is the incident electric field, t(ω),
is the transmission amplitude, and, c(ω), is the ratio of amplitudes of the two beams
[36, 112]. In Fig. 3.3a, the vertical y axis represents the delay between the two beams.
It incorporates the shape of the two beams shifted by a distance, δ, due to their relative
incidence angle, α, and a phase, φ. The angle α introduces a phase of 2ky sin(α). The
phase φ accounts for the dispersive optics (glass of lenses) of the apparatus, a time delay
path difference, ωτ , and a phase introduced by a nanoparticle if placed in one of the
beam’s path. The horizontal x axis represents the frequency ω. Additional information
is presented in section 3.3.2. The phase is retrieved using 1D Fourier transforms along
the vertical position, y, of the interferogram for each wavelength. Since the measured
interference signal is a sum of constant and cosine terms, the Fourier transform of the
intensity in the frequency domain consists therefore of three bands: a central DC band,
which is the sum of the intensity of the two signals; and two sidebands on either side, which
are interference terms, as shown in Fig. 3.3b (see appendix B for a detail calculation).
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Figure 3.3 Illustration of the fourier transform algorithm. (a) SIM
Interferogram. For each wavelength, a 1D fourier transform along y is computed.
(b) The fourier transform of the interferogram in the frequency domain consists
of three bands: a central DC band, and two sidebands. (c) A Butterworth filter
selects one of the sideband, which contains amplitude and phase information. (d)
The module of the inverse fourier transform of the selected sideband, shown in c.
The argument (not shown here) contains the phase information.
The separation of the two sidebands depend on the relative angle, α, between the two
beams. One sideband is then selected by a Butterworth filter so as to smooth the edge
and reduce artefacts arising from the finite Fourier transform window. These artefacts
are visible as oscillations in each band. This selected sideband is then fourier transformed
back to the spatial domain, providing the complex amplitude and relative phase of the
two pulses,
ISB(y, ω) =
∣∣Eo(y, ω)∣∣2 c|t(ω)|g(y, ω)e±i(2ky sin(α)+φ(ω)) (3.3)
The choice of phase sign in the exponential arises from the selection of one of the side-
bands (see appendix B). In practice, a beam overlap function, g(y, ω) = Eo(y, ω)Eo(y +
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δ, ω)/|Eo|2 should only be a function of y; however, lens aberrations and the camera’s
averaging effect over constantly fluctuating phase delay [68,100,115] make it a weak func-
tion of ω (see section 3.3.2). This does not influence the spectral phase, which can be
extracted from the argument of the exponential. The accuracy of the phase retrieval
may depend on a number of experimental parameters: the relative beam angle, the fringe
visibility and any lens aberrations (see section 3.3.3 and section 3.3.2). Small variations
of the beam path between two subsequent measurements due to mechanical vibrations
of the optical components and variations of ambient pressure and temperature can be
corrected by removing the residual linear phase (see section 3.3.4).
3.3 Evaluation of SIM’s performance
3.3.1 Example of a transmission and phase measurement
Finally, let’s see an example of a SIM measurement to assess the accuracy of the equip-
ment. Figure 3.4 shows the reduction in transmission (extinction) and phase shift caused
by a single gold nanodisc (diameter of ≈ 100nm) in a tight focussed beam of NA = 0.95.
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Figure 3.4 Example of a SIM measurement. (a) Extinction and (b) phase
for a single 120nm diameter gold nanodisc under a focussed beam. The red line
is the closest fit to a single Abraham Lorentz oscillator model (see section 2.2.3).
Insets are the respective as recorded intensity (one beam) and interferogram (two
beams) at the CCD camera. The quadratic dispersion of the prism spreads the
wavelength unevenly.
First, as dipole - like antenna, the reader can observe that a single 120nm diameter
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gold nanodisc has extinguished a laser beam by up to 30%. Secondly, SIM can accurately
detect and retrieve phase variations as small as pi
300
, despite the relative phase noise due
to path difference variations between measurements; the blue shaded area represents a
standard deviation from the mean estimated absolute phase of 0.02σ, where σ is the
variance of the statistical distribution of the delay. More information of the statistical
algorithm and noise are presented in section 3.3.4.
The experiment agrees well with the expected transmission amplitude and phase from
an Abraham - Lorentz model (see section 2.2.3), with noticeable difference below 520nm.
This can be attributed to two reasons: the model underestimates the proportion of non
radiative absorption near the band edge of gold, and chromatic aberration distorts the
extinction spectra, as we have already seen in section 2.3. Demonstration of the utility of
SIM will be presented in chapter 4. Especially, we will discover that phase information
enables to quantitatively estimate the proportion of scattering and absorption of the total
extinction.
3.3.2 Beam overlap function at the CCD
Spectral Interferometric Microscopy (SIM) produces interference fringes, which are im-
aged on a CCD camera. The fringe visibility is described by a beam overlap function,
g(y, ω), which was defined in section 3.2. Since SIM is an imaging spectrometer, the
temporal coherence of each dispersed wavelength falling on a line of pixels is relatively
high, so the interference visibility will persist for large enough delays. This suggests that,
g(y, ω), should be independent of ω. However, in reality, g(y, ω), depends on various
factors: the spatial coherence of the light source [68], the integration time of the CCD
camera [115], the polarisation of the light [68], the optical correction of the microscope
objective [100], and chromatic aberrations of the cylindrical lens of the spectrometer.
Chromatic aberrations can influence the spatial imaging of various wavelengths, and so
make, g(y, ω), a weak function of frequency. Figure 3.5 shows the measured overlap
function, g(y, ω), for the SIM set-up.
The overlap function depends on the light distribution of the two beams emanating
from the light source. Assuming gaussian beams of shape, |E0(y, ω)|2 = f(ω) exp(−y2/4τ 2),
the overlap function is,
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g(y, ω) =
E0(y, ω)E0(y + δ, ω)
|E0(y, ω)|2 ≈ 1 +
δE0(y, ω)
|E0(y, ω)|2
dE0(y, ω)
dy
= 1− δy
4τ 2
(3.4)
where, δ = 2mm, is the displacement of the two beams given their relative angle of
0.002 rad and, τ = 3.5mm, is the beam width. When averaged over the whole camera
of side, L = 3.57mm, we find that the maximum average is g(ω) = 0.96. Meanwhile the
maximum value seen in experiments is about 0.9. Spatial and chromatic aberrations in
the microscope objective distort the shape of the wavefront, which reduces the spatial
coherence of one wavefront relative to the other [100]. We should also note that the beam
path is continuously changing, and so the CCD camera integrates over many frames.
Consequently, the interferogram exhibits a slight blurring [115]. The random delay is a
function of frequency due to the wavelength dependent refractive index of the various
glasses of the optics and it is more dominant in the blue part of the spectrum, where we
see a slight decrease of the visibility.
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Figure 3.5 Beam overlap function g(y, ω). The cyan line shows the beam overlap function
of SIM. g(y, ω) slightly decreases as a function of wavelength due to integration time of the
CCD camera, and chromatic aberrations of the optics. The blue line shows the reduction in
the spectral overlap function of SIM beyond the operation range of an achromatic half wave
plate used for polarisation control. The dotted black line is the theoretical value for the given
arrangement.
Finally, care must be taken when using polarisation optics in SIM. We place a 690 -
1200 achromatic half wave plate (AHWP05M-980 from Thorlabs) in front of an uncoated
Glan-Taylor polariser (GL10), which has enabled us to rotate the polarisation without
shifting the position of the beam. However, the half wave plate only works properly
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from 690nm up to 1200nm. In the blue region a portion of the light will be elliptically
polarised, which clearly affects the beam overlap function.
Assuming |Eo(y, ω)|2 ≈ |Eo(y + δ, ω)|, we have measured the beam overlap function
by calculating the side band intensity, I±(ω) = 2c(ω)g|Eo(y, ω)|2, and the DC intensity,
ID = |Eo(y, ω)|2(1+c2(ω)), and comparing this with the intensity ratio of the two beams,
c(ω). It follows that,
g(ω) =
1 + c2(ω)
2c(ω)
I±(ω)
ID(ω)
(3.5)
This measure of overlap function is less sensitive to the non-linearity of the CCD
camera as the intensity ratio of the two beams, c(ω), is insensitive, and the side band ,
I±, and DC, ID, intensities are extracted from the same interferogram.
The beam overlap function is relevant in ”single shot” measurement. Potentially, only
one recorded interferogram would be needed if one knows the beam overlap function and
the division ratio of the beam splitter.
3.3.3 Fringe quality
Fringe visibility depends on the spatial coherence of the light source, the optical correc-
tion of the microscope objective, the polarisation of the light, chromatic aberrations of
the cylindrical lens of the imaging spectrometer and the path difference between the two
interfering beams. In summary, anything that can change the shape of one wavefront
relative to the other impacts the fringe visibility [100,106]. Figure 3.6 shows some exam-
ples of interferograms from various methods tried in the development of SIM. The quality
of fringes is clearly dependent on the optical arrangement used. For the SIM interfero-
gram (see Fig. 3.6.a), the common path arrangement allows both beams to experience a
similar optical dispersion and aberrations and their wavefronts remain close to identical.
Fourth order dispersion can be achieved with fine adjustment of the two beam paths,
leaving only the fourth order phase difference introduced by the apochromatic correction
of the microscope objective (see Fig. 3.1d). The second and third order dispersion due
to the different in glass components used in each beam path reduce the visibility of the
fringes in Fig. 3.6c. High visibility of the fringes should lead to phase retrieval with lower
noise [115], though it is not compulsory as, when developing SIM, we did some clear
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phase measurement with the three approaches. The common path arrangement of SIM
enables more freedom to work with various microscope objectives without the need to
compensate with a block of glass in the other arm for each pair of microscope objectives.
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Figure 3.6 Assessing the quality of interferograms. (a) SIM approach. (b) Reflec-
tive objective. The reflective objective has reduced visibility due to beam obstruction in the
Cassegrain objective. (c) The second interference beam passes through a dispersion compen-
sating glass block instead of through the objective. Without the common path arrangement,
the two beams will have different spatial and chromatic aberration leading to reduced visibility.
The fringe curvature in this case is due to the remaining second and third order dispersion due
to the different glass components used in each beam path.
3.3.4 Linear phase noise
With interferometry, accessing the phase shift induced by an optical antenna on a laser
beam involves two measurements: one pre-measurement, which is subsequently referred
to as a ‘reference’ measurement, and another measurement, when the particle is placed
in one of the beam focus.
In the reference measurement, the system’s phase, ψsystem(ω), is given by:
ψsystem(ω) = φSIM(ω) + τ1ω (3.6)
which includes a phase, φSIM , from the dispersion of the optics and a relative phase
delay τ1ω, proportional to the difference in path lengths of SIM’s Mach - Zehnder inter-
ferometer.
In the second measurement, the total phase, ψNP (ω), also includes the phase φNP (ω),
introduced by the nanoparticle, and a different phase delay, τ2ω, such that
ψNP (ω) = φNP (ω) + φSIM(ω) + τ2ω (3.7)
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The transmission phase of the nanoparticle, ψNP (ω), is isolated from the subtraction.
ψNP (ω)− ψsystem(ω) = φNP (ω) + (τ2 − τ1)ω. (3.8)
There also remains an unwanted phase delay between the two measurements (τ2−τ1)ω,
which can be non-zero, as shown in Fig. 3.7. These arise from three main reasons:
mechanical vibrations of the optical elements of the interferometer, which cause high
frequency nanometric changes in the optical path; air flow in the laboratory, which can
cause optical elements to slowly vibrate (on a second time scale); and finally, temperature
changes cause some optical components to dilate, which increase or reduce the path length
of the interferometer (on a minute time scale) [115].
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Figure 3.7 Phase Noise delay. (a) Delay versus times. 600 frames have been recorded in
total, i.e. 1 every 200 ms for 120 seconds. The delay is relative to the first frame. The grey line
represents the mean offset probably due to temperature variations. (b) Histogram distribution
of the delay. The delay noise seems to be Gausssian, distributed from -0.1fs to 0.1fs.
Experimentally, this noise is estimated by analysing the statistical distribution of the
linear time delay, retrieved by the SIM algorithm, as displayed in Fig. 3.7. This result is
from 600 frames over 120 seconds, when both beams go unhindered by the particle. The
variation of the random time delay versus time (Fig. 3.7a) and a histogram (Fig. 3.7b)
are plotted to show the statistics of the noise. It seems to follow a Gaussian distribution
around a slight offset due to temperature drift in the lab. Generally we can assume
temperature equilibrium when measuring the phase difference introduced by the particle
as both measurements are taken at a relatively short time scale. Noted that due to this
linear phase noise, the integration time of the CCD camera also influences the visibility
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of the fringes as it will average over many interferograms at slightly different time delays.
Experimentally, this is visible as if the fringes were shifting vertically and ”tilting” .
3.3.5 Minimizing linear phase noise in phase measurements
In our current work, the spectral phase from the scattering of a resonant particle should
have no constant or linear phase term. Therefore, any DC or linear term arising in the
signal should come from path difference variations. Provided with a sufficiently broad-
band spectrometer, it should be possible to effectively use computational DC filtering
methods to eliminate the random delay between various measurements and obtain the
absolute transmission phase of the particle. However, in our case, the spectrum of the
particle is very broad. Thus, the relatively shorter window of our spectrometer (450 -
1100nm) crops parts of the nanoparticle’s phase. This makes any DC filtering methods
challenging, as a DC or linear term could constitute an actual part of the nanoparticle’s
phase, and should not be filtered out.
Another approach is to minimise any path difference changes by shortening the time
it takes between each pair of measurements (one as a reference and one with the particle
hindering the path of one beam). Since only tiny variations can occur in this time window,
the phase measured should have less linear phase noise. Moreover, this measurement can
be repeated many times so as to build statistics of the nanoparticle’s phase, which includes
the random linear phase noise. A short time between each interferogram, typically less
than 0.6 seconds, due to the integration time and the processing speed of the CCD camera,
ensures that the whole time taken to record the 200 interferograms remains shorter than 2-
3 minutes. There, the temperature is likely to remain constant, which should preserve the
mean value of the statistical distribution of phases. Alternatively, temperature variation
causes some optics to slowly dilate, changing the path difference of the interferometer,
which should manifest as a statistic offset. The random linear time delay variation versus
time (Fig. 3.8a) and a histogram (Fig. 3.8b) are plotted to highlight the statistic of
the noise for measurement over 2-3 minutes. We retrieve a Gaussian distribution around
a mean value, µ = 0.06fs, and a standard deviation, σ = 0.0245fs. Control of the
environment and minimizing time between particle and reference measurements produce
lower noise phase read-out. With this approach, we have plotted the phase of the single
gold disc described in section 3.3.1.
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Figure 3.8 Minimizing the linear phase noise. (a) Delay versus times. 200 frames are
recorded in total during two minutes. Between each frame, the particle is moved in and out of
the beam. The delay is extracted by calculating the phase difference with two adjacent frames
and isolating the DC value of the Fourier transform. (b) Histogram distribution of the delay.
The delay noise seems to be Gaussian - distributed around a central mean value, µ = 0.06fs,
and a variance σ = 0.0275fs. (c) Best estimation of the nanoparticle’s absolute phase using
this approach. The red line is the best fit to a single oscillator model. The shade blue area
represents the variation of the phase for delays ranging from µ− 0.1σ to µ+ 0.1σ.
Note that we initially verified the stability and repeatability of the positioning of the
particle (within 5nm in theory) by the piezo stage. We recorded 200 intensity frames and
calculated the extinction for each pair reference + particle. Since we observed almost
no variations of the extinction, apart from features arising from the natural intensity
variation of the light source, we concluded that the particle is indeed placed at the same
position relatively to the beam spot each time (within 5nm). Therefore, any variations
observed in the phase data should come from the natural variation of the interferometer
path. This approach has enabled SIM to measure near - absolute phase i.e to capture
the phase shift of an optical antenna on a laser beam with almost no linear delay.
3.4 Summary
We have demonstrated a novel method to measure the extinction and phase from indi-
vidual optical nanoantennas by developing a spectrally resolved interferometer integrated
within a microscope, called SIM. With the underlying capability to image spectral and
phase information and limited only by the aberrations and optical coatings of a relatively
simple imaging system, SIM produces low-phase noise readout over a broad spectral range
appropriate for studying both linear and nonlinear ultrafast scattering and absorption
processes in nanoantennas.
Chapter 4
Measuring absorption from
extinction phase using SIM
In this chapter, we investigate the problem of how to optimize the energy transfer between
far field radiation and near field of an optical antenna. Specifically, the contributions of
scattering and absorption, discussed in chapter 2, will be investigated. Absorption is an
important parameter of any nanoantenna because it relates directly to the optical energy
stored in the near field of an optical antenna [69,116] and, therefore how strongly light -
matter interactions may be enhanced [37]. Meanwhile, scattering relates directly to how
strong far field optical radiation can couple to the antenna. In the following, we introduce
a method to extract absorption and scattering that contribute to the total extinction from
the transmission amplitude and phase. We use this method to measure the absorption and
scattering of individual gold disc nano - antennas and reveals the optimum disc diameter
to maximize absorption. This satisfies the critical coupling condition, introduced in
section 2.2.4. We also investigate how light in the near field of an antenna interacts
with surrounding dark resonances, for example, electronic resonances of matter, which
interact extremely weakly with light. To mimic the darker material resonances of matter,
we consider coupling of a dipole disc antenna to a ring antenna that supports dark dipole
- forbidden states. This will illustrate the ability of our technique in assessing light -
matter interactions, mediated by dipole optical antennas.
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4.1 Interferometric detection of scattering and ab-
sorption
Conventional spectroscopy only provides access to amplitude information through inten-
sity measurements, which essentially informs us of the total extinction of a nanoantenna;
the underlying contributions of scattering and absorption are inaccessible. Nonetheless,
nanoantennas induce extinction by the light they scatter and always cause a small phase
shift that can directly be measured in the far field. The SIM technique introduced in
chapter 3 measures both the transmission amplitude and phase of a nanoantenna and
could thus access both extinction and scattering providing all the necessary information
to determine absorption [36,75,117–119].
4.1.1 Deducing absorption from extinction and phase
This section presents a detailed derivation of an absorption retrieval method using the
transmission phase. We have considered in chapter 2 a 1D model of an interaction of a
focussed beam of amplitude, Eo, destructively interfering with the scattering, β+Eoe
iφ(ω),
it causes from a nano-particle, where, β+, is related to the ratio of the cross section and
beam area (see section 2.1.2. The reader should note that the particle’s scattering phase,
φ, is different from the extinction phase, ψ, which is the quantity we can directly access,
i.e. in our case, the phase shift induced by a nanoantenna on an incident laser beam.
The transmission amplitude and scattering fields are related by :
t(ω)eiψ(ω) = 1− β+eiφ(ω) (4.1)
SIM measures the transmittance, T = t2(ω), and the phase, ψ(ω). From Eq. 4.1, the
scattering in the forward direction, S+, is expressed by :
S+ = |1− t(ω)eiψ(ω)|2
= 1− 2
√
T (ω) cos(ψ) + T (ω)
(4.2)
The backward scattering (or reflection), R, is
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R = S− = n3S+, (4.3)
considering the substrate of refractive index, n (see section 2.1.3 for more details). The
absorption, A, is just the remaining energy that has not been either transmitted or
reflected.
A = 1−R− T
= 1− n3 + 2
√
T cos(ψ)− (1 + n3)T
(4.4)
The knowledge of the extinction phase, ψ, only enables to retrieve the coherent part
of scattering that constructively interferes with the incident beam. This quantity does
not include any scattering outside of the numerical aperture of our optical system, any
scattering with a different polarisation compared to the incident beam, or of a different
radiation pattern from a focussed beam. For example, for small (< 150nm diameters
[82]) metallic nanodiscs, light mainly excites linearly polarised dipole resonances, which
closely matches the radiation pattern of a focussed beam. In this case, SIM’s method can
retrieve the scattering and absorption of these nanodiscs. For larger (> 250nm diameters)
nanodics , higher order modes change the shape of the scattering and polarisation [81],
and the method must be upgraded to account for these deviations. SIM can direclty tell
us the forward scattering, but not the absorption since we used a dipole approximation
to relate forward and backward scattering. It is noteworthy that other techniques [75] to
deduce absorption and scattering also rely on similar assumptions about the shape of the
scattering pattern, i.e. the optical theorem (see section 2.1.1).
4.1.2 Absorption of gold nanodiscs in a focussed beam
Let’s now consider a range of gold nanodiscs of varying diameters from 60nm to 270nm,
and a height of 50nm. These diameters are selected to ensure that the nanodisc primar-
ily behaves like a dipole - antenna [82], which exhibits only one main resonance in the
extinction spectra. For ease of fabrication, and for subsequent detection in an optical mi-
croscope, the gold nanodiscs are defined in arrays on a microscope glass slide of thickness
0.14µm. However, the pitch of the particle array of approximately 4 µm ensures that
only a single particle can be illuminated at a time with a near-diffraction limited focus.
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Moreover, the nanoparticles are illuminated from the substrate side to maximize nano
particle extinction.
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Figure 4.1 Measured amplitude and phase of the five gold discs using
SIM. (a) Extinction spectra for discs of diameter from 60 to 270nm and height
of 50nm. (b) Phase shift introduced by the antenna on the focussed beam. Inset
is the phase of a 60nm diameter disc. (c) Amplitude. (d) Phase modelled with
a 1D Abraham - Lorentz oscillator. Grey areas denotes wavelengths for which
the polarisation of our excitation beam is slightly elliptical due to the imperfec-
tion of the achromatic wave plate we used to control the input polarisation (see
section 3.3.2). Please also note that the data around our supercontinuum pump
wavelength of 820nm has been removed, leaving a white blank.
Figure 4.1a and b shows the extinction and phase of the five gold nanodiscs considered
in this work retrieve with SIM. As expected from previous studies on gold discs and
dipoles [69,79–82], we retrieve a characteristic Lorentzian resonance amplitude and phase
shift. As a comparison, figure 4.1c and d plot the amplitude and phase by fitting the
experimental data with an Abraham - Lorentz model1 (see section 2.2.3). The discrepancy
1Parameters for the fits are respectively:
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in the shorter wavelength region arises may arise from chromatic aberrations (see section
2.3) and the imperfection of the polarisation optics (see section 3.3.2).
For increasing diameter sizes, the extinction increases, and the peak resonance red
shifts. This is associated with the changing localized surface plasmon resonance condition
and the increased radiative damping for larger disc diameters (see section 2.2.1). The
novelty of this study is the phase information which is now accessible with SIM, and
seems to agree with the expected variation from the oscillator model (see Fig. 4.1c and
d).
SIM enables us to push this study further and characterises the radiative and non
radiative processes of these nanodiscs. Figure 4.2 shows respectively the absorption (Fig.
4.2.a), the forward scattering (Fig. 4.2.b) and the backward scattering (Fig. 4.2.c) of
the gold nanodiscs. For small discs (<100nm diameters), the non radiative rate, ΓA,
dominates as the contribution of absorption to the total extinction is stronger than the
contribution of scattering. For larger discs, the radiative rate, ΓR, process dominates, and
both the peak absorption and scattering redshift. These phenomenons are explained via
radiation damping [79–83] (see section 2.2.1). In particular, SIM highlights the redshift
of absorption compared to scattering for increasing disc diameters, which seems to agree
with the previous observed trend in these nano - systems [75, 81, 120]. For discs of
intermediate sizes (≈ 150nm), non radiative and radiative processes are balanced (see
Fig. 4.2d). In particular, absorption reaches a maximum of A ≈ 0.244 at 710nm, and is
equal to the scattering. This is the optimum position of critical coupling where ΓR = ΓA.
For this particle, at the peak wavelength, the energy transfer between the far field and
the near field is maximal. The reader should also note the extreme sensitivity of the SIM
method; scattering as low as 0.1 × 10−4 can be detected (see insets of Fig. 4.2a), which
supports the approach to use phase information for scattering measurement.
60 nm discs: 2pic/ω1 = 589nm, Γ1 = 0.534 fs
−1, τ−11 = 0.003 fs
−1;
110 nm discs: 2pic/ω2 = 602nm, Γ2 = 0.3245 fs
−1, τ−12 = 0.0122 fs
−1;
170 nm discs: 2pic/ω3 = 717nm, Γ3 = 0.2855 fs
−1, τ−13 = 0.0606 fs
−1;
225 nm discs: 2pic/ω4 = 805nm, Γ4 = 0.2560 fs
−1, τ−14 = 0.1069 fs
−1;
270 nm discs: 2pic/ω5 = 899nm, Γ5 = 0.2471 fs
−1, τ−15 = 0.1652 fs
−1.
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Figure 4.2 Optical properties of gold nanodiscs of diameters ranging
from 60nm to 270nm. (a) Absorption. (b) Scattering (Forward). (c) Reflec-
tion (Scattering backward). The influence of the substrate has been taken into
account. The black dotted line shows the maximum absorption that has been
experimentally achieved. (d) Critical coupling condition achieved with a 170nm
diameter gold disc at 710nm.
In summary, SIM has highlighted the optimum size of gold disc to couple efficiently
electromagnetic radiation to the antenna. Since the critical coupling window is quite
narrow, one may decide to use larger discs as the absorption remains high across a broader
spectrum. This should give more flexibility in the choice of the excitation wavelength.
However, the reader should note that the measured absorption quantity represents the
proportion of the total electromagnetic energy that is absorbed by the antenna. While
larger discs may have an overall high absorption across the whole spectrum, the near
electric field that controls the interaction of light with matter may be less localized. The
reader should also note that a dipole antenna on a substrate can only absorb up to 25%
of the incident energy. Finally, it is worth mentioning that achieving critical coupling
in diverse spectral regions would require careful antenna design, especially, at longer
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wavelengths, where intrinsic metal absorption has a much weaker effect on light.
4.1.3 Observation of multi polar responses in large antennas
Let’s now complete this study by considering gold discs of diameters above 250nm2. The
extinction amplitude and phase are presented in Fig. 4.3. We should expect from previous
measurements of the extinction spectra of gold discs under plane wave illumination that
the extinction peaks continue red shifting toward longer wavelengths (trend 1 in Fig.
4.3) [82]. However, in our measurement with a focussed beam, the extinction peaks,
shown in Fig. 4.3, stops red shifting for disc diameters above 300nm.
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Figure 4.3 Resonance properties of large gold nanodiscs of diameters
ranging from 60nm to 515nm. (a) Extinction. (b) Phase. For smaller
disc (diameter < 250nm), the extinction peak and phase shift toward longer
wavelengths (trend 1). For larger discs (diameter > 300nm), the extinction peak
stops shifting and a second mode appears near 600 - 650nm, which can be clearly
identified as a sudden phase shift across the wavelength (trend 2).
Moreover, a scan extinction measurement across the focus of our system (not shown
here), which eliminates chromatic aberration artefacts, has shown no apparent resonances
above 1.1µm. This observation seems to underline a fundamental difference between
focussed beam and plane wave illumination that, at the stage of this work, remains
unclear.
A second observation can be made for disc diameters above 300nm; a second extinction
2The extinction and phase information from this section are retrieved by combining two sets of SIM
measurements performed in the visible with a Pixelink CCD camera and, in the near IR, using a Xeva-
1.7-320 IR camera.
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peak appears near 650nm (see Fig. 4.3), which may arise from a second higher order
resonance mode. To support this claim, figure 4.3b shows the phase information retrieved
with SIM. The second mode in disc diameters above 300nm can be clearly seen as a second
phase shift near 600 - 650nm. It is worth noting that SIM phase can clearly detect
coherent radiative resonant modes of an antenna compared to spectroscopy extinction
measurements.
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Figure 4.4 Different regimes of resonances for gold discs including
large discs. Data points are resonant wavelengths of gold discs investigated in
this work. The grey area are wavelengths outside the sensitivity of our spectrom-
eter. Below diameters of 100nm, the resonance wavelength is close to the plasma
resonance wavelength (530nm for gold). For a diameter between 100nm to 250nm,
the resonance wavelength shifts due to radiation damping, and follows a linear
relationship (Dipole condition). For diameter above 300nm, the resonance stop
shifting. This leaves an open question of the difference between focussed beam
and plane wave illuminations.
We have summarized the different regimes by plotting the peak extinction resonance
wavelength versus disc diameters in Fig. 4.4. It seems that the peak extinction wavelength
follows the dipole resonance condition. To support dipole resonances, the disc diameter
scales with half the wavelength. For larger discs, the resonance wavelength stop shifting.
The strange trend in the resonant wavelength for large discs clearly show a difference
between the interaction of an antenna and a focussed beam compared to plane waves.
This is currently an open question, which will be investigated in the future.
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4.2 Measuring the effect of near field interaction on
dipole scattering
This section investigates Fano interference between a dipole antenna and a nearby dark
resonance. Fano interference arises from the destructive interference between a narrow
resonant mode and a continuum of modes [121]. However, in plasmonic systems [42, 99,
122,123], this has been shown to be a good model for the observed interference between a
non radiative (‘dark’) and a radiative (‘bright’) plasmonic modes. This mimics what we
could expect of matter state interacting with a nano - particle. To elucidate the mecanism
of Fano interference, we have used SIM to investigate the scattering and absorption
properties of a dimer consisting of a gold disc placed near a gold ring [98, 124]. Here,
near-field interactions influence far-field extinction through Fano interference. While Fano
interference in plasmonic antennas is believed to result in the enhancement of near-field
effects, such as enhanced second harmonic generation [116,125], no one has been able to
directly assess what occurs at Fano interference in term of absorption. Since absorption is
related to the near electric field, discerning absorption at Fano interference would provide
access to near field information that could directly explain these observations.
4.2.1 Amplitude and phase of a ring - disc dimer
In the ring - disc dimer [98], as described in Fig. 4.5a, external excitation only couples to
bright dipole-like modes of the disc, but the extinction is also influenced by internal non
radiative dark modes of the ring due to its proximity to the disc causing a modulation
of the extinction (see Fig. 4.6a). The dimensions of the dimer are presented in Fig.
4.5b. The disc at D = 200nm diameter is designed to effectively interact with the
focussed beam excitation. The geometry of the ring is chosen to influence the positions
of dark resonances. The 10nm gap between the ring and disc ensures a strong near field
coupling. Coupling to the internal dark modes of the ring can be controlled by the choice
of polarisation (see Fig. 4.6a). With an excitation polarisation aligned with the long axis
of the dimer (x axis), the disc dipolar extinction appears to exhibit Fano interference due
to dark ring modes. Meanwhile, such resonances cannot be observed in the extinction
spectra of either the individual disc or the ring, as shown in Fig. 4.6d.
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Figure 4.5 Characteristic parameters of a ring - disc dimer. (a) Far field
extinction arises from the destructive interference between incident light and scat-
tering from the bright dipole-like modes of the disc, which is also influenced by
internal dark modes of the ring due to its proximity. (b) The structural dimen-
sions of the plasmonic gold dimer studied are: D=230nm, R=400nm, T=60nm,
G=10nm and H=60nm. A SEM picture of the particle is shown in inset (Scale
bar, 200nm).
Figure 4.6a also shows that excitation polarisation along the short axis of the dimer
(y direction) does not lead to Fano interference. The extinction spectrum exhibiting Fano
interference (Fig. 4.6a) appears to agree reasonably well with a simple coupled oscillator
model fit for one bright and two dark modes (see section 2.2.3). The responses of the
bright and dark modes that constitute the modelled extinction are indicated in Fig. 4.6c,
highlighting both their resonance positions and spectral widths. The agreement confirms
the interpretation of Fano interference. However, the phase information from the SIM
technique indicates a number of discrepancies that would be missed, as shown in Fig.
4.6b. The oscillator model agrees on the location of the dark modes but it overestimates
the phase change for bluer wavelengths, and therefore overestimates the proportion of
scattering with respect to absorption. There are a number of possible reasons for this
discrepancy: the strong absorption of gold below 520nm is not included in the oscillator
model; the bright mode of the ring near 550nm is also omitted and there appears to be
a third dark mode near 620nm, which is not apparent in the extinction, but quite clear
in the phase measurement. Nonetheless, it is remarkable that SIM is able to predict,
with reasonable accuracy, the extinction and phase of such a complicated optical nano
- antenna. The reader should note that these measurements do not account for the
correction of chromatic aberrations. In these measurements, the particle position was
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optimized for maximum extinction over the central spectral range 700 - 900nm, where
we should expect Fano interference. Furthermore, our measurement required polarisation
control with an achromatic half wave plate, with a working range of 690 - 1200nm. This
might explain the lower extinction for λ < 600nm (see section 3.3.2 on the g function of
SIM with the half wave plate).
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Figure 4.6 Amplitude and phase of the ring - disc dimer. (a) Extinction
of the ring-disc dimer for various excitation polarisations. The polarisation is
rotated by 20◦ step (red, orange, yellow, green, cyan and blue) from along the
long axis of the dimer (red) to along the short axis of the dimer(blue). The
black line is a best fit of an oscillator model with one bright and two dark modes
(see Eq.2.27). (b) Transmission phase of the dimer for the various excitation
polarisations by 20 ◦ step corresponding to the extinction spectra shown in a.
The phase of the oscillator model fit in a is shown in black. The vertical black
dotted lines indicate the location of the dark modes of the ring. (c) Oscillator
model fit (black) of the extinction data with one bright (orange) and two dark
(cyan) lorentzians. The charge distributions from Lumerical simulation of the
structure at the Fano dips are shown in insets. (d) Extinction for the individual
ring and disc constituents of the dimer. The arrows indicate the location of the
dark modes. Note that saturation of the spectral response near 810nm due to the
supercontinuum light source was removed, leaving a gap in the spectrum.
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In the model fit to the experimental data, the following parameters were used in the
equation 2.27 presented in section 2.2.3:
1: Disc Mode 2pic/ω1 = 821nm, Γ1 = 0.202 fs
−1, τ−11 = 0.134 fs
−1;
2: Ring Mode 2pic/ω2 = 822nm, Γ2 = 0.201 fs
−1, τ−12 = 0 fs
−1, γ12 = 0.9769 fs−1;
3: Ring Mode 2pic/ω3 = 688nm, Γ3 = 0.159 fs
−1, τ−13 = 0 fs
−1, γ13 = 0.6615 fs−1.
4.2.2 Measuring absorption and scattering of a ring - disc dimer
The SIM technique, developped in chapter 3, can discern the proportions of scattering
and absorption from the total extinction spectrum and phase. Figure 4.7a shows the
transmission, reflection (backward scattering) and absorption of the isolated ring-disc
dimer. For completeness, figure 4.7a also shows the scattering in the forward direction.
The most striking observation is the relative strengths of scattering and absorption across
the spectrum. The absorption is relatively sustained while the scattering decreases at
the wavelengths of Fano interference. This suggests that Fano interference cancels the
bright mode’s scattering but introduces additional absorption, as the effect is mediated
by inherently lossy plasmonic dark modes of the ring. This is consistent with the Fano
phenomenon, which provides an increase in transmission that can only be associated
with a decrease in the amount of scattering from the bright modes of the structure
[36, 99, 126]. Moreover, full-wave electromagnetic simulations confirm this result with
remarkable correspondence between the observed trends in extinction, absorption and
scattering, as shown in Fig. 4.7b. Remarkably, the simulations predict the correct trend
in the proportion of absorption relative to the total extinction, with only a slight shift in
magnitude. The discrepancy is due to increased absorptive damping of the nanoantennas,
most likely arising due to a conductive layer used for electron beam lithography (EBL) and
the quality of the deposited gold. This also explains the higher extinction and scattering
found in the numerical simulations. Furthermore, the numerical simulations also confirm
that the increased absorption at Fano interference arises directly from absorption in the
ring and not the disc. Clearly, experiments, numerical simulations and analytical theory
are in agreement and confirm our hypothesis of the role of scattering and absorption in the
Fano interference mechanism. Curiously, while these observations are also found in fano
- active semiconductor nanostructure [126], it is not found in Fano-active nanoantenna
arrays, which show a minimum in absorption at Fano interference [127]. This discrepancy
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could arise from the interference of radiation from nearby antennas in the far field, which
would affect the balance of scattering and absorption at the Fano resonance. It is also
pertinent to note that we clearly see that the proportion of absorption increases greatly
beyond the absorption edge of gold near 520nm, as predicted by the simulation, though
this could also be introduced by experiment (half wave plate, chromatic aberration...).
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Figure 4.7 Transmission, Absorption and Scattering. (a) A plot of trans-
mission, forward scattering with the estimated backward scattering and absorp-
tion of the ring-disc dimer. (b) Simulation of the ring-disc dimer using Comsol:
scattering, absorption and extinction. The absorption of the disc only and the
ring only are also shown to illustrate that peaks in absorption indeed arise from
the near-field excitation of the ring modes.
The interplay of scattering and absorption during Fano interference can be examined
further in Fig. 4.8, which shows the ratio, RA(ω), of absorption compared with all
scattering and loss processes of the dimer, that is,
RA(ω) = A(ω)
A(ω) + S+(ω) + S−(ω)
(4.5)
We clearly see that absorption dominates in the ring-disc system at Fano interference,
which suggests an enhancement in the near-field response of the dimer. Absorption relates
to the near electric field via Poynting’s theorem (as explained at the beginning of this
chapter). Therefore, a higher absorption suggests a near electric field energy. This trend
is also confirmed by the simulation. These findings shed light for the first time on the
interplay of scattering and absorption at Fano interference. While the study here points
to why second harmonic generation is enhanced at Fano interference for example, we
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believe the ability of the technique is to understand and control light - matter interactions
mediated by plasmonic nano- particles better. In this case, plasmonic antennas would
induce extinction and the scattering could be effectively modulated by the electric field
states of nearby matter. This would be an optical switch, regulated by an optical antenna.
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Figure 4.8 Ratio of absorption and scattering. Comparison of the ring-
disc dimer’s transmission with the ratio of absorption to total loss (that is, ab-
sorption, forward and backward scattering). This shows correspondence of the
transmission peaks with the maximal proportions of absorption, supporting the
observation of Fano interference. The shade areas represent the uncertainty due
to the fluctuation of the beam paths (see section 3.3.4)
.
4.2.3 Spatially resolved extinction at Fano interference
Finally, it is worth noting the utility of the microscopy element of SIM. Since SIM uses
a microscope, it can also spatially resolve the extinction response of the metallic nano-
particle to give more information about how the structure is excited. Here we have
scanned in 2D the dimer position relative to the focal spot measuring an extinction
spectrum at each position. The measurement in this case does not show us a near-
field map, but a far-field extinction map of the structure. In these experiments we first
adjusted the particle position relative to the focal spot to optimize for peak extinction
and then scanned along the x and y directions over a total range of 1.5 µm in steps of 20
nm.
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Figure 4.9 Spatially resolved extinction of an individual ring - disc
dimer. Linear scans of extinction when the spot is displaced along (a) the x -
axis toward the ring; (c) the x - axis away from the ring, and (b) and (d) the y -
axis to either side of the particle. (e)and (f) show extinction maps versus position
and wavelength along (e), x - axis, and (f), y - axis. The particle is displaced
over 1.5 µm, 1 µm toward the ring and 0.5 µm away from the ring, with steps of
20 nm. For clarity, only a displacement of 0.5µm toward the ring is shown in (a)
and (e) to highlight the asymmetry of the response due to the presence of the
ring. All the scans are with incident polarisation along the x - direction of the
ring - disc dimer.
Figure 4.9 shows a series of scans of the extinction and two maps of extinction versus
displacement and wavelength. When scanning away from the ring (Fig. 4.9 b, c and d),
66
we can see the same extinction response shape through the scan. Equally, in the case of
the displacement along the y - axis, the map of the extinction versus displacement and
wavelength highlights the symmetry of the Fano dimer. However, when scanning along
the x - axis towards the ring, we observe a different extinction response that diminishes
more slowly and eventually resembles the underlying rings extinction spectrum, as shown
in Fig. 4.9a. This is consistent with the focal spot being very near to the centre of the
ring. Since the ring is very large, the extinction is sustained for larger displacements.
These observations indicate that the optimum extinction occurs when the focal spot is
located over the disc.
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Figure 4.10 Spatially resolved extinction at Fano interference. (a) Ex-
tinction scans for the ring - disc dimer when the ilumination spot is directed
towards the ring. The particle is displaced relatively to the spot over a total
distance of 1.5µm in steps of 20nm. (b) x - y maps of the normalized far-field
extinction at 770nm and 940nm of the ring-disc structure. We have assumed that
the peak extinction at 770nm only arises from the bright dipole mode of the disc
(see Fig. 4.6c). The asymmetry of the plots (a,b) suggests that the dimer is
oriented with the ring at negative displacements
Remarkably, this allowed us to confirm spatially the origin of Fano interference by
accessing the distinct dipole modes of the disc and ring. Since a focussed beam predom-
inantly couples to dipole modes, scanning of the beam relative to a particle’s position
does not modify the spectral positions of the peaks and dips, but merely modifies their
relative magnitudes [73,128]. Following this approach, we generated 2D extinction maps
for certain wavelengths corresponding to the dipole modes of the disc only at, λ=770nm,
and the combination of the disc and ring at, λ=940nm, as shown in Fig. 4.10. The
extinction maps are asymmetric along the x direction since the bright dipole mode of
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the disc is spectrally distinct from those of the ring. The symmetric response along the
y direction allows us to identify the correct orientation of the dimer in the experiment.
However, the extinction map for λ=940nm encompasses an asymmetric region of a similar
size to the entire ring-disc dimer, indicating extinction arising from bright dipolar modes
of both ring and disc, as expected. Meanwhile, the map for λ=770nm has a smaller and
shifted response that suggests extinction originates from just the disc. This confirms the
interpretation of Fano interference of dark ring modes accessed through the dipolar mode
of the disc.
4.3 Summary
We have demonstrated a novel method to extract absorption and scattering from phase
and intensity measurements of extinction from individual optical nanoantennas using our
spectrally resolved interferometer integrated within a microscope, called SIM. Our tech-
nique bypasses the limitations of related approaches that rely on the polarisation beam
path control, making SIM broadly applicable to general nanoantennas. Most importantly,
the interferometry capability of SIM has revealed the distinct contributions of scattering
and absorption to the antenna’s extinction. While our data confirms the various expected
observation on the behaviour of scattering and absorption in gold nanodiscs, it also high-
light that critical coupling can be achieved with a 150nm diameter disc. To understand
more the fundamental interaction of matter state interacting with a nano - particle, we
have used SIM to investigate the scattering and absorption properties of a ring - disc
dimer where near-field interactions influence far-field extinction through Fano interfer-
ence. Here we were able to observe the residual absorption caused by Fano interference,
which has not been observed before in experiments and casts light on the mechanism of
Fano interference in plasmonic nanoantennas. Interestingly, despite Fano interference,
absorptions still remains lower than the optimum limit 25% observed in gold nanodiscs
4.1.2, and predicted by the 1D oscillator model (see section 2.2.4). This confirms that the
electromagnetic energy from the focussed beam can only couple to the dipole localized
surface plasmon (LSP) of the disc, and the LSP of the ring redistributes this energy in
the near field. Therefore, it cannot beat the critical coupling condition of 25%, observed
for simple dipole antennas. This capability of discerning scattering and absorption from
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the total extinction is extremely valuable for the entire gamut of applications exploiting
metallic nanoantennas.
4.4 Contributions
The simulations were conducted by Dr Rupert Oulton using Comsol (commercial finite
element method solver) and by Dr Yannick Sonnefraud and the author using Lumerical
(commercial finite difference time domain solver). Results from both methods are found to
be in general agreement; however, Comsol was more amenable to focussed beam excitation
simulations. Extinction, scattering and absorption, used in Fig. 4.7b, were calculated
from the power flowing through the surfaces of calculation boxes surrounding the ring-
disc structure in Comsol. Focussed beam simulations in Comsol assumed a Gaussian
beam launched within the substrate with a beam waist, w0 = λnpiθ = λ/3.23, where,
θ, is the beam divergence angle corresponding to, NA=0.95, to match the experimental
conditions. The charge distributions, shown in Fig. 4.6, were obtained by evaluating
Poisson’s equation from the complex fields extracted from the simulation in the vicinity
of the top surface of the structure in Lumerical. The dielectric permittivity of gold is
based on Johnson and Christy data [129]
Chapter 5
Linearly polarised dipole second
harmonic generation from
nano-antennas by controlling their
radiation phase
In the previous chapters, we have seen the importance of controlling the balance of scat-
tering and absorption to improve the coupling of far field radiation to the near field of
optical antennas. In this chapter, we study the reverse problem of extracting energy from
the near field to the far field. We look at coherent light generation in the near field via
the nonlinear process of second harmonic generation. This is distinct from the emission of
light from a spontaneous emitter placed near an antenna, which is an incoherent process
studied a lot in the literature. Here, we are going to explore a microscopic interpretation
of SHG by investigating nano-antennas incorporating simple resonant elements tuned
to light at both ω and 2ω. We show that multiple 2ω-elements can significantly mod-
ify the linear polarisation and dipolar scattering pattern of SHG emission compared to
those with a single 2ω-element. This is confirmed by direct measurement of SHG in the
back focal plane of isolated nano-antennas in a variety of configurations. We find that
dipolar SHG emission is activated when the 2ω-elements are positioned in a non-centro-
symmetric configuration, which, from a microscopic perspective, allows them to radiate
SHG in phase. The centro-symmetric configuration generates out-of-phase dipole emis-
sion, leaving a weaker quadrupole remnant. Metamaterials with intra-antenna as well as
external phase-matching could enable compact nonlinear photonic nanotechnologies.
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5.1 Nonlinear optics in metallic nanostructures
5.1.1 Origin of a second order nonlinearity in metal antennas
Nonlinear phenomena are central to modern photonics; e.g., second harmonic genera-
tion (SHG) enables diversely coloured lasers by doubling light’s frequency. Since natural
materials are weakly nonlinear, efficient SHG requires optically thick and specifically
oriented crystals that phase-match energy exchange between light at initial, ω, and fi-
nal, 2ω, frequencies. Recently, metamaterials imbued with artificial nonlinearity from
their constituent nano-antennas have generated excitement by opening the possibility
of wavelength-scale nonlinear optics. Metallic nano-antennas [37], so-called meta-atoms,
are the building blocks of such metamaterials that boast unusual linear [9, 41] and non-
linear [43, 130] characteristics not observed in natural materials. Recently, nonlinear
metamaterials have generated considerable excitement; while nonlinear effects in natural
materials must gradually accumulate weak nonlinearity across macroscopic crystal dimen-
sions, a small volume of metamaterial [131, 132], and even isolated antennas [133, 134],
can create a surprisingly strong effect. This capability stems from additional nanoscopic
degrees of freedom that include couplings between the constituent nanoparticles within
antennas or between antennas and material resonances [131–135]. Metamaterials with tai-
lored nonlinear responses look set to provide exceptional flexibility in applications such
as super-resolution imaging [136], efficient frequency conversion [137], optical switching
and coherent optical control at the nanoscale [138,139].
Second harmonic generation (SHG) from metal nano-antennas is a particularly inter-
esting effect as metals belong to a class of materials with symmetry-forbidden even order
nonlinearity. Although it has been known for some time that the broken symmetry of a
metals surface produces a second order nonlinear response resonant metal nanoparticles
can significantly enhance SHG using a number of additional techniques [140,141], for ex-
ample: exploiting enhanced absorption at Fano resonances [36,116,142] (see also chapter
4); breaking macroscopic symmetry with the nano-antennas own geometry [55,143–146];
in-plane external phase matching of antenna arrays to direct and focus SHG [131, 132];
and designing antennas with coupled nanoparticles that are resonant at both pump and
SHG frequencies [55,147–150].
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5.1.2 Explaining SHG in a series of test optical antennas
In this work, we examine the importance of the nano-antenna configuration on the qual-
ity of the SHG’s polarisation and emission pattern. For the versatility of SHG collection
and exploitation in various applications, highly linearly polarised dipole-like emission is
optimal. Each nano-antenna in our investigation consists of a single ω-particle (bar) and
a number of 2ω-particles (discs) tuned to the pump and second harmonic frequencies,
respectively, as shown by the SEMs from Fig. 5.1a. Using these constituent particles
in different configurations, with and without centro-symmetry, we show how to activate
and deactivate the nano-antenna’s dipole SHG emission pattern. Importantly, this shows
that the location of each 2ω-particle relative to the ω-particle determines its radiation
phase at the second harmonic frequency. This concept will be subsequently referred to
as intra-antenna phase matching. When positioned in a non centro-symmetric arrange-
ment, multiple 2ω-particles constructively interfere with each other so as to generate
a linearly polarised and bright dipole SHG emission pattern (left nano-antenna in Fig.
5.1b). However, in a centro-symmetric configuration, the multiple 2ω-particles destruc-
tively interfere with each other leaving only a dark remnant of quadrupole scattering at
the second harmonic frequency (right antenna in Fig. 5.1b). Here the symmetry of the
antenna is primarily chosen to influence the radiative properties and directionality of the
internal particles at 2ω in response to the driving nonlinear polarisation.
We directly confirm this, by measuring the emission patterns of individual nano-
antennas in the back focal plane, which are distinctive for the various configurations
considered. This work shows that in each investigated nano-antenna the bar element
drives the nonlinear polarisation while the disc elements provide the means to efficiently
radiate SHG. In this sense, the 2ω-elements probe the phase of the bar’s nonlinear po-
larisation. It should be emphasized that this microscopic view-point provides additional
detail on the properties of SHG radiation, beyond arguments of antenna symmetry. We
investigate five different nanostructures (CI-CV) (see Fig. 5.1a). Configurations CI and
CII re-examine the concept of incorporating multiple harmonic resonances to boost SHG
emission as considered in previous work [55,146–150]. Configuration CIII shows not only
how to improve the polarisation and dipole like emission patterns compared to CI and
CII, but also highlights intra-antenna phase matching. This is in contrast to CIV, which
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cancels dipole like emission as it is forbidden in centro-symmetric antennas. Configura-
tion V applies the concept of intra-antenna phase matching to further improve the SHG
radiation efficiency beyond CIII.
CI CIII CIV CVCII
a
b
Figure 5.1 Illustration of SHG interference in multi-resonant gold
nano-antennas. (a) SEM of the test antennas. The geometry of each an-
tenna will help us to understand the origin of SHG. Configuration I is our bar
antenna as reference. Configuration II will reproduce the classic double - resonant
antenna. Configuration III, IV and V are novel designs to reveal the impact of
the radiation phase of the 2ω - particles (discs) relative to the ω - particle (bar).
Configuration V should confirm our insights. (b) The image shows two of the
antenna configurations investigated. The antennas are initially excited through
a bar shaped particle (ω-particle). The two disc particles (2ω-particles) in the
antenna on the left radiate in phase leading to bright and directional SHG. Mean-
while, the antenna on the right suppresses SHG normal to the substrate surface
as its 2ω-particles radiate out of phase
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5.2 Linear characterisation of test antennas
5.2.1 Experimental set - up and calibration
For the nonlinear SHG measurements, the structure is pumped by nominally, >200 fs,
pulses at 1500 nm, generated by the signal from a Coherent-APE Chameleon OPO,
pumped by a Coherent Chameleon Ultra II. The laser is filtered by a 1000nm cut off
long pass filter (FELH1000 from Thorlabs) to suppress any lower wavelengths from the
oscillator. A dichroic mirror (DMLP1180) selectively transmits (T=95%) the 1500 nm
pump onto the sample and reflects (R=95%) the emitted SHG toward the entrance slit
of a spectrometer (Acton2300) with a detection efficiency of 28%.
LPVIS100-MP2
FB750-10
FELS1000
x40
0.60
Sample
Ti:Sapphire 
(Chameleon Ultra
 II + Compact OPO 
80MHz, 200fs)
CCD Camera
Spectrometer 
(Acton 2300) 
Pump = 1500nm
SHG = 750nm
DMLP1180
AHWP05M-980
FELH1000
Figure 5.2 Experimental setup for nonlinear measurements. The sec-
ond harmonic response from individual optical antennas is generated by focusing
a tunable pulsed Ti:Sapphire laser delivering 200 fs pulses at 80 MHz repetition
rate with Nikon S Plan Fluor ELWD 40X 0.6 NA microscope objective. The
optical antenna acts as a nonlinear element that converts the input signal at a
frequency ω into an output signal at the second harmonic 2ω. The collected
backward-emitted signal at 2ω is reflected by a dichroic mirror (DMLP1180) to
an Acton 2300 Spectrometer. After the sample, the pump is rejected by 1000nm
cut off short pass (FESH1000) and 750nm bandpass filters (FB750-10, T=60%).
After the sample, the pump is rejected by 1000nm cut off short pass (FESH1000) and
750nm bandpass filters (Fb750-10, T=60%). A lens is placed before the spectrometer
to focus the SHG light onto the slit. For all our measurement, our microscope objective
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is a Nikon S Plan Fluor ELWD 40X 0.6NA (T1500=30%, T750 = 84%). The NA of
our objective allows us to collect about 26% of any uniform forward surface scattering
(approximately 2.8 times more light is scattered backward in the substrate [67]). The
input polarisation of the pump is rotated via an achromatic half- wave plate (AHWP05M-
980), with a range of 1100 - 2000nm. The output polarisation of the SHG is selected
via a linear polariser (LPVIS100-MP2), which has an extinction ratio of 106 at 750nm
(T750=78%). Three extra lenses were included in the beam paths (T=64%): two lenses
to correct for chromatic aberrations (the one shown in Fig. 5.2) and one lens (not shown)
to image the back focal plane. To maintain consistency, our intensity and back focal
plane measurements were done within the same set-up. In all of our measurements,
we used pump powers below the damage threshold of the antennas (≈ 10 mW average
power). Given the transmittance of the various components of our optical set-up, the
SHG detection efficiency is estimated to be 0.6% (see appendix D).
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Figure 5.3 Calibration data to correct for the polarisation transmis-
sion sensitivity of our entire optical system. Laser pulses at 750nm were
transmitted through our optics. The peak counts for both the zero and first or-
ders of our spectrometer are recorded for every 10◦ rotation of a linear analyzer
and a constant input laser reference power.
Since our optics (lenses + grating of our spectrometer) are polarisation sensitive, we
calibrate our system to account for deviation in power when measuring different states
of polarisations. Figure 5.3 shows the SHG total integrated counts as measured on our
spectrometer at the zero and first orders, for every 10◦ rotation of a linear analyzer and for
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a constant input laser power, measured with a power meter. As the polariser rotates, the
peak counts change due to the polarisation sensitivity of the reflection and transmission
at each interface of our optical systems including the spectrometer’s grating. All of our
data presented in this work have therefore been corrected for these systematics errors.
5.2.2 Linear antenna properties
In order to fully explore the variations in SHG between the various nano-antennas inves-
tigated, we have measured their linear extinction spectra as well as their intensities , their
polarisation and radiation patterns at the second harmonic frequency. To observe SHG
in our experiments, we illuminate a single isolated nano-antenna with a near diffraction
limited spot at a wavelength of 1500 nm and filter the reflected light to select only the
second harmonic wavelength at 750 nm. The choice to measure SHG from individual
nano-antennas allows us to unambiguously assess the shape of the radiation pattern and
the polarisation. Figures 5.4b and 5.4c show the linear extinction spectra of the various
nano-antenna configurations under consideration (Fig. 5.4a). The antennas were de-
signed to be doubly resonant to enhance SHG. An ω-particle is resonant near the pump
wavelength of 1500 nm and due to its bar shape only scatters the pump beam when it is
polarised along the x - direction. Meanwhile 2ω-particles, resonant near 750 nm, are discs
and may scatter SHG with an arbitrary polarisation dependent upon their coupling with
the bar. Indeed, Figs. 5.4d and 5.4e show that the strongest SHG signal from doubly
resonant configurations emerges along the y-direction, perpendicular the pump. Since
y-polarised SHG is dominant in the doubly resonant antennas, yet weakest for the bar
alone (CI in Fig. 5.4d), we can confirm the role of the 2ω-particles in promoting SHG.
Meanwhile, x-polarised SHG is strongest from the bar antenna with a suppressed re-
sponse in the doubly resonant antennas. We note that SHG decreases by over 3 orders of
magnitude for a y-polarised pump perpendicular to the bar (not shown here), confirming
the pivotal role of the antennas in producing SHG. The importance of antenna symmetry
is apparent when comparing the larger signal from CII, CIII and CV with that of CI
and CIV, shown in Fig. 5.4d. Remarkably, even the CII nano-antenna with only a single
2ω-particle has a 2-fold improved response over CIV. It is noteworthy to notice that CIV
has a distinctive distribution of SHG in the x and y polarisation compared to the bar
alone, CI, even though they are both centro-symmetric. Morever, CIV has a suppressed
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response along the x polarisation despite the fact that its total intensity is stronger than
CI.
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Figure 5.4 Linear extinction spectra and SHG of multi-resonant gold
nano-antennas. (a) shows the five antenna configuration (CI-CV) considered in
this work. Dimensions of bars are 340x80x40 nm in x, y and z, respectively, while
discs are the same thickness with diameters of 160 nm. The gaps between the
discs and the bar are 20 nm for all cases. (b) and (c) show the measured (broken
colour lines) and simulated (solid black lines) extinction spectra for light incident
parallel (x - axis) and perpendicular (y - axis) to the bar-particle, respectively.
(d) and (e) show the measured SHG signals from the five configuration for a
pump polarised along the bar. The emitted SHG is strongest perpendicular to
the bar d compared to parallel to the bar e. The data have been calibrated to
take into account the polarisation sensitivity of the spectrometer.
Symmetry arguments alone cannot provide insight into such observations, which is
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why a microscopic point of view is warranted. We propose that the distribution of SHG
into the x or y polarisation observed here stems from the way light is scattered at the
second harmonic frequency. The phase of the nonlinear polarisation in the bar must
determine the scattering phase of 2ω-particles within a nano-antenna and thus the SHG
radiation pattern and polarisation. While numerous works have considered SHG in doubly
resonant nano-antennas [55,146–150], configurations involving multiple 2ω-particles have
not been examined before, yet could be important for creating an effective nonlinear
response.
It could be argued that the origin of these intensity differences could come from ei-
ther the detuning of the overall resonance of the structure at 1500nm, which changes
the coupling strength between the laser beam and the bar, or tiny variations in the gaps
between these nano-structures, which change the coupling strength between the bar and
the disc [145], both can change the total intensities. However, first, repeated measure-
ments over multiple nano-antennas and from various samples showed systematically the
observed trend between CI, CIV against CII against CIII and CV. This is partly be-
cause we have used 20 nm gaps between particles, which has a high reproducibility in
nanofabrication between particles. Essentially, the variations in SHG intensity due to
gap variations were minor in comparison to the variations observed due to the different
configurations used. We can concede that pumping the nanostructure detuned from its
main resonance may drastically change the overall SHG intensities, and we will leave
this interesting study for further works. At the moment, we will unequivocally show the
effect of the scattering phase of these nano - particles by measuring the radiation pattern
and polarisation of these nanostructures. It should be expected that, in a non centro
symmetric configuration (CII, CIII and CV), dipole SHG are authorised, which causes
SHG to be radiated via dipolar modes. In a centro symmetric configuration, dipole SHG
are forbidden, which causes SHG to be mainly radiated from quadrupolar modes. These
modes are weaker than dipolar modes, and, moreover, given the NA of our microscopy
system, less light is collected from these centro - configuration structures. That is very
likely to explain the difference in intensities. It is important to reappraise that the goal of
this work is not to fabricate the brightest structure, but to understand the physics behind
the observed radiation pattern of SHG. For this, we introduce the concept of internal -
phase matching.
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5.3 Polarisation and direction of SHG in test anten-
nas CI - CIV
5.3.1 CI and CII antennas
Let us now consider in more detail the characteristics of SHG emission from the various
nano-antenna configurations. Firstly, we consider the simplest CI and CII geometries,
where other works on doubly resonant nano-antennas for SHG have left-off [55,147–150].
Figures 5.5a and 5.5b show the direction of emission in the back focal plane (BFP) of our
microscope.
a
c d
b
30
60
-90
-60
-30
0
90
30
60
-90
-60
-30
0
90
200 400
800
400
600
30
210
60
240
90 270
120
300
150
330
180
0 30
210
60
240
90 270
120
300
150
330
180
0
ESHG 
ESHG ESHG 
ESHG 
EPUMP EPUMP
CI CII
Figure 5.5 SHG radiation pattern and polarisation for nano-antennas
CI and CII. (a) and (b) show the direction of SHG emission for CI and CII,
respectively measured in the back focal plane of our microscope. Dots are the
smoothened experimental line-scan data from the back focal plane images and
solid lines are the best fit to a multi-pole model (see appendix C for the full
modelled back focal plane). (c) and (d) show the emission polarisation for CI
and CII, respectively. Units are photons per second at the peak of the spectral
distribution. (×200 for total photons per second).
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We can see that the bar antenna’s (CI) SHG is from a dark quadrupole-like mode (Fig.
5.5a). Since the linear polarisability of this particle is along the x-direction, negligible
y-polarised SHG is evident. For CII including a single 2ω-particle, a brighter dipole like
response emerges (Fig. 5.5b) on top of the dark quadrupole response of the bar. The
bright emission is of a similar strength as the dark emission as it changes completely
the polarisation of SHG observed in the far field, as shown in Figs. 5.5c and 5.5d.
Meanwhile, the total dark emission is about the same in both CI and CII, as shown in
Fig. 5.4e, explaining the doubling of CII’s SHG signal. Since much of the dark emission is
inaccessible at normal incidence [151], the main advantage of the 2ω-particle is to increase
the directionality of SHG.
5.3.2 CIII and CIV antennas
We now consider geometries CIII and CIV with two 2ω-particles (CIII and CIV) show
in Fig. 5.6. Here CIII has 2ω-particles on the same side of the bar, while CIV has them
arranged on opposite sides. In the case of CIII (Fig. 5.6a), y-polarised dipole emission
apparently constructively interferes to create brighter and more directional emission nor-
mal to the sample surface. Meanwhile, dipole emission is completely cancelled in CIV
(Fig. 5.6b) as both x and y polarisations have a dark response. This suggests that the
2ω-particles in CIV scatter SHG out of phase leading to a 4-fold suppression of SHG
compared to CIII. Differences between these nano-antennas also show up clearly in the
polarisation response (Figs. 4c and 4d). While CIII is highly y-polarised from the dom-
inant bright SHG from the 2ω-particles (Fig. 5.6c), CIV has no preferred polarisation
with comparable x and y polarised dark emission (Fig. 5.6d). Due to centro-symmetry
the dipole emission from CIV is clearly dipole forbidden. This is equivalent to the fact
that each 2ω dipole is out of phase.
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Figure 5.6 SHG directionality and polarisation for nano-antennas CIII
and CIV incorporating two 2ω-particles. (a) and (b) show the direction of
SHG emission for CIII and CIV, respectively measured in the back focal plane
of our microscope. Dots are the smoothed experimental line-scan data from the
back focal plane images and solid lines are the best fit to a multi-pole model (see
appendix C for the full modelled back focal plane). (c) and (d) show the emission
polarisation for CIII and CIV, respectively. Units are photons per second at the
peak of the spectral distribution. (×200 for total photons per second).
5.3.3 CV antenna
For completeness, figure 5.7 shows the back focal plane and polarisation of the antenna
CV. As we are going to elucidate later, this configuration should be optimal as all the
discs radiate in phase. This can be deduced from the dipole radiation pattern at the back
focal plane (see Fig. 5.7a) and the distinct polarisation along the y - axis (see Fig. 5.7b).
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Figure 5.7 SHG radiation pattern and polarisation for the nano-
antenna CV. (a) Direction of SHG emission measured in the back focal plane
of our microscope. Dark/bright mode emission is clearly visible for SHG paral-
lel/perpendicular polarisations, respectively, confirming the enhancement of this
nano-antenna using nonlinear surface polarisation - phase. (b) SHG Polarisation
for the bright CII, CIII and CV configurations. Output SHG is mainly y - po-
larised due to the strong SHG scattered via in-phase coupling to the dipole mode
of the nanodiscs. Dots are experimental values and solid lines are the best fit
to one linear polarisation P = a cos(θ)2 for CI, CIV and CV or two orthogonal
linear polarisations for CII and CIII (P = a cos(θ)2 + b sin(θ)2).
5.3.4 Fitting parameters for the polarisation of test antennas
The polarisation of the SHG emitted from the nano-antenna showed in Fig. 5.5 and Fig.
5.6 are measured by relating the intensity (SHG peak photon counts) versus the angle of
polarisation.
a b f Polarisation 
CI 3.12e+003 0 34.80 Linear 
CII 5.09e+003 3.04e+003 -37.28 Elliptical 
CIII 1.00e+004 0 -50.33 Linear 
CIV 2.09e+003 1.90e+003 106.32 Elliptical 
CV 1.46e+004 0 -57.61 Linear 
Figure 5.8 Fitting parameters for the polarisation of the five nano-
antennas. The polarisation of structure CI, CIII and CV are linearly polarised
due to a strong dipole remaining from the interaction of all the discs.
We rotate a linear polariser by 10◦ increments and measure the intensity spectra at
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each step. The intensity follows Malus’ Law, a cos(θ)2, for light emitted by a dipole. Any
state of polarisation can be described as a sum of two orthogonal linear polarisations.
Here, we fit the polarisation of each antenna assuming Malus’ law for two orthogonal
linear polarisation: a cos(θ − φ)2 + b sin(θ − φ)2, where a and b are amplitudes of each
orthogonal mode and, φ, a phase difference term to account for an offset.
5.4 Modelling SHG polarisation and direction
5.4.1 Multi - dipole model of second harmonic polarisation and
direction
In order to gain a deeper understanding of the microscopic view-point for nano-antennas
CIII and CIV, we have modelled the emission of SHG using a multiple dipole model
to reproduce their observed back focal plane emission patterns. The fitting parameters
required include the dipole orientations as well as their relative phases and amplitudes.
The three discs are represented by three dipoles of polarisation vectors pn, n ∈ {1, 2, 3},
at respective positions, an, from the origin, oscillating with a phase, ψn. The bar is
represented by the destructive interference of two identical dipoles, (p4,ψ4,a4), (p5,ψ5,a5),
such as, |p4| = |p5|, ψ5−ψ4 = pi and, k|a5−a4|  1 (see appendix C for further details).
The back focal plane observed is the result of constructive and destructive interference
between the dipole modes of the discs and the quadrupole mode of the bar.
Under the electric dipole approximation, the polarisation vector, pT, of our test an-
tennas can be modelled by :
pT =
3∑
n=1
pne
iψne−ik.an + p4eiψ4e−ik.a4
(
1− e−ik.(a5−a4)
)
(5.1)
and the angular distribution of the average power, dP
dΩ
, is given by:
dP
dΩ
=
1
4pio
ck4
8pi
|ˆr× pT × rˆ|2 (5.2)
Since our back focal planes were measured for x - polarisation or y - polarisation,
we resolve the dipole orientation of the nanostructure along the x and y direction, and
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performed separate fits to the experimental data.
Figure 5.9 Analytical modelisation of the back focal plane (NA=0.6)
for our four configurations (CI to CIV) using the above dipole model.
(a) CI is modelled by a quadrupole. (b) CII is a combination of one dipole
(disc) and 1 quadrupole (bar). (c) CIII is modelled by two dipoles in phase
(discs) and one quadrupole(bar). (d) CIV is two dipoles out of phase (discs) and
one quadrupole (bar). The back focal plane maps were generated in Matlab by
projecting the 3D radiation pattern of each configuration expressed in spherical
coordinate into a 2D polar coordinate plane, selecting only the angle within the
NA of our microscope objective.
The center of the bar is defined as the origin of our coordinate system. Figure 5.9
summarizes the result for the four configuration CI to CIV. From this model, we can
make two observations: firstly, the geometric phase terms e−i(k.an) explains the observed
rotations of quadurpolar SHG emission in the back focal plane for the structures CII
and CIV due to the destructive interference of the dipole modes of the disc with the
quadrupole mode of the bar. Secondly, the phase term, eiψn , depends on the dephasing of
the disc that couples to the nonlinear driving field of the bar via Fano interference, which
we are going to investigate in further research. Finally, the orientation of the dipole of
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the disc is linked to the nonlinear surface charge polarisation of the bar. For instance, in
configuration CIII, the dipole modes of the disc are orientated along the same direction,
therefore, they radiate in phase, which produces constructive interference in the far field.
However, in configuration CIV, the two discs are orientated in the opposite direction.
Therefore, they radiate out - of - phase, which produces destructive interferences; hence
a dark quadrupole. It is using this multi - dipole model that we have predicted the dipoles
orientation shown in Figs. 5.10e and f, in the following section so as to explain the back
focal plane observed.
Therefore the characteristics of a nano-antenna’s SHG can be determined by a straight-
forward consideration of the symmetries of the various modes at 2ω.
5.4.2 Electromagnetic simulation of the nonlinear surface charge
polarisation
To support our simple analytical model, we have simulated the electromagnetic fields
at the ω and 2ω resonances for the two configuration III and CIV, shown in Fig. 5.10
using linear simulations of the electric field at 2ω and calculation of nonlinear surface
polarisation vector, Pi(2ω), within the metal described by the following tensor equation:
Pi(2ω) =
∑
j,k
χ2i,j,kEj(ω)Ek(ω) (5.3)
In metals, a second-order nonlinear response is known to arise from a metals surface [152,
153], with non-zero second order susceptibility components, χ2( ⊥ ) = χ
2
( ⊥), χ
2
(⊥ ) and
χ2(⊥⊥⊥). Here we used the experimental values from Wang et al [154]. Our numerical study
evaluates the corresponding nonlinear polarisation charge density, σ(2ω) = R{P⊥(2ω)}
on the upper metal surface of the particles, allowing a simplified calculation using only the
linear fields from FDTD simulations, σ(2ω) = R{χ2⊥⊥⊥}E⊥(ω)E⊥(ω). We also confirmed
that the volume contribution, using the hydrodynamic model [152, 153] is considerably
weaker.
Figures 5.10a and 5.10b show the distribution of the nonlinear surface charge, σ(2ω),
on the top air-gold interface of configurations CIII and CIV, respectively. The reader will
note that, σ(2ω), is symmetric and localized mainly at the bar interface of each antenna,
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where the electromagnetic field at ω is resonant. The strength of SHG into a given mode
of an antenna depends how the σ(2ω) nonlinear source distribution couples to the mode’s
linear field distribution. For example, the modes of antennas CIII and CIV from our
simulation of the extinction at 2ω in Fig. 5.4c, are shown in Figs. 5.10c and 5.10d,
respectively, in terms of their linear charge distributions, c(2ω). Since these modes cause
observable normal incidence extinction, they are bright dipole-active modes of the two
configurations. Bright SHG from CIII is possible because σ(2ω) (Fig. 5.10a) and c(2ω)
(Fig. 5.10c) are both symmetric allowing effective coupling. Indeed, c(2ω) of this mode
concurs with the simulated multi-pole positions (see Fig. 5.9c) and orientations (Fig.
5.10e) that generate the correct back focal plane response seen in Fig. 5.6a. Along the y-
polarisation, the two dipoles are in phase leading to constructive interference. Moreover,
for the x-polarisation the two dipoles are out of phase and interfere destructively with the
quadrupole to reduce the bar’s SHG emission, which is consistent with our observations
in Figs. 5.4d and 5.4e.
In the case of CIV, the bright mode (Fig. 5.10d) that causes extinction at 2ω is asym-
metric and so may only weakly emit SHG as the nonlinear surface charge is symmetric
(Fig. 5.10b). This concurs with the simulated multi-pole positions (see Fig. 5.9d) and
orientations (see Fig. 5.10f) show for the CIV antenna that has generated the correct
back focal plane response seen in Fig. 5.6b. The corresponding charge distribution is now
symmetric and would indeed couple to σ(2ω) effectively. Consequently along both x and y
polarisations, the two dipoles are out of phase allowing only the observed quadrupole-like
emission.
It is noteworthy that both of the modes of CIII and CIV that emit SHG comprise of
disc modes coupled to the second order mode of the bar, which we know produces the
quadrupolar SHG of antenna CI (Fig. 5.5a). Clearly, the characteristics of an antenna’s
SHG can be determined by a straightforward consideration of the symmetries of nonlinear
and linear surface charge distributions at 2ω. It is also pertinent to point out that our
simulations based on an unphysical bulk second order susceptibility do not identify the
correct SHG emission modes observed experimentally.
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Figure 5.10 Electromagnetic simulations of the nonlinear polarisation
and bright scattering modes at 2ω. (a) and (b) show the nonlinear surface
charge, σ(2ω), on the air- gold interface generated by the bar particle resonance
at ω for CIII and CIV, respectively. σ(2ω) being the source of SHG, couples to
modes of the antennas at 2ω. (c) and (d) show the linear charge distribution,
c(2ω), of the bright antenna modes near the peak extinction at 2ω in Fig. 5.1c for
CIII and CIV, respectively. The relative symmetry of c(2ω) and σ(2ω) determines
the strength of dipole-active SHG emission. (e) and (f), show schematically the
linear charge distributions of modes that dominantly couple to σ(2ω), which have
been confirmed by a multi-pole model (see section 5.4.1) . φ is the angle between
the y axis and the disc polarisation as predicted by the model.
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5.5 Summary
The optimum arrangement of 2ω-particles around the bar requires a matching of the
scattering phase determined by the nonlinear surface polarisation, which is the source
of SHG. To test this we explored the possibility to improve upon the two 2ω-particle
nano-antenna by adding a third disc. In this case the third 2ω-particle should be placed
on the opposite side of the bar from the other two so as to ensure the disc dipoles are
aligned and emit in phase. This produces the configuration CV, which we already know
to be optimal as shown in Fig. 5.4d. Presumably, all the discs modes are in phase and
the polarisation is linearly orientate perpendicular to the bar.
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Figure 5.11 Contribution of bright and dark modes to the total SHG
emission for the five nano-antennas considered in this work. Addition of
single 2ω-particle (CI) increases the proportion of dipolar bright emission. Mul-
tiple 2ω-particles increase bright emission further, but only in the phase matched
configurations (CIII and CV). Notably, configurations with multiple 2ω-particles
also reduce dark mode SHG relative to the bar nano-antenna (CI) due to resid-
ual out of phase dipole components along the x-direction (along the bar). Units
are photons per second at the peak of the spectral distribution. (×200 for total
photons per second).
Figure 5.11 summarises these results by showing the bright and dark contributions
from all of the nano-antennas investigated in this work. Again, the variation in peak SHG
emission of the various nano-antennas is well reproduced both for different samples of
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nano-antennas and different nano-antennas of a single sample with the same lithographic
exposure. However, the ratios of bright to dark emission from each configuration remains
constant, providing the various particles do not touch.
In this article we have introduced a range of multi-resonant nano-antenna config-
urations that expose an intra-antenna phase matching mechanism of SHG. In order to
maximise SHG it is important to ensure a phase matching of the nano-antenna’s resonant
elements to ensure dipolar directional emission with a well-defined polarisation. While
this seems to be equivalent to requiring a non centro-symmetric antenna, this is not a
general rule, as the performances of the various nano-antennas investigated are clearly
different. Furthermore, even the two centro-symmetric antennas investigated showed dis-
tinctive behaviour. The efficiency of SHG for a single nano-antenna of configuration
CV (SHG signal of 720,000 photons per seconds without an analyser) was found to be
ηSHG > 10
−7 W−1, corresponding to an effective |χ2eff | > 40 pm.V −1. We envisage that
arrays of such multi-resonant nano-antennas internally and externally phase matched
could allow highly effective exploitation of designer second order nonlinear optical pro-
cesses within compact device settings.
5.6 Contributions
5.6.1 Antenna nano fabrication
Antennas were fabricated by electron beam lithography on a fused silica substrate1. First
the substrate was coated with a positive resist (PMMA) and was baked at ≈ 180◦ C for
120 seconds. Then antennas were defined by an electron beam exposure, followed by
a development procedure. Subsequently, a 1.5 nm thick Cr film was deposited by e-
beam evaporation on the substrate (to increase the Au adhesion) followed by 40 nm Au
film. Lift-off and Oxygen plasma were the last steps of fabrication. Linear spectroscopic
characterizations of the fabricated nanoparticle arrays were carried out with a Bruker
Hyperion 2000 Fourier transform infrared (FTIR) microscope installed with a 36 ×, NA
= 0.5 objective. The extinction (1 - transmission) spectra were obtained by normalizing
the transmittance curve from an array-encapsulated area with a reference spectrum taken
1The antenna presented in this work has been fabricated by Dr Mohsen Rahmani.
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from a bare area in close proximity to the array. Spectra were obtained in the ranges
500-1000 nm and 1100-2000 nm using a silicon nitrogen cooled detectors.
5.6.2 Numerical simulation
Three-dimensional linear electromagnetic simulations of the individual antennas were per-
formed using the finite-difference-time-domain (FDTD) method 2. In order to calculate
extinction cross-sections of the studied antennas, we used Lumerical FDTD code to calcu-
late their scattering, absorption and extinction. The dielectric functions of Au and SiO2
used in the linear simulations were extracted from the data of Johnson and Christy [129]
and Palik [155], respectively. The substrate was taken into account in our simulations.
2The lumerical simulations were done by Dr. Mohsen Rahmani (main contributor) and Dr. Miguel
Navarro-Ca (second contributor).
Chapter 6
Validity of the Rayleigh - Gans -
Debye - Born Approximation
In the previous chapters, we have studied a novel method of measuring the scattering
and absorption of individual optical antennas via the transmission - phase. This work
was possible due to the commonly accepted Rayleigh - Gans - Debye - Born (RGDB)
approximation [69, 156–159], where we assumed that the scattered field is related to
the incident field at the position of the antenna (see chapter 2). Yet, in theory, this
approximation is only valid on the condition of weak scattering. From the work presented
in the previous chapters, this is clearly not the case for an antenna in a focussed beam.
This chapter investigates the validity of this approximation in the case of antenna in a
focussed beam. We aim to compare SIM’s retrieved absorption and scattering with direct
methods that do not rely on this approximation. Firstly, a preliminary direct method
on determining the scattering of an optical antenna will be presented. Secondly, we aim
to compare the SIM retrieved absorption of test gold nanodiscs, presented in chapter 4,
with a direct method to evaluate absorption, by studying ultrashort-laser-pulse-induced
heating variation and its effect on antenna extinction. We first monitor the transmission
versus input power to reveal the damage threshold of these antennas. Secondly, the hot
electron responses is characterised with optical time-resolved pump-probe spectroscopy.
This method monitors the optical response of plasma oscillation after excitation with
two ultrashort laser pulses. Here we measure the differential transmission, ∆T
T
, of each
antenna as a function of the time delay between the pump and the probe pulse. Since, ∆T ,
depends on how the particle can absorb optical energy, it should cast light on the validity
of the RGDB approximation by comparing this result with SIM’s predicted absorption.
This chapter is to describe some work in progress, and presents some early - draft results
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so as to bring novel insights into the primary work of this thesis. Since there are some
novel results, it goes beyond what could be considered part of the outlook in chapter 7.
6.1 The Rayleigh - Gans - Debye - Born approxima-
tion
6.1.1 Definition
All the theories described in this work should only be valid in the RGDB approximation
for weak scatterers [69,156–159]. These theories assume that each segment of a scattering
particle sees nearly the same incident light wave. For this, the particle must reflect very
little, and must introduce negligible phase shift. This implies that the phase of a wave
traversing the scattering body is almost the same as it would be if the particle were not
there. This approximation should break down when the particle becomes very large (size
of the order of the wavelength of light) and the particle interior is very different optically
from the surrounding media. This indicates that an optical antenna should not respect
this approximation.
In our work, we have assumed the Born approximation for our resonant metallic
antenna which relates the scattered field from the antenna to the incident electromag-
netic field (see chapter 2 and 4). Yet, this is only true for weak scatterers, in which
the scattered field does not influence the electromagnetic field at the location of the
antenna. Outside this approximation, the scattering field, Es(r, ω), is related to the
total electromagnetic field, ET(r, ω), at a position, r0 of a point scatterer, such that
Es(r, ω) =
←→
G (r, r0, ω)ET(r0, ω) [156–159].
Outside the RGDB approximation, the transmitted electric field is therefore,
ET(r, ω) = Eo(r, ω) +
←→
G (r, r0, ω)ET(ro, ω) (6.1)
This is an implicit integral equation which is challenging to solve. We could perform
a perturbation expansion or commonly refers as the Born series . Using this approach,
an extension of the 1D model, presented in section 2.2.4, did not seem to capture the
correct physics. Rather than this, our approach has been to test the validity through
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two experiments of measuring scattering and absorption that do not rely on the RGDB
approximation.
6.1.2 Measuring directly the scattering of bar antennas
The RGDB approximation relates the scattering field to the incident field. A first intuitive
approach to test the validity of this approximation would be to directly measure the
scattering of plasmonic antennas, and compare the result with SIM data. We thought of
using gold bar antennas, in which the strength of the scattering depends on the orientation
of the long axis of the bar relative to the incident polarisation. Our intuitive approach
is shown in Fig. 6.1. A y polarised light excites a gold bar, in which the long axis is
orientated at 45 ◦ compared to the incident polarisation. An analyser is either orientated
at 0◦ to reject the incident light and select half of the forward scattering from the bar, or
orientated at 90◦ and measure the destructive interference between the transmission and
half of the forward scattering.
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Figure 6.1 Method of determining scattering of a bar antenna. (a)
Description of the approach. The polariser, P , and analyzer, A, are cross -
polarised to reject the incident electric field, E, and leaves half of the forward
scattering, S. (b) SIM scattering, S, and absorption, A, for a gold bar of length
150nm and width 50nm using the method described in section 4.1.1.
There are some technical challenges into implementing this experiment in the labora-
tory, for example, the orientation of the polariser from 0◦ to 90 ◦ moves the position of the
beam onto the spectrometer, and thus needs recalibration between each measurement.
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Moreover, as we have previously discuss in section 4.1.2, the inherent weak scattering com-
ing from small (< 50nm) nanostructures makes intensity - based spectroscopy method
difficult to use. As shown in Fig. 6.1b, the forward scattering calculated by SIM accounts
for only 6.5% of the total extinction whereas absorption accounts for 81%. This encour-
ages us to indirectly determine the scattered field from the high absorption experienced
in these plasmonic systems. To do so, we aim to characterise the hot electron dynamic of
plasmonic gold discs and compare with the SIM’s absorption presented in section 4.1.2.
Since the dynamic of these electrons is linked to its temperatures, it is our hypothesis
that its temperatures are linked to the total energy absorbed by these nano-structures.
6.2 Time - resolved optical pump probe spectroscopy
Fast heating of metals via absorption of ultrashort laser pulses has attracted much inter-
ests in the past [160–168]. When the metal is heated, the electrons momentarily reach
temperatures much higher than that of the lattice and influence the dielectric response
of the particle. Then these hot electrons releases their energy to the lattice and the
surrounding via various mechanisms [160, 162–165, 167]. Time-resolved pump - probe
transmission measurements monitor the optical response of the electrons after excitation
with two ultrashort laser pulses. The first laser pulse (pump) of higher power excites the
electrons in the metal, and heats the gold disc. The heating of the electron gas leads to
spectral broadening of the surface plasmon absorption . The second laser pulse (probe)
is passed through the optical system to measure the differential transmission ∆T
T
(τ) i.e.
the relative change in probe transmission induced by the pump pulse, as a function of
the time delay, τ , between the pump and the probe pulse. It is our hypothesis that the
strength of the δT (τ) should give an estimate of the antenna’s absorption.
The extinction of the three antennas that we are going to investigate are presented in
Fig. 6.2. We pump each gold disc at its peak extinction wavelength. At first glance, it is
our hypothesis that it should ensure a strong coupling of the pump to the nanoparticle
to strongly excite the hot electrons.
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Figure 6.2 Extinction for the three gold discs considered in this work.
The height of these discs is 50nm and the diameters are respectively 130nm,
170nm and 230nm. Each disc is pumped at their peak extinction wavelength,
represented by the red shaded area. Inset is a SEM of a 230nm gold disc. Scale
bar is 100nm. In any subsequent transient pump measurement, the pump and
probe laser pulses are cross - polarised. This ensures to only record the variation
of the intensity of the probe with respect to the pump intensity and the temporal
delay between the two laser pulses.
6.2.1 Damage threshold of individual gold nanodiscs
Firstly, we must determine a range of pump power below the damage threshold of the
particle, yet with sufficient power to strongly excite the hot electrons. Indeed, due to
the high intensity of the pump laser pulse from our Chameleon Ultra II laser system, a
particle can be destroyed. This section presents a study of the damage threshold of optical
antennas versus femtoseconds (> 200fs) laser pulses. A damage manifests itself by an
irreversible decrease of the extinction of the antenna, when the pump power is cycled up
and down. Figure 6.3 investigates the extinction versus input pump power for three gold
discs of diameters 130nm, 170nm and 230nm, and respective peak extinction wavelengths
of 640nm, 700nm and 800nm. The modification of extinction by the pump beam can be
divided into 5 regimes. At low power, region 1 and 2 (see Fig. 6.3), the heating of the
particle causes little change in extinction (1) until a gradual reversible linear decrease
occurs (2). Within regime 1 and 2, all adjustments in power are reversible. The damage
threshold occurs somewhere in region 3 (shaded area in Fig. 6.3), detectable by a sudden
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and steep decrease in extinction. Within this region, the antenna could be damaged.
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Figure 6.3 Damage threshold of individual gold discs. Extinction versus
input power for disc of height 50nm and of diameters (a) 130nm; (b) 170nm;
(c) 230nm. Dots are experimental data and solid lines are guides for the eyes.
The change of colour indicates different particles of similar sizes. Number 1 −
5 indicate different regimes. (1) and (2): the particle is not damaged and the
extinction is reversible. (3): Region where the particle is being damaged as the
extinction decreases dramatically. The reader should note that a strange increase
of the extinction is observed for some 230nm diameter discs. (4) and (5): The
particle has been permanently damaged so any further increase of the pump will
irreversibly decrease the extinction.
The particle is permanently damaged beyond region 3, in region 4 and 5. Any decrease
in extinction is irreversible. It is our hypothesis that the extinction of the particle is
reduced due to a change in its shapes from a disc to a semi - hemisphere, and we will
check it with SEM images, left for future works. The loss of the sharpness of its edges
might dwindle the strength of the localized plasmonic resonance. Depending on the time
in which the particle has been exposed to the high power pump pulse, the threshold
can be progressive or sudden, as shown in Fig. 6.3b. The damage might be due to a
thermal shock i.e. the higher the difference in temperature between the particle and
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heating induced by the laser pulse, the steeper the change of extinction might be. This
hypothesis will be investigated in future research.
The different extinction regimes can be investigated in more details in Fig. 6.4, which
zooms to a part of the Fig. 6.3a. Here, increasing or decreasing the power is reversible
in the regime 1 to 3. When the power is cycle up and down, there appears to be a slight
hysteresis, possibly due to the fact that the particle remains hot for a long period for
time. We verify this by measuring the extinction multiple times for a fix pump power
and waiting up to 20min for the particle to cool down. This cooling manifests itself by a
slow reversing of the extinction back to its origin value; as denoted by the blue vertical
arrows. This is an interesting behaviour as the time to re-establish the initial extinction
is surprisingly long. This effect will be hopefully investigated in future research.
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Figure 6.4 Illustration of the reversible and irreversible extinction
regimes 1 − 5 for a 130nm gold disc. Non - vertical arrows indicate an
increase or decrease in power so as to monitor the reversibility of the extinction.
Vertical upward arrows indicate positions where we wait up to 20 min for the
particle to cool down. This manifests as a slow increase of the extinction. Vertical
downward arrows indicate positions where we monitor a progressive destruction
of the particle. This manifests as a slow decrease of the extinction.
Beyond the damage threshold (power > 275mW), antennas are progressively damaged
as it can be seen by a slow decrease of extinction for fix pump powers (power > 275mW).
At this stage, a decrease of power will no longer reverse the extinction to its original
state, even after waiting the particle to cool down (number 4 and 5). Beyond this point,
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the damage appears to be irreversible. This insight is important when choosing the
correct pump power for the time - resolved optical pump probe experiment. In particular,
we have verified that the δT response is restricted to a regime that is linear with the
pump intensity. We thus have a good confidence of the control over our pump - probe
experiments.
6.2.2 Transient pump probe spectroscopy
Degenerate pump probe measurements are conducted at room-temperature ambient
conditions to probe the electron dynamic of our gold nanodiscs. Each individual gold
nanodisc is pumped by nominally linearly polarised > 200 fs duration pulses, generated
by an 80 MHz (12.5ns pulse to pulse separation) mode-locked Ti:sapphire laser (Coherent
Chameleon Ultra II), between 700nm to 900nm, to match the peak resonance of our gold
nanodiscs. The same wavelength is used for both the pump and the probe. Both beams
are expanded to reach a beam diameter of approximately 8mm, which ensures that the
back aperture of our microscope objective is fully filled. A beam splitter (BS014 from
Thorlabs) splits up the beam into two. Both beams pass through two similar power
controls (A broadband half wave plate - AHWP05M-980 and a Glan - Taylor Polariser
GL10-B). In the pump path, a linear polariser (LPVIS100-MP2) cross polarises the pump
relative to the probe. In the probe path, a half wave plate (AHWP05M-980) adjusts
the polarisation of the probe and a mechanical delay stage controls the delay, τ , of
the probe relatively to the pump. Both beams are recombined in a collinear geometry
by a cube beam splitter (BS013), and focussed onto an individual particle at normal
incidence through a microscope objective (Nikon 60x 0.95 NA air apochromat) yielding
to a diffraction limited spot size onto our sample. The light is collected via a Nikon 40x
0.6 NA air plan fluor objective. An output linear polariser (LPVIS100-MP2) rejects the
pump while transmitting the cross polarised probe. With this arrangement, a rejection
ratio of up to 10−6 can be achieved. In the majority of our measurements, the ratio of
the pump to probe is set to be > 10 : 1 to ensure that the probe pulse does not influence
the hot electrons. Transmitted probe pulses are detected with an InGaAs photodiode
connected to a lock-in amplifier. A MC2F57 chopper wheel rotates at a frequency of
532Hz, imprinting two different frequencies on the two beams. A lock-in amplifier is set
at the sum of the frequency (≈ 880Hz) in order to detect the pump-induced change in
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probe transmission, ∆T = T ′ − T0. T ′ and T0 are the probe transmittances with and
without pump excitation, respectively.
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Figure 6.5 Transient pump - probe set up. The nanoparticle is excited
with two cross polarised laser pulses: a high intensity laser pulse as a pump and a
low intensity laser pulse as a probe. The InGaAs detector only records the probe
intensity as a function of the pump intensity and delay between the two pulses.
In general, degenerate transient pump - probe spectroscopy on individual nanoparti-
cles is challenging to perform due to mechanical drifting of the nanoparticle away from
the beams over time scales of 2 min. A second limitation is the coherent artefact that
appears near the maximum peak signal at zero time delay. This hinders the peak of our
signal unless the collinear alignment of the two beams is near perfect, which we manage
to obtain in some of our data presented in Fig. 6.6.
6.2.3 Measurement of the hot electrons dynamic in gold nan-
odiscs
The differential optical transmittances, ∆T
T
(τ), where ∆T (τ) = T ′ − T0 is the pump-
induced change in probe transmission, are shown in Fig. 6.6 a, b and c for the three discs
considered in this work. T ′ and T0 are the probe transmittances with and without pump
99
excitation, respectively. Figure 6.6d is a schematic representation of the electron’s and
phonons’ temperature evolution in the nanoparticle system.
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Figure 6.6 Differential transmittance ∆T/T for the three individual
gold discs considered in this work, and varying input pump power. (a)
Diameter D = 130nm, Pump wavelength λ = 650nm, Probe power P = 10µW .
(b) D = 170nm, λ = 700nm, P = 30µW . (c) D = 230nm, λ = 800nm, P =
100µW . The differential signal ∆T/T becomes unstable when the pump is close
to the damage threshold of the particle (Red area). Dots are experimental data.
Solid lines are closest fit to an exponential decay. Insets represent the peak[
∆T/T
]
0
as a function of the pump power. (d) Schematic representation of the
temperature of electrons and phonons as a function of the time delay between the
two pulses.
For negative time delays, the probe pulse arrives before the pump pulse so there is
no change in the transmission. The temperature of the particle remains the same as
schematically shown in Fig. 6.6d, region 1. At zero time delay, the pump and the probe
hit simultaneously the particle. Since the probe is the same wavelength of the probe,
a coherent artefact (interference fringes) appears near the zero time delay, that can be
minimized by perfectly spatially overlapping the two beams, and rejecting the pump via
a polariser crossed. For instance, the coherent artefact is absent in Fig. 6.6a. The
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reader should note that this situation is extremely challenging to achieve as it requires
nanometric precision of the position of the two beams.
For positive time delays, an initial rapid increase of ∆T/T is observed during the first
femtosecond to picoseconds after excitation, followed by a two-step decay with decay times
that seems to be on the order of several picoseconds and several hundred picoseconds,
respectively. The first initial increase of ∆T/T corresponds to an internal thermalization
of the electron gas. During this step, the electron absorbs the optical energy from the
laser pulse and heats up via electron-electron scattering. The temperature of the elec-
tron increases as schematically shown in Fig. 6.6d, region 2. In this step, quasi elastic
electron-phonon and electron-surface scattering do not play a dominant role in the dis-
sipation of the excess energy of laser excited hot electrons, hence, no strong dependency
on the particle size should be expected for this sharp increase of the signal.
During the subsequent few picoseconds, the electron gas cools down externally by trans-
ferring their heats to the lattice via electron phonon interactions during a time char-
acteristic, τ , that we are going to investigate later. This causes the first decrease of
the transient signal. During this step, the hot electrons’ temperature decreases whereas
the lattice’s temperature increases as schematically represented in Fig. 6.6d, region 3.
This process continues until the temperatures of the electron gas and the lattice are
equilibrated.
During the second decay, which are usually on the order of hundreds of picoseconds
[160, 165], the nanoparticle (electrons and phonons) slowly cools to room temperature
via heat transfer (phonon - phonon interactions) to the surrounding medium (air or glass
substrate) resulting to a complete relaxation of the initially absorbed photon energy. This
is schematically represented by region 4 in Fig. 6.6d. Due to the short time window of
our measurement, this second decay appears as an offset and could not be measured with
our apparatus.
The peak signal increases linearly for higher pump powers until it saturates for powers
close to the damage threshold of the particle (see insets in Fig. 6.4a, b, and c). This is
indicated in Fig. 6.6 by a red area. More information on the origin of these processes
can be found in the following references [160,162–165,167].
To investigate the characteristic times of these relaxation processes further, our data
are fitted with a single exponential decay, with a time constant, τ , to account for the first
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fast decay process of the signal and an offset, y0, so as to include the second slow decay
process.
[
∆T
T
]
=
[
∆T
T
]
0
e−
t
τ + y0 (6.2)
The extracted parameters are shown in Fig. 6.7. The amplitude of the signal,[
∆T/T
]
0
, follows a linear increase versus input power. Moreover, it seems that the
effect of the electron heating on the transmission is much stronger for the particle of
diameter 130nm. This is surprising because the point of critical coupling was expected to
be achieved near a particle diameter of 150nm. Yet, in this experiment, larger particles
have weaker electron heating. For example, the largest particle (230nm diameter) can be
pumped at 10 × the power only to achieve half of the electron heating of the smallest
particle. Moreover, below 1mW, no transient signal,
[
∆T
T
]
, was detectable as shown in
Fig. 6.6c. This does not seem to agree with our notion of critical coupling discussed in
chapter 4.
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Figure 6.7 Amplitude,
(
∆T
T
)
0
, and time decay constant, τ , of the three
gold nanodiscs versus pump powers. (a) Peak amplitude
(
∆T
T
)
0
. (b) Time
decay constant τ . Square dots represents the fitting parameters for the different
pump powers, extracted from the experimental data. Solid lines are guide to the
eye. For the large particle, the initial pump power starts at 1mW since, below
this, there is no detectable transient signal (see Fig. 6.6c)
The damping behaviour is also interesting. Figure 6.7b shows the decay time, τ ,
versus input pump power. The decay time seems to increase as pump power increases.
Moreover, for larger particle sizes, it seems to take longer for the hot electrons to damp
their energy. The electron - phonon coupling times seem to be affected by both the pump
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and the particle size. This is peculiar as older work on sub - 100 nm gold spheres, shows
a constant electron - phonon coupling constant [160]. Since we know that we are in the
linear response regime of, ∆T/T , as shown in section 6.2.1, these results warrant further
investigation of the hot electron dynamic in these plasmonic systems. This leaves open
questions to be investigated in future work. Finally, it is worth mentioning that the decay
time, τo ≈ 900fs ± 100fs, at zero excitation power can be linked to the characteristic
electron-phonon coupling constant of the material, here gold. Equally, we leave this
calculation for future work.
Finally, to investigate the validity of the Born approximation, we have aimed to
analyse of the dependency of the peak signal,
[
∆T/T
]
0
, versus the pump wavelength for
a constant pump power and compare it with the respective SIM absorption and scattering
data. Early - draft results for the 170 nm diameter disc considered in this work is quickly
shown in Fig. 6.8a and the respective SIM data in Fig. 6.8b.
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Figure 6.8 Hot electrons transient transmission versus SIM’s absorp-
tion and scattering. (a) Hot electrons peak signal,
[
∆T/T
]
0
, for a 170nm
disc. Square dots are experimental data. (b) SIM absorption and scattering
measurement. The hot electrons data seems to show a blueshift of the absorption
compared to the extinction, whereas SIM data shows a redshift.
From this early draft result, absorption appears to be blue shifted whereas, in SIM’s
result and other works [75,76], absorption is redshifted. Secondly, the peak signal,
[
∆T
T
]
0
,
is much narrower than the absorption data from SIM. At 750nm, the peak signal drops
to zero! Both observation are quite unexpected compared to the SIM’s data and might
suggest a departure from the conventional RGDB approximation. Further research will
aim to verify this first insight. Obviously, at the current stage of this research, stating
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any conclusion is erroneous since this measurement (Fig. 6.8) does not contain enough
data points to ensure a good confidence in the observed trend. Future work will involve
measuring more nanoparticles, and obtaining more data points to confirm or reject this
trend. Equally, we will devote part of our research to investigate in depth the correlation
between the transient differential transmission and the absorption as well as understand-
ing in more details the influence of the particle size and geometry on the transient hot
electrons’ response in these plasmonic nano-systems.
6.3 Summary
In a summary, the validity of the RGDB approximation has been questioned for opti-
cal antennas under focussed beam. In theory, the approximation is only true for weak
scatterers. To test this, we derived two approaches based on comparing the SIM data
with two direct methods to measure scattering and absorption, but measuring scattering
with intensity - based spectroscopy was challenging. Our approach to directly measure
absorption relied on ultrashort-laser-pulse- induced heating variation and its effect on
antenna extinction. Our results have revealed the damage threshold of the disc antennas
considered in this work. Moreover, the preliminary study of the heat - relaxation time
dynamics has revealed some observations, which do not seem to corroborate previous
works on < 100nm gold spheres, and, more importantly do not seem to agree with the
SIM absorption data. This leaves open - questions to be investigated for future research.
Chapter 7
Outlook
This research has involved the optical characterisation of individual optical antennas with
far field optical radiation and focussed beam illumination. Optical antennas can medi-
ate light - matter interaction via modifying radiative and non radiative properties of the
plasmonic response, but this information is hidden in the transmission spectra of conven-
tional spectroscopy. The amplitude information only represents half of the information
available to us since optical antennas also scatter light with a small phase shift that
is directly measurable using interferometry. Techniques capable of accessing the trans-
mission amplitude and phase of a nanoantenna could thus measure both extinction and
scattering providing all the necessary information to characterise an optical antenna in
the far field. These problems have fostered our interest to research novel optical methods
to characterise individual optical antennas, and build further upon our understanding
of how optical antennas could mediate light and matter interaction. This research has
spawned various key results that we summarize in the following sections.
7.0.1 Chromatic aberration sensing with metal - optics (CASMO)
While assessing the validity of Zumofen’s dipole in a focussed beam theory experimentally
via measuring the extinction spectra of simple dipole antennas (metallic nanodiscs), fo-
cus - position related distortions became apparent. An analysis of these variations while
scanning a single nano-particle through our microscope objective focal plane revealed
that chromatic aberration was the main cause. From this insight, we have developed
a systematic approach to retrieve the longitudinal chromatic focal shift of our high NA
microscope objectives. Interestingly, since the sensitivity stemmed from the ratio be-
tween the particle’s scattering cross section and the area of the focal spot, a tighter focus
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has better sensitivity making it ideal for fine chromatic measurements of high NA sys-
tems incorporating apochromat or even super-apochromat objectives, which are the most
difficult lenses to assess such aberrations.
This kind of measurement is not generally available to consumers of microscope lenses
as industry is so guarded over chromatic correction. Microscope objective manufacturers
(Nikon, Leica and Zeiss) use an interferometric approach to measure those aberrations
but this is difficult. Each interferometric measurement requires using a different laser for
each wavelength, which requires systematic realignment and recalibration with different
dispersion glass compensators to adjust for the dispersion introduced by the microscope
lenses, and extremely accurate refractive index data. White light approaches to chromatic
aberration assessment are therefore highly desirable, especially for high magnification
lenses.
We can also add more perspective beyond the limited view of what the industry thinks
of this approach. For industry, it is a commercial decision to employ a new technology.
Therefore, most of the previous methods rely on an apparatus to assess aberration (ei-
ther an interferometer or a confocal microscope). Here we describe a simple measurement
method that anyone with a microscopy system (not limited to microscope objectives) can
use to assess the chromatic aberrations of their systems. This is possible because the
particle directly probes the color distortion at the focus with extremely high accuracy.
This is not possible with pupil plane measurement approaches. A scientist could purchase
a slide of nanoparticles and measure the aberration of their microscope objectives them-
selves relatively cheaply and easily. Consequently, our technique is potentially extremely
valuable as it may well lead to improvement in lens manufacturing, both in terms of
quality control and chromatic aberration reduction.
7.0.2 Spectral Interferometric Microscope (SIM) for broadband
phase measurement of optical antennas
A key development of this work stems from our novel capability to determine the trans-
mission phase of an individual optical nanoantenna. This was a challenge because surface
plasmons evolve on time scales comparable to the collision time of electrons in metals (≈
10 fs), leading to broad extinction spectra with underlying phase changes less than the
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maximum value of pi. Moreover, since scattering is strongly dependent on a nanoantenna’s
size and geometry, detectable phase changes in most cases requires focussed beam exci-
tation. The technical challenge was therefore to integrate broadband phase measurement
capability with microscopy to excite a single antenna. With the underlying capability
to image spectral and phase information and limited only by the aberrations and optical
coatings of a relatively simple imaging system, the resulting SIM technique produces low-
phase noise readout over a broad spectral range appropriate for studying both linear and
nonlinear ultrafast scattering and absorption processes in nanoantennas. Future work
with SIM will involve the study of antennas constructed from a new array of plasmonic
material. Also SIM could be used to assess the effect of adhesion layers, which must
be used in the fabrication of metal nano - antennas, and which usually introduces loss.
Future work with SIM could also involve upgrading SIM’s interferometry part to perform
single shot measurement, i.e. retrieving all the information with only one interferogram.
Finally, owing to the microscopy capability, SIM could potentially characterise ultrafast
processes in nano - structures, including measuring dispersion in nano photonic structures
(waveguides, couplers...).
7.0.3 Critical coupling and the mechanism of Fano interference
Armed with the capability to measure amplitude and phase information, we could inves-
tigate coherent light - matter interaction processes in plasmonic antennas. In particular,
we show how to uncover internal non radiative and radiative processes of optical antennas
from the particle’s scattering response, which is not possible to measure with intensity-
based spectroscopy. We initially tested our method on simple dipole gold disc antennas.
While our data confirms the various expected observation on the behaviour of scattering
and absorption, it also highlights that critical coupling is achieved with a 170nm diameter
gold disc. This has proved the point that, though small antennas may have a strong ab-
sorption relative to their scattering, intermediate antenna sizes can maximize the transfer
of energy from far field to near field, owing to a balance between scattering and absorp-
tion. SIM is limited to dipoles given our assumption on the distribution of scattering.
For further investigation, we could develop direct methods of scattering measurements
and compare them with SIM.
SIM has also enabled us to study the mechanism of Fano interference in plasmonic
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antennas. While we have highlighted the relative contribution of bright and dark modes
in the overall extinction, the interferometry capability of SIM has revealed the distinct
contributions of scattering and absorption from our antenna’s total extinction. Here we
were able to observe the residual absorption caused by Fano interference, which has not
been observed before in experiments. Interestingly, despite Fano interference, absorp-
tions still remains lower than the optimum limit 25% observed in gold nanodiscs 4.1.2,
and predicted by the 1D oscillator model (see section 2.2.4). This confirms that the
electromagnetic energy from the focussed beam can only couple to the dipole localized
surface plasmon (LSP) of the disc. Therefore, it cannot beat the critical coupling condi-
tion of 25%, observed for simple dipole antennas. This leads to be investigated further.
As Fano interference mimics what we could expect of matter states interacting with a
nano - particle, this paves the way to explore light - matter interactions of atomics states
and test the idea of all - optical switching.
7.0.4 Linearly polarised dipole SHG generation from internally
- phase matched nano - antennas
We also looked at coherent light generation in the near field via the non - linear process
of second harmonic generation. We showed that the radiation phase of our optical anten-
nas plays an important role in increasing the emission of second harmonic light from the
antenna to the far field. Multiple 2ω particle can only create linearly polarised dipolar
SHG in phase-matched configurations relative to the nonlinear surface polarisation of the
SHG source; the bar in this work. We used this insight to achieve intense, directional
and polarised SHG from individual antennas. Furthermore, the demonstrated ability
to engineer bright, highly directional and polarised SHG is a crucial building block for
exploiting metallic nano-antennas for difference and sum frequency generation, for ex-
ample. Such generalized frequency mixing phenomena require dipole-active access for
multiple pump frequencies, which can be achieved by the antennas introduced in this
work. We further envisage that arrays of such multi-resonant antennas internally and ex-
ternally phase matched could allow highly effective exploitation of designing second order
nonlinear optical processes within compact device settings, and improve upon existing de-
signs [131, 132]. Future work could involve enhancing efficiency further by incorporating
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materials with strong non - linearity, eg. 2D materials and other semiconductors. This
work may have implication beyond plasmonic antennas. The efficiency of one antenna
element was, η > 10−7W−1, which is a reasonable conversion without macroscopic phase
- matching. We can envisage using these elements for broad - band pulse characterisation
(auto - correlation).
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Appendix A
Dipole model of scattering in a
focussed beam
This appendix presents the derivation of the transmistance of an infinitesimal dipole in
a focussed beam presented in the work by Zumofen et co - workers [60].
Derivation of the complex motion of the harmonic oscillator
X(ω) =
e
m
Eo(
ω2o − ω2 + iω(γnr − ω2τ)
) ˆ (A.1)
A dipole moment under an external electric field is described as a classical oscillator
bounded by a restoring force. The equation of motion is given by the Abraham Lorentz
equation:
x¨+ γnrx˙− τ ...x + ω2ox =
e
m
Eoe
−iωt (A.2)
ωo is the resonance frequency of the dipole, γnr is the rate at which the dipole
losses their energy non-radiatively and −τ ...x includes the radiation reaction described
by Abraham-Lorentz. The radiation reaction takes into account the lose of energy of the
particle by radiation when it is accelerated.
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The radiation damping rate is given by 1.
Γ = τω2 =
2e2ω2
3mc3
(A.3)
Assuming the anzatz, x = X(ω)e−iωt , the above equation becomes:
−ω2X(ω) + iω(γnr − ω2τ)X(ω) + ω2oX(ω) =
e
m
Eo. (A.4)
τ is negative with the convention of the sign. For simplicity, we replace τ by −τ to
have a positive decay rate. We note Γr = ω
2τ for radiative rate lose ans Γnr = γnr for
non radiative rate loss.
The stationary state solution is given by:
X(ω) =
e
m
Eo(
ω2o − ω2 + iω(γnr − ω2τ)
) ˆ (A.5)
From this expression, we retrieve the scattered electric field.
Derivation of the scattered field
Esca(r) =
e
c2
1
r
eikr[rˆ × rˆ × ˆ¨x] = 3
2
Eo
ωΓr(
ω2o − ω2 + iω(Γnr + Γr)
) eikr
kr
[(rˆ.ˆ)rˆ − ˆ] (A.6)
According to Jackson, the stationary state scattered far field Esca at the displacement
r is given
Esca(r) =
e
c2
1
r
eikr[rˆ × rˆ × ˆ¨x] (A.7)
1Based on Jackson Books that derives the reaction force
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Esca(r) =
e
c2
1
r
eikr[rˆ × rˆ × ˆ¨x]
=
e
c2
1
r
eikr
e
m
ω2Eo(
ω2o − ω2 + iω(γnr − ω2τ)
) [(rˆ.ˆ)rˆ − ˆ]
=
3c
2
[
2e2
3mc3
]
︸ ︷︷ ︸
τ
[
c
ω
]
︸︷︷︸
k
ω3Eo(
ω2o − ω2 + iω(γnr − ω2τ)
) eikr
r
[(rˆ.ˆ)rˆ − ˆ]
=
3
2
Eo
ω3τ(
ω2o − ω2 + iω(γnr − ω2τ)
) eikr
kr
[(rˆ.ˆ)rˆ − ˆ]
=
3
2
Eo
ωΓr(
ω2o − ω2 + iω(Γnr + Γr)
) eikr
kr
[(rˆ.ˆ)rˆ − ˆ]
(A.8)
with k = ω
c
, τ = 2e
2
3mc3
and Γr = ω
2τ , Γnr = γnr.
The scattered electric field on axis can also be retrieved using an 1D model based on
Lamor’s Formula Esca = −iωΓrx.
Derivation of the scattered power
Psca =
1
2
co
∫
|Esca|2r2dΩ = 2cWelσ (A.9)
where W elinc =
1
4
oE
2
0 and σ = σo
[
ω2Γ2r
((ω2o−ω2)2+ω2(Γnr+Γr)2)
]
, σo =
3λ2
2pi
.
The scattered power of an electric dipole is the integration of the electric energy
density over a sphere of radius r with the dipole at the origin. 2
The average scattered power of an electric dipole crossing a surface of a sphere of
radius r with the dipole at the origin is.
Derivation of [(rˆ.ˆ)rˆ − ˆ] in a spherical coordinate.
2In Zumofen Paper, they have a different system of units, their expression of the scattered power is
given by :
cr2
8pi
∫
|Esca|2dΩ (A.10)
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[(rˆ.ˆ)rˆ − ˆ] =

cos θ
sin θ
0
−

cos θ
0
0
 = sin θuˆθ (A.11)
Derivation of |Esca|2
|Esca|2 = 9
4
E2o
ω2Γ2r(
(ω2o − ω2)2 + ω2(Γnr + Γr)2
) 1
k2r2
sin2 θ (A.12)
Derivation of
∫ pi
0
sin3 θdθ
∫ pi
0
sin3 θdθ =
∫ pi
0
(1− cos2 θ) sin θdθ
= −
∫ pi
0
(− sin θ)dθ +
∫ pi
0
cos2 θ(− sin θ)dθ
= −[cos θ]pi0 +
1
3
[cos3 θ]pi0
=
4
3
(A.13)
Derivation of |Psca|2.
Using the solid unit angle dΩ = sin θdθdφ expressed in a spherical coordinates.
Psca =
1
2
co
∫ 2pi
0
∫ pi
0
|Esca|2r2 sin θdθdφ
=
1
2
co
9
4
E2o
ω2Γ2r(
(ω2o − ω2)2 + ω2(Γnr + Γr)2
) 1
k2
∫ 2pi
0
dφ
∫ pi
0
sin3 θdθ
=
9
8
coE
2
o
[
ω2Γ2r(
(ω2o − ω2)2 + ω2(Γnr + Γr)2
)] [ λ2
(2pi)2
]
8pi
3
=
1
2
coE
2
o
[
3λ2
2pi
][
ω2Γ2r(
(ω2o − ω2)2 + ω2(Γnr + Γr)2
)]
= 2cW elincσ
(A.14)
whereW elinc =
1
4
oE
2
0 is the time-averaged electric energy density σ = σo
[
ω2Γ2r
((ω2o−ω2)2+ω2(Γnr+Γr)2)
]
,
σo =
3λ2
2pi
.
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Derivation of the transmittance
For the calculation of the transmittance, we assume we are working on resonance. Con-
sequently, Γ
2δ+Γ
= 1. Equally, we consider a collecting solid angle Ωβ forming a cone of
semi-opening β in the forward direction. Moreover, we exemplify the calculations for the
case of a focused plane wave.
T (α, β) = Pout(β) + Psca(β) + Pintf (β)
Pout(β)
= 1 +
3Io(α)
2 sin2(min{α, β})
[Io(α)X(β)− Io(min{α, β})] (A.15)
The power transmitted through the focal plane for an angle α is :
PFP =
1
8
cf 2E2o sin
2(α) (A.16)
The ratio of the power, Pout, of the outgoing incident wave collected in the solid angle
Ωβ to the incident power, Pinc, is :
Pout(β)
Pinc
=
1
8
cf 2E2o sin
2(β)
1
8
cf 2E2o sin
2(α)
=

sin2(β)
sin2(α)
, β ≤ α
1 , β ≥ α
(A.17)
The ratio of the scattered power, Psca, to incident power, Pinc, is :
Psca
Pinc
=
2cWelσ
Pinc
X(β)
=
k2σo
4pi sin2(α)
|Io(O)|2X(β)R
=
(2pi)2
λ24pi sin2(α)
3λ2
2pi
|Io(O)|2X(β)R
=
3
2 sin2(α)
|Io(O)|2X(β)R
(A.18)
irrespective of whether β is larger or smaller than α. We use σ = σoR where R is the
Lorentzian response of the oscillator. Io(O) denotes the diffraction integral define when
the electric field was calculated at the focus. X(β) gives the ratio of power radiated into
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the solid angle Ωβ and 4pi.
X(β) =
pi
∫ β
0
(1 + cos2 v) sin vdv
pi
∫ pi
0
(1 + cos2 v) sin vdv
=
1
8
(4− 3 cos β − cos3 β) (A.19)
The time-averaged interference is given by :
Pintf (β) = 2
c
8pi
∫
Ωβ
r2<{EoutE∗sca}dΩβ (A.20)
Pintf (β)
Pintf (α)
=

I0(β)
I0(α) , β ≤ α
1 , β ≥ α
(A.21)
We assume that the power radiated into a solid angle of 4pi has to be balanced by the
total interference , Psca(4pi) + Pintf (α) = 0. Consequently,
Pintf (β)
Pout(β)
= −Psca(4pi)
Pout(β)
Pintf (β)
Pintf (α)
(A.22)
With this condition, the transmittance on resonance is :
T (α, β) = Pout(β) + Psca(β) + Pintf (β)
Pout(β)
= 1 +
[
Psca(β)
Pinc(β)
+
Pintf (β)
Pinc(β)
]
Pinc(β)
Pout(β)
= 1 +
[
Psca(β)
Pinc(β)
− Psca(4pi)
Pinc(β)
Pintf (β)
Pintf (α)
] sin2(β)sin2(α) , β ≤ α
1 , β ≥ α

= 1 +
 3
2 sin2(α)
|Io(α)|2X(β)R− 3
2 sin2(α)
|Io(α)|2R
I0(β)I0(α) , β ≤ α
1 , β ≥ α


 sin2(β)sin2(α) , β ≤ α
1 , β ≥ α

= 1 +
 3Io(α)
2 sin2(α)
 sin2(β)sin2(α) , β ≤ α
1 , β ≥ α


Io(α)X(β)− Io(α)
I0(β)I0(α) , β ≤ α
1 , β ≥ α

R
= 1 +
3Io(α)
2 sin2(min{α, β})
[Io(α)X(β)− Io(min{α, β})]R
(A.23)
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For our application, β ≤ α. Consequently,
T (α, β) = 1 + 3Io(α)
2 sin2(β)
[Io(α)X(β)− Io(β)]R (A.24)
Appendix B
SIM Fourier transform algorithm
SIM measures the interference of the two transmitted beam paths,
I(y, ω) =
∣∣∣Eo(y, ω) + c(ω)t(ω)Eo(y + δ, ω)ei(2ky sinα+φSIM (ω))∣∣∣2 (B.1)
where, φSIM , represents the phase difference of one interferometer arm relative to the
other.
This expression can be rewritten as
I(y, ω) = S21 + S
2
2 + 2S1S2 cos
(
o (y + yo)
)
(B.2)
with S1 = Eo(y, ω), S2 = c(ω)t(ω)Eo(y + δ, ω), o = 2k sin(α), and yo =
∆φ(ω)
0
.
Using the following Fourier properties,
f(y − yo)→ F ()e−jyo
cos(oy)→ pi
[
δ(− o) + δ(+ o)
]
,
equation B.2 becomes :
I(, ω) = (S21 + S
2
2)δ() + 2S1S2e
−j∆φ
o pi
[
δ(− o) + δ(+ o)
]
(B.3)
with one central DC term and two sidebands.
One of the sideband is centered at  = o > 0;
I(ω, ) = S1S2e
−j∆φ
o 2piδ(− o) (B.4)
,
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and the other sideband is centered at  = −o < 0;
I(ω, ) = S1S2e
−j−∆φ−o 2piδ(− (−o)) (B.5)
Using the following inverse Fourier properties,
f(y − yo)← F ()e−jyo
ejoy ← 2piδ(− o)
,
the ‘positive’ sideband becomes:
I(ω, y) = S1S2e
jo(y−∆φo ) = S1S2e−j∆φejoy (B.6)
,
and the ‘negative’ sideband becomes:
I(ω, y) = S1S2e
−jo(y−∆φo ) = S1S2ej∆φe−joy (B.7)
.
Note the sign of the phase depends on which sideband is selected. Removing the
position phase, e−joy, and dividing this expression by the reference amplitude, S1, we can
retrieve the unknown amplitude, S2, and phase, e
±j∆Φ, introduced by the nanoantenna.
Appendix C
Multipole model of antenna
radiation
In chapter 5, we discussed a model for the SHG radiation in term of multiple interfering
dipoles. For simplicity, we model our system under the electric dipole approximation; we
assume that the characteristic dimensions of our source are smaller than the wavelength,
the motion of charges is non relativistic and the observation point at a distance, r, from
the origin is far away from the source, (|r|  λ). In spherical coordinate, rˆ, is here
expressed by, rˆ = sin(θ) cos(φ)x + sin(θ) sin(φ)y + cos(θ)z, where, θ, is the elevation
angle from the z - axis and, φ, is the azimuth angle.
The electric field at a point, r, from a dipole of polarisation, p1, oriented in the x - y
plane , placed at a distance, a1, from the origin is given by [69]:
E1(r,t) = − 1
4pio
k2(rˆ1 × p1 × rˆ1)e
i(k.|r−a1|−ωt)
|r− a1| (C.1)
Assuming the far field approximation, |r|  a, and, rˆ1 ≈ rˆ, this expression can be
simplified to
E1(r, t) = e
−ika1 (rˆ× p1 × rˆ)
[
1
4pio
k2
ei(k.r)
|r|
]
(C.2)
In the general case of an array of N dipoles, pn, at respective positions, an, from the
origin, oscillating with a phase, ψn, the electric field can be written as,
ET(r,t) = (rˆ× pT × rˆ)
[
1
4pio
k2
ei(k.r)
|r|
]
(C.3)
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where,
pT =
N∑
n=1
pne
iψne−i(k.an) (C.4)
Using Equation C.3, we can model our five configurations. The dipole modes of the
discs are represented by dipoles of polarisation vectors pn, n ∈ {1, 2, 3}, at respective
positions, an, from the origin, oscillating with a phase, ψn, respectively to the driving
eletromagnetic field. In our case, the bar drives the discs. The quadrupole mode of the
bar is represented by the destructive interference of two identical dipoles, (p4,ψ4,a4),
(p5,ψ5,a5), such as, |p4| = |p5|, ψ5 − ψ4 = pi and, k|a5 − a4|  1.
pT =
3∑
n=1
pne
iψne−ik.an + p4eiψ4e−ik.a4
(
1− e−ik.(a5−a4)
)
(C.5)
The angular distribution, dP
dΩ
, of the average power from an arbitrary dipole array is
given by:
dP
dΩ
=
1
4pio
ck4
8pi
|ˆr× pT × rˆ|2 (C.6)
The measured back focal plane response can be determined using this formalism.
Since our back focal planes was measured for x - polarisation or y - polarisation, we
simplify this calculation by resolving each dipole orientation along the x and y direction,
and performed separate fits to the experimental data, in section 5.3.
Expression of a single dipole in the plane x - y.
In spherical coordinates, the total electric field, ET, from a dipole of polarisation
vector, p, in the plane x - y, orientated at an angle, φ1, from the x axis is given by:
dP
dΩ
∝ (rˆ× pT × rˆ) = p1 − (p1 .ˆr)rˆ
= p1 − |p1|

cos(φ)
sin(φ)
0

T 
sin(θ) cos(φ)
sin(θ) sin(φ)
cos(θ)
 rˆ
(C.7)
dP
dΩ
∝ p1 − |p1| sin(θ) cos(φ− φ1)rˆ (C.8)
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Modelisation of a quadrupole in the plane x - y.
In the case of two interfering dipoles of the same polarisation vector, (p1 = p2),
separated by a distance, δ = a2−a1, for two constructive interfering dipoles, ψ2−ψ1 = 0,
such that
dP
dΩ
∝ |p1|2 cos(kδ sin(θ) cos(φ− φδ))2 (C.9)
,
and for two destructive interfering dipoles, ψ2 − ψ1 = pi, such that
dP
dΩ
∝ |p1|2 sin(kδ sin(θ) cos(φ− φδ))2 (C.10)
For kδ << 1, the angular distribution of two destructive interfering dipoles becomes
a quadrupole.
dP
dΩ
∝ |p1|2(kδ)2 sin(θ)2 cos(φ− φδ)2 (C.11)
Modelling dipoles on a substrate in the plane x - y.
The dipole model can be modified by replacing the polarisation vector, p, of a dipole
by using Engheta’s formulae [67] to account for substrate.
|p|2 = (A−B)2 cos(φ− φp)2 + C sin(φ− φp)2 (C.12)
where
A =
cos(θ)2
cos(θ) +
√
n2 − sin(θ)2
B = sin(θ)2 cos(θ)2
( √
cos(θ)− (n2 − sin(θ)2)
n2 cos(θ) +
√
n2 − sin(θ)2
)
C =
cos(θ)2
cos(θ) +
√
n2 − sin(θ)2
(C.13)
Appendix D
Antenna SHG conversion efficiency
The SHG conversion efficiency, η, is calculated by taking the ratio of the peak output
power divided by the peak input power square. In the case of the antenna CV, presented
in section 5.5,
η =
Pout
P 2in
> 10−7 (D.1)
which is one order of magnitude higher than the latest reported up to date [147]. This
ratio calculation included the various losses of our optical system.
Calculating Pin
Our nanoantennas are excited with ultrashort laser pulses of duration, ∆τ > 200fs, of
wavelength, λ=1500nm, from our Coherent Chameleon Ultra II laser system of repetition
rate, f=80 MHz. A Nikon x40 0.6 NA air plan fluor microscope objective focusses the
laser beam onto an individual antenna. Since the laser did not cover the full back aperture
of our microscope objective, we assume an effective NA of 0.5. The transmission efficiency
of our lens at, λ=1500nm, is 30%. Assuming an Airy distribution of our focal spot, the
spot diameter, D = 3.7× 10−6m. An estimation of the peak power, Ppeak, is given by :
Ppeak =
Pav
f∆τ
(D.2)
We use the dipole cross section [60], 3λ
2
4pi
, to estimate the scattering cross section of
the nanostructure.
The amount of incident power that couples to the antenna, PIN , is given by the ratio
of the scattering cross section to the focal spot area [60], given by:
PIN =
3λ2
4pi
1
pi
(
D
2
)2 × Ppeak (D.3)
139
140
In summary,
PIN < 3.83 (D.4)
Figure D.1 summarizes all the different variables.
Pump Wavelength (m) l 1500 x 10-9 
Repetition Rate (Hz) f 80 x 106 
Pulse width (s) Dt >2 x 10-13 
Average Power (W) 
30% transmission efficiency of the microscope objective at 
1500nm 
Pav 1.2x10
-3 
Real NA 
The laser beam is smaller than the back aperture so the full 
NA is not used 
NA 0.5 
Spot Diameter (m) 3.7 x 10-6 
Peak Power (W) <75 
Scattering Cross Section / Spot Area 
We use the dipole cross section [1] 
0.051 
Input Peak Power (W) Pin <3.83 
NA
D
l
22.1
tDf
Pav
2
2
2
1
4
3





 D


l
Figure D.1 Parameters for calculating the input peak power on the
nanostructure.
Calculating Pout
The SHG signal from our nanostructure is measured with our spectrometer(Acton 2300),
which registers 1 count per 4 photons. The total number of SHG photons is extracted by
integrating the collected spectra at 750nm over the pixel number, and multiplying this
data by 4. This gives a value of 5.41 × 107 for an integration time of 75s. The SHG
photons per second, NSHG, is 720960. The average optical power, PSHG, is therefore
estimated by accounting for the energy carried by one photon, hc
λ
, times the number of
photon per second, NSHG,
PSHG =
hc
λ
(D.5)
where c is the speed of light and h is the Plank constant.
Following this, the SHG peak power can be calculated, and corrected to include losses
due to spectrometer sensitivity, reflections from optical surfaces, and collection efficiencies
of the microscope objective. We also have assumed dipole emission from this structure
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so that the total scattered SHG power can be corrected to include the influence of the
substrate of refractive index, n = 1.42, which redirects most of the radiation into the
substrate.
In summary, the total output SHG power is :
POUT = 1.97× 10−06 (D.6)
Figure D.2 summarizes all the different variables.
Total SHG (counts over 75 s): 
Integrated value of the spectra. 
5.41 x 107 
SHG (counts/s) NSHG 720960 
SHG Average Power (W) 
 
 
1.91 x 10-13 
SHG Peak Power (W) 1.19 x 8 
Forward Scattered SHG peak Power (W) 
Included the transmission loss and the collection 
efficiency. (nS=1.42) 
4.72 x 10-07 
 Backward Scattered SHG peak Power (W) 
– Light that is going through the substrate (nS=1.42).  
1.47 x 10-06 
Total Peak Power (W) 1.97x 10-06 
SHGSHG N
hc
P


f
PSHG
SHG
s
SHG P
n
P
31
1


SHG
s
S
SHG P
n
n
P
3
3
1

OUTP
Figure D.2 Parameters for calculating the output peak power assum-
ing a forward dipole distribution.
Optical losses
The losses comes from the spectrometer efficiency and detection sensitivity, the trans-
mission of the optical system due to the various lenses and filters, and the collection
efficiency of our microscope objective due to the limited NA. The reader should note
that the spectrometer detects one count for four photons registered and the data were
cropped due to the limited size of our CCD when we were imaging the back focal plane
(see section 5.3). Figure D.3 summarizes all the different variables.
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Lists of all the losses  
Quantum efficiency of the Princeton Excelon Camera 0.8 
Cropped – Data as the back focal plane does not fit on the whole 
CCD array.  
0.87 
Transmission Efficiency (p - polarised) (Acton SP2300) 0.4 
Transmission / Reflection of Optics (4 Lenses plus dichroic 
mirror ) 
0.64 
Bandpass Filter 0.6 
Transmission microscope objective at 750nm 0.84 
Collection efficiency (assume a dipole emission and a Collection 
angle of 0.6 =36° Solid angle). 
0.26 
Substrates effect –  Silica (refractive index n=1.42@750nm) 2.86 
Figure D.3 Lists of all the optical losses in the system.
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