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We propose an analytically tractable neural connectivity model with power-law distributed synaptic strengths.
When threshold neurons with biologically plausible number of incoming connections are considered, our model
features a continuous transition to chaos and can reproduce biologically relevant low activity levels and scale-
free avalanches, i.e. bursts of activity with power-law distributions of sizes and lifetimes. In contrast, the
Gaussian counterpart exhibits a discontinuous transition to chaos and thus cannot be poised near the edge of
chaos. We validate our predictions in simulations of networks of binary as well as leaky integrate-and-fire
neurons. Our results suggest that heavy-tailed synaptic distribution may form a weakly informative sparse-
connectivity prior that can be useful in biological and artificial adaptive systems.
Scale-free neuronal avalanches, commonly associated with
criticality, have been observed in cortical networks in vari-
ous settings, including cultured and acute slices from rat so-
matosensory cortex [1], eye-attached ex vivo preparation of
turtle visual cortex [2], visual cortex in anesthetized rats [3],
primary visual cortex in anesthetized monkeys [3], and pre-
motor, motor, and somatosensory cortex in awake monkeys
[4]. Criticality implies the existence of a continuous transi-
tion between two distinct collective phases. In the context of
neuronal avalanches, most commonly studied transitions are
between quiescent and active states [1, 5, 6] or synchronuous
and asynchronuous states [3, 7]. In addition to providing a
plausible generating mechanism for the neuronal avalanches,
the existence of a continuous transition would have important
functional implications, as it has been shown that computation
is most efficient around a critical point [6, 8, 9], often associ-
ated with the edge of chaos [10–14]. However, the relation
between neuronal avalanches, criticality, and edge of chaos is
not fully understood [9, 15, 16].
Different scenarios of the transition to chaos in randomly
connected neural networks were extensively studied over the
last 30 years [14, 17–27]. According to the prevailing assump-
tion rooted in the central limit theorem, the total synaptic in-
put current of each neuron can be modeled as a Gaussian ran-
dom variable (Gaussian assumption). Here we argue that the
Gaussian assumption cannot account for some of the experi-
mentally observed features of neuronal circuits.
In particular, the continuous nature of the phase transition
observed in the conventional models is sensitive to theoret-
ical assumptions that are not biologically grounded. Most
works that study transition to chaos employ rate models with
continuous non-thresholded activation functions, often of a
sigmoidal shape [14, 17, 18, 21, 23, 24, 27]. Sometimes
thresholds are introduced, but often the analysis is restricted
to the suprathreshold regime [25, 28]. But most neurons in
the brain spike only when driven by strong enough excitatory
synaptic input above a threshold [29–31]. Thus, we model a
self-sustained (autonomous) activity in a network of individ-
ually subthreshold neurons. Other models exhibiting contin-
uous transition to chaos [11] or neuronal avalanches [6, 32]
rely on extremely sparse (∼10 connections per neuron) net-
works. However, many neurons in the vertebrate brain re-
ceive a large number of inputs from other cells (∼104) [33].
We observed that the transition to chaos becomes discontin-
uous when densely connected subthreshold units are used in
tandem with the Gaussian assumption (Fig. 3) [20, 34]. This
discontinuous character of the transition makes it hard for the
network to robustly exhibit the edge of chaos, low activity
levels, or avalanches. Although a discontinuous transition can
be smoothed by noise, leading again to critical behavior away
from the edge of chaos if the noise level is appropriate [35],
such noise-induced criticality requires extra fine-tuning. We
explore instead the possibility that an autonomous network
exhibits critical behavior at the edge of chaos.
To fix this issue, we draw on the experimental works re-
porting heavy-tailed distributions of synaptic weights in var-
ious areas of the brain [36–41]. Multiple theoretical mecha-
nisms have been suggested to realize such distributions, e.g.
modified spike-timing-dependent plasticity (STDP) rule [42]
or STDP combined with homeostatic plasticity [43]. Notably,
recent studies have suggested that experimentally observed
activity-independent intrinsic spine dynamics can straight-
forwardly explain the heavy-tailed distributions of synaptic
weights [44–48].
Although extensively studied, the computational role of
synaptic heavy tails is still not fully understood. A log-normal
distribution is often assumed and the results are obtained by
means of computer simulations [40, 49–52]. Unfortunately,
the log-normal distribution is not a stable distribution [53].
Consequently, the corresponding distribution of the mem-
brane potential depends in a nontrivial way on the details of
the connectivity, including number of incoming connections.
Moreover, if the number of incoming connections is scaled
linearly with the number of neurons, the Gaussian assumption
is recovered in the thermodynamic limit. This hinders theo-
retical approaches to study the effects of heavy-tails in these
models. Therefore, a simple model that robustly predicts the
effects of synaptic heavy tails is needed. We fill this gap by
assuming random, power-law distributed synaptic weights.
Our aim is to inspect how the distribution of synaptic effi-
cacies, modulated by the activation function, affects the tran-
sition to chaos and the associated avalanches. To this end, in
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FIG. 1. (top): Visualizations of neural networks with Gaussian
(cyan) and Cauchy (orange) distribution of weights. Thickness and
color saturation of edges correspond to the (nonlinearly transformed)
strengths of the connections. (middle): Probability density functions
(left) and cumulative distribution functions (right) of Cauchy and
Gaussian random variables. The Cauchy distribution features much
thicker tails than the Gaussian distribution. (bottom): Sample real-
izations of the Poisson critical branching process with the duration
T = 11, size S = 18 (left), and T = 35, S = 367 (right). The initial
seeds are marked with the green color. In this work we show that ac-
tivity of a fully connected Cauchy (but not Gaussian) network around
the critical point can be mapped to the critical branching process.
our calculations we focus on the network effects and hence
simplify the dynamics of individual neurons by considering
the following discrete-time network dynamics
xi(t + 1) =
N∑
j=1
Ji jφ(x j(t)), (1)
where φ(x) is the activation function, assumed to be identical
across the network, and J is the connectivity matrix. The net-
work is fully connected and the synaptic weights are indepen-
dently drawn from the common Cauchy distribution (Fig. 1)
ρ(Ji j) =
1
pi
g/N
(g/N)2 + J2i j
, (2)
with the characteristic function
ΦJ(k) = e−γ|k|, (3)
where γ = g/N defines the width of the distribution. We refer
to the model prescribed by (1) and (2) as the Cauchy network.
Due to the generalized central limit theorem [53], in the
thermodynamic limit of N → ∞ results obtained for the
Cauchy model are applicable to networks with connections
drawn independently from any symmetric distribution with
1/x2 tails that are scaled with the number of neurons as 1/N.
In contrast, in the more commonly used Gaussian networks,
the synaptic weights are independently drawn from the normal
distribution Ji j ∼ N(0, g2/N). In the thermodynamic limit
this corresponds to connectivity matrices with entries inde-
pendently drawn from any distribution with zero mean and a
finite variance, as long as the weights are scaled as 1/
√
N.
The natural order parameter in the system at hand is the
mean network activity, defined as
mt =
1
N
N∑
i=1
|φ(xi(t))|. (4)
The state at time t + 1 depends on J and x(t). We fix the
activity vector at time t and treat x(t + 1) as a function of J,
which allows us to characterize the distribution of xi(t + 1)
using Φxi(t+1)(k) as〈
eikxi(t+1)
〉
J
= exp
−g|k|N−1 N∑
j=1
|φ(x j(t))|
 = exp (−gmt |k|) .
(5)
The activity of a neuron at time t+ 1, as a function of synaptic
weights, is a Cauchy random variable whose width depends
on the activity at time t only through its mean value.
To proceed we assume self-averaging, i.e. that the mean
activity is the same for each realization of the network. Since
in our model synaptic weights are statistically the same for all
neurons, in the limit of N → ∞ the mean activity can alterna-
tively be expressed as
mt = 〈|φ(xi(t))|〉J (∀i). (6)
We use the result of (5), i.e. that xi(t) averaged over J is a
Cauchy variable with γ = gmt, together with (6) and arrive at
the evolution of the mean activity in a simple integral form
mt+1 =
∞∫
−∞
Dz|φ(gmtz)|, (7)
where Dz = pi−1dz/(1 + z2) denotes that the integral is cal-
culated with respect to the standard Cauchy measure. The
steady-state mean activity can be obtained from (7) in a self-
consistent manner.
We are now in the position to analyze the dependence of the
dynamics of the Cauchy network on the activation function.
For φ(x) = x, the integral on the right-hand side (RHS) of (7)
diverges, suggesting that the network is unstable. Indeed, it is
easy to understand why this is the case. For linear networks
the dynamics is fully determined by the eigenvalues of the
connectivity matrix J. It is known that, in contrast to random
3FIG. 2. Avalanche size and lifetime distributions in the networks of
binary units. As expected from our theoretical predictions, at the
transition point these distributions are described by power-laws, and
the critical exponents match those of the critical branching process.
matrices with Gaussian entries, a Cauchy random matrix fea-
tures an unbounded support of the eigenvalues density, even
in the limit of N → ∞ [54–56]. Thus, we can conclude that,
regardless of the value of the g, the dynamics of a Cauchy neu-
ral network is in this case divergent. For the same reason, any
φ(x) that is linear around x ≈ 0 and grows sufficiently slow
for large x leads to a self-sustained, active dynamics for any
g [57]. However, in the biologically relevant regime neurons
exhibit saturation and thresholding at, respectively, large and
low values of total synaptic input. The corresponding Cauchy
network generically exhibits two phases: quiescent and active,
and an associated transition between them [57]. In general the
nature of the active phase will depend on the details of the
activation function.
To further simplify the calculations and to simultane-
ously model edge of chaos and avalanches, in the follow-
ing we focus our attention on the binary activation function
φ(x) = Θ(x − θ), where Θ denotes the Heaviside function and
θ denotes the threshold. In this case the mean-field equation
(7) simplifies to
mt+1 =
1
pi
arctan (mtg/θ) . (8)
The stability of the trivial fixed point can be checked by ex-
panding the RHS of (8) around mt = 0: mt+1 =
g
piθ
mt + O(m3t ).
The fixed point at mt = 0, corresponding to the quiescent
phase, is unstable for g > piθ. Since arctan(x)/pi is saturat-
ing and concave for all x > 0, another stable fixed point m∗
close to 0 appears, through the supercritical pitchfork bifur-
cation, exactly when the trivial fixed point loses its stability
(m∗ ≈ √3(g/θ)−3/2 √(g/θ) − pi near the transition point). Due
to the quenched, asymmetric disorder of the connectivity ma-
trix we can expect this fixed point to represent a chaotic at-
tractor of the network [58], with a large sensitivity to small
perturbations. Our computer simulations confirm this predic-
tion [57].
The transition from the quiescent to the chaotic phase can
be understood from the underlying structure of connections.
Due to the power-law connectivity density, we can expect that
only a small fraction of the connections contribute to the ac-
tivity profile of the network. Indeed, as we show in the fol-
lowing, the transition to chaos is driven by the percolation
transition of autocrat connections for which Ji j > θ, i.e. an
active pre-synaptic neuron will activate the post-synaptic neu-
ron in the absence of other inputs. Around the critical point
the mean activity of the network is infinitesimal and thus the
higher order interaction events (e.g. two neurons activating
another neuron) are negligible. In other words, to a good ap-
proximation, a neuron can only be activated by another single
neuron through an autocrat connection, independently from
other neurons. This suggests that the transition to chaos in
the neural network model is related to the critical branching
processes [59] (Fig. 1).
In the Cauchy case the probability that a given connection
is an autocrat reads
Prob(Ji j > θ) =
1
pi
arctan
( g
Nθ
)
. (9)
For a given neuron, the number of outgoing (or incoming)
autocrat connections is a binomial random variable with N
trials and the probability of success given by (9). In the limit
of N → ∞ it converges to the Poisson random variable with
intensity
λ = lim
N→∞
N
pi
arctan
( g
Nθ
)
=
g
θpi
. (10)
Now, let the initial state of the network be such that only a
single neuron (seed) is active. The number of active neurons
(descendants) in the next step is given by the Poisson distribu-
tion and the mean number of active neurons is given by (10).
The theory of branching processes predicts that the popula-
tion will eventually die out almost surely for λ ≤ 1 and has a
finite survival probability for λ > 1. At λ = 1 the process is
critical and features scale-free avalanches. The critical point
predicted by the branching process formulation of the network
dynamics, g∗ = piθ, is the same as the mean-field critical point
predicted by (8).
The mapping to the branching process explains many fea-
tures of the Cauchy neural network around the critical point.
Below the critical point the steady state is quiescent and a bit-
flip perturbation corresponds to a single neuron (seed) being
activated. The local expansion rate of such perturbation is
given by λ. Above the critical point (g > piθ) each bit-flip
contributes in the same manner as a single seed and, addition-
ally, interacts with other active neurons to activate and deacti-
vate other descendants. Thus, in the vicinity of the transition
point λ gives a lower bound on the local expansion rate of a
perturbation in the steady state, and for λ > 1 the network is
expected to be chaotic in the thermodynamic limit [57]. More-
over, the transition to chaos belongs to the mean-field directed
percolation universality class [60–62]. The propagation of the
corresponding avalanches is characterized by [57] power-law
distributed sizes S : Prob(S > s) ∼ s−1/2, and power-law dis-
tributed lifetimes T : Prob(T > t) ∼ t−1. These theoretical
predictions were corroborated by our computer simulations of
the Cauchy network, as shown in Fig. 2.
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FIG. 3. Continuous vs. discontinuous transition in networks of leaky integrate-and-fire neurons: A slowly changing current was injected and an
average firing rate of the network was recorded as a function of time and the injected current amplitude. As predicted by our theory, a network
with Gaussian weights exhibits a discontinuous transition between active and inactive states, which generates a characteristic hysteresis loop.
In contrast, the Cauchy network exhibits a continuous transition and thus shows no signs of the hysteresis loop.
For a comparison, we have also studied Gaussian networks
of threshold units with a fixed number of connections per neu-
ron K [57, 63]. While extremely sparsely connected Gaussian
networks (K / 12) behave qualitatively similar to the Cauchy
network, the transition to chaos becomes discontinuous in the
biologically relevant regime of K ' 13. With a biologically
realistic K and finite N, the network activity jumps between
two metastable states near the transition point, and cannot be
robustly posed at the edge of chaos. The discontinuous prop-
erty is due to the emergence of a metastable active state by the
saddle-node bifurcation as g/θ increases.
Importantly, although our theoretical predictions were de-
rived assuming simplistic threshold neural units, they trans-
late directly to networks of more biologically plausible leaky
integrate-and-fire (LIF) neurons. The difference of continu-
ous and discontinuous transition is confirmed by the presence
or absence of a hysteresis loop in more realistic networks of
LIF neurons (Fig. 3). Hence, unlike the Gaussian networks
with realistic K, Cauchy networks demonstrate critical phe-
nomena and can reproduce experimentally observed scale-
free avalanches at the critical point. Moreover, a large Cauchy
network can exhibit arbitrarily low, self-sustained activity lev-
els. In contrast, the lowest possible activity level that can be
achieved by the Gaussian network with realistic K is about
11% in the binary case and 40Hz in the LIF case (Fig. 3).
For clarity we chose to limit our presentation to the
Cauchy distribution of Ji j, but our results naturally ex-
tend to other power-law distributions. Indeed, let the
synaptic efficacy density asymptotically behave like a
power-law ρ(Ji j) ∼ CαgαN−1|Ji j|−1−α [64]. We then have
Prob(Ji j > θ) = CN−1(g/θ)α, which holds for large enough N.
The branching parameter is calculated as in (10) and reads
λ = C(g/θ)α. A continuous transition takes place at λ = 1 and
its features are, as before, described by the directed percola-
tion universality class.
The connectivity in the current model is unstructured. It
would be interesting to combine power-law synaptic weight
distributions with structured networks, for example, with hi-
erarchical modules [65] or oscillations [3, 7, 66].
Incidentally, the same Cauchy distribution of membrane
potential was found in the quadratic integrate and fire neuron
model [67] due to single-neuron dynamics. Nontrivial effects
may arise from a combination of single-neuron- and network-
driven heavy-tail statistics.
Power-law distributions of synaptic weights feature many
very weak synapses, that do not directly contribute to the com-
putation. Even though this may seem wasteful, we think that
such architectures are not only biologically plausible [68] but
may be beneficial. One possibility is that even weak connec-
tions can activate a neuron once contextual input from an-
other part of the brain increases the baseline membrane poten-
tial close to its spiking threshold. Such contextual input can
also raise the spiking probability of nearby neurons so that
synchronous activation of weak connections is more likely.
Weak synapses have also been reported to play a role in un-
supervised features extraction [69]. In the context of reser-
voir computing [70, 71] high computational capabilities were
achieved using non-biologically sparse connectivity [72]. Our
model provides a more biologically plausible solution that the
connectivity can be anatomically dense but effectively sparse
due to heavy-tailed synaptic weight distribution. More gener-
ally, the optimal degree of sparsity depends on the role of a
given brain structure and the type of the employed plasticity
[73]. Power-law distributed synaptic weights may in this con-
text provide a weakly informative [74, 75] sparse-connectivity
prior, with weak and effectively silent synapses providing a
pool of potential connections that can be recruited when and if
needed, as observed in the brain during development [76, 77].
Our results demonstrate that the shape of the synaptic
weight distribution can dramatically affect dynamics of neural
networks. A biological distribution of synaptic weights can
give distinct predictions from the frequently assumed Gaus-
5sian distribution. The proposed mathematical framework with
power-law synaptic weights can easily be adapted to other sce-
narios in future studies.
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I. BINARY GAUSSIAN NETWORK
A. Fully connected network
For a general activation function it is convenient to describe the behavior of the Gaussian networks in terms of another order
parameter,
q0(t) =
1
N
∑
i
φ(xi(t))2. (S.1)
However, in the binary case analyzed here it is equivalent to m(t). The corresponding dynamical mean-field equation [1] reads
m(t + 1) =
1
2
[
1 − erf
(
θ√
2m(t)g
)]
, (S.2)
where the error function is given by erf(x) = 2pi−1/2
∫ x
0 exp(−z2)dz. Expanding the RHS of (S.2) around m(t) ≈ 0 gives
m(t + 1) =
√
m(t)g2
2piθ2
exp
(
− θ
2
2m(t)g2
) (
1 + O
(
m(t)g2
θ2
))
. (S.3)
Due to the exponential factor m(t + 1) < m(t) for small enough m(t), which proves that the fixed point m(t) = 0 is locally stable
under the evolution (S.2). Since the quiescent state is always stable, the transition to chaos, if present, must be discontinuous.
This is confirmed by the graphical inspection of (S.2) (Fig. S.1) and in computer simulations (Fig. S.2).
∗ nalewkoz@gmail.com
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FIG. S.1. Mean field m(t) 7→ m(t + 1) mapping for fully connected (dense) Gaussian and Cauchy networks and sparse Gaussian network with
a fixed number of incoming connections per neuron K. For large values of K, the MF equation looks similar to the fully connected Gaussian
case. In particular, we observe a discontinuous transition at g ≈ 2.5. (note that this similarity only holds if g is not too large, since for any
finite K there is a continuous transition at which the trivial fixed point loses its stability). For an intermediate sparsity (2 < K / 12), only a
second order transition is observed and the dynamics looks qualitatively similar to the dense Cauchy case. For K ≤ 2 no transition to chaos is
observed and the trivial fixed point is always stable (results not shown).
The mapping to a branching process offers a simple way of understanding this result. The probability that a given synapse is
an autocrat reads
Prob(Ji j > θ) =
1
2
1 − erf −√N2 θg
 (S.4)
In the thermodynamic limit the average number of autocrat connections per neuron can be calculated as before as
λ = limN→∞ NP(Ji j > θ), which in our case leads to
λ = lim
N→∞
√
N
2
g
θ
exp
(
−Nθ
2
2g2
) (
1 + O(1/N2)
)
= 0, (S.5)
i.e. an activity starting from a single seed almost surely dies out.
Interestingly, the discontinuous character of the transition between quiescent and active phases have already been reported in
various models that employ Gaussian weights [2, 3], which confirms the generic nature of this result.
B. Sparse network
Let each neuron receive exactly K incoming connections, randomly chosen from the network, and let Ji j ∼ N(0, g2/K). If the
mean activity of the network at time t is m(t), the probability that exactly n incoming neurons are active is given by the binomial
distribution
P(n;m(t)) =
(
K
n
)
m(t)n(1 − m(t))K−n. (S.6)
The membrane potential of a neuron x, conditioned on n incoming connections being active, is a normal random variable with
µ = 0 and σ2 = ng2/K. The mean activity of the network in the next step is equal to the probability that the membrane potential
of any given neuron crosses the threshold, and so it reads
m(t + 1) = 2−1
K∑
n=1
(
K
n
)
m(t)n(1 − m(t))K−n
1 − erf  θ√K√
2ng
 . (S.7)
32.0 2.5 3.0 3.5 4.0 4.5 5.0
0.0
0.1
0.2
0.3
Cauchy dense
Theory
1.5 2.0 2.5 3.0 3.5 4.0 4.5
0.0
0.1
0.2
0.3
Gauss dense
1.5 2.0 2.5 3.0 3.5 4.0 4.5
0.0
0.1
0.2
0.3
Gauss K=7
1.5 2.0 2.5 3.0 3.5 4.0 4.5
0.0
0.1
0.2
0.3
Gauss K=20
FIG. S.2. Steady-state mean activity as a function of the control parameter g/θ. Lines were obtained by solving our mean field equations
(8), (S.2), and (S.7) self-consistently. The points were obtained from computer simulations of M = 105/N independent realizations of J. For
each realization of the weight matrix, the network was first evolved for 400 steps from an active state (m(0) ≈ 0.5). The following 200 steps
were used in calculating the average, which was performed over the steps, neurons, and realizations of J. Error bars denote ±3σ confidence
intervals.
Our computer simulations corroborate the validity of (S.7), see Fig. S.2. Note, additionally, that it is not difficult to show that
(S.7) simplifies to the dense case (S.2) in the limit of K → ∞. Analogous calculations in the case of stochastic units were
presented in [4], where the range of validity of the annealed approximation is also discussed.
II. MEAN FIELD EQUATIONS CORRECTLY PREDICT THE MEAN ACTIVITY IN THE THERMODYNAMIC LIMIT
We have performed computer simulations of Cauchy, fully connected Gaussian, and sparse Gaussian networks with binary
activation functions (Fig. S.2). The good match between our theoretical predictions and the simulation results strongly suggests
that the mean field approach is exact in the thermodynamic limit.
III. ACTIVE PHASE IS CHAOTIC IN RANDOM NETWORKS OF BINARY NEURONS
Here we show, with a simple mathematical argument and computer simulations, that whenever the mean network activity m is
non-zero in the steady-state, the corresponding attractor is chaotic. This is true for both Gaussian and Cauchy networks with the
binary activation function, and is expected to hold in more general settings, unless some non-trivial structure of the connectivity
is present, e.g. symmetric or antisymmetric connectivity (the latter with a symmetric version of the binary activation function,
i.e. with θ = 0 and taking values ±1) leads to non-chaotic, periodic attractors [5].
It is easy to prove our result in the Gaussian case. In this case, with N → ∞, the maximal Lyapunov exponent is given by
[1, 6, 7]
λ
gauss
max =
1
2
ln g2
∞∫
−∞
Dx
[
φ′
(
g
√
q0x
)]2 (S.8)
where Dx denotes the standard Gaussian measure, q0 is the average squared activity (S.1). It is clear that whenever φ features
any discontinuity and the phase is active (g
√
q0 , 0), formula (S.8) predicts λ
gauss
max = ∞. In particular, the binary activation
function has a discontinuity at x = θ and thus the corresponding active phase is always chaotic. The analysis for the binary
Cauchy network is more involved and will be published elsewhere. However, the intuition is the same: small perturbations in
the active phase are expanded due to the discontinuity of the activation function. Note that these results are in line with previous
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FIG. S.3. Numerical perturbation analysis of the binary Cauchy network. (A-D): Two replicas were evolved from identical initial conditions
(θ = 0.95). A single-neuron perturbation, introduced at T0 = 100, is quickly expanded, which can be seen by comparing individual neuron
activities (C) or mean network activities (D). (E): The average Hamming distances between perturbed and unperturbed states as functions of
the number of steps T after introducing a single-neuron state flip to a steady-state trajectory. The network is sensitive to the perturbations for
θ < 1, corroborating the existence of a transition to chaos at the predicted value of θ = 1. (F): The average expansion rate as a function of θ. As
expected, the average expansion rate from the quiescent initial state is equal to λ = g/(piθ). The average expansion rate from the steady state is
different from λ for θ < 1; in this regime the quiescent state does not correspond to the stable steady state (the quiescent state is unstable). In
(E) and (F) the distances are averaged over all possible neurons and over 10 realizations of J. See text for more details.
studies, e.g., it has been shown that in random Boolean networks Lyapunov exponents scale as ln K with the number of incoming
connections [8]. The issue of infinite Lyapunov exponents in binary networks is also discussed in detail in [9].
To support our claim we simulated Cauchy networks with binary activation functions. Two replicas that shared J were evolved
from identical initial conditions. At a fixed time T0 = 100 a perturbation was introduced by flipping the state of a single neuron
in one of the replicas. We then calculate the activity difference
δi(t) =
∣∣∣∣φ (x1i (t)) − φ (x2i (t))∣∣∣∣ , (S.9)
the Hamming distance
d(t) =
N∑
i=1
δi(t), (S.10)
and the average expansion rate
r =
d(T0 + 1)
d(T0)
, (S.11)
where d(T0) = 1. Similarly, we calculated the average expansion rate from the quiescent initial state λ. In this case we evolved
the (unperturbed) network from a quiescent initial state, which corresponds to the stable steady state for θ > θ∗ = 1 (g = pi),
whereas for θ < 1 is unstable. The theoretically calculated branching parameter agrees with λ obtained from the simulations
(Fig. S.3F). The evolution of the network is sensitive to the perturbation for θ < 1, which can be observed at the level of individual
neuron’s activities (Fig. S.3A-C) and, due to the finite size of the network, the mean activity (Fig. S.3D). In the chaotic phase,
the Hamming distance initially grows exponentially and then saturates at d(∞) ∼ N. The chaotic phase is signaled by r > 1,
which is directly related to the maximal Lyapunov exponent being positive [8–10]. Although r in general is not equal to λ, both
quantities cross the value 1 at the critical point θ = 1. The discrepancy observed around the transition point (the slowly growing
distance at θ = 1.05 in Fig. S.3E and the corresponding r ≈ 1.04 > 1 (Fig. S.3F)) is expected to be a finite size effect.
5IV. DETAILS OF THE SIMULATIONS
Computer simulations of binary networks were performed using custom-written codes in MATLAB and Julia [11]. The results
for spiking neural networks were obtained with NEST Simulator [12] through a custom-written code in Python. Details of the
simulations:
Fig. 2: Networks had size N = 104 and results were averaged over 10 independent realizations of J. For a given realization
of J, we run 104 simulations, each starting from different seed neuron (i.e. one neuron active, all other neurons inactive). g = pi.
Fig. 3: Both Gaussian and Cauchy networks were fully connected with N = 104. The injected current changed between −400
pA and 400 pA in small increments every 5 ms. All neurons were of type iaf psc alpha, which denotes a leaky integrate-and-
fire neuron with alpha-shaped postsynaptic currents. Default parameters of the model neuron were used, i.e.: resting potential
EL = −70 mV, capacity of the membrane Cm = 250 pF, membrane time constant τm = 10 ms, refractory period tre f = 2 ms,
spike threshold Vth = −55 mV, reset potential Vreset = −70 mV, rise time of the excitatory and inhibitory synaptic alpha function
τsyn = 2 ms. Static synapses were used with the default delay of 1 ms, and weights were randomly drawn from symmetric (a)
Gaussian distribution with σ = 2.4 × 103/√N pA, and (b) Cauchy distribution with γ = 1.92 × 103/N pA. Poisson noise was
injected randomly into the network, activating each neuron approximately twice every second. Note that without any external
input the analyzed networks cannot recover from the quiescent state, since the model neurons are never spontaneously active.
Sub-sampling: For the sake of clarity and drawing efficiency, in the raster plots only 10% of spikes of 100 randomly chosen
neurons were drawn. Activity histograms were created using all data.
Fig. S.3: The averaging was performed over all N = 104 neurons (i.e., including the unperturbed network, N + 1 replicas were
simulated) and over 10 realizations of J. At time T = 0 the unperturbed network was prepared in the (a) steady state by evolving
it for 100 steps before introducing perturbations or (b) quiescent state. g = pi. Sub-sampling: For the sake of clarity and drawing
efficiency, activities of a randomly chosen subpopulation of neurons (N′ = 100) is shown.
V. AVALANCHE STATISTICS
The mapping to the branching process together with the general results known for critical branching processes provide the
critical exponents [13–15]. Here, for completeness, we calculate two critical exponents in our specific case.
A. Avalanche size distribution
The size of an avalanche is defined as the sum of the number of active neurons at each time step, from the beginning of
the avalanche till its end. Let Sm denote the size of an avalanche starting from m seeds and Gm(z) denote the corresponding
generating function
Gm(z) ≡ 〈zSm〉 =
∞∑
j=0
z j Prob(Sm = j). (S.12)
Since the activity of network is assumed to be sparse, the avalanche that starts from m seeds consists of m independent avalanches
starting from a single seed. Therefore we can write that Sm =
∑m
i=1 S
(i)
1 , where
{
S (i)1
}
is a set of i.i.d. random variables denoting
sizes of single-seed generated avalanches. At the level of the generating functions, this assumption leads to a simple expression
Gm(z) = [G1(z)]m . (S.13)
On the other hand, we know how a seed neuron propagates the activity through the network in a single step: it activates m
neurons with probability
pm =
λm
m!
e−λ, (S.14)
where λ is given by (10). This means that one seed generate an avalanche of size 1 + Sm with probability pm, where 1 is from
the first step (i.e., the seed) and Sm is from the subsequent steps. Hence, the single-seed generating function can be calculated
as follows
G1(z) =
∞∑
m=0
pm〈z1+Sm〉 = z
∞∑
m=0
pmGm(z). (S.15)
6We combine (S.15) with (S.13) and (S.14) and arrive at an implicit expression for the one-seed avalanche size generating function
G1(z) = z
p0eS 0 + ∞∑
m=1
pm[G1(z)]m
 = z exp(λG1(z) − λ). (S.16)
Note that we used S 0 = 0 (no avalanche without a seed). In order to inspect the tail of the distribution of S 1 we introduce an
auxiliary function g() = 1 −G1(1 − ) and expand the RHS of (S.16) assuming that   1 and g()  1 (valid for λ ≤ 1):
1 − g() = (1 − )
(
1 − λg() + λ
2g()2
2
+ O(g()3)
)
, (S.17)
which to the lowest order can be rewritten as
g() =
 1−λ , for λ , 1√2, for λ = 1. (S.18)
The small  behavior of g() ∼ 1/2 in the λ = 1 case translates into the tail behavior of the avalanche size density as
Prob(S 1 = s) ∼ s−3/2 (S.19)
for large s.
B. Avalanche lifetime distribution
Let Tm be the lifetime (number of steps with nonzero activity) of an avalanche that starts from m seeds. By definition T0 = 0
and Tm ≥ 1 for m > 0. As before, we treat an avalanche from different seeds as independent, and thus the following identity
linking the survival probabilities holds
Qm(t) = 1 − Prob(Tm ≤ t) = 1 − [Prob(T1 ≤ t)]m = 1 − [1 − Q1(t)]m . (S.20)
As in the case of the size distribution, we can unwrap the first step of the dynamics starting from a single seed, which gives
Q1(t + 1) =
∞∑
m=1
pmQm(t) = 1 −
∞∑
m=0
pm [1 − Qm(t)] . (S.21)
We plug (S.20) and (S.14) into (S.21) and arrive at the following recursive relation
Q1(t + 1) = 1 − exp [−λQ1(t)] . (S.22)
If λ > 1 there exists a non-zero fixed point corresponding to the non-zero probability of survival at t → ∞. In contrast, the
activity eventually dies out almost surely for λ ≤ 1. Assuming λQ1(t)  1 the recursive relation simplifies to
Q1(t + 1) = λQ1(t) − λ
2
2
Q1(t)2, (S.23)
which predicts an exponential decay for λ < 1. At the critical point λ = 1 and the decay is a power law. In that case the recursion
can be solved with an ansatz Q1(t) = C/tδ, leading to δ = 1, as expected.
VI. EXISTENCE OF A CONTINUOUS TRANSITION IN CAUCHY NETWORKS WITH A POSITIVE THRESHOLD
Let φ(x) be an activation function such that φ(x) = 0 for x below a positive threshold θ, and φ(x) ≈ C for sufficiently large x
(i.e. x > m1). Without much loss of generality, we additionally assume that φ(x) ≥ 0 and
∫ b
a φ(x)dx < ∞. The integral in the
mean-field equation can be then decomposed as follows:
m(t+ 1) =
1
pi
∞∫
0
dz
φ(m(t)gz)
1 + z2
≈ 1
pi
m1
m(t)g∫
θ
m(t)g
dz
φ(m(t)gz)
1 + z2
+
C
pi
∞∫
m1
m(t)g
dz
1
1 + z2
=
m(t)g
pi
m1∫
θ
dy
φ(y)[
m(t)g
]2
+ y2
+
C
pi
arctan
(
m(t)g
m1
)
. (S.24)
7We expand (S.24) around m(t) = 0:
m(t + 1) =
m(t)g
pi

m1∫
θ
dy
φ(y)
y2
+
C
m1
 + O(m(t)3), (S.25)
and conclude that the transition between quiescent and active state occurs at the critical point described by the equation
g
pi

m1∫
θ
dy
φ(y)
y2
+
C
m1
 = 1. (S.26)
Hence, this guarantees the existence of positive and finite critical g∗ that solves the above equation. It is possible to extend
these results to activation functions φ(x) that are non-zero around x = 0 and are non-saturating: the transition exists if φ(x) is
sufficiently superlinear around x = 0 and sublinear for large |x|.
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