Weighted histograms are used for the estimation of probability density functions. Computer simulation is the main domain of application of this type of histogram. A review of chi-square goodness of fit tests for weighted histograms is presented in this paper. Improvements are proposed to these tests that have higher statistical power and size more close to its nominal value. Numerical examples are presented in this paper for evaluation of tests and to demonstrate various applications of tests.
Introduction
A histogram with m bins for a given probability density function (PDF) p(x) is used to estimate the probabilities
that a random event belongs to bin i. Integration in (1) is done over the bin S i .
A histogram can be obtained as a result of a random experiment with PDF p(x). Let us denote the number of random events belonging to the ith bin of the histogram as n i . The total number of events n in the histogram is equal to
The quantityp
is an estimator of probability p i with expectation value
The distribution of the number of events for bins of the histogram is the multinomial distribution [1] and the probability of the random vector (n 1 , . . . , n m ) is P (n 1 , . . . , n m ) = n! n 1 !n 2 ! . . . n m ! p
A weighted histogram or a histogram of weighted events is used again for estimating the probabilities p i (1), see Ref. [2] . It is obtained as a result of a random experiment with probability density function g(x) that generally does not coincide with PDF p(x). The sum of weights of events for bin i is defined as:
where n i is the number of events at bin i and w i (k) is the weight of the kth event in the ith bin. The statisticp
is used to estimate p i , where n = m i=1 n i is the total number of events for the histogram with m bins. Weights of events are chosen in such a way that the estimate (7) is unbiased,
The usual histogram is a weighted histogram with weights of events equal to 1.
The two examples of weighted histograms are considered below:
Example 1
To define a weighted histogram let us write the probability p i (1) for a given PDF p(x) in the form
where
is the weight function and g(x) is some other probability density function. The function g(x) must be > 0 for points x, where p(x) = 0. The weight w(x) = 0 if p(x) = 0, see Ref. [3] . The weighted histogram is obtained from a random experiment with a probability density function g(x), and the weights of the events are calculated according to (10) .
Example 2
The probability density function p rec (x) of a reconstructed characteristic x of an event obtained from a detector with finite resolution and limited acceptance can be represented as
where p tr (x ′ ) is the true PDF, A(x ′ ) is the acceptance of the setup, i.e. the probability of recording an event with a characteristic x ′ , and R(x|x ′ ) is the experimental resolution, i.e. the probability of obtaining x instead of x ′ after the reconstruction of the event. The integration in (11) is carried out over the domain Ω ′ of the variable x ′ . Total probability that an event will not be registered is equal to
The sum of probabilities
because
where Ω domain of the variable x.
A histogram of the PDF p rec (x) can be obtained as a result of a random experiment (simulation) that has three steps [3]:
1. A random value x ′ is chosen according to a PDF p tr (x ′ ). 2. We go back to step 1 again with probability 1 − A(x ′ ), and to step 3 with probability A(x ′ ). 3. A random value x is chosen according to the PDF R(x|x ′ ).
The quantityp i = n i /n, where n i is the number of events belonging to the ith bin for a histogram with total number of events n in random experiment (at step 1), is an estimator of p i ,
with the expectation value of the estimator
The quantityp = n/n, where n is the number of events that were lost, is an estimator of p (12) with the expectation value of the estimator
Notice that
In experimental particle and nuclear physics, step 3 is the most time-consuming step of the Monte Carlo simulation. This step is related to the simulation of the process of transport of particles through a medium and the rather complex registration apparatus.
To use the results of the simulation with some PDF g tr (x ′ ) for calculating a weighted histogram of events with a true PDF p tr (x ′ ), we write the equation for p i in the form
is the weight function. The weighted histogram for the PDF p rec (x) can be obtained using events with reconstructed characteristic x and weights calculated according to (20) .
In this way, we avoid step 3 of the simulation procedure, which is important in cases where one needs to calculate Monte Carlo reconstructed histograms for many different true PDFs.
The probability that an event will not be registered can be represented
and is estimated the same way using events with weights calculated according formula (20) .
Goodness of fit tests
The problem of goodness of fit is to test the hypothesis
where p i0 are specified probabilities, and
The test is used in a data analysis for comparing theoretical frequencies np i0 with observed frequencies n i . This classical problem remains of current practical interest. The test statistic for a histogram with unweighted entries
was suggested by Pearson [4] . Pearson showed that the statistic (23) has approximately a χ 2 m−1 distribution if the hypothesis H 0 is true.
The contemporary prove of Pearson's result
The expectation values of the observed frequency n i , if hypothesis H 0 is valid, equal to:
and its covariance matrix Γ has elements:
Notice that the covariance matrix Γ is singular [5] . Let us now introduce the multivariate statistic
is the covariance matrix for a histogram without bin k. The matrix Γ k has the form
The special form of this matrix permits one to find analytically Γ −1 k [7] :
where Θ is (m − 1) × (m − 1) matrix with all elements unity. Finally the result of the calculation of expression (25) gives us the X 2 test statistic (23) . Notice that the result will be the same for any choice of bin number k.
Asymptotically the vector n has a normal distribution N (np 0 , Γ 1/2 k ), see Ref. [5] , and therefore the test statistic (23) has χ 2 m−1 distribution if hypothesis H 0 is true
Generalization of the Pearson's chi-square test for weighted histograms
Following Ref. [2] , the total sum of weights of events in ith bin W i , i = 1, . . . , m can be considered as a sum of random variables
where also the number of events n i is a random value and the weights w i (k), k = 1, ..., n i are independent random variables with the same probability distribution function. The distribution of the number of events for bins of the histogram is the multinomial distribution and the probability of the random vector (n 1 , . . . , n m ) is
where g i is the probability that a random event belongs to the bin i. Let us denote the expectation values of the weights of events from the ith bin as
and the variances as
The expectation value of the total sum of weights W i , i = 1, . . . , m, see Ref. [6] , is:
The diagonal elements γ ii of the covariance matrix of the vector (W 1 , . . . , W m ), see Ref. [6] , are equal to
The non-diagonal elements γ ij , i = j are equal to:
where h(k, l) is the probability that k events belong to bin i and l events to bin j. For weighted histograms again the problem of goodness of fit is to test the hypothesis
and
We can substitute g i to Eqs. (34) and (36) which gives the covariance matrix Γ with elements:
is the ratio of the first moment of the distribution of weights of events µ i to the the second moment α 2i for a particular bin i. Notice that for usual histograms the ratio of moments r i is equal to 1 and the covariance matrix coincides with the covariance matrix of the multinomial distribution. The multivariate statistic is represented as
The special form of this matrix permits one to find analytically the inverse matrix
where r = (r 1 , . . . , r k−1 , r k+1 , . . . , r m ) t . After that, the multivariate statistic can be written as
and can also be transformed to form
which is convenient for numerical calculations. Asymptotically the vector W has a normal distribution N (np 0 , Γ 1/2 k ) [8] and therefore the test statistic (44) has χ 2 m−1 distribution if hypothesis H 0 is true
For usual histograms when
The expectation value of statistic (44), as shown in Ref. [2] , is equal to
as for Pearson's test [1] . The ratio of moments r i = µ i /α 2i , that is used for the test statistic calculation, is not known in majority of cases. An estimation of r i can be used:r
. Let us now replace r i with the estimater i and denote the estimator of matrix Γ k asΓ k . Then for positive definite matricesΓ k , k = 1, . . . , m the test statistic is given aŝ
Formula (49) for usual histograms does not depend on the choice of the excluded bin, but for weighted histograms there can be a dependence. A test statistic that is invariant to the choice of the excluded bin and at the same time is a Pearson's chi square statistic (23) for the unweighted histograms can be represented as the median value for the set of statisticsX 2 k (49) with positive definite matrixesΓ k
StatisticX 2 M ed first time was proposed in Ref. [2] and approximately has χ 2 m−1 distribution if hypothesis H 0 is truê
The usage ofX 2 M ed to test the hypothesis H 0 with a given significance level is equivalent to making a decision by voting. It was noticed that test can be slightly liberal even for large value of total number of events n.
New generalizations of Pearson's chi-square test for weighted histograms
The generalization as described in the previous section expects to use for the calculation of the final statisticX M ed statistic can be used for any weighted histograms, including histograms with unweighted entries. One bin is excluded because the full covariance matrix of an unweighted histogram is singular and hence can not be inverted.
Let us consider estimation of a full covariance matrixΓ for the weighted histogram with more detail. The symmetric matrix is positive definite if the minimal eigenvalue of the matrix larger then 0. We denote minimal eigenvalue of the matrix n −1Γ by λ min then follow to Ref. [10] it can be shown that
and the eigenvalue λ min is the root of secular equation
In case of a histogram with unweighted entries, allr i = 1 and λ = 0 is zero of equation (53). MatrixΓ for this case is not positive definite and singular, but matrixΓ k is positive definite and therefore invertible. Number of events n i in bins of usual histogram satisfy to equation n 1 + n 2 , ..., +n m = n that is why the covariance matrix of multinomial distribution are not positive definite and singular.
MatrixΓ for a histogram with weighted entries can be also non-positive definite. There are two reasons why this can be. First of all, the total sums of weights W i in bins of a weighted histogram are related with each other, because satisfy the equation E[ m i=1 W i ] = n and second, due fluctuations of matrix elements.
The test statistic obtained with full matrixΓ is unstable and can have large variance especially for the case of low number n of events in a histogram. The matrix is not positive definite, is equivalent that the minimal eigenvalue λ min of the matrixΓ is ≤ 0. A case when the minimal eigenvalue is positive but rather small is also not desirable, especially for computer calculations.
Due to the above mentioned reasons it is wise to use the test statistic for a weighted histogramŝ
for k where
A secular equation for the new minimal eigenvalue can be solved numerically, by bisection method, to check whether a matrixΓ k is positive definite or not. Numerical experiments show that it is very rare when the matrixΓ k is not positive definite and it happens only for histograms with a small number n of events in a histogram. If hypothesis H 0 is valid, statisticX 2 asymptotically has distributionX
It is plausible that statisticX 2 provides the greater power of test compared with statisticX 
Goodness of fit tests for deviation from main model of weighted histogram
Here, different deviations from the main model of weighted histograms will be considered as well as goodness of fit tests for those cases.
Goodness of fit test for weighted histogram with unknown normalization
In practice one is often faced with the case that all weights of events are defined up to an unknown normalization constant C see Ref. [2] . It happens because in some cases of computer simulation is rather difficult give analytical formula for the PDF, but the PDF up to multiplicative constant is possible, that is enough for the generation of events according to the PDF, for example, by very popular Neumann's method [11] . For the goodness of fit test it means that if hypothesis H 0 is valid
with unknown constant C. Then the test statistic (45) can be written as
An estimator for the constant C can be found by minimizing Eq. (58).
whereĈ k is an estimator of C. Substituting (59) to (58), we get the test statistic
The statistic (60) has a χ 2 m−2 distribution if hypothesis H 0 is valid. Formula (60) can be also transformed to
which is convenient for calculations, see [2] . Median statistics can be used for the same reason as in section 2.2
and has approximately χ 2 m−2 distribution if hypothesis H 0 valid, see Ref. [2] cX 2
New goodness of fit test for weighted histogram with unknown normalization
The new estimator of constant C iŝ
And the test statistic can be written as
Statistic cX 2 asymptotically has χ
Goodness of fit test for weighted Poisson histograms
Poisson histogram [12] can be defined as histogram with multi-Poisson distributions of a number of events for bins
where n 0 is a free parameter. The discrete probability distribution function (probability mass function) of a Poisson histogram can be represented as a product of two probability functions: a Poisson probability mass function for a number of events n with parameter n 0 and a multinomial probability mass function of the number of events for bins of the histogram, with total number of events equal to n, see Ref.
[1]
A Poisson histogram can be obtained as a result of two random experiments, namely, where the first experiment with Poisson probability mass function gives us the total number of events in histogram n, and then a histogram is obtained as a result of a random experiment with PDF p(x) and the total number of events is equal to n. As in the case of multinomial histograms, also for Poisson histograms there is the problem of goodness of fit test with the hypothesis:
where p i0 are specified probabilities, and m i=1 p i0 = 1. If n 0 is known, then the statistic, see Ref. [13] :
can be used and has asymptotically a χ 
The hypothesis H 0 becomes complex if parameter n 0 is unknown for the Poisson histogram. This is an opposite situation to the case of a multinomial histogram, where the hypothesis is simple.
In [13] there are proposed statistics for goodness of fit test for a weighted Poisson histogram with known parameter n 0
and for the case the n 0 is not known:
with estimation of n 0 obtained by minimization of equation (74) 
Distribution of statistic X 2 corr0 in case hypothesis H 0 is valid
and for the statistic X 2 corr is
according Ref. [13] . Generally, the power of the tests for Poisson histograms will be slightly lower than for multinomial histograms with the number of events n = n 0 which is explained by the fact that the total number of events for Poisson histograms fluctuates.
The choice of the type of the histogram depends on what type of a physical experiment is produced. If the number of events n is constant, then it is a multinomial histogram; if the number of events n is a random value that has Poisson distribution, then it is a Poisson histogram.
A weighted histogram very often is the result of modeling and the number of simulated events is known exactly, and therefore the choice of a multinomial histogram is reasonable. It is also reasonable to use tests developed for the multinomial histograms in the case, if the number of events n is random value but with unknown distribution [14] .
Restriction for goodness of fit tests applications
For the histograms with unweighted entries, the use of chi-square tests is inappropriate if any expected frequency np i0 is below 1 or if the expected frequency is less than 5 in more than 20% of bins [15] .
Restrictions for weighted histograms, due to fluctuation of the estimation of ratio of momentsr i , can be made stronger. Namely, the use of chi-square tests is inappropriate if any expected frequency E[n i ] is less than 5.
Following Ref. [16] a disturbance is regarded as unimportant when the nominal size of the test is 5% and the size of the test lies between 4% and 6% for a goodness of fit tests.
Numerical evaluation of the tests' power and sizes
The main parameter which characterizes the effectiveness of a test is power. The power of tests depend on the number of events and the binning that was discussed for usual histograms in Ref. [1] . The power for weighted histograms also depends on the choice of PDF g(x) (subsection 1.1) or g tr (subsection 1.2) and can be even higher than for histograms with unweighted entries as well as lower. Below we demonstrate two examples of an application of the previously discussed tests. The power and size of the tests are calculated for a different total number of events in the histograms. Applications of proposed tests for the Poisson histograms are demonstrated as well as compared with tests developed ad hoc for the Poisson histograms in Ref. [13] .
The published program, see Ref. [17] , was used for the calculation of the test statistics with minor modification needed for the new tests.
Numerical example 1
A simulation study was done for the example from Ref. [2] . Weighted histograms described in subsection 1.1, are used here. The PDF for hypothesis H 0 is:
against alternative H a :
represented by the weighted histogram. Both PDF's are defined on the interval [4, 16] . A calculation was done for three cases of a PDF, used for the event generation, see 
Distribution (81) gives an unweighted histogram. Distribution (82) is a uniform distribution on the interval [4, 16] . Distribution (83) has the same type of parameterizations as Eq. (79) Table 1 . The target significance level was taken to be equal to 5%. Table 1 .
Conclusion and interpretation of results presented in
• The power of all tests calculated for histograms with weights of events equal to 12p(x) are lower then for histogram with unweighted entries, but the power of all tests calculated for histograms with weights of events equal to p(x)/g 3 (x) are greater. The explanation is that in latter case we increase the statistics of events for domains with high deviation of the distribution presented by the histogram from the tested distribution.
• The size of new testsX 2 (rows 2, 6) and cX 2 (row 3, 7) are generally closer to nominal value 5% then median testsX • The power of new testsX 2 (rows 2, 6) are greater then for analogous median testsX Properties of tests in applications to Poisson histograms with the same weighted functions and distributions of events were investigated. In this case, Med obtained for different weighted functions w(x). All calculation were produced for the nominal value of significance level equal to 5%. Italic type marks a size of test with inappropriate number of events in the bins of histograms.
№ the total number of events n is random and was simulated according Poisson distribution for a given parameter n 0 . Size and power of tests X Table 2 . Table 2 .
• The power of new testsX 2 (rows 5, 9) and cX 2 (rows 6, 10) used for Poisson histograms are greater then the power of tests developed ad hoc for the Poisson histograms X 2 corr0 (rows 3, 7) with the exactly known parameter n 0 and X 2 corr (rows 4, 8) with the unknown parameter n 0 in Ref. [13] .
• The power of Pearson's test X 2 (row 2) used for Poisson histograms is greater then test X 2 pois (row 1) with the exactly known parameter n 0 proposed in Ref. [13] . 
Numerical example 2
A simulation study was done for the example described in Ref. [18] and also in Ref. [19] . Weighted histograms described in subsection 1.2 are used here.
The PDF p 0 (x) for the hypothesis H 0 is taken according to formula (11) with:
A(
For the alternative H a , p(x) is taken with the same acceptance and resolution function according to formula (11) with:
that is presented by the weighted histogram. 
A calculation was done for two cases of PDFs used for event generation, see Fig. 3 .
In the first case, a weighted histogram is the histogram with weights of events equal to 1 ( histogram with unweighted entries) and, in the second case, weights of events equal to h 1 (x ′ )/h 2 (x ′ ). The results of this calculation for 100000 runs are presented in tables 3. We use a histogram with 20 bins on interval [−0.3, 1.3]. Fig. 4 presented probabilities p i , i = 1, . .., 20 for the PDF p(x) and p 0i , i = 1, ..., 20 for the PDF p 0 (x). Here, we add two bins for events with x −0.3 and x > 1.3 as well as one bin for events that were not registered due to limited acceptance. Total number of bins m is used in test The property of tests in application for Poisson histograms is investigated with the same weighted functions and distributions of events. In this case, the number of events n in a histogram was simulated according Poisson distribution with given parameter n 0 . The size and power of tests developed for the Poisson histogram in [13] was also calculated. Results of calculations are presented in Table 4 . Conclusion and interpretation of results presented by Table 4 .
• Basically, the power of new testsX 2 and cX 2 (rows 5, 6) in applying for Poisson histograms are greater than the power of tests developed ad hoc for the Poisson histograms X 2 corr0 with the exactly known parameter n 0 and X 2 corr (rows 3, 4) with the unknown parameter n 0 in Ref. [13] .
• The power of Pearson's test X 2 (row 2) used for Poisson histograms is greater then power of test X 2 pois (row 1) with the exactly known parameter n 0 .
Generally the numerical example 1 and example 2 demonstrate the superiority of new goodness of fit tests under existing tests for weighted histograms, see Ref. [2] and for weighted Poisson histograms, see Ref. [13] .
Conclusion
A review of goodness of fit tests for weighted histograms was presented. The bin content of a weighted histogram was considered as a random sum of random variables that permits to generalize the classical Pearson's goodness of fit test for histograms with weighted entries. Improvements of the chi-square tests with better statistical properties were proposed. Evaluation of the size and power of tests was done numerically for different types of weighted histograms with different numbers of events and different weight functions. Generally the sizes of new tests are closer to its nominal value and have greater power than existing tests for weighted histograms and Poisson weighted histograms. Except direct application of tests in data analysis, see for example Ref. [20] , the proposed tests are necessary bases for generalization of test in the case when some parameters must be estimated from the data, see Ref. [21] , as well as for the generalisation of test for comparing weighted and unweighted histograms or two weighted ones (homogeneity test), see Refs. [21, 22, 23] . Parametric fit of data obtained from detectors with finite resolution and limited acceptance is one of important application of methods developed for weighted histograms that can be used for experimental data interpretation, see Refs. [19] .
