Abstract-In Group Decision Making (GDM) problems before to obtain a solution a high level of consensus among experts is required. Consensus measures are usually built using similarity functions measuring how close experts' opinions or preferences are. Similarity functions are defined based on the use of a metric describing the distance between experts' opinions or preferences. Different distance functions have been proposed to implement consensus measures. This paper analyzes the effect of the application of different aggregation operators combined with the use of different distance functions for measuring consensus in GDM problems. It is concluded that the application of different aggregation operators together with different distance functions has a significant effect on the speed of achieving consensus. These results are analysed and used to derive decision support rules, based on a convergent criterion, that can be used to control the convergence speed of the consensus process using the compared distance functions.
I. INTRODUCTION
For reaching a decision, experts have to express their preferences by means of a set of evaluations over a set of alternatives. The known definition of consensus as as the full and unanimous agreement of all the experts regarding all the feasible alternatives may become inconvenient because it only allows differentiating between two states, namely, the existence and absence of consensus. Another significance of the concept of consensus refers to the judgement arrived at by 'most of' those concerned, which has led to the definition and use of a new concept of consensus degree referred to as 'soft' consensus degree [2] , [13] , [16] .
Based on the use of such soft consensus measure, the consensus process can be modelled as a dynamic and iterative group discussion process, coordinated by a moderator, who helps the experts to make their opinions closer. Soft consensus measures represent the level of agreement among experts, and therefore their definition is based on the concept of similarity between their opinions (preferences). The evaluation of consensus necessarily implies the computation and aggregation of the 'distance' representing disagreement between the opinions (preferences) of each pair of experts on each pair of alternatives [3] , [19] . An issue here is that the convergence of the consensus process towards a solution acceptable by most of the experts could be affected by the particular distance function and the aggregation operator used to measure disagreement [1] , [4] , [20] , [21] , [24] .
In Chiclana et al. [9] , by using nonparametric Wilcoxon tests, significant differences were found between the behaviour of five of the most commonly used distance functions in modelling soft consensus measures, Manhattan, Euclidean, Cosine, Dice, and Jaccard, and their behaviour were further analysed using a convergent criterion and a set of rules were identified for their application to control the speed of convergence towards consensus. The aim of this paper is to analyze the effect of the application of several aggregation operators (Maximum, Minimum and Average) together with the use of different distance functions in GDM. This paper is structured as follows. Section II introduces concepts essential to the understanding of the rest of the paper: the GDM problem (Subsection II-A), the selection process (Subsection II-B) and the consensus process (Subsection II-C). Section III describes the design of the experiment and the results obtained in evaluating the different distance functions for measuring consensus in GDM problems. Finally, Section IV concludes the paper.
II. PRELIMINARIES
In this section, we will introduce the basic notions of GDM problem and Consensus Model.
A. The GDM Problem
GDM problems consist in finding the best alternative(s) from a set of feasible alternatives X = {x 1 , . . . , x n } according to the preferences provided by a group of experts E = {e 1 , . . . , e m }. Different preference elicitation methods were compared in [17] , where it was concluded that pairwise comparison methods are more accurate than non-pairwise methods [23] .
Definition 1 (Fuzzy Preference Relation): A fuzzy preference relation P on a finite set of alternatives X is characterized by a membership function µ P :
(1) When cardinality of X is small, the fuzzy preference relation may be conveniently denoted by the matrix P = (p ij ). The following interpretation is also usually assumed:
• p ij = 1 indicates the maximum degree of preference for x i over x j .
• p ij ∈ ]0.5, 1[ indicates a definite preference for x i over x j .
• p ij = 0.5 indicates indifference between x i and x j .
Two different processes are applied in GDM problems before a final solution can be obtained [5] , [14] , [18] : (1) the consensus process and (2) the selection process. The consensus process refers to how to obtain the maximum degree of consensus or agreement between the set of experts. The selection process obtains the final solution according to the preferences [6] given by the experts.
B. Selection Process
The selection process involves two different steps [12] : (i) aggregation of individual preferences and (ii) exploitation of the collective preference.
a) Aggregation phase:
This phase defines a collective preference relation, P c = p c ij , obtained by means of the aggregation of all individual fuzzy preference relations P 1 , P 2 , . . . , P m , and indicates the global preference between every pair of alternatives according to the majority of experts' opinions.
The aggregation operation by means of a quantifier guided OWA operator, φ Q , is carried out as follows:
where σ is a permutation function such that p
Q is a fuzzy linguistic quantifier [26] of fuzzy majority and it is used to calculate the weighting vector of φ Q , W = (w 1 , . . . , w n ) such that, w k ∈ [0, 1] and n k=1 w k = 1, according to the following expression [25] :
Q being a linguistic quantifier representing the concept of fuzzy majority by means of the following expression
Alternative representations for the concept of fuzzy majority can be found in the literature [7] . In this study we use three different OWA operators, i. Clearly, it is preferable that the experts achieve a high level of consensus concerning their preferences before applying the selection process. 
C. Consensus Model
The computation of the level of agreement among experts involves necessarily the measurement of the distance or, equivalently, the similarity between their preference values. In the following, we provide the formal definition of distance and similarity functions as given in [11] :
Definition 3 (Similarity): Let A be a set. A function s: A× A −→ R is called a similarity on A if s is non-negative, symmetric, and if s(x, y) ≤ s(x, x) holds for all x, y ∈ A, with equality if and only if x = y.
The main transformations between a distance d and a similarity s bounded by 1 are [11] :
The similarity function is used for measuring both consensus degrees and proximity measures. The first ones are calculated by fusing the similarity of the preference values of all the experts on each pair of alternatives as per the expression (6) below. The second ones are calculated by measuring the similarity between the preferences of each expert in the group and the collective preferences, previously obtained by fusing all the individual experts' preferences.
The main problem is how to find a way of making individual positions converge and, therefore, how to support the experts in obtaining and agreeing with a particular solution.
To do this, a consensus level required for that solution is fixed [14] and [8] .
The computation of consensus degrees is carried out as follows:
1) The proximity between the preference values provided by each expert, r, and the corresponding preference values of the rest of the experts in the group is measured and recorded in a similarity matrix, SM r = sm r ij , with
where: p 2) A consensus matrix, CM = (cm ij ), is obtained by aggregating, using an OWA operator (φ), all the similarity matrices obtained via Equation (6):
3) Consensus degrees are defined in each one of the three different levels of a fuzzy preference relation: Level 1. Consensus on the pairs of alternatives, cp ij . It measures the agreement among all experts on the pair of alternatives (x i , x j ) :
Level 2. Consensus on alternatives, ca i . It measures the agreement among all experts on the alternative x i , and it is obtained by aggregating the consensus degrees of all the pairs of alternatives involving it:
Level 3. Consensus on the relation, cr. It measures the global agreement among all experts, and it is obtained by aggregating all the consensus degrees at the level of pairs of alternatives:
III. COMPARATIVE STUDY: EXPERIMENTAL DESIGN AND RESULT
Given two vectors of real numbers a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ), the following five distance functions have been considered in our study [11] : We assumed the alternative hypothesis [10] :
The application of the Manhattan, Euclidean, Cosine, Dice and Jaccard distance functions in GDM problems produce significant differences in the measurement of consensus tested and corroborated in [9] .
A total of twelve (12) random GDM problems were generated for each one of the possible combinations of experts (m = 4, 6, 8, 10) and alternatives (n = 4, 6, 8). Each one of these random GDM problems was executed three (3) times, each time using one of the three different OWA operators given in Subsection II-B to compute the consensus degrees at the relation levels. Table I shows the level of consensus in percentage achieved by the different distance functions for each GDM problem, showing only the number of experts as the variable parameter, and for each one of our aggregation operators. The greater a value in this table the greater the global level of consensus achieved by the experts in the corresponding GDM problem. The comparison of column entries could be used to find out which distance function returns the largest values and therefore it could lead to a faster convergence of the consensus process.
From Table I we can conclude the following:
1) The Manhattan (d 1 ) and the Euclidean (d 2 ) distance functions increase the global consensus level as the number of experts increases. Also, the values of consensus returned by both distance functions are quite similar, which was already corroborated by the results obtained in [9] . 2) The Cosine (d 3 ) and Dice (d 4 ) distance functions result in fairly similar and stable global consensus levels regardless of the number of experts. For low number of experts both tend to produce higher values of consensus than the Manhattan (d 1 ) and the Euclidean (d 2 ) distance functions, which reverse when the number of experts is 8 or higher for "Average" and "Maximum" OWA operator. 
A. Consensus Process Convergence Rules
Based on the above analysis we can draw rules to speed up or slow down the convergence of the consensus that could prove an important decision support tool in GDM problems.
• The Manhattan (d 1 ) and the Euclidean (d 2 ) distance functions help the consensus process to converge faster than the rest as they consistently produce the highest consensus values for the most of possible combinations of the number of experts and aggregation operators, particularly for "Minimum" OWA operator, except for "Maximum" OWA operator.
• The Cosine (d 3 ) and Dice (d 4 ) distance functions are placed in a mid term position in terms of helping speed up the convergence of the consensus process, except for "Maximum" OWA operator. (See Fig. ?? a) ).
• The Jaccard distance function (d 5 ) contributes the least to the speed of convergence of the consensus process except for "Maximum" OWA operator.
• The Manhattan (d 1 ) and the Euclidean (d 2 ) distance functions are quite sensitive to the number of experts, i.e. they produce significant different consensus values when the number of expert changes.
• The Cosine (d 3 ), the Dice (d 4 ) and the Jaccard (d 5 ) distance functions are quite stable in the global consensus values they produce with respect to changes in the number of experts.
To corroborate the above rules, we run a GDM problem with different number of experts using the three aggregation operators with the five different distance functions and record the number of rounds necessary for the consensus process to reach the threshold consensus level acceptable for the GDM to reach a solution of consensus. This is graphically represented in Fig. 2, Fig. 3 and Fig. 4 . Fig. 2 . Number of consensus rounds necessary for each distance function to reach consensus threshold in a GDM problem: 6 experts and "Maximum" operator Fig. 3 . Number of consensus rounds necessary for each distance function to reach consensus threshold in a GDM problem: 8 experts and "Average" operator Fig. 4 . Number of consensus rounds necessary for each distance function to reach consensus threshold in a GDM problem: 10 experts and "Minimum" operator
IV. CONCLUSION
In this paper we have analyzed different distance functions and different aggregation operators used to compute consensus measures. The results in our experimental study has shown that the compared distance functions and aggregation operators produce significant different results in most of the GDM problems carried out. The analysis of the results allows to draw a set of rules for the application of the compared distance functions and aggregation operators that can be used to control the convergence speed of the consensus process using the compared distance functions.
