Random forest regressor has recently been proposed as a local landmark estimator in the face alignment problem. It has been shown that random forest regressor can achieve accurate, fast, and robust performance when coupled with a global face-shape regularizer. In this paper, we extend this approach and propose a new Local Forest Classification and Regression (LFCR) framework in order to handle face images with large yaw angles. Specifically, the LFCR has an additional classification step prior to the regression step. Our experiment results show that this additional classification step is useful in rejecting outliers prior to the regression step, thus improving the face alignment results. We also analyze each system component through detailed experiments. In addition to the selection of feature descriptors and several important tuning parameters of the random forest regressor, we examine different initialization and shape regularization processes. We compare our best outcomes to the state-of-the-art system and show that our method outperforms other parametric shape-fitting approaches. key words: face alignment, shape model fitting, random forest, point distribution model, sparse representation model
Introduction
Face alignment, a process of locating facial feature points ( Fig. 1) , has been an active research topic because of its usefulness in vast applications such as face recognition and head-pose estimation. However, automatic and real-time face alignment is very challenging due to the large variations of face shape, head pose, illumination, facial expression, and occlusions such as glasses or mustaches. A widely used approach for face alignment is parametric shape fitting, where each facial feature point is first estimated with an independent local landmark estimator and then a global shape model is used to regularize the estimated local landmarks. Active Shape Model (ASM) [1] , [2] and Constrained Local Model (CLM) [3] , [4] are two typical frameworks. In these frameworks, local landmark estimator can be any classifier or regressor while Point Distribution Model (PDM) [4] , [5] is normally used as the global shape model. Recently, Sparse Representation Model (SRM) [6] - [8] has also been proposed as the global shape model. 
Our Approach
To the best of our knowledge, using the random forest regressor as a local landmark estimator and using the PDM as global shape model [5] is currently the best framework among all parametric shape-fitting approaches. Its training process is relatively simpler than other boosted regression approaches and yet able to achieve accurate and fast alignment results. However, we find that it does not generalize well to face images with yaw angle larger than ±15
• . In this paper, we propose to solve this problem by using a new Local Forest Classification and Regression (LFCR) framework. This framework is based on the recently proposed random forest regressor, where it is used as a local landmark estimator and coupled with a global face-shape regularizer. Different from the random forest regressor, we add an additional classification step prior to the regression step. Verified by our experiments, we find that this additional classification step is useful in rejecting outliers prior to the regression step, thus improving the face alignment results. We also further improve the LFCR framework by analyzing each system component, including the choice of feature descriptors, tuning parameters of random forest regressors, as well as the shape initialization and regularization processes.
Our Contribution
Our contributions in this paper are threefold. First, we propose a new LFCR framework for facial alignment that can Fig. 1 Face alignment, a process of locating facial feature points, has been used in various applications such as face recognition, facial expression recognition, and head-pose estimation. 17 selected facial feature points are plotted on images taken from BioID Dataset [9] .
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• . Second, we examine different initialization methods (such as sparse initialization and two-stage initialization), as well as different shape regularization methods (such as PDM and SRM) in our experiments. Third, we demonstrate the effectiveness of LFCR over state-of-the-art methods with two widely-used face alignment datasets-BioID Dataset [9] and MultiPIE Dataset [10] .
Related Works

Parametric Shape Fitting Approaches
Parametric shape fitting are the most common approaches in face alignment problem, where the facial feature points are first estimated locally and the resulting face shape is regularized with a global shape model. These approaches are normally performed iteratively until convergence and are shown to be effective in practice. ASM [1] , [2] and CLM [3] , [4] are two typical approaches. In general, both ASM and CLM and their variants optimize an objective function consisting of appearance likelihood and shape constraint. The shape constraint is typically represented by using PDM, i.e. x ≈x+Pb, wherex is a mean shape of training data, P contains t eigenvectors (eigenshapes) of the covariance matrix of training data, and b is a t dimensional vector. While being effective in practice, these approaches are widely known to be very sensitive to shape initialization. Parametric shape-fitting approaches are normally initialized with mean shapex and would likely to be fail if the face being aligned has a true shape that is very far away from the mean shape.
In addition to PDM, SRM [6] - [8] has also been proposed as the global shape model. Instead of representing a face shape with mean shape eigenshapes computed from the training data, SRM represents a face shape with face shapes taken from the training data directly. Therefore, SRM has an advantage of representing a face shape that is not statistically significant in the training data. For example, if a test image has a true shape of fully-opened mouth while most training data have closed mouth, eigenshapes would most probably contain face shapes with only closed mouth and it would be difficult for PDM to regularize the face shape. In contrast, since SRM takes face shapes from the training data directly, SRM would still contains face shapes with closed mouth and is able to regularize face shape effectively.
Boosted Regression Approaches
In contrast to the parametric shape-fitting approaches above, boosted regression approaches [11] , [12] performs holistic face alignment, where features extracted from the face box are mapped to the facial feature points vector directly and the face-shape constraint is implicitly modeled by the holistic regressors. Dantone et al. [13] proposed Conditional Random Forest to estimate facial feature points holistically by using appearance, gradient, and Gabor features. Xiong et al. [14] proposed Supervised Descent Method to optimize facial feature points search by using SIFT features. Sun et al. [15] and Zhou et al. [16] also proposed deep convolutional networks for face alignment. Recently, instead of learning a mapping function from image features to landmarks' displacement errors, Tzimiropoulos [17] showed that one can achieve very accurate alignment results by first learning a sequence of averaged Jacobian and Hessian matrices in a subspace orthogonal to the facial appearance variation. Ren et al. [18] also achieved a very fast and accurate alignment system by using a set of local binary features for the global shape regression. On the other hand, Yang et al. [19] improved face alignment system by using a deep convolutional networks for reliable head pose estimation prior to the cascaded face alignment.
Deformable Shape Approaches
The basic idea of deformable shape approaches [20] - [24] is to represent a face by a collection of face feature parts arranged in a deformable shape configuration. Specifically, the appearance of each face part is modeled separately while the deformable shape is represented by "springlike" connections between pairs of face parts. In contrast of parametric shape-fitting approaches, deformable part approaches optimize local appearance and shape deformation cost simultaneously. As a result, it normally can produce better convergence results but is more time-consuming. Felzenszwalb & Huttenlocher [20] first demonstrated the idea of deformable shape (which they called it Pictorial Structure) in face alignment. Uricar et al. [21] treated the pictorial structure as a structured output problem and solved it with structured output Support Vector Machine. Aiming to capture face pose variation, Everingham et al. [22] improved the deformable shape approach by using a mixture of Gaussian trees. Zhu & Ramanan [23] further extended the idea of mixtures of trees with a shared pool of parts. Instead of using all densely distributed facial feature points, Yu et al. [24] proposed a group sparse learning method to select the most representative facial feature points to improve the tracking speed performance. Ghiasi & Fowlkes [25] proposed a hierarchical deformable shape approach for face alignment that explicitly models occlusions of parts.
Framework Overview
Similar to previous parametric shape-fitting approaches [5] , we perform three major steps in our framework: (1) shape initialization, (2) local landmarks regression, and (3) global shape regularization. Figure 2 illustrates this basic face alignment pipeline. We first describe the two shape initialization methods that we are using in our experiments in Sect. 3.1. Then, we explain the design process of local landmark regression in Sect. 3.2. After that, we explain two global shape regularization processes in Sect. 3.3. During the test, our system starts from shape initialization, followed by local landmark searching and global shape regularization.
Fig. 3
A process flow of sparse initialization [26] . By optimizing an objective function inspired by sparse model, sparse initialization can identify the best candidate and enhance alignment performance.
Shape Initialization
We compare two types of shape initialization in our experiments: the mean shape initialization and sparse shape initialization [26] . Mean shape initialization uses the mean shape computed from the training data as the initialized shape. While being effective most of the time, it would most likely fail if the face being aligned has a true shape that is very different or far away from the mean shape. On the other hand, sparse initialization method has been proposed to solve this problem [26] . Figure 3 illustrates the sparse initialization method with one test image. Specifically, one performs initialization with n shape candidates that are selected heuristically within the face space of training data. By evaluating an objective function with response maps obtained from local landmark detectors, we are able to determine the best initialization shape candidate and enhance the alignment performance.
While one can randomly initialize a few possible shapes within face space by either varying elements in vector parameter b in PDM (hereafter PC-shape) or directly selecting available training shape (hereafter AT-shape), this is not effective in practice as most selected shapes might be similar. Instead, we select shapes within the face space based on simple heuristic. We select the first shape randomly and then select the second shape that has the largest Euclidean distance w.r.t. the first selected shape. After that, we select the third shape that has the largest Euclidean distance to the nearest shape among those previously selected (i.e. maximin strategy). The process continues until we obtain n required initialization shapes. 
Local Forest Regression
Random forest [27] is a powerful ensemble learning method for both classification and regression that works by combining outcomes of multiple decision trees. Cootes et al. [5] proposed to use random forest regressors to estimate the location of each facial feature point independently. Similarly, we design one random forest regressor for each landmark. However, prior to the regressor, we add one random forest classifier for each landmark. Since image patches are randomly sampled at each landmark, there is a chance where the sampled image patches contain significant occluded objects or belong to backgrounds. We find that the added classifier is good at rejecting these patches, where the patches essentially carry no useful information for the subsequent regressor. With the added classifier, the face alignment performance can be improved substantially.
During the training process, we sample k square image patches P k around each ground truth facial feature point with a random displacement vector d k ∈ R 2 . We consider normal image patches as positive samples, while image patches that contain significant occluded objects or belong to backgrounds as negative samples. We then extract feature f k from these image patches and learn a classifier. After that, we use the same features extracted from positive samples to learn a regressor φ( f k ) → d k that maps the extracted features to the displacement vector. In this work, we report performance of both HOG features and BRIEF descriptor. Figures 4 (a)-(b) show the image patches' sampling process around an eye corner point. During the test, image patches can be randomly extracted around the current facial feature point (Fig. 4 (c) ).
During the test process, we sample k square image patches P k around the initialized/current updated landmark with random displacement vectors d k ∈ R 2 . We then extract feature f k from the sampled image patches. With the pre-trained classifier, all image patches that are considered as negative samples will be ignored thereafter. With the pretrained regressor φ, we then estimate the displacement vector φ( f k ). We use a single vote per tree per sampled image patch as suggested by [5] . All votes are accumulated in a 2D voting grid/map (Fig. 4 (d) ). Selecting the best regression location that has the most votes in the 2D voting map is one potential way [5] but the prediction might be prone to error. Chen et al. [8] avoided this error by taking the mean of landmark location (MLL) estimated by all random trees. In the experiments below, we select the peak density after applying kernel density estimation (KDE) with 5 × 5 average kernel to the 2D voting map (Fig. 4 (e) ). In Sect. 4, our empirical results indicate that KDE approach outperforms MLL approach.
Global Shape Regularization
After the local landmark search, we perform the global shape regularization with two purposes. First, global shape regularization lets strong landmarks such as eye and mouth corner points to guide weak landmarks such as eyebrow and nose tip points. Second, it corrects strange alignment results and ensures that the final aligned shape stays within the face space of the training data.
We investigate two different shape regularization methods in our experiments, namely PDM [4] , [5] and SRM [6] - [8] , [28] . In PDM approach, the aligned shape is reconstructed with the representative eigenvectors (computed from PCA) of face shapes of the training data. On the other hand, in SRM approach, the aligned shape is reconstructed directly with the face shapes of the training data. While PDM approach is faster, we find that SRM approach can represent the face space of the training data better, especially when there are some face shapes that are statistically insignificant in the training data. For example, PDM approach would have difficulty to reconstruct a face shape that has yaw angle of ±45
• if there is only a very small number of similar face shapes in the training data. However, SRM approach could reconstruct the face shape better than PDM approach, provided that the face shapes used for reconstructed have been selected properly.
Experiment Results
We start our experiments by first comparing each component in LFCR rigorously. In particular, we show that LFCR can obtain good performance over face images with yaw angle up to ±45
• . We also compare the HOG [29] and BRIEF [30] feature extraction methods explicitly. After that, we examine the effects of search-window and imagepatch sizes, number of image patches, and number of trees toward the final alignment results.
Dataset. We carry out experiments by using the widely used MultiPIE Database [10] . While the MultiPIE Database is collected under controlled indoor environment, i.e. not an in-the-wild dataset, it is still the most comprehensive dataset that consists of more than 750,000 images of 337 people under 15 view points and 19 illumination conditions. Compared to more recent in-the-wild datasets, MultiPIE Database provides more face images with large yaw angles and very suitable for our experiments. Moreover, MultiPIE Database has been used by many parametric shape-fitting approaches and we can compare our experiment results with them directly. Therefore, we opt to focus our experiments by using MultiPIE Database.
From the MultiPIE Database, we select 4,478 nearfrontal face images (within ±45
• yaw angle) with the following procedures in our experiments. Since the Multi-PIE images do not have large in-plane rotation, we augment the original images by randomly rotating the face images up to ±45
• . We also applied random scaling and random shifting effect, up to 10% and 5% of the face box size respectively, onto the selected 4,478 near-frontal face images. Augmented face images that cannot be detected by face detector [31] are re-augmented. All face boxes detected by the face detector are enlarged by 100% to ensure that sampled image patches stay within the face box boundaries. We then normalize the face box to size of 240×240 pixels. These processes ensure that our dataset is very challenging, which includes large in-plane rotation, scaling and shifting variations with respect to the face boxes. Note that the yaw angles of the MultiPIE Database are distributed uniformly. However, due to the limitation of the face detector [31] in detecting faces with large yaw angles, the yaw angles of the selected face images are not distributed uniformly. Specifically, the number of the selected face images with yaw angles of +45
• , +30
• , +15
• are 233, 234, 497, 2376, 640, 279, and 219 respectively. From this dataset, we randomly select 50% of the full data as our training dataset in the following experiments.
Implementation details. In our experiment, image patches have size of 25×25 pixels † while searching window has size of 17 × 17 pixels, i.e. horizontally and vertically 8 pixels away from the current point. We set the number of patches k to 20 during both training and test processes in the beginning to save computational time. We use 10 random regression trees. In order to avoid overfitting problem, the random trees are fully expanded and then pruned to have lowest mean square error with respect to 10-fold cross validation loss.
Evaluation metrics. Following previous works [5] , [13] , we measure the alignment performance by computing the mean error of 17 facial landmarks shown in Fig. 1 as a percentage of inter-ocular distance (IOD). Denoted as m 17 , this measure is invariant to face size and is widely used in face alignment study:
where (x i , y i ) and (x i ,ŷ i ) are coordinates of the estimated and ground truth facial feature points respectively. From Eq. (1), since the estimation errors are divided by IOD, the m 17 error is unitless. † Starting from the image patch center, we expand 12 pixels evenly to the top, bottom, left, and right directions, resulting in a singular number. When extracting HOG features, we normalize the image patches to 24 × 24 pixels to meet the cell size requirement. Figure 5 shows the mean errors of 17 facial feature points in 5 cycles with and without a classification step prior to the regression step, as well as the cumulative distribution function (CDF) of m 17 error with and without a classification step. Both results show consistently that the additional classification step can improve the localization accuracy of the feature points. In the following experiments, we always include the additional classification step since its computational cost is small. We also compare the localization accuracy of the feature points with HOG and BRIEF descriptors. As shown in Fig. 6 , HOG descriptor performs slightly better than BRIEF descriptor. Since HOG descriptor can achieve better accuracy, we continue to use HOG descriptor in the following experiments.
LFCR Results
At the end of the regression of every feature points, all votes are accumulated in a 2D voting grid/map and the best regression location is identified after applying some filters. As shown in Fig. 7 , our experiment results empirically show that the KDE filter outperform MLL filter in both mean errors and CDF plots. We use KDE filter in all of the following experiments.
We find that the half-sizes of local search window and image patch are also critical to the LFCR performance. Figure 8 shows the results of varied half-sizes of local search window and image patch. When the search-window size is fixed, image-patch half-size of 12 performs better than 6 because more information is available to train the regression trees. When the image-patch size is fixed, searchwindow half-size of 8 performs better than 16 because of the lower uncertainty. We choose the image-patch half-size and search-window half-size to be 12 and 8 respectively, in line with the suggestions by Cootes et al. [5] .
Next, we examine the effect of number of image patches during the training and test phases (Fig. 9) . As expected, increasing the number of image patches during the training and test phases improves the performance. We keep the number of image patches during both the training and test phases to 20 in order to save computational time.
We also examine the effect of number of trees in the random forest (Fig. 10) . For simplicity, we set the number of trees in the training and test phases to be equal. We find that increasing the number of trees does not improve the performance significantly. We keep the number of trees in both the training and test phases to 5 in the following experiments in order to save computational time.
In a nutshell, we observe that both the additional classification step and the KDE filtering method (in contrast to the conventional MLL method) improve the random forest regressor significantly. The size of the search window, the size and number of the image patches also play important roles in building a good random forest regressor. We find that using search-window half-size of 8 pixels, imagepatch half-size of 12, and 20 image patches for both training and test processes produce good accuracy within reasonable computational time. On the other hand, the choice of feature descriptors is less critical. We find that HOG descriptor only performs slightly better than BRIEF descriptor. The number of trees in the random forest regressor is also less critical. We find that increasing the number of trees does not improve the performance significantly.
Comparison of Shape Initialization Methods
In this section, we examine six different shape initialization methods, such as the conventional mean shape initialization [5] , sparse initialization [26] , multiple initialization [12] , and two-stage initialization. In the conventional mean shape initialization method, the mean shape of all training data is used as the initialized shape. In the sparse initialization method, both PC-shapes and AT-shapes are computed from the training data and then the optimized initialized shape will be selected by maximizing an objective function [26] . In multiple initialization method, random training shapes are used as initialized shapes and the median of fitting results are taken as the final results. In the two-stage initialization method, LFCR is first performed on the test image with lower resolution (120 × 120), followed by a second round LFCR on the original image (240 × 240). In the two-stage-pa method, an additional Procrustes analysis step is included in between the first and second round of LFCR. Specifically, after the first round LFCR on the test image with lower resolution, the original image is transformed (with rotation and translation) based on the fitting result. After that, the second LFCR is performed on the transformed original image.
From Fig. 11 , our findings show that two-stage initialization methods produce the best results in term of alignment accuracy and performance efficiency. With the additional Procrustes analysis step, we observe an additional boost of performance. Sparse initialization methods perform similar with the two-stage initialization method and slightly better than the mean shape initialization method, similar to the experiment results observed in the original paper [26] . Overall, the multiple initialization method perform the worse in term of area-under-the-curve (AUC) in Fig. 11 . Multiple initialization method is good for boosted regression approaches due to their special consideration of random shape initialization in the training process but is not effective for parametric shape-fitting approaches.
Comparison of Global Shape Regularization Methods
In this section, we compare two types of global shape regularization methods-PDM and SRM regularization. In the PDM regularization method, the LFCR fitting results are projected into the PCA space and then reconstructed with the principal components in PDM. In other words, the LFCR fitting results are filtered with the PCA. On the other hand, in the SRM regularization method, the LFCR fitting results are reconstructed with the training shapes directly under a sparsity constraint. From Fig. 12 , we find that SRM regularization method performs slight better than PDM regularization method.
Comparison to State of the Arts
In this section, we compare our results to the state-of-theart results. We first report the comparison results on the BioID Dataset [9] . Figure 13 shows the face alignment results of LFCR, Stasm [2] , FaceTracker [4] , BoRMaN [32] , and LEAR [33] . From the figure, we can observe that LFCR performs the best, followed by Stasm, FaceTracker, LEAR, and BoRMaN. This indicate that LFCR is more effective than other approaches for frontal face alignment.
We also report the comparison results on the Multi-PIE Dataset [10] for near frontal face alignment. Figure 14 shows the face alignment results of LFCR1 (with mean shape initialization), LFCR2 (with two-stage-pa initialization), IntraFace [14] (boosted regression approach), and Zhu & Ramanan [23] (deformable shape approach). Note that the models of all methods are trained with MultiPIE Dataset. While IntraFace (boosted regression approach) produces the most accurate results, our LFCR method is based on random forest and has the speed advantage. We performed a rough quantitative analysis about the processing times of both methods on a same PC † . Since IntraFace performs face alignment on 49 facial feature points and the original LFCR considered in the previous experiments only uses 17 facial feature points, we perform additional 32 dummy local classification and regression in order to simulate the computational cost and to achieve a fairer comparison. In our test, IntraFace took about 35 ms while LFCR (with all parameters identified in the previous sections) took less than 20 ms.
On the other hand, we find that the deformable shape approach of Zhu & Ramanan does not perform well. The model is specifically trained to locate 68 landmarks of faces from 13 viewpoints spanning over 180
• (in contrast to LFCR model that is trained to locate 17 landmarks of faces from 7 viewpoints spanning over 90
• ). We find that the model is good for face detection and achieve good alignment results around the face boundary points, but is not good for accurate face alignment on the m 17 points. It is also worth noting that in the original paper, Zhu & Ramanan chose to normalize the alignment errors with respect to the face size since they also consider side faces and both eyes are not always visible (computation of IOD in Eq. (1) is not feasible). In our comparison experiments, the computation of IOD is always feasible and hence we use the IOD as the normalization factor. Nevertheless, this should not affect the comparison results since the unnormalized alignment errors of Zhu & Ramanan is larger than LFCR's unnormalized alignment errors.
In contrast to the state-of-the-art methods (many boosted regression approaches [12] - [14] , [18] ), our LFCR method has the ability to reject local outliers (good for occlusion detection with appropriate training data) and therefore is able to achieve better local alignment results. On the other hand, our LFCR method has one disadvantageit only uses local information to estimate local landmarks, ignoring the fact that features from the other landmarks would also be informative for local landmark estimation. We believe that combing the advantages of LFCR (classification for explicit occlusion detection and regression for local landmark estimation) and boosted regression (using all non-occluded local features to estimate face shape in a holistic fashion) would be a promising future work.
Conclusion and Future Works
In this paper, we propose a new LFCR framework for face alignment in order to handle face images with large yaw angles. Our framework is based on a recently proposed random forest regressor, where it is used as a local landmark estimator and has robust performance when coupled with a global face-shape regularizer. We analyze each system component through detailed experiments. In addition to the selection of feature descriptors and several important tuning parameters of the random forest regressor, we examine dif- † Note that a precise analysis is hard, since IntraFace source code is not fully released at the time of writing. Moreover, the IntraFace source code that is being used now are based on Matlab and mex. On the other hand, our LFCR code is written in C++. ferent initialization and shape regularization processes. We also compare our best outcomes to the state-of-the-art systems and show that our method outperforms other parametric shape-fitting approaches. This shows that LFCR is effective in performing local landmark estimation.
Nevertheless, LFCR has some limitations. In our experiment, we observe that boosted regression approaches, where all the local features are used for global face alignment, produce more accurate results than LFCR. This indicates that face regions that are far away from a face part also carries useful information for local face alignment. We believe that combining local inlier features from multiple parts for global face alignment could potentially boost accuracy of LFCR in the future.
