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We investigate topological properties and classification of mean-field theories of stable bosonic
systems. Of the three standard classifying symmetries, only time-reversal represents a real sym-
metry of the many-boson system, the other two, particle-hole and chiral, are simply constraints
that manifest as symmetries of the effective single-particle problem. For gapped systems in arbi-
trary space dimensions we establish three fundamental no-go theorems that prove the absence of:
parity switches, symmetry-protected-topological quantum phases, and localized bosonic zero modes
when subject to open boundary conditions. We then introduce a squaring, kernel-preserving, map
connecting non-interacting Hermitian theories of fermions and stable boson systems that serves as
a playground to reveal the role of topology in bosonic phases and their localized midgap boundary
modes. In this way, we determine the symmetry classes inherited from the fermionic tenfold-way
classification, unveiling an elegant threefold-way topological classification of non-interacting bosons.
We illustrate our main findings in one- and two-dimensional bosonic lattice and field-theory models.
I. INTRODUCTION
Weakly interacting many-body systems of fermions
or bosons can be described approximately by an effec-
tively non-interacting or mean-field theory as long as
their equilibrium states are adiabatically connected1, and
no phase transition separates them. This is the essence
of Landau’s quasiparticle framework, where the symme-
tries of the system define the principles behind matter
organization and its energy excitations. Recently, an-
other organizing principle, linked to topology, was rec-
ognized as fundamental to characterize hidden non-local
order and the resilience of localized excitations against
local perturbations. The “tenfold way” or “topological
classification”2–4 of mean-field (free-)fermion Hamiltoni-
ans asserts that one cannot adiabatically connect, while
preserving certain classifying symmetries, topologically
inequivalent gapped systems. In the case of stable free-
boson systems, what is the equivalent result? This paper
addresses this and related questions in its full generality.
One of the most remarkable consequences of the
topological classification of free-fermion systems is the
bulk-boundary correspondence5,6. When a gapped free-
fermion system is not adiabatically connected to a topo-
logically trivial free-fermion system, the obstruction to
the deformation is diagnosed by a bulk topological in-
variant assuming different values for the two phases. The
bulk-boundary correspondence relates the value of this
invariant to the number and properties of midgap states
(in one dimension) or surface bands of the systems sub-
ject to open boundary conditions (BCs). In every space
dimension d, there are precisely five classes of systems for
which the bulk-boundary correspondence predicts specif-
ically zero modes (ZMs). Those ZMs often show remark-
able localization properties. The topologically mandated
Majorana ZMs of superconductors in particular7–9 are
a source of endless fascination10,11. Are there topologi-
cally mandated bosonic ZMs? What are the algebraic,
localization, and stability properties of bosonic ZMs? In
this paper we will investigate these issues in detail. Since
much of what is known about fermionic ZMs was learned
from the topological classification by way of the bulk-
boundary correspondence, we begin by systematically
following that line of reasoning for bosons. The outcome
of this analysis will be a series of no-go theorems.
Similar to the fermionic case, our starting point is the
identification of the classifying internal symmetries of
free-boson systems. Of the three classifying conditions
of the tenfold way (time reversal, particle-hole, and chi-
ral), we show that only time reversal can be related to a
(many-body) symmetry of the free-boson system. In con-
trast to fermions5, for bosons the particle-hole and chiral
classifying conditions cannot be associated to many-body
symmetries. Particle-conserving systems are effectively
well described by Hermitian single-particle matrices or
operators that may belong to any of the ten symmetry
classes of the tenfold way. However, these free-boson
systems Bose-condense and are generically gapless in
the thermodynamic limit. Particle non-conserving free-
boson systems, on the other hand, may display gapped
phases. These systems are analyzed in terms of non-
Hermitian effective Bogoliubov-de Gennes (BdG) matri-
ces or operators that satisfy a particle-hole constraint.
A symmetry of an ensemble of effective BdG matrices
is a “pseudo-unitary” matrix that commutes with ev-
ery member of the ensemble. There is a special class
of many-body linear symmetries that is in direct corre-
spondence with pseudo-unitary symmetries. Many-body
time-reversal symmetries descend into the product of a
pseudo-unitary matrix and complex conjugation, and this
product commutes with the effective BdG Hamiltonian.
Knowing the gapped stable free-boson ensembles and
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2symmetries at play, we proceed to investigate symmetry-
preserving adiabatic deformations. Our first result is a
no-go theorem for boson parity switches. Fermionic par-
ity can be odd or even depending on the topological na-
ture of the state and BCs. In contrast, it is typically
even for topologically trivial superfluid phases regard-
less of BCs. Indeed, fermion parity switches can be used
as indicators for topological transitions even in interact-
ing particle-conserving fermionic systems12,13. Similar
to fermions, bosonic pairing terms break the symmetry
of particle-conservation down to the symmetry of boson
parity. However, unlike fermions, we will show that the
boson parity can only be even in the ground manifold
of a gapped free-boson system. Our second no-go the-
orem shows explicitly that any two gapped free-boson
systems are adiabatically connected regardless of sym-
metry constraints. It is a “no-go” result in the sense
that it forbids non-trivial symmetry protected topologi-
cal (SPT) phases of free-boson systems. And finally, our
third no-go theorem states roughly that, for open BCs,
a gapped free-boson system cannot possibly host surface
bands inside the gap around zero energy or midgap ZMs.
For fermions, the most localized ZMs are Majorana (self-
adjoint) operators each localized on opposite boundaries.
Does our third no-go theorem mean that localized
bosonic analogues of Majorana ZMs are forbidden alto-
gether? Certainly, this complicates matters considerably
because one naturally looks for examples in systems sub-
ject to open BCs and that approach is doomed to fail-
ure. Fortunately, the square of a fermion is a boson pre-
cept comes to our rescue. We present a kernel-preserving
map between fermions and bosons that provides a sys-
tematic way to generate bosonic Majorana (self-adjoint)
ZMs. The square of a fermionic BdG Hamiltonian can
be naturally reinterpreted as a bosonic (non-Hermitian)
effective BdG Hamiltonian. This mapping does not pre-
serve any spectral properties but its kernel. Moreover,
it allows a topological classification of “squared ensem-
bles”, leading to the threefold way of stable free boson
systems at finite energies.
Following our squaring-the-fermion map, we can con-
struct a wealth of examples of bosonic Majorana ZMs by
taking the square of a fermionic topological superconduc-
tor hosting Majorana ZMs. For example, we find that
the square of the Kitaev chain hosts two exponentially
localized (self-adjoint) ZMs and these modes can be nor-
malized so that their commutator is equal to i~. In this
sense, one can indeed split a single boson into two widely-
separated halves. The consequences for the ground man-
ifold of the system are however more dramatic for bosons
than for fermions because an exact fermionic ZM implies
twofold degeneracy only while an exact bosonic ZM im-
plies infinite degeneracy. And how does the squaring map
bypass our no-go result on ZMs? The answer is that to
obtain ZMs in gapped free-boson systems one must en-
force BCs that are not open. The squaring procedure
is a way to find both the required bulk and BCs. How
robust are those ZMs? Krein stability theory14–16 helps
us to rigorously address this question and conclude that
bosonic Majorana ZMs are as exotic as they are fragile,
something in complete agreement with our previous no-
go theorems. Perhaps one could have intuited from the
fact that particle-hole and chiral symmetries are not a
many-body feature of free-boson systems.
The paper is organized as follows. Section II covers
the background, including a little-known necessary and
sufficient condition for a free-boson system with pairing
to be stable and a theorem17 that completely charac-
terizes general bosonic ZMs, canonical and free-particle-
like. We provide a modern, self-contained proof of this
theorem in Appendix A, since bosonic ZMs are central
to this paper. In Sec. III we discuss the many-boson
underpinnings of the Altland-Zirnbauer (AZ) classify-
ing conditions (time-reversal, particle-hole, and chiral)
and conclude that only time reversal is associated to a
many-body symmetry. In addition, from a many-body
perspective, non-Hermitian ensembles of effective BdG
Hamiltonians should be symmetry-reduced with respect
to groups of pseudo-unitary matrices. Section IV is de-
voted to our three no-go theorems for gapped free-boson
systems: no parity switches, no SPT phases, and no local-
ized ZMs. In Sec. V we introduce the squaring map from
fermionic BdG Hamiltonians to bosonic effective BdG
Hamiltonians and investigate it from the point of view
of ensembles, symmetry classification, and bosonic topo-
logical invariants. Finally, in Sec. VI we address the fate
of bosonic Majorana ZMs in terms of examples obtained
by the squaring map and discuss their stability. We close
the paper in Sec. VII with a summary and comments on
the problem of characterizing SPT phases of interacting
bosonic systems.
II. BACKGROUND
A. Free particles in second quantization
Consider first a general quadratic fermionic Hamiltonian
Ĥf =
N∑
i=1
N∑
j=1
(
Kijc
†
i cj +
1
2
∆ijc
†
i c
†
j +
1
2
∆∗ijcjci
)
, (1)
for a system with N single-particle states. The creation
and annihilation operators c†i and ci satisfy canonical an-
ticommutation relations. Since, in addition, Ĥf = Ĥ
†
f ,
it follows that K = K† and ∆ = −∆T. In terms of the
Nambu array Ψˆ =
[
c
c†
]
(Ψˆ† =
[
c† c
]
) with Ψˆi = ci and
ΨˆN+i = c
†
i (i = 1, · · · , N), one can rewrite Ĥf as
Ĥf =
1
2
Ψˆ†Hf Ψˆ +
1
2
tr(K), (2)
where Hf =
[
K ∆
−∆∗ −K∗
]
is the (Hermitian) BdG
Hamiltonian. Let τ1 ≡ σ1 ⊗ 1N with σ1 =
[
0 1
1 0
]
.
3Because the Nambu array satifies the particle-hole con-
straint Ψˆ = τ1Ψˆ
†T, one finds that the BdG Hamiltonian
satisfies the particle-hole constraint τ1H
∗
f τ1 = −Hf .
The diagonalization of Hf implies
18 that of Ĥf . If
∆ = 0, one can rewrite
Ĥf = K̂f = ψˆ
†Kψˆ (3)
in terms of ψˆ† =
[
c†1 · · · c†N
]
and the associated column
array ψˆ of annihilation operators. Because these arrays
are independent, the single-particle (as opposed to the
BdG) Hamiltonian K does not satisfy any constraints
other than Hermiticity. Again, the diagonalization of K
implies that of K̂f .
Next, consider a general quadratic bosonic Hamiltonian
Ĥb =
N∑
i=1
N∑
j=1
(
Kija
†
iaj +
1
2
∆ija
†
ia
†
j +
1
2
∆∗ijajai
)
, (4)
where the bosonic operators a†i and ai satisfy canonical
commutation relations [ai, a
†
j ] = δij , [ai, aj ] = 0. In addi-
tion, since Ĥb is Hermitian, it follows that K = K
† and
∆ = ∆T. Rewriting Ĥb in terms of the Nambu array
Φˆ =
[
a
a†
]
(Φˆ† =
[
a† a
]
) with Φˆi = ai and ΦˆN+i = a
†
i
(i = 1, · · · , N), we have
Ĥb =
1
2
Φˆ†HbΦˆ− 1
2
tr(K), (5)
with Hb =
[
K ∆
∆∗ K∗
]
a Hermitian matrix, and [Φˆi, Φˆ
†
j ] =
(τ3)ij , where τ3 ≡ σ3 ⊗ 1N with σ3 =
[
1 0
0 −1
]
. Unlike
the fermionic case, the diagonalization of Hb does not
imply that of Ĥb. To diagonalize the bosonic many-body
Hamiltonian, one must diagonalize instead the following
non-Hermitian effective BdG Hamiltonian
Hτ ≡ τ3Hb, (6)
controlling the dynamics of Φˆ, or at least put it in Jordan
normal form17–19. The effective BdG Hamiltonian satis-
fies the particle-hole constraint τ1H
∗
τ τ1 = −Hτ because
of the constraint Φˆ = τ1Φˆ
†T.
Suppose for simplicity that Hb is positive definite,
which we will indicate from now on as Hb > 0, so that Hτ
is both invertible and diagonalizable18. Let |ψ+n 〉 be an
eigenvector of Hτ corresponding to a positive eigenvalue
n with 0 < 1 < 2 < · · · < N . Then, τ1K |ψ+n 〉 ≡ |ψ−n 〉
with K the complex conjugation is an eigenvector cor-
responding to the negative eigenvalue −n because of
the particle-hole constraint. As shown in Ref. [18], these
eigenvectors can be normalized to satisfy the following
orthonormality relations
〈ψ±m|τ3|ψ±n 〉 = ±δmn, 〈ψ±m|τ3|ψ∓n 〉 = 0, (7)
and to construct the closure relation
12N =
N∑
n=1
( |ψ+n 〉 〈ψ+n | − |ψ−n 〉 〈ψ−n | )τ3, (8)
with quasiparticle (Bogoliubov) operators corresponding
to n and −n defined as{
bn = 〈ψ+n | τ3Φˆ
b†n = Φˆ
†τ3 |ψ+n 〉
,
{
b−n = 〈ψ−n | τ3Φˆ
b†−n = Φˆ
†τ3 |ψ−n 〉
. (9)
Immediately, from Eq. (7), one can check (bn, b
†
n) sat-
isfy canonical commutation relations [bm, b
†
n] = δmn and
[bm, bn] = 0, while b−n and b
†
−n do not (e.g., [b−m, b
†
−n] =
−δmn). Now, taking advantage of Eq. (8), we can rewrite
Eq. (5) in terms of quasiparticle operators
Ĥb =
1
2
N∑
n=1
n
(
b†nbn + b
†
−nb−n
)− 1
2
tr(K), (10)
where only b†nbn corresponds to the bosonic particle num-
ber operator, and we need to rewrite b†−nb−n in terms of
the bosonic one using the relation b−n = −b†n. Finally,
we arrive at the bosonic quasiparticle Hamiltonian
Ĥb =
N∑
n=1
nb
†
nbn −
N∑
n=1
n 〈ψ◦n|ψ◦n〉 , (11)
where |ψ◦n〉 ≡ 12 (12N−τ3) |ψ+n 〉. Immediately, we see that
excitation energies are always positive and the vacuum
(ground state) of this bosonic Hamiltonian is a state with
no quasiparticles.
The problem simplifies considerably if ∆ = 0. Then
one can rewrite
Ĥb = K̂b = φˆ
†Kφˆ (12)
in terms of φˆ† =
[
a†1 · · · a†N
]
and the associated column
array φˆ of bosonic annihilation operators. Because these
arrays are independent, the single-particle (as opposed to
the effective BdG) Hamiltonian K does not satisfy any
constraints other than Hermiticity. Again, the diagonal-
ization of K implies that of K̂b.
Back to the general case, including pairing, under a
permutation (unitary) transformation pi†Hbpi with per-
mutation matrix piij = δi,(j+1)/2 + δi,j/2+N , the Hermi-
tian matrix Hb can be rewritten as a N × N block ma-
trix with the matrix element (pi†Hbpi)ij =
[
Kij ∆ij
∆∗ij K
∗
ij
]
.
Then, the diagonalization of pi†Hbpi with respect to
the metric pi†τ3pi = 1N ⊗ σ3 implies that of Ĥb.
For translation invariant systems, this block-Toeplitz
formalism20–22, which we will take advantage of in
Sec. IV C and Sec. VI A, simplifies analytics leading to
closed-form solutions in some cases. Hereinafter, we will
use τ3 to denote either the metric σ3 ⊗ 1N or 1N ⊗ σ3
depending on the formalism in use (see Table I).
4TABLE I. Different metrics in the Nambu and the block-
Toeplitz formalisms20–22.
Nambu formalism Block-Toeplitz formalism
τ1 σ1 ⊗ 1N 1N ⊗ σ1
τ3 σ3 ⊗ 1N 1N ⊗ σ3
A fully translation invariant system on a d-dimensional
Bravais lattice can be described in terms of an effective
Bloch-BdG Hamiltonian satisfying the particle-hole con-
straint τ1H
∗
τ (−k)τ1 = −Hτ (k), where k = (k1, · · · , kd)
denotes a d-dimensional crystal momentum vector in the
Brillouin zone. We will also consider systems on d-
dimensional lattices that suddenly stop at a flat (d− 1)-
dimensional hypersurface. Such terminations are called
ideal surfaces23,24. In this setup, the system is half-
infinite in one of the d directions, and remains translation
invariant in the remaining d − 1 directions. The associ-
ated effective BdG Hamiltonians will be denoted as Hoτ ,
where the superscript “o” stands for open BCs for the
termination (see Sec. IIA of Ref. [25] for a detailed dis-
cussion). It is advantageous to introduce the quantum
number k‖, the crystal momentum in the surface Bril-
louin zone (SBZ)24. Then, the system is described by
an effective Bloch-BdG Hamiltonian of the form Hoτ,k‖ =
τ3H
o
b,k‖ . For a fixed k‖, the matrix H
o
τ,k‖ can be visual-
ized as describing a half-infinite chain system (but notice
that this “system” satisfies τ1(H
o
τ,k‖)
∗τ1 = −Hoτ,−k‖ 6=
−Hoτ,k‖ in general, which is different from the usual
particle-hole constraint for a one-dimensional system). If
we change the BCs of these virtual chains back to peri-
odic BCs, then we can describe the chains in terms of the
one-dimensional crystal momentum k ∈ [−pi, pi) in units
of the reciprocal stacking period and matrices Hτ,k‖(k).
Naturally, Hτ,k‖(k) = Hτ (k).
B. Single-particle characterization of stability
The condition of Hamiltonian stability plays essentially
no role for free-fermion lattice systems because of the
Pauli exclusion principle. By contrast, quadratic bosonic
Hamiltonians could fail to be stable even for a finite num-
ber of modes N . We recall here the single-particle char-
acterization of stability for free-boson systems26 because
we will rely heavily on this result in Sec. IV.
For free-boson systems there are in fact two differ-
ent notions of stability of practical importance. One
notion, which is in fact the usual notion of stability in
quantum mechanics, is the condition that Ĥb should be
bounded below, and applies to particle-conserving and
non-conserving systems. The following theorem identi-
fies the necessary and sufficient condition for stability:
Theorem ([26]). The quadratic bosonic Hamiltonian
Ĥb is stable if and only if the Hermitian matrix Hb is
positive semi-definite.
The other weaker notion of stability only makes sense
for particle-conserving systems: then it could happen
that Ĥb = K̂b is bounded below in any subspace with
a fixed number of particles but not over the full Fock
space. Stability in the usual sense is achieved if and only
if K is positive semi-definite. This condition will be in-
dicated as K ≥ 0 from now on.
It is interesting to note the following related result:
If K is not positive semi-definite, then neither is Hb
regardless of the properties of the pairing matrix ∆.
This has implications for interacting particle-conserving
systems. For suppose one is interested in a weakly-
interacting, particle-conserving boson system. Then,
one might try a mean-field approximation that breaks
particle conservation. But, if K is not positive semi-
definite, then this mean-field approximation will neces-
sarily yield an unstable quadratic bosonic Hamiltonian.
(See Ref. [16] for a partly topology-driven discussion of
unstable free-boson systems.)
One can also approach the notion of stability from the
point of view of the response of the system to classical
driving. For free boson systems, but not for free fermions,
the Hamiltonian
Ĥb,F = Ĥb + Φˆ
†F (13)
is the simplest model of classical driving. Here, F =[
f1 · · · fN f∗1 · · · f∗N
]T
is a vector of complex param-
eters. If there is a solution Z =
[
z1 . . . zN z
∗
1 . . . z
∗
N
]T
of the equation F = HbZ, then the linear-quadratic
bosonic Hamiltonian of Eq. (13) satisfies the relationship
Ĥb + Φˆ
†F = UZĤbU
†
Z −
1
2
Z†HbZ, (14)
in terms of the unitary map UZ = e
∑N
i=1(z
∗
i ai−zia†i ). For
stable systems without ZMs (Hb > 0), Z = H
−1
b F . For
stable systems with ZMs (Hb ≥ 0), Z may fail to exist.
C. (Not so well) Known results on general bosonic
zero modes
As far as we know, the first complete characterization
of ZMs of quadratic bosonic Hamiltonians with Hb ≥ 0
appeared in Ref. [17]. We recall this somewhat hidden
result here for later use in the form of a Theorem and
include a modern, self-contained, proof of this Theorem
in Appendix A. The problem is difficult for particle non-
conserving systems because the normal modes and fre-
quencies of the system are calculated from the effective
BdG Hamiltonian Hτ = τ3Hb (see Sec. II A) and this ma-
trix is not Hermitian in general.
The starting point of the analysis are several spectral
properties of the non-Hermitian matrix Hτ . First, be-
cause τ3H
†
ττ3 = Hτ (pseudo-Hermiticity) and τ1H
∗
τ τ1 =
5−Hτ (particle-hole constraint), it follows that the eigen-
values of Hτ come in quartets {, ∗,−,−∗}. Moreover,
in this paper we assume that Hb ≥ 0 always. It follows
that the eigenvalues of Hτ are purely real
18. Finally,
since Hτ is not a Hermitian matrix in general, it could
fail to be diagonalizable. Again, this possibility is highly
constrained by the condition Hb ≥ 0. Theorem 5.7.2 in
Ref. [27] tells us that Hτ is diagonalizable except perhaps
on the subspace of ZMs. The Jordan normal form of Hτ
restricted to this subspace can contain Jordan blocks that
are at most of size two (2 × 2 blocks). Since there is an
even number of eigenvectors associated to nonzero eigen-
values due to the particle-hole constraint, it follows that
the algebraic multiplicity of the zero eigenvalue must be
even. And, since the Jordan blocks are at most of size
two, the Jordan chains of length one come in pairs.
Theorem (ZMs, [17]). For the effective BdG Hamil-
tonian Hτ = τ3Hb, let 2n and m be the number of
linearly independent zero eigenvectors associated to
Jordan chains of length one and two respectively. Then
there are n pairs of canonical boson b0,j , b
†
0,j that
commute with the many-body Hamiltonian Ĥb and all
other normal modes of the system. In addition, there
exist m pairs of Hermitian operators P0,j , Q0,j that also
commute with all other normal modes of the system
and such that [Q0,j , P0,`] = iδj`, [Ĥb, P0,j ] = 0, and
[Ĥb, Q0,j ] = (i/µj)P0,j with µj > 0.
For completeness, we provide a modern, self-contained
proof in Appendix A inspired by the mathematical frame-
work known as “indefinite linear algebra”27. It is key to
point out that Goldstone modes of free-boson systems18
are a particular instance of this theorem. Generically,
Goldstone modes are bulk, delocalized modes. Our focus
in this paper is on localized bosonic ZMs.
How stable are bosonic ZMs? There are some results
in the literature regarding small perturbations14,15,28. In
practice it can be hard to decide whether a small pertur-
bation preserves the stability condition Hb ≥ 0, so it is
possible for a ZM to split away from zero into the complex
plane. In this case one says that the mode has become
dynamically unstable15,16. From a dynamical perspec-
tive, the loss of diagonalizability is also regarded as a
dynamical instability even if the system satisfies Hb ≥ 0.
Fortunately, these additional complications (as compared
to the Hermitian case) come paired with an additional
theoretical tool: the Krein stability theory of dynamical
systems in an indefinite inner product space14.
We begin with a few definitions. Given a vector
|v〉 ∈ C2N , we call the sign of the τ3-norm 〈v|τ3|v〉 its
Krein signature. If 〈v|τ3|v〉 = 0, we say the Krein sig-
nature is 0. Let λ be an eigenvalue of a matrix that is
Hermitian with respect to the indefinite τ3 inner prod-
uct (e.g., Hτ ). If all eigenvectors associated with λ have
either a +1 or −1 Krein signature, then we say λ is ±-
definite. Otherwise we say λ is indefinite. Note that
λ being ±-definite requires that λ ∈ R. A key result in
the theory of Krein stability is the Krein-Gel’fand-Lidskii
theorem14:
If λ is a ±-definite eigenvalue of a τ3-pseudo-Hermitian
matrix M , then there exists an open neighborhood of M
such that all matrices in this neighborhood have eigen-
values close to λ that remain on the real axis and have
diagonal Jordan blocks.
Physically this means that the corresponding modes re-
main dynamically stable under all sufficiently small per-
turbations. Furthermore, in any open neighborhood of a
matrix M with an eigenvalue that is either indefinite or
has a non-diagonal Jordan block, there are matrices with
eigenvalues off the real axis28.
Now return to the bosonic problem. Recall that the
kernel vectors of Hτ are either associated with canonical
bosonic ZMs or free-particle-like ZMs (Hermitian quadra-
tures). The canonical bosonic ZMs arise from pairs of
eigenvectors with different Krein signatures, while the
free-particle-like ZMs arise from eigenvectors with van-
ishing Krein signatures18. Hence, according to the theory
of Krein stability, there exist arbitrarily small perturba-
tions that will cause these ZMs to become dynamically
unstable. We have summarized this stability theory for
bosonic ZMs here because it illuminates some features of
our prototype model in Sec. VI A.
D. The tenfold way
In this section, we summarize the basics of the clas-
sification of Hermitian ensembles (or equivalently, the
classification of free-fermion SPT phases) and the bulk-
boundary correspondence because these subjects will
guide and inspire our investigation of free-boson systems.
For this summary we specially benefited from the review
articles Ref. [29] and Ref. [5]. The classification of non-
Hermitian ensembles30 also plays a role in Sec. V. Since
this subject is still evolving fast, we refer the interested
reader to Ref. [31] and references therein.
A Bloch Hamiltonian is a Hermitian-matrix-valued
function H(k). For fixed but arbitrary k, H(k) is an op-
erator acting on the Hilbert space Hint of internal degrees
of freedom (the same for all k). The symmetry classifica-
tion of Bloch Hamiltonians is a classification scheme for
sets (“ensembles”) of H(k)’s acting on a common Hilbert
space Hint and with a common argument k. The dimen-
sionality d of the ensemble is that of k. The group of
symmetries of an ensemble is the group of isometries of
Hint that commute with every H(k) in the ensemble. An
ensemble is called irreducible if its group of symmetries
consists only of the identity up to a phase.
The simultaneous block-diagonalization of an ensemble
and its unitary symmetries decomposes the ensemble into
a sum of irreducible ensembles. An irreducible element
6TABLE II. Standard names for the ten symmetry classes of ir-
reducible ensembles of Bloch Hamiltonians for all dimensions.
The three symmetries T , C and S are denoted by 1 (−1) if
they square to 1 (−1) and denoted by 0 if they are absent.
A AIII AI BDI D DIII AII CII C CI
T 0 0 1 1 0 -1 -1 -1 0 1
C 0 0 0 1 1 1 0 -1 -1 -1
S 0 1 0 1 0 1 0 1 0 1
H(k) satisfies some subset of the following conditions,
T H(k)T −1 = H(−k) (T = U†TK, UTU∗T = ±1),
CH(k)C−1 = −H(−k) (C = U†CK, UCU∗C = ±1), (15)
SH(k)S−1 = −H(k) (S = U†S , U2S = 1).
Here K denotes complex conjugation in some preferred
basis of Hint and the linear isometries UT , UC , US of Hint
do not depend on H(k) but only on the specific irre-
ducible ensemble. For d = 0 ensembles, that is, dropping
the k-dependence, these conditions become the usual
conditions of the AZ classification32–34. There are pre-
cisely ten distinct combinations of these conditions, and
therefore one arrives at the name “tenfold way”4. The
standard names of the ten classes of irreducible Hermi-
tian ensembles are shown in Table II, with {A, AIII} the
complex classes while the other eight the real classes.
The condition associated to T can be understood phys-
ically in terms of the time-reversal symmetry. Ignoring
the other two conditions that do not have in general an
obvious physical interpretation, one arrives at the “three-
fold way” of Dyson32. The other two conditions, dubbed
particle-hole (or charge conjugation) and chiral “symme-
tries” arise naturally for free fermions as descendants of
special many-body symmetries33,34. We will come back
to this point in more detail for bosons. The reminder
of this subsection is focused on (single-particle or BdG)
Bloch Hamiltonians associated to free-fermion systems,
see Sec. II A for details.
Now consider the following question: Given a choice of
Fermi energy (zero energy for superconductors) and two
members, H1(k) and H2(k), of an irreducible ensemble
of Bloch Hamiltonians fully gapped at that Fermi energy,
is it possible to find a continuous deformation Hs(k) of
H1(k) into H2(k) such that (1) Hs(k) is fully gapped at
the Fermi energy for all s, and (2) Hs(k) is a member
of the same irreducible ensemble of Bloch Hamiltonians
for all s? The answer can be “yes” or “no” depending
on the classifying parameters: the dimension d and the
symmetry class. If the answer is “no”, the obstruction to
the deformation is characterized by a topological invari-
ant that can be calculated directly for individual Hamil-
tonians. Bloch Hamiltonians that cannot be deformed
into one another are distinguished by the value of some
topological invariant. The pattern of “yes/no” and the
topological invariants at play, both as a function of the
symmetry class, are periodic in d, with period two for
complex classes and period eight for real classes. This
remarkable result goes by a catchy name, the “periodic
table”3 of the tenfold way.
As it turns out, it is possible in general to continuously
deform two Bloch Hamiltonians into each other without
closing the gap at the Fermi energy provided one is al-
lowed to break the classifying symmetries at intermedi-
ate steps. In this sense, the topological distinction be-
tween Bloch Hamiltonians is “symmetry protected”. As
hinted by the role of the Fermi energy in this discussion,
fermionic statistics lead to a strong connection between
low-energy many-body physics and the predictions of the
topological classification.
First, for bulk systems, the topological classification of
gapped Bloch Hamiltonians translates into a classifica-
tion of SPT phases of free-fermion systems. Recall that
two many-body ground states are regarded as describing
distinct SPT phases if it is not possible to deform one
into the other adiabatically (as in the Gell-Mann-Low
theorem) without closing the many-body gap while main-
taining a preferred, “protecting” set of symmetries at all
steps of the deformation. For fermions, topologically dis-
tinct ensembles of gapped Bloch Hamiltonians are in one-
to-one correspondence with distinct SPT phases. This
result is consistent with the fact that the classifying con-
ditions of Eq. (15) are in correspondence with many-body
symmetries for fermions. For superconductors, SPT or-
der is often signaled by the fermion parity observable.
Second, the celebrated bulk-boundary correspondence
relates non-zero values of the bulk topological invariants
to the presence of boundary states of individual Hamil-
tonians subject to open BCs. For d > 1, these bound-
ary or edge states cross the Fermi energy (zero energy
for superconductors) and establish another link between
low-energy many-body physics and the topological clas-
sification, i.e., the topologically dictated boundary met-
als/gapless superconductors that emerge at the termina-
tion of a fully gapped topologically non-trivial bulk. The
Bloch Hamiltonians for the integer quantum Hall effect
are important examples; they form a d = 2, class A en-
semble. For d = 1, {AIII, BDI, D, DIII, CII} are the five
classes where the bulk-boundary correspondence dictates
midgap ZMs for topologically non-trivial bulks. From a
many-body perspective, the most remarkable example is
the Kitaev chain because, loosely speaking, it features
a single fermion split into halves in terms of a pair of
Majorana ZMs localized on opposite ends of the chain.
III. INTERNAL SYMMETRIES OF
MANY-BOSON SYSTEMS
In this section we investigate a special class of sym-
metries of free-boson systems that we call Gaussian35.
These isometries of the Fock space are special because
they map (by similarity) creation and annihilation oper-
7ators to linear combinations of themselves. For fermions,
the classifying conditions of the symmetry classification
known as the tenfold way (see Sec. II D for a quick re-
view) are in correspondence with many-body Gaussian
symmetries. As we will see, this is only partially true
for bosons. The symmetry analysis of this section will
be important in Sec. V when we consider non-Hermitian
classification schemes as they apply to certain effective
BdG Hamiltonians.
A. Particle-conserving systems
An ensemble of particle-conserving quadratic bosonic
Hamiltonians is in one-to-one correspondence with an
auxiliary ensemble of single-particle Hamiltonians by
Eq. (12), Sec. II A, regarded as a mapping. We will focus
on isometries of Fock space that generically map particle-
conserving quadratic bosonic Hamiltonians to Hamilto-
nians of the same type. There are two possibilities in
principle: canonical mappings of the form
V φˆV−1 =
V a1V
−1
...
V aNV
−1
 = UV φˆ, (16)
and of the form
C φˆC−1 = U∗C φˆ
†T, (17)
where, because the commutation relations are necessar-
ily preserved, UV and UC are N × N unitary matrices.
The same is true for fermions with φˆ replaced by ψˆ. As
explained before, we call these isometries of the Fock
space Gaussian isometries35. Notice that the equation
(VOV−1)† = VO†V−1 holds forV antilinear provided
it is an isometry (O denotes an operator in Fock space).
The two distinct possibilities arise because of the re-
quirement of particle conservation. For particle non-
conserving systems, there is no obstruction to mix cre-
ation and annihilation operators and so there is only
one kind of Gaussian map. This fact is closely related
to the particle-hole constraint satisfied by Nambu ar-
rays. For particle-conserving fermions, both possibili-
ties are realized and isometries of the second kind, con-
ventionally assumed linear without loss of generality, so
that C−1 = C †, are called particle-hole (or charge con-
jugation) symmetries because the symmetry condition
C K̂f C
† = K̂f translates into a particle-hole-like con-
dition U†CK
∗ UC = −K for the single-particle Hamilto-
nian K. As we will see, particle-hole and so-called chi-
ral symmetries are forbidden for bosons by the canonical
commutation relations.
Going back to ensembles of particle-conserving free-
boson systems, the unitary symmetries of the auxiliary
ensemble of single-particle Hamiltonians are in one-to-
one correspondence with the Gaussian symmetries of the
ensemble of many-body Hamiltonians. Suppose
V φˆV † = UV φˆ (18)
is a linear Gaussian isometry. Then, the condition
V K̂bV
† = K̂b for all K̂b implies that U
†
VK UV = K
for all K. That is, a Gaussian symmetry of the many-
body ensemble descends into a symmetry of the auxiliary
ensemble of single-particle Hamiltonians. For the reverse
process of lifting a single-particle symmetry to a Gaussian
many-body symmetry, one needs to invoke the Stone-von
Neuman-Mackey theorem36 that guarantees that the uni-
tary transformation V in Eq. (18) exists given UV as the
input, provided the number of modes N <∞.
This analysis is important because, as a result, one
concludes that the decomposition of the auxiliary ensem-
ble of single-particle Hamiltonians into irreducible AZ
ensembles is equivalent to the decomposition of the en-
semble of bosonic many-body Hamiltonians as a sum of
commuting bosonic many-body Hamiltonians labeled by
Gaussian-symmetry quantum numbers. It is important
to appreciate how particle conservation fits in this discus-
sion. Let N ≡ ∑Nj=1 a†jaj denote the number operator.
Then, eiθN φˆ e−iθN = e−iθφˆ and so particle conservation
induces a trivial symmetry of the auxiliary ensemble of
single-particle Hamiltonians.
This aspect of the problem is identical for bosons and
fermions with the additional complication, in the case
of bosons, that one must rely on the highly-non-trivial
Stone-von Neumann-Mackey theorem to establish it. The
key difference between particle-conserving fermions and
bosons is that for bosons not all of the classifying AZ
conditions are associated to Gaussian many-body sym-
metries. Time reversal works fine. Suppose T is an anti-
linear isometry of the Fock space such that
T φˆT−1 = UT φˆ, T i = −iT. (19)
Because commutation relations are preserved and by that
UT is a unitary matrix and T K̂bT
−1 = K̂b is equivalent
to TKT −1 = K in terms of T = U†TK. Conversely,
given a unitary transformation that intertwines K and
K∗, one can lift it into an antilinear Gaussian symmetry
by a variation of the argument of the previous paragraph.
But how about particle-hole symmetries, Eq. (17)? If
such a C does exist, it would have to preserve the com-
mutation relations, and this condition would imply that
UC U
†
C = −1N . There is no solution of this equation. Fi-
nally, a chiral symmetry is a Gaussian symmetry of the
form S = TC which is of interest for fermions in sit-
uations where T and C are not separately symmetries
of the many-body ensemble but S is. Since particle-hole
symmetries do not exist for bosons, neither do chiral sym-
metries. The interested reader can play around with the
idea of defining a chiral symmetry for bosons, say, as a
sub-lattice symmetry to gain physical insight into this
no-go result.
In summary, for particle-conserving free-boson sys-
tems, the time-reversal classifying condition T is in corre-
spondence with an antilinear Gaussian symmetry T. By
contrast, and contrary to fermions, the particle-hole and
chiral classifying conditions can well emerge at the single-
8particle level but have no many-body counterpart. But
then, what is exactly accomplished by feeding a topologi-
cally non-trivial single-particle Hamiltonian into Eq. (12)
as one often finds in the literature?
B. Particle non-conserving systems
For particle non-conserving free-boson systems, Eq. (5)
of Sec. II A, regarded as a map, puts ensembles of
quadratic bosonic Hamiltonians in correspondence with
ensembles of Hermitian matrices Hb that satisfy the con-
straint τ1H
∗
b τ1 = Hb. However, the many-body system is
governed by the spectral properties of the effective BdG
Hamiltonian Hτ = τ3Hb. Moreover, as we will see next,
Gaussian symmetries are in correspondence with symme-
tries ofHτ , notHb. Hence, one is drawn to the conclusion
that ensembles of particle non-conserving free-boson sys-
tems should be regarded as being in correspondence with
those of non-Hermitian effective BdG Hamiltonians.
The focus is again on isometries of Fock space
that generically map particle non-conserving quadratic
bosonic Hamiltonians to Hamiltonians of the same type.
Since there is no need to preserve particle conservation,
nothing prevents mixing creation and annihilation op-
erators and, thus, the notion of particle-hole symmetry
becomes redundant. Gaussian isometries are of the form
V ΦˆV−1 = UV Φˆ = U ′V Φˆ
†T, (20)
with V linear or antilinear. Because canonical commu-
tation relations are necessarily preserved, it implies
UV τ3 UV
† = τ3, U ′V τ3 U
′
V
† = −τ3, (21)
with UV a pseudo-unitary matrix, and U
′
V (= UV τ1) a
skew-pseudo-unitary matrix. Hence, one can focus on
the pseudo-unitary matrices UV without loss of general-
ity. In addition, the Nambu constraint Φˆ = τ1Φˆ
†T is
also preserved by a Gaussian isometry. As a result, the
pseudo-unitary transformation UV is real symplectic, sat-
isfying conditions τ1U
∗
Vτ1 = UV and U
T
V τ2UV = τ2.
Consider first linear Gaussian symmetries. One finds
that V ĤbV
† = Ĥb if and only if U−1V HτUV = Hτ .
Hence, linear Gaussian symmetries of the many-body
ensemble descend into symmetries of the auxiliary non-
Hermitian ensemble of Hτ . Conversely, one can again
invoke the Stone-von Neumann-Mackey theorem to lift a
symmetry of the auxiliary ensemble into a linear Gaus-
sian symmetry of the many-body ensemble. If those sym-
metries are continuous, then V = eiQ̂b for some Her-
mitian quadratic bosonic operator Q̂b. An infinitesimal
isometry leads to a pseudo-unitary matrix UV = e
uV ≈
1 + uV, such that uV τ3 + τ3 u
†
V = 0 and τ1 u
∗
V τ1 =
uV. Combining these observations with the identity
i[Q̂b, Φˆ] = −iτ3QbΦˆ = −iQτ Φˆ and Eq. (20), one con-
cludes that uV = −iQτ and U−1V HτUV = Hτ if and only
if [Qτ , Hτ ] = 0. Physically, the matrix Qτ = τ3Qb may
represent a conserved charge. One can reach the same
conclusion directly by calculating
[Q̂b, Ĥb] =
i
2
Φˆ†τ3[Qτ , Hτ ]Φˆ. (22)
It is reasonable to have an ensemble of Hτ reducible,
under the same conditions as before, and assume that any
such ensemble can be broken up as a sum of irreducible
ensembles by, roughly speaking, block-diagonalizing the
ensemble together with its Gaussian symmetries. This
decomposition of the auxiliary ensemble corresponds to
decomposing Hamiltonians of the many-body ensemble
as sums of commuting many-body Hamiltonians labelled
by the quantum numbers of the Gaussian symmetries.
Next, consider antilinear Gaussian symmetries, that is,
time-reversal-like symmetries of the form
T ΦˆT−1 = UT Φˆ, T i = −iT, (23)
where UT is a pseudo-unitary matrix. From the symme-
try condition T ĤbT
−1 = Ĥb we get a constraint on the
effective BdG hamiltonians Hτ of the form
U−1T H
∗
τUT = T HτT −1 = Hτ (24)
in terms of T = U−1T K. Applying Eq. (24) to Hτ twice
and assuming that the ensemble is irreducible one finds
that UTU
∗
T = ±12N . If we consider the simplest case
where there are no internal degrees of freedom, UT could
be 12N which is typical for phonons. Then one obtains
the reality condition H∗τ = Hτ .
IV. TOPOLOGY OF GAPPED FREE BOSONS:
NO-GO THEOREMS
Particle-conserving free-boson systems are generically
gapless regardless of the spectral gaps of the auxiliary
single-particle Hamiltonian. By contrast, particle non-
conserving systems can be fully gapped at the many-body
level. This observation opens up the possibility for SPT
phases. In general, non-trivial SPT phases of particle
non-conserving free-fermion systems display at least one
of the following signatures:
• ZMs for open BCs, and
• Odd or even fermion parity in the ground state, de-
pending on BCs being periodic or antiperiodic12,13.
In this section we prove that fully gapped free-boson sys-
tems cannot possibly show these signatures. Moreover,
we show that any pair of fully gapped free-boson Hamil-
tonians can always be connected adiabatically without
closing the many-body gap or breaking any protecting
symmetries whatever they may be. Hence, non-trivial
SPT phases do not exist for free-boson systems.
We organize these results as three no-go theorems for
fully gapped free-boson systems. Our proofs are inde-
pendent of each other and, in all cases, the central ob-
struction is the stability constraint discussed in Sec. II B,
9rather than profound differences of internal symmetries
between fermions and bosons. The theorems are:
• Theorem 1 (no parity switches): The boson parity
of the ground state is always even.
• Theorem 2 (no non-trivial SPT phases): All Hamil-
tonians are adiabatically connected regardless of
the choice of protecting symmetries.
• Theorem 3 (no localized ZMs): The system subject
to open BCs cannot develop localized ZMs.
All these results are pleasingly consistent. Of course,
our no-go Theorem 3 does not forbid localized ZMs for
gapped systems subject to BCs other than open. The
squaring-the-fermion map can precisely generate such
ZMs, and we will see concrete examples in Sec. VI. With
minimal modifications, our Theorems 2 and 3 hold also
for linear-quadratic Hamiltonians of Eq. (13) in Sec. II B.
A. Theorem 1: no parity switches
Theorem 1. Let Ĥb be a quadratic bosonic Hamilto-
nian with finitely many modes N and Hb > 0. Then, its
ground state is non-degenerate with even boson parity.
Proof. Since Hb > 0, it follows that there are no ZMs and
Ĥb can be written in the form of Eq. (11). The ground
state is the unique vacuum for the quasiparticles. Let[
b
b†
]
=
[
X −Y
−Y ∗ X∗
] [
a
a†
]
, (25)
then, the vacuum state is18:
|Ω〉 = det(X†X)−1/4 exp
[1
2
φˆ†X−1Y φˆ†T
]
|0〉. (26)
Since the exponent is quadratic, the even parity of the
ground state follows. We still need to show that the for-
mula always holds, that is, we need to show that X is in-
vertible. Now, because the matrix in Eq. (25) is a canon-
ical transformation, it follows that XX† − Y Y † = 1N ,
another form of the orthonormality relations of Eq. (7).
Then, det(XX†) = det(1N + Y Y †) ≥ 1. Therefore, X is
necessarily invertible.
Odd fermion parity in the ground state and fermion
parity switches are usual (albeit not mandatory20) sig-
natures of non-trivial SPT phases in fermionic systems,
even interacting ones12,13. On the other hand, there
exists an equivalent ground state expression for free-
fermions18, seemingly implying that fermions always
have even parity ground states. However, the fermionic
analogue of the matrix X in Eq. (25) can fail to be invert-
ible, leading in those cases to an odd parity ground state.
For bosons, this possibility is excluded because Hb > 0
implies a many-body gap (see Sec. II B), condition that
has no analogue for fermions. We conclude that parity
switches are non-existent for free bosons.
B. Theorem 2: no SPT phases
Theorem 2. Let Ĥb,1 and Ĥb,2 denote gapped, particle
non-conserving quadratic bosonic Hamiltonians sharing
some set of preferred symmetries. Then, Ĥb,1 can be adi-
abatically deformed into Ĥb,2 without losing the locality
properties of Ĥb,1, or breaking any of the preferred sym-
metries, or closing the many-body gap.
Proof. Consider the continuous path
Ĥb(s) = (1− s)Ĥb,1 + sĤb,2, s ∈ [0, 1], (27)
which implies the Hermitian matrix
Hb(s) = (1− s)Hb,1 + sHb,2, (28)
satisfying the constraint τ1H
∗
b (s)τ1 = Hb(s) for all s.
Then, it follows that Hb(s) is local for all s, provided the
Hb,1 and Hb,2 are also local. Moreover, if V is a pre-
ferred linear or antilinear symmetry shared by the initial
and final free-boson systems, then VĤb(s)V
−1 = Ĥb(s)
for all s. Finally, since Ĥb,1 and Ĥb,2 are particle non-
conserving and gapped, it follows that Hb,1, Hb,2 > 0,
and thus Hb(s) = (1 − s)Hb,1 + sHb,2 > 0. In other
words, Ĥb(s) is fully gapped for all s.
A corollary of this theorem is that there are no non-
trivial SPT phases of particle non-conserving free-boson
systems. Any such system can be adiabatically de-
formed into a topologically trivial system without closing
the many-body gap or breaking any preferred symme-
try. Hence, one expects that gapped free-boson systems
should not display any signatures of non-trivial topology.
An earlier argument for d = 2 can be found in Ref. [37].
How do free-fermion systems escape this triviality re-
sult? Again, the answer is that there is no counterpart
for fermions of the bosonic gap condition Hb > 0. Refer-
ring back to the proof of Theorem 2, there is nothing that
can prevent, in general, the closing of the gap along the
path Hf (s) = (1− s)Hf,1 + sHf,2 of free-fermion Hamil-
tonians. In fact, a key insight of the tenfold way is that
the gap must close when Hf (s) interpolates between two
topologically distinct Hamiltonians in the same symme-
try class. By contrast, it is easy to find examples of paths
of gapped Hamiltonians that connect different symmetry
classes, regardless of topological invariants.
C. Theorem 3: no localized ZMs
Our no-go Theorem 3 refers specifically to translation
invariant and translation invariant up to BCs free-boson
systems; see Sec. II A for our notation and conventions.
Theorem 3. Consider a d-dimensional, translation in-
variant free-boson system Hb(k) > 0, and the same sys-
tem subject to open BCs and described by Hoτ,k‖ . Then,
zero is not an eigenvalue of Hoτ,k‖ .
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Remark. This theorem is true even if the pairing van-
ishes, ∆ = 0, in which case the condition Hb(k) > 0 is
equivalent to K(k) > 0 and does not imply a many-body
gap in general.
Proof. The proof of this theorem requires results from
the theory of the matrix Wiener-Hopf factorization6,38.
Hence, the following argument is not self-contained. We
provide references for all the necessary side theorems. For
any fixed k‖ ∈ SBZ, let
G(eik) ≡ Hb,k‖(k), ∀k ∈ [−pi, pi), (29)
that is, G is explicitly defined as a function on the unit
circle in the complex plane. Since Hb(k) > 0 it follows
also that G(eik) = Hb,k‖(k) > 0 for all k. The matrix-
valued function G is the symbol of the block-Toeplitz
operator
Go = Hob,k‖ . (30)
Regarding Go as an infinite matrix, one can state the
block-Toeplitz property as [Go]i,j = [G
o]i+1,j+1, for
i, j = 1, 2, · · · ,∞, the coordinate of a lattice point in the
direction perpendicular to the termination of the lattice.
The blocks [Go]i,j act on internal, not lattice degrees of
freedom. Back to the symbol, because G(eik) > 0 for all
k ∈ [−pi, pi), it admits a canonical Wiener-Hopf factor-
ization, that is, a factorization of the form
G(eik) = G+(e
ik)G−(eik), (31)
where the entries of G+(e
ik)
(
G−(eik)
)
and their in-
verses are analytic inside (outside) the unit circle, see
Theorem 1.13 in Ref. [38] (and Ref. [39] for a system-
theoretic perspective). Further, according to Theorem
2.13 in Ref. [38], a block-Toeplitz operator is invertible
if and only if its symbol admits a canonical Wiener-
Hopf factorization. In our case, this implies that the
block-Toeplitz operator Go is invertible. Consequently
Hoτ,k‖ = τ3H
o
b,k‖ = τ3G
o is also invertible. In conclusion,
zero does not belong to the spectrum of Hoτ,k‖ for any
value of k‖ ∈ SBZ, and therefore it does not belong to
the spectrum of Hoτ .
Corollary 1. Localized midgap states cannot exist in the
spectral gap separating positive from negative eigenvalues
of Hoτ,k‖ .
Proof. Suppose a state with eigenvalue  lies in that spec-
tral gap. Then, similarly to the proof in Theorem 3,
G(eik) − τ3 is positive definite and admits a canonical
Wiener-Hopf factorization. As a result, Hob,k‖ − τ3 and
Hoτ,k‖ − 1∞ are invertible. We have therefore proved
that  does not belong to the spectrum of Hoτ,k‖ .
Remark. Theorem 3 excludes the possibility of having a
ZM. The Corollary 1 excludes surface bands altogether
in the spectral gap around zero energy, regardless of
whether they cross zero energy.
While our no-go Theorem 3 and its Corollary 1 ad-
dress an spectral connection between periodic and open
BCs, a no-go bulk-boundary correspondence of sorts,
their reach can be extended by considering generic single-
particle perturbations bounded in the operator norm.
Suppose a perturbation Wb that satisfies the constraint
τ1W
∗
b τ1 = Wb is added to H
o
τ . Then, the effective bosonic
BdG Hamiltonian is
Hoτ +Wτ = H
o
τ (1+ (H
o
τ )
−1Wτ ), (32)
with Wτ = τ3Wb. If ||Wτ || < 1/||(Hoτ )−1||, then Hoτ +Wτ
is invertible and therefore does not have zero eigenvalue.
Notice 1/||(Hoτ )−1|| equals to the smallest energy eigen-
value of Hoτ , which is the first excitation energy above
the bosonic vacuum. These perturbations do not include
bulk disorder but can model a variety of BCs and bound-
ary disorder that decays sufficiently fast into the bulk.
V. SQUARING THE FERMION
A. The square of a fermion is a boson
An even-dimensional Hermitian matrix H can arise as
the BdG Hamiltonian of some free-fermion system if and
only if it satisfies the particle-hole constraint τ1H
∗τ1 =
−H of Sec. II A. One can recast this constraint in terms
of a projector superoperator
F(H) = 1
2
(H − τ1H∗τ1) . (33)
That is, an even-dimensional Hermitian matrix Hf
can be associated to a fermionic BdG Hamiltonian if
F(Hf ) = Hf . Similarly, an even-dimensional Hermitian
matrix H can arise in connection to a free-boson system if
and only if it satisfies the constraint τ1H
∗τ1 = H, which
can again be recast in terms of a projector superoperator
B(H) = 1
2
(H + τ1H
∗τ1) . (34)
We call a Hermitian matrix Hb with B(Hb) = Hb bosonic.
Now we are in a position to state two interesting re-
lationships between the fermionic BdG Hamiltonian and
the bosonic matrix:
1. Any even-dimensional Hermitian matrix is the sum
of a unique fermionic BdG Hamiltonian and a
unique bosonic matrix, and
2. the square of a fermionic BdG Hamiltonian is a
bosonic matrix.
The first result follows because projectors F and B are
complementary, H = F(H) + B(H), and have disjoint
ranges, F ◦ B = B ◦ F = ∅. The second result follows
because B(H2f ) = H2f . More generally, if P is an even
polynomial, then P(Hf ) is a bosonic matrix.
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The bosonic matrix H2f is by construction positive
semi-definite, H2f ≥ 0. Hence, the free-boson system de-
scribed by the quadratic bosonic Hamiltonian
0Ĥb =
1
2
Φˆ†H2f Φˆ−
1
2
tr(K ′), (35)
is stable. Here 0 is some suitable constant with units
of energy and K ′ = K2 − ∆∆∗ in terms of the single-
particle Hamiltonian and pairing for the free-fermion sys-
tem. Hence, we have identified a map
S(Hf ) = τ3H2f (36)
from free-fermion systems to stable free-boson systems.
In the following we will call this map the squaring map.
The squaring map is interesting because the kernel, i.e.,
the ZMs, of Hf and τ3H
2
f coincide even though τ3H
2
f may
also display additional generalized zero eigenvectors, see
Sec. VI A for an example. Hence, the square-of-a-fermion
procedure is a systematic way of constructing bosonic
models with “Majorana bosons” in a gap or as part of a
surface band. Notice that locality is not a concern. If Hf
features a non-zero hopping amplitude between sites that
are r units apart, then H2f will feature a hopping ampli-
tude between sites that are at most 2r units apart, see
Sec. VI for explicit examples. Moreover, not all effective
BdG Hamiltonians are in the range of the squaring map.
For example, for periodic BCs, the effective BdG Hamil-
tonian of the gapless harmonic chain displays a single
zero eigenvector associated to the conserved total mo-
mentum operator. Since zero eigenvectors of Hf come
in pairs, the same is true of τ3H
2
f and so the harmonic
chain cannot possibly be the square of a fermion.
Let’s apply our squaring map to the Dirac Hamiltonian
for illustration. In the absence of gauge fields, the Dirac
Hamiltonian in three spatial dimensions is of the form
HD = c(γ1p1 + γ2p2 + γ3p3) +mc
2γ4, (37)
where pν = −i~ ∂∂xν , γν (ν = 1, 2, 3, 4) are Hermitian ma-
trices satisfying the Clifford algebra {γν , γν′} = 2δνν′ ,
which force them to be (at least) 4 × 4 matrices. The
choice γ1 = 12⊗σ1, γ2 = σ1⊗σ3, γ3 = σ2⊗σ3 and γ4 =
σ3 ⊗ σ3 highlights the fact that the Dirac Hamiltonian
can be regarded as a (continuous coordinate) fermionic
BdG Hamiltonian of the form HD =
[
K ∆
−∆∗ −K∗
]
, with
K ≡ σ1cp1 + σ3mc2 and ∆ ≡ σ3c(p2 − ip3), and so one
can second-quantize HD as
ĤD =
1
2
∫
Ψˆ†(~x)HDΨˆ(~x) d3x, (38)
a field theory in terms of the Nambu array
Ψˆ†(~x) =
[
c†1(~x) c
†
2(~x) c1(~x) c2(~x)
]
, (39)
and
{
ci(~x), cj(~y)
}
= 0,
{
ci(~x), c
†
j(~y)
}
= δijδ(~x − ~y). At
this point we can apply our squaring procedure to obtain
the associated free-boson system with the bosonic matrix
H2D = (p
2c2 +m2c4)⊗ 14. (40)
Choosing 0 = 2mc
2, the gap of HD, we obtain the free-
boson second-quantized form
Ĥb =
1
2
∫
Φˆ†
(
~x)(
p2
2m
⊗ 14 + mc
2
2
⊗ 14
)
Φˆ(~x) d3x (41)
in terms of the Nambu array of canonical bosons Φˆ†(~x) =[
a†1(~x) a
†
2(~x) a1(~x) a2(~x)
]
. From now on we will drop
any explicit reference to 0.
B. Symmetry analysis of the squaring map
The squaring map can break some fermionic symme-
tries but it certainly preserves many others as well. We
next investigate those fermionic continuous symmetries
that are inherited by the squaring map. In addition,
for non-Hermitian symmetry classification of squared en-
sembles in Sec. V C, we will also need a detailed under-
standing of how symmetry reduction interplays with the
squaring map and the indefinite metric τ3.
Consider the generators of symmetries of Hf
gf = {Qf = Q†f | τ1Q∗fτ1 = −Qf , [Qf , Hf ] = 0}. (42)
By definition, Qf ∈ gf if and only if the conserved charge
Q̂f satisfies [Q̂f , Ĥf ] = 0. The fermion number and the
total spin are good examples. The Lie group eigf of uni-
tary matrices Uf that commute with Hf and satisfy the
constraint τ1U
∗
f τ1 = Uf is precisely the group of matrices
associated to fermionic Gaussian symmetries of particle
non-conserving systems. The block structure of these
matrices is
Uf =
[
A B
B∗ A∗
]
, AA† + BB† = 1N , ABT + BAT = 0,
with A and B N ×N matrices. Similary, let
gb = {Qb = Q†b | τ1Q∗bτ1 = Qb, [Qτ , Hτ ] = 0} (43)
be the generators of symmetries of Hτ = τ3H
2
f , with
Qτ = τ3Qb (see Sec. III B). Again, by definition, Qb ∈
gb if and only if [Q̂b, Ĥb] = 0, see Eq. (22). Since the
squaring map involves the τ3 matrix (Nambu formalism),
one needs to analyze fermionic symmetries that either
commute or anticommute with τ3.
First, let’s focus on Uf that commutes with Hf and
τ3. Then, Uf is also a pseudo-unitary matrix (with
Ufτ3U
†
f = τ3) that commutes with τ3H
2
f . Consider the
class of symmetry generators of the form
Qf = Qτ = Q =
[
q 0
0 −q∗
]
, q = q†, (44)
resulting in
[Q,Hf ] =
[
[q,K] q∆ + ∆q∗
(q∆ + ∆q∗)∗ [q,K]∗
]
. (45)
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TABLE III. Subensembles of {τ3H2f} parametrized by the
subensembles of {Hf}. The blocks are labelled by eigen-
values (Eig) of q (see Eq. (44)) in the first column, with
the corresponding degeneracy (Deg) listed in the second col-
umn. The symbol (f)/(b) in the third/fourth column means
fermions/bosons (squared fermions in particular). SPH
stands for the single-particle Hamiltonian, with the block
describing a particle-conserving many-body block, while the
block of BdG describes a particle non-conserving many-body
block and displays the particle-hole constraint. The block
of U(1) describes a particle non-conserving many-body block
with a conserved U(1) charge, for example, the total spin;
thanks to this charge, the need for the Nambu formalism is
bypassed and there is no particle-hole constraint.
Eig Deg Block (f) Block (b) Metric
κ m Kκ (SPH) K
2
κ 1m
0 m Hf,0 (BdG) τ3H
2
f,0 τ3 = σ3 ⊗ 1m
κ,−κ m, n H±κ (U(1)) τm,nH2±κ τm,n =
[
1m 0
0 −1n
]
Then, symmetries of the particle-conserving part K
which are preserved by pairing ∆ will always be sym-
metries of the free-boson system τ3H
2
f .
The symmetry reduction of the squared ensemble can
be achieved by reducing the fermionic ensemble first and
applying the squaring map second to each block, but
with respect to a suitably defined indefinite metric. A
key aspect of the problem is precisely the determination
of the appropriate reduced metric. Technical aspects of
this symmetry reduction analysis can be found in Ap-
pendix B, and a summary is shown in Table III. This ta-
ble describes the key structural feature of the subensem-
bles of {τ3H2f} as determined by the shared conserved
quantum number labelling the blocks and the associated
subensembles of {Hf}.
For illustration, we square the BdG Hamiltonian of
conventional BCS superconductors. We start with the
BCS mean-field Hamiltonian
Ĥf =
∑
kσ
(k − µ)c†kσckσ +
∑
k
(∆c†k↑c
†
−k↓ + h.c.). (46)
In the BdG formalism, the above equation becomes
Ĥf =
∑
k Ψˆ
†
kHf (k)Ψˆk/2 +
∑
k(k − µ), where Ψˆ†k =
[c†k↑ c
†
k↓ c−k↑ c−k↓] and Hf (k) =
[
K(k) ∆(k)
−∆∗(−k) −K∗(−k)
]
,
with K(k) =
[
k − µ 0
0 k − µ
]
and ∆(k) =
[
0 ∆
−∆ 0
]
.
Then, besides the built-in particle-hole constraint τ1K =
(σ1 ⊗ 12)K, Hf (k) has another particle-hole symmetry
(σ2⊗σ3)K, and therefore a unitary commuting symmetry
U = σ3 ⊗ σ3 with [τ3, U ] = 0. Furthermore, U is also a
unitary commuting symmetry of Hτ (k) = τ3H
2
f (k) that
could be block diagonalized. After defining a 4 × 4 per-
mutation matrix P with non-vanishing elements P11 =
P23 = P34 = P42 = 1, we have
P †Hτ (k)P = P †τ3H2f (k)P =
(
P †τ3P
)(
P †Hf (k)P
)2
,
where P †τ3P =
[
σ3 0
0 σ3
]
and
P †Hf (k)P =
[
H˜f (k, µ,∆) 0
0 H˜f (k, µ,−∆)
]
, (47)
with H˜f (k, µ,∆) =
[
k − µ ∆
∆∗ −(−k − µ)
]
, i.e., the irre-
ducible block of Hf (k). Now we have
P †Hτ (k)P =
[
σ3H˜
2
f (k, µ,∆) 0
0 σ3H˜
2
f (k, µ,−∆)
]
, (48)
and we only need to focus on the irreducible block
σ3H˜
2
f (k, µ,∆) ≡ σ3H˜2f (k) ≡ H˜τ (k) of Hτ (k) and the
irreducible block H˜f (k, µ,∆) ≡ H˜f (k) of Hf (k). As we
can see, H˜τ (k) = σ3H˜
2
f (k) resembles Hτ (k) = τ3H
2
f (k) a
lot. However, H˜f (k) no longer has the built-in particle-
hole constraint. Instead, H˜f (k) has another particle-hole
symmetry σ2K ≡ U†CK, and usually a time-reversal sym-
metry K (with UT = 12) as well if k = −k and ∆ = ∆∗,
which means the BdG Hamiltonian of conventional BCS
superconductors usually belongs to class CI. Nonetheless,
we will work with the case k 6= −k so that the pairing
potential won’t vanish in H˜2f (k), with
H˜2f (k) =
[
(k − µ)2 + |∆|2 ∆(k − −k)
∆∗(k − −k) (−k − µ)2 + |∆|2
]
, (49)
and with the quadratic bosonic Hamiltonian associated
with Hτ (k) being the following
Ĥb =
∑
kσ
[
(k − µ)2 + |∆|2
]
a†kσakσ
+
∑
k
[
∆(k − −k)a†k↑a†−k↓ + h.c.
]
. (50)
Next, we investigate the unitary symmetry Uf that
anticommutes with τ3. It follows that U
†
f τ1 is a pseudo-
unitary matrix and U†f τ1K ≡ T commutes with τ3H2f .
An interesting physical observation emerges in this case.
If {Uf , τ3} = 0, one can write
Uf =
[
0 U†C
UTC 0
]
, (51)
with UCU
†
C = 1N (we choose the notation with hind-
sight). Then, the symmetry condition [Uf , Hf ] = 0 reads[
−U†CK∗UC −U†C∆∗U∗C
UTC∆UC U
T
CKU
∗
C
]
=
[
K ∆
−∆∗ −K∗
]
. (52)
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Hence, these symmetries of the fermionic BdG Hamilto-
nian are inherited from a particle-hole condition satis-
fied by the single-particle Hamiltonian! The associated
bosonic system after squaring inherits instead a time re-
versal symmetry T = U†f τ1K. This phenomenon is akin
to the idea of symmetry transmutation first discussed in
the context of dualities35.
Finally, fermionic symmetries Uf that neither com-
mute nor anticommute with τ3 are broken by the squar-
ing procedure. These symmetries mix K and ∆, and they
emerge because of the specific interplay between K and
∆. For an ensemble of BdG Hamiltonians, it necessarily
satisfies a particle-hole constraint and could satisfy other
classifying conditions either before or after the symmetry
reduction. We will discuss how these classifying condi-
tions interplay with the squaring map next.
C. Topological classifications
Let {Hf (k)} denote an ensemble of Bloch-BdG Hamil-
tonians. We briefly reviewed the topological classifica-
tion of these ensembles in Sec. II D. Ensembles of systems
without translation symmetry are included as a special
case characterized by the condition k = 0. The squar-
ing map yields an associated ensemble of effective Bloch-
BdG Hamiltonians S({Hf (k)}) = {τ3H2f (k)} with the
notation H2f (k) ≡ [Hf (k)]2. We call these bosonic en-
sembles the squared ensembles. In this section we will in-
vestigate the squared ensembles within the framework of
the topological classification of non-Hermitian ensembles
set forth in Ref. [31]. An earlier suggestion of classifying
general effective BdG Hamiltonians using non-Hermitian
symmetry classes can be found in Ref. [40].
For stable particle non-conserving free-boson systems,
we have excluded the existence of SPT phases in Sec. IV.
Therefore, a topological classification of free bosons is
only meaningful when we talk about single-particle states
(rather than many-body ground states), i.e., topologi-
cally protected boundary states at finite energies, which
is the main topic of this section.
1. Squared ensembles with vanishing pairing
When the pairing potential in Hf (k) vanishes, Hτ (k)
becomes block diagonal and we only need to focus on
one block of it, e.g. K2f (k), which is squaring a particle-
conserving free fermion. The irreducible blocks of Her-
mitian ensembles of the form {K2f (k)} cannot possibly
satisfy a particle-hole or chiral classifying symetry and
so they must belong to one of the three classes {A, AI,
AII}. It is instructive to track in more detail the fate of
classifying conditions. For Hf (k) with chiral symmetry
U†SHf (k)US = −Hf (k), after squaring we get
U†SH
2
f (k)US = H
2
f (k), (53)
which means US is a unitary commuting symmetry of
H2f (k). For Hf (k) with a time-reversal or particle-hole
symmetry U†T/CH
∗
f (−k)UT/C = ±Hf (k), we have
U†T/CH
∗2
f (−k)UT/C = H2f (k), (54)
which means U†T/CK is a time-reversal symmetry of
H2f (k). These results are listed in Table IV.
When the pairing potential in Hf (k) does not vanish,
however, after squaring, it is still possible that the pairing
potential in τ3H
2
f (k) might vanish, i.e., Kf (k)∆f (k) −
∆f (k)K
∗
f (−k) = 0. This outcome is expected for ex-
ample of Dirac BdG Hamiltonians because of the defin-
ing relations of the Clifford algebra. More concrete ex-
amples are spinless 2 × 2 BdG Hamiltonians Hf (k) of
class BDI and spinless 2 × 2 BdG Hamiltonians Hf (k)
of class D subject to the time-reversal symmetry of
Kf (k) = K
∗
f (−k). Because of Kf (k) = K∗f (−k) in these
two examples, Kf (k)∆f (k) − ∆f (k)K∗f (−k) = 0 is ob-
viously satisfied because Kf (k) and ∆f (k) are numbers
in these examples and they commute with each other.
In any case, if pairing vanishes in the squared ensemble
because of the squaring map, then we need to focus on
one block of Hτ (k), e.g., K
2
f (k) − ∆f (k)∆∗f (−k). The
analysis of these blocks reduces to Table IV as well.
2. Squared ensembles with non-vanishing pairing
Now, we would like to focus on the other cases where
the pairing potential does not vanish in the squared en-
semble. Because of the pseudo-Hermiticity of Hτ (k) ≡
τ3H
2
f (k) mentioned in Sec. II A, i.e., τ3H
†
τ (k)τ3 = Hτ (k),
the (anti)commutation relations between the metric τ3
and the three internal classifying symmetries are cru-
cial to the classification of free bosons as we discussed
in Sec. V B, and see also Ref. [31] for example. While
it is important to point out that the classification in
Ref. [31] (see also Ref. [30] and Ref. [41]) relies heavily
on the assumed unitary implementations of the classi-
fying symmetries for non-Hermitian ensembles, that as-
sumption is quite appropriate here because classifying
symmetries of our squared ensembles are inherited from
those of free fermions and, besides being pseudo-unitarily
implemented, are necessarily unitarily implemented as
well. However, as we saw in Sec. III B, unitary trans-
formations (as opposed to pseudo-unitary ones) do not
have in general a many-body interpretation for particle
non-conserving free-boson systems.
Case 1: irreducible ensemble {Hf (k)}
Let’s first focus on irreducible ensembles {Hf (k)}. Be-
cause of the built-in particle-hole constraint with UC = τ1
and UCU
∗
C = 1, the symmetry class of {Hf (k)} can only
be {BDI, D, DIII}, which we will discuss below.
Class D: For irreducible Hf (k) in class D, the only
classifying condition is the build-in particle-hole con-
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TABLE IV. Particle-conserving free fermions Hf (k) under squaring. The left major column corresponds to free fermions before
squaring, and the right major column corresponds to free bosons after squaring. The three symmetries T , C and S are denoted
by 1 (−1) if they square to 1 (−1) and denoted by 0 if they are absent. For Hf (k) with chiral symmetry, a unitary commuting
symmetry of H2f (k) exists and, after block diagonalization, H
2
f (k) will fall into classes {A, AI, AII}.
Hf (k) T C S Classifying space H2f (k) T C S Classifying space
A 0 0 0 C0 A 0 0 0 C0
AIII 0 0 1 C1 A unitary commuting symmetry of H2f exists
AI 1 0 0 R0 AI 1 0 0 R0
BDI 1 1 1 R1 A unitary commuting symmetry of H2f exists
D 0 1 0 R2 AI 1 0 0 R0
DIII -1 1 1 R3 A unitary commuting symmetry of H2f exists
AII -1 0 0 R4 AII -1 0 0 R4
CII -1 -1 1 R5 A unitary commuting symmetry of H2f exists
C 0 -1 0 R6 AII -1 0 0 R4
CI 1 -1 1 R7 A unitary commuting symmetry of H2f exists
straint U†CH
∗
f (−k)UC = −Hf (k) with UCU∗C = 1 and
{τ3, UC} = 0. After squaring, we have
U†CH
∗
τ (−k)UC = U†Cτ3H∗2f (−k)UC = −Hτ (k), (55)
with U†CK the usual build-in particle-hole constraint
of Hτ (k), satisfying the skew-pseudo-unitary condition
UCτ3U
†
C = −τ3. If the squared ensemble has no emer-
gent symmetries, we can conclude that Hτ (k) also be-
longs to class D. Here we (will) adopt the same nomen-
clature for each non-Hermitian symmetry class as those
for Hermitian ones (see Table II and Eq. (15) in Sec. II D).
However, we should always keep in mind that Hτ (k) is
subject to the pseudo-Hermitian condition. Just because
of this pseudo-Hermiticity, the classifying space of class
D in zero spatial dimension is not the original R2 but
changed to C0 (see for example Ref. [31]), and in higher
spatial dimensions can be derived by virtue of the dimen-
sional periodicity3. Hereinafter, we will always refer the
classifying space of a symmetry class to the one associ-
ated with d = 0.
Class BDI: In addition to the particle-hole constraint, we
have U†TH
∗
f (−k)UT = Hf (k) and UTU∗T = 1. Following
the discussion of Sec. V B, we need to consider two cases,
either {τ3, UT } = 0 or [τ3, UT ] = 0.
{τ3, UT } = 0 — In this case, U†CUT is both unitary and
pseudo-unitary. After squaring, we have
U†TH
∗
τ (−k)UT = U†T τ3H∗2f (−k)UT = −Hτ (k), (56)
which means U†TK is a particle-hole symmetry of Hτ (k).
Together with Eq. (55), we have U†TUCHτ (k)U
†
CUT =
Hτ (k), which means U
†
CUT ≡ US is a unitary transfor-
mation that commutes with Hτ (k),
U†SHτ (k)US = U
†
Sτ3H
2
f (k)US = Hτ (k). (57)
One cannot draw further conclusions about this squared
ensemble without reducing away this symmetry first.
[τ3, UT ] = 0 — In this case, UT is both unitary and
pseudo-unitary. After squaring, we have
U†TH
∗
τ (−k)UT = U†T τ3H∗2f (−k)UT = Hτ (k), (58)
which means U†TK is a time-reversal symmetry of Hτ (k).
If we start from the the chiral symmetry of Hf (k), i.e.,
U†SHf (k)US = −Hf (k), because {τ3, US} = 0 we find
U†SHτ (k)US = U
†
Sτ3H
2
f (k)US = −Hτ (k), (59)
which means US is also a chiral symmetry of Hτ (k). Tak-
ing together Eq. (55) and (58), we have Hτ (k) belonging
to class BDI. Again because of the pseudo-Hermiticity of
Hτ (k), the classifying space of class BDI is no longer the
original R1 but changed to R0.
Class DIII: The only difference between this class and
BDI is that UTU
∗
T = −1. Hence, the analysis of how
the classifying conditions descend to the squared ensem-
ble is the same as above. If {τ3, UT } = 0, we again ob-
tain Eq. (56) and Eq. (57) and one must block diagonalize
away the unitary symmetry US before one can proceed.
If [τ3, UT ] = 0, we again obtain Eq. (58) and Eq. (59) and,
because of UTU
∗
T = −1, we now have Hτ (k) belonging to
class DIII, with the classifying space being R4 because
of the pseudo-Hermiticity of Hτ (k).
These analyses of squared ensembles associated to irre-
ducible ensembles of BdG Hamiltonians are summarized
in Table V (see also Ref. [31] for a brief discussion of
Hτ (k) in symmetry classes {BDI, D, DIII}). However,
as we will see immediately, Table V is just a sub-table
of a more general Table VI when we analyze reducible
ensembles {Hf (k)} below.
Case 2: reducible ensemble {Hf (k)}
Next we tackle the reducible ensembles {Hf (k)}.
That is, Hf (k) with unitary commuting symmetry
U†Hf (k)U = Hf (k). From the discussion of Sec. V B,
we have either {τ3, U} = 0 or [τ3, U ] = 0.
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TABLE V. Particle non-conserving free fermions Hf (k) under squaring, where Hf (k) is irreducible. The left major column
corresponds to free fermions Hf (k) before squaring, while the right major column corresponds to free bosons Hτ (k) ≡ τ3H2f (k)
after squaring. The three minor columns of fermionic symmetries T ≡ U†TK, C ≡ U†CK = τ1K and S = U†CUT = τ1UT
specify their (anti)commutation relations to the metric τ3, while the three minor columns of bosonic symmetries T , C and S
are inherited from free fermions, specifying their (anti)commutation relations to the metric τ3 as well. For Hf (k) with chiral
symmetry S and [τ3,S] = 0, a unitary commuting symmetry of Hτ (k) exists.
Hf (k) T C S Classifying Hτ (k) T C S Classifyingspace space
BDI
{τ3, UT } = 0 {τ3, UC} = 0 [τ3, U
†
CUT ] = 0 R1 A unitary commuting symmetry of Hτ (k) exists.[τ3, UT ] = 0 {τ3, U†CUT } = 0 BDI [τ3, UT ] = 0 {τ3, UC} = 0 {τ3, U†CUT } = 0 R0
D - {τ3, UC} = 0 - R2 D - {τ3, UC} = 0 - C0
DIII
{τ3, UT } = 0 {τ3, UC} = 0 [τ3, U
†
CUT ] = 0 R3 A unitary commuting symmetry of Hτ (k) exists.[τ3, UT ] = 0 {τ3, U†CUT } = 0 DIII [τ3, UT ] = 0 {τ3, UC} = 0 {τ3, U†CUT } = 0 R4
{τ3, U} = 0 — In this case, U is both unitary and
skew-pseudo-unitary. After squaring, we have
U†Hτ (k)U = U†τ3H2f (k)U = −Hτ (k), (60)
which means U is a chiral symmetry of Hτ (k). To-
gether with Eq. (55), we have U†τ1H∗τ (−k)τ1U = Hτ (k),
or equivalently we have U†CH
∗
τ (−k)UC = Hτ (k) with
UC ≡ τ1U . As a self-consistent check, we can start from
the non-build-in particle-hole symmetry of Hf (k), i.e.,
U†CH
∗
f (−k)UC = −Hf (k) with [τ3, UC ] = 0, and we have
U†CH
∗
τ (−k)UC = U†Cτ3H∗2f (−k)UC = Hτ (k), (61)
which means U†CK is a time-reversal symmetry of Hτ (k),
satisfying the pseudo-unitary condition UCτ3U
†
C = τ3.
Together with Eq. (55), we have Hτ (k) belonging to ei-
ther class BDI (if UCU
∗
C = 1) as obtained during the
analysis of Class BDI in Case 1, or DIII (if UCU
∗
C = −1)
as obtained during the analysis of Class DIII in Case 1.
[τ3, U ] = 0 — In this case, U is both unitary and
pseudo-unitary. After squaring, we have
U†Hτ (k)U = U†τ3H2f (k)U = Hτ (k), (62)
with U a unitary commuting symmetry of Hτ (k). Then,
the block diagonalization of Hf (k) implies that of Hτ (k),
and we only need to focus on irreducible blocks of them
(see Sec. V B). When dealing with irreducible blocks of
Hf (k) and Hτ (k), there will also be a set of symme-
try constraints like Eq. (55-59) and Eq. (61) imposed on
the blocks. For convenience, during the analysis of irre-
ducible blocks below, we refer to Eq. (55-59) and Eq. (61)
as symmetry constraints imposed directly on the irre-
ducible blocks. Furthermore, since the topological clas-
sification of non-Hermitian Bloch Hamiltonians includes
pseudo-Hermiticity with respect to an indefinite metric as
a classifying condition, as we saw in Sec. V B, the metric
appropriate for defining the block effective BdG Hamil-
tonian need not be τ3 = σ3⊗1m but can have instead the
more complicated structure τm,n in Table III. In addition,
blocks could emerge with vanishing pairing. Whether
any of these possibilities actually occur is controlled by
spectral features of the symmetry that is being block di-
agonalized together with the ensemble. The symmetries
of spin rotations and lattice translations in particular do
not induce these exotic blocks, but rather all blocks con-
sist of effective BdG Hamiltonians are pseudo-Hermitian
with respect to a “balanced” metric τ3 = σ3⊗1m. Hence,
in the following we assume that the metric is always of
this “balanced” form. However, it is interesting to no-
tice that more exotic scenarios can also be realized in
free-boson systems.
Class A: For an irreducible block of Hf (k) in class A,
there are no symmetry constraints and therefore, ex-
cept the pseudo-Hermiticity, no symmetry constraints
imposed on the corresponding block of Hτ (k) either.
Hence, this block of Hτ (k) belongs to class A, with the
classifying space42 being C0.
Class AIII: Now there is only a chiral symmetry imposed
on the block of Hf (k). Therefore, besides the pseudo-
Hermiticity, analysis like Eq. (57) will lead to a unitary
commuting symmetry imposed on the block of Hτ (k),
and, similarly, analysis like Eq. (59) will lead to a chiral
symmetry imposed on the block of Hτ (k), with the block
belonging to class AIII and the classifying space being C0.
Class AI: There is only a time-reversal symmetry im-
posed on the block of Hf (k). So, besides the pseudo-
Hermiticity, analysis like Eq. (56) will lead to a particle-
hole symmetry imposed on the block of Hτ (k), and the
block belongs to class D, with the classifying space being
C0. Similarly, besides the pseudo-Hermiticity, analysis
like Eq. (58) will lead to a time-reversal symmetry im-
posed on the block of Hτ (k), and the block belongs to
class AI, with the classifying space42 being R0.
Class BDI: Now besides those two possibilities with
{τ3, UC} = 0 analyzed in Case 1 of Class BDI, two more
possibilities with [τ3, UC ] = 0 also arise. If [τ3, UC ] = 0
and {τ3, UT } = 0, analysis like Eq. (61) and Eq. (56) will
lead to a time-reversal symmetry and a particle-hole sym-
metry imposed on the block of Hτ (k), and the block be-
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TABLE VI. Particle non-conserving free fermions Hf (k) under squaring, where Hf (k) is reducible but with irreducible blocks
H˜f (k). The left major column corresponds to free fermions H˜f (k) before squaring, while the right major column corresponds
to free bosons τ3H˜
2
f (k) ≡ H˜τ (k) after squaring, with the balanced metric τ3 considered. The three minor columns of fermionic
symmetries T = U†TK, C = U†CK and S = U†S specify their (anti)commutation relations to the metric τ3, while the three minor
columns of bosonic symmetries T , C and S are inherited from free fermions, specifying their (anti)commutation relations to the
metric τ3 as well. For example, for class AI of H˜f (k) with T = U†TK and {τ3, UT } = 0, after squaring U†TK is a particle-hole
symmetry of H˜τ (k) rather than a time-reversal symmetry of H˜τ (k), so {τ3, UT } = 0 is specified under the minor column C of
the right major column. For H˜f (k) with chiral symmetry S(= U†S or U†CUT ) and [τ3,S] = 0, a unitary commuting symmetry
of H˜τ (k) exists. Note that the special case corresponding to Eq. (60) and Eq. (61) is not listed in this table.
H˜f (k) T C S Classifying H˜τ (k) T C S Classifyingspace space
A - - - C0 A - - - C0
AIII - -
{τ3, US} = 0 C1
AIII - - {τ3, US} = 0 C0
[τ3, US ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
AI
{τ3, UT } = 0
- - R0
D - {τ3, UT } = 0 - C0
[τ3, UT ] = 0 AI [τ3, UT ] = 0 - - R0
BDI
{τ3, UT } = 0 {τ3, UC} = 0 [τ3, U
†
CUT ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
[τ3, UT ] = 0 {τ3, U†CUT } = 0 R1 BDI
[τ3, UT ] = 0 {τ3, UC} = 0 {τ3, U†CUT } = 0 R0{τ3, UT } = 0
[τ3, UC ] = 0
[τ3, UC ] = 0 {τ3, UT } = 0
[τ3, UT ] = 0 [τ3, U
†
CUT ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
D -
{τ3, UC} = 0
- R2
D - {τ3, UC} = 0 - C0
[τ3, UC ] = 0 AI [τ3, UC ] = 0 - - R0
DIII
{τ3, UT } = 0 {τ3, UC} = 0 [τ3, U
†
CUT ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
[τ3, UT ] = 0 {τ3, U†CUT } = 0 R3
DIII [τ3, UT ] = 0 {τ3, UC} = 0 {τ3, U†CUT } = 0
R4
{τ3, UT } = 0
[τ3, UC ] = 0
CI [τ3, UC ] = 0 {τ3, UT } = 0 R0
[τ3, UT ] = 0 [τ3, U
†
CUT ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
AII
{τ3, UT } = 0
- - R4
C - {τ3, UT } = 0 - C0
[τ3, UT ] = 0 AII [τ3, UT ] = 0 - - R4
CII
{τ3, UT } = 0 {τ3, UC} = 0 [τ3, U
†
CUT ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
[τ3, UT ] = 0 {τ3, U†CUT } = 0 R5 CII
[τ3, UT ] = 0 {τ3, UC} = 0 {τ3, U†CUT } = 0 R4{τ3, UT } = 0
[τ3, UC ] = 0
[τ3, UC ] = 0 {τ3, UT } = 0
[τ3, UT ] = 0 [τ3, U
†
CUT ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
C -
{τ3, UC} = 0
- R6
C - {τ3, UC} = 0 - C0
[τ3, UC ] = 0 AII [τ3, UC ] = 0 - - R4
CI
{τ3, UT } = 0 {τ3, UC} = 0 [τ3, U
†
CUT ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
[τ3, UT ] = 0 {τ3, U†CUT } = 0 R7
CI [τ3, UT ] = 0 {τ3, UC} = 0 {τ3, U†CUT } = 0
R0
{τ3, UT } = 0
[τ3, UC ] = 0
DIII [τ3, UC ] = 0 {τ3, UT } = 0 R4
[τ3, UT ] = 0 [τ3, U
†
CUT ] = 0 A unitary commuting symmetry of H˜τ (k) exists.
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longs to class BDI, with the classifying space being R0.
If [τ3, UC ] = 0 and [τ3, UT ] = 0, analysis like Eq. (61)
and Eq. (58) will lead to two time-reversal symmetries
imposed on the block of Hτ (k), and therefore a unitary
commuting symmetry of the block.
Class D: Besides the possibility with {τ3, UC} = 0 an-
alyzed in Case 1 of Class D, one more possibility with
[τ3, UC ] = 0 also arises. If [τ3, UC ] = 0, analysis like
Eq. (61) will lead to a time-reversal symmetry imposed
on the block of Hτ (k), and the block belongs to class AI,
with the classifying space42 being R0.
Class DIII: Besides the two possibilities with {τ3, UC} =
0 analyzed in Case 1 of Class DIII, two more possibil-
ities with [τ3, UC ] = 0 also arise. If [τ3, UC ] = 0 and
{τ3, UT } = 0, analysis like Eq. (61) and Eq. (56) will lead
to a time-reversal symmetry and a particle-hole symme-
try imposed on the block of Hτ (k), and the block be-
longs to class CI, with the classifying space being R0.
If [τ3, UC ] = 0 and [τ3, UT ] = 0, analysis like Eq. (61)
and Eq. (58) will lead to two time-reversal symmetries
imposed on the block of Hτ (k), and therefore a unitary
commuting symmetry of the block.
Class AII: The only difference between this class and AI
is that UTU
∗
T = −1. If {τ3, UT } = 0, we again obtain
Eq. (56) and, since UTU
∗
T = −1, we now have the block
of Hτ (k) belonging to class C, with the classifying space
being C0. If [τ3, UT ] = 0, we again obtain Eq. (58) and,
since UTU
∗
T = −1, we now have the block belonging to
class AII, with the classifying space42 being R4.
Class CII: There are four possibilities. If {τ3, UC} = 0
and {τ3, UT } = 0, because of Eq. (55) and Eq. (56), the
block of Hτ (k) has a unitary commuting symmetry. If
{τ3, UC} = 0 and [τ3, UT ] = 0, because of Eq. (55) and
Eq. (58), the block of Hτ (k) belongs to CII, with the
classifying space beingR4. If [τ3, UC ] = 0 and {τ3, UT } =
0, because of Eq. (61) and Eq. (56), the block of Hτ (k)
belongs to CII, with the classifying space being R4. If
[τ3, UC ] = 0 and [τ3, UT ] = 0, Eq. (61) and Eq. (58) lead
to a unitary commuting symmetry of the block.
Class C: There are two possibilities. If {τ3, UC} = 0,
because of Eq. (55), the block of Hτ (k) belongs to class
C, with the classifying space being C0. If [τ3, UC ] = 0,
because of Eq. (61), the block of Hτ (k) belongs to class
AII, with the classifying space42 being R4.
Class CI: The only difference between this class and CII
is that UTU
∗
T = 1. If {τ3, UC} = 0 and {τ3, UT } =
0, because of Eq. (55) and Eq. (56), the block of Hτ (k)
has a unitary commuting symmetry. If {τ3, UC} = 0
and [τ3, UT ] = 0, because of Eq. (55) and Eq. (58), the
block of Hτ (k) belongs to CI, with the classifying space
being R0. If [τ3, UC ] = 0 and {τ3, UT } = 0, because
of Eq. (61) and Eq. (56), the block of Hτ (k) belongs to
DIII, with the classifying space being R4. If [τ3, UC ] = 0
and [τ3, UT ] = 0, Eq. (61) and Eq. (58) lead to a unitary
commuting symmetry of the block.
Now according to (anti)commutation relations between
τ3 and three internal symmetries of the irreducible block
of Hf (k), we summarize above analyses in Table VI,
which reproduces the results of Table V but with ad-
ditional possibilities. As we can see in Table VI, besides
three symmetry classes {A, AI, AII} that we obtained
when squaring a particle-conserving free fermion in Ta-
ble IV, all the other seven symmetry classes also appear.
If we return to the BCS model squared in Sec. V B and
start with Eq. (50), while H˜f (k) has only the particle-
hole symmetry σ2K and belongs to class C, according to
Table VI and {σ3, UC} = 0, H˜τ (k) will have the same
particle-hole symmetry and belongs to class C as well.
3. Conclusions
For particle non-conserving free bosons under squaring
(see Table V and Table VI), although we obtained all ten
AZ symmetry classes, because of the pseudo-Hermiticity
of (the irreducible block of) Hτ (k), only three classifying
spaces {C0,R0,R4} appear. More specifically, we find
that AZ symmetry classes with no time-reversal symme-
try correspond to the classifying space C0, classes with
T 2 = 1 correspond to R0 and classes with T 2 = −1
correspond to R4. Therefore, based on Table IV and
Table VI, we get a unified periodic table (Table VII) for
either particle-conserving or non-conserving free bosons
under squaring. Furthermore, with simple analyses, Ta-
ble VII holds for the case of “unbalanced” metric τm,n
(see Table III) as well, with the associated symmetry
classes being {A, AI, AII}. Thus, we conclude that the
topological classification of free bosons under squaring
only depends on the existence of time-reversal symmetry
and reduces to the “threefold way” of Dyson32. At the
same time, because we have at least one representative
for each of the ten symmetry classes, Table VII should
hold for free bosons even not coming from squaring.
A careful examination of Table VII suggests that the
main difference between free fermions before squaring
and free bosons after squaring is that all the symme-
try classes of free bosons are topologically non-trivial
for d = 0 and d = 4 while all of them are topologi-
cally trivial for d = 1 and d = 5. However, just like
the fermionic tenfold classification, our threefold clas-
sification might fail when additional symmetries (other
than T , C or S) are present. For example, the spin-
less Su-Schrieffer-Heeger model of dimerized chain43 with
chemical potential nonzero or with next-nearest-neighbor
hopping has only time-reversal symmetry with T 2 = 1,
which is topologically trivial in one dimension according
to the fermionic tenfold classification table. However,
this is not correct because the Berry phase of the lowest
band is precisely quantized to 0/pi (mod 2pi). The same
is true when we square this model. The reason for the
non-triviality of this model either before squaring or af-
ter squaring is the presence of an additional symmetry in
the model, the inversion symmetry.
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TABLE VII. Periodic table for stable free-boson systems under squaring. For d = 0 and d = 4 all the classes are topologically
non-trivial, while for d = 1 and d = 5 all of them are topologically trivial. Because we have at least one representative for each
of the ten symmetry classes, this table should hold for stable free-boson systems not coming from squaring as well.
T C S Classifying space d = 0 d = 1 d = 2 d = 3 d = 4 d = 5 d = 6 d = 7
A 0 0
AIII 0 1 C0D 0 1 0 Z - Z - Z - Z -
C -1 0
AI 0 0
BDI 1 1 1 R0 Z - - - 2Z - Z2 Z2
CI -1 1
AII 0 0
DIII -1 1 1 R4 2Z - Z2 Z2 Z - - -
CII -1 1
D. Bosonic invariants: Numerical aspects
Here we provide a simple derivation of the bosonic
Berry phase for d ≥ 1, following similar steps to those
used to derive the traditional Berry phase44. For an ef-
fective BdG Hamiltonian Hτ (with Hb > 0), we have ef-
fective Schro¨dinger equations (either time-dependent or
time-independent) written as
{
Hτ
(
k(t)
)|Ψ±n (t)〉 = i~|Ψ˙±n (t)〉,
Hτ (k)|ψ±n (k)〉 = ±En(k)|ψ±n (k)〉,
(63)
where En(k) > 0 and 〈ψ±n (k)|τ3|ψ±n (k)〉 = ±1. Suppose
|Ψ±n (t)〉 = e±
1
i~
∫ t
0
dt′En
(
k(t′)
)
eiγ
±
n (t)|ψ±n
(
k(t)
)〉, (64)
after plugging into Eq. (63), one obtains
γ˙±n (t) = ±i〈ψ±n
(
k(t)
)|τ3∇k|ψ±n (k(t))〉 · k˙(t). (65)
Defining γ±n ≡ γ±n (T ) − γ±n (0) with k(T ) = k(0), we
arrive at the bosonic Berry phase
γ±n =
∮
dk · A±n (k), (66)
where A±n (k) ≡ ±i〈ψ±n (k)|τ3∇k|ψ±n (k)〉 is the bosonic
Berry connection, which is purely real.
As explained in Sec. II A, while γ+n is associated with
bosonic states with positive energies, γ−n is associated
with non-bosonic states with negative energies. Further-
more, since |ψ−n (k)〉 = τ1K|ψ+n (k)〉, it leads to
γ−n = −γ+n . (67)
Therefore, γ+n and γ
−
n are not independent. Following a
procedure similar to that in Ref. [45] Appendix D, for a
one-dimensional lattice system, the bosonic Berry phase
γ+n can be numerically evaluated as
γ+n = lim
N→∞
= ln
N∏
j=1
〈ψ+n (kj+1)|τ3|ψ+n (kj)〉, (68)
where |ψ+n (kN+1)〉 ≡ |ψ+n (k1)〉 and kj+1 ≡ 2pij/N − pi.
Another topological invariant associated specifically to
free bosons (when d = 2) is the bosonic Chern number37
C±n =
1
2pi
{
dk ·Ω±n (k), (69)
with Ω±n (k) ≡ ∇k×A±n (k) the bosonic Berry curvature.
Using the same argument that led to Eq. (67), one finds
C−n = −C+n . (70)
So, C+n and C−n are also not independent. Numerically,
the bosonic Chern number C+n can be evaluated as
C+n = lim
Nx→∞
Ny→∞
=
pi
Nx∑
i=1
Ny∑
j=1
ln 〈ψ+n (kxi , kyj )|τ3|ψ+n (kxi , kyj+1)〉〈ψ+n (kxi , kyj+1)|τ3|ψ+n (kxi+1, kyj )〉〈ψ+n (kxi+1, kyj )|τ3|ψ+n (kxi , kyj )〉, (71)
where kxi+1 ≡ 2pii/Nx − pi and kyj+1 ≡ 2pij/Ny − pi.
VI. THE FATE OF ZMS
We are finally in a position to investigate localized ZMs
of stable gapped free-boson systems. This does not con-
tradict our no-go Theorem 3 and its Corollary; those re-
sults correspond to free-boson systems subject to open
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BCs. We will illustrate main ideas with several examples
of our (kernel-preserving) squaring map and address a
variety of questions that we have raised, together with
consequences and ramifications of our work up to now.
Let’s introduce models used for illustration:
(i) Bosonic Majorana ZMs do exist as exemplified by
the squared Kitaev chain. The squaring map introduces
special BCs. These ZMs mimic fermionic Majorana ZMs
in localization and Hermiticity but, naturally, the canon-
ical anticommutation relation is replaced by the Heisen-
berg commutation relation. Since free-boson systems do
not host SPT phases (no-go Theorem 2), one does not
expect them being protected. We provide numerical re-
sults to quantify this expectation and frame our results
within the Krein stability theory in Sec. II C.
(ii) We investigate the square of the Jackiw-Rebbi
model adapted for charge-neutral fermions (essentially,
the field theory version of the Kitaev chain), and find
that half of a bosonic degree of freedom, one “quadra-
ture”, is trapped at the location of the soliton while the
conjugate quadrature is pushed to infinity and out of the
physical spectrum of the theory.
(iii) We investigate the square of the Harper-Hofstader
model with flux φ = 1/3 per plaquette and nearest-
neighbor non-chiral pairing. In this example we see no-go
Theorem 3, no surface bands around zero energy for open
BCs, at work in full force. In addition, we calculate and
compare the Chern numbers of the fermionic model and
the bosonic Chern numbers of its square.
A. The squared Kitaev chain
In this section, we square the one-dimensional Kitaev
model of topological superconductors with odd number
of lattice sites and reduce it to a simple two-impurity
Hamiltonian with nearest-neighbor hopping, examining
the properties of localized ZMs.
We start with the following dimensionless Kitaev
Hamiltonian8 at zero chemical potential
Ĥf = −
2(N−1)∑
j=1
(
c†jcj+1 +
∆
t
c†jc
†
j+1 + h.c.
)
, (72)
where c†j (cj) is the fermionic creation (annihilation) op-
erator, 2N − 1 is the number of lattice sites, t ∈ R is
the hopping amplitude, and ∆ ∈ R is the pairing po-
tential. Known from Ref. [35], this system hosts two ex-
act ZMs exponentially localized at the two ends, namely,
two unpaired Majorana fermions. So, after squaring the
fermionic model subject to open BCs, the bosonic model
will also host two exact ZMs. However, unexpectedly, be-
sides two exact ZMs, we find also two asymptotic ZMs,
which will be derived analytically using the method de-
veloped in Ref. [21] and Ref. [22].
Let’s first square Hf under periodic BCs. As men-
tioned in Sec. V C, for a spinless 2 × 2 BdG Hamilto-
nian Hf (k) of class BDI, the pairing potential vanishes
in τ3H
2
f (k). So, self-adjoint ZMs of τ3H
2
f must come from
special BCs that result from the squaring map of Hf sub-
ject to open BCs. After some calculations, we find that
τ3H
2
f is a Hamiltonian with next-nearest-neighbor hop-
ping and, indeed, with an impurity potential at each end
(if removing these impurities, i.e., imposing open BCs on
τ3H
2
f , one can check that there are no ZMs any more
and it is consistent with no-go Theorem 3 in Sec. IV C).
Furthermore, due to the absence of nearest-neighbor hop-
ping, lattice sites labeled by odd numbers decouple from
those labeled by even numbers. Because we are focused
on ZMs, we only need to consider the bosonic many-body
Hamiltonian associated with odd lattice sites, which is a
two-impurity Hamiltonian Ĥb + Ŵ , with Ĥb the trans-
lational invariant bulk and Ŵ boundary impurities. In
units of (∆2 + t2)/t2, we have
Ĥb = 2
N∑
j=1
a†jaj − cos θ
N−1∑
j=1
(a†jaj+1 + h.c.),
Ŵ = −a†1a1 − a†NaN −
sin θ
2
(a†1a
†
1 − a†Na†N + h.c.),
(73)
where a†j (aj) is the bosonic creation (annihilation) opera-
tor, sin θ = 2∆t/(∆2+t2) and cos θ = (∆2−t2)/(∆2+t2).
Without loss of generality, we take θ ∈ (0, pi). Further-
more, we will work within the representation pi†Hbpi we
mentioned in Sec. II A hereinafter in this section.
1. Bosonic Majorana ZMs
Just as mentioned, the effective BdG Hamiltonian
Hτ = τ3(Hb+W ) has two exact ZMs. From Ref. [35], we
write these two exact ZMs (if θ 6= pi/2) as quadratures
|xˆ1〉 = 1N
N∑
j=1
(sec θ − tan θ)N+1−j |j〉 ⊗
[
1
−1
]
,
|pˆ1〉 = iN
N∑
j=1
(sec θ − tan θ)j |j〉 ⊗
[
1
1
]
,
(74)
where N is the normalization constant such that
〈xˆ1|τ3|pˆ1〉 = i and therefore [xˆ1, pˆ1] = i with xˆ1 =
〈xˆ1| τ3Φˆ and pˆ1 = 〈pˆ1| τ3Φˆ being self-adjoint (“Majorana
bosons”), that is, we have
xˆ1 =
1
N
N∑
j=1
(sec θ − tan θ)N+1−j(aj + a†j),
pˆ1 =
i
N
N∑
j=1
(sec θ − tan θ)j(aj − a†j).
(75)
Obviously, xˆ1 and pˆ1 are exponentially localized at sites
j = N and j = 1 respectively, which means any bosonic
ZM constructed by their linear combination will have
weights at both ends and therefore is non-local.
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We next consider computation of the asymptotic ZMs
mentioned previously. The strategy is to split the eigen-
value equation Hτ |〉 =  |〉 into two equations, the bulk
equation and the boundary equation,
PBHτ |〉 = PB |〉 , P∂Hτ |〉 = P∂ |〉 , (76)
with PB =
∑N−1
j=2 |j〉 〈j|⊗12 the bulk projector and P∂ =
12N−PB the boundary projector. After that, we need to
solve the bulk equation, whose solutions will then be used
to parameterize the solutions of the boundary equation
(see Ref. [21] for details). So, from Eq. (73), we have{
Hb =
[
21N − cos θ(T + T †)
]⊗ 12,
W = |1〉〈1| ⊗ wl + |N〉〈N | ⊗ wr,
(77)
where wl = −12 − sin θσ1, wr = −12 + sin θσ1 and
T =
∑N−1
j=1 |j〉〈j+1| is the left shift operator acted on the
lattice space. Then, we have the reduced bulk Hamilto-
nian H(z) of τ3Hb and the associated polynomial P (, z)H(z) =
[
2− (z + z−1) cos θ] [1 0
0 −1
]
,
P (, z) = z2 det (H(z)− 12) .
(78)
For asymptotic ZMs, we have four distinct roots z`
(` = 1, · · · , 4) of the polynomial equation P (, z) = 0,
associated with four independent solutions of the bulk
equation in Eq. (76). So, a linear combination of these
four solutions can parameterize the asymptotic ZMs as
|±〉 =
2∑
`=1
α` |z`〉 ⊗
[
1
0
]
+
4∑
`=3
α` |z`〉 ⊗
[
0
1
]
, (79)
with |z`〉 =
∑N
j=1 z
j
` |j〉. This will finally lead to a system
of linear equations B()[α1, α2, α3, α4]
T = 0 with B()
the boundary matrix in the form
B() =

cos θ − z1 cos θ − z2 −z3 sin θ −z4 sin θ
z1 sin θ z2 sin θ z3 − cos θ z4 − cos θ
zN1 (z1 cos θ − 1) zN2 (z2 cos θ − 1) zN3 sin θ zN4 sin θ
−zN1 sin θ −zN2 sin θ zN3 (1− z3 cos θ) zN4 (1− z4 cos θ)
 . (80)
Thus, the eigenvalues of Hτ are precisely those that ensure detB() = 0. After some calculations, we obtain
detB =
sin2(2θ)
8
(z1 − z2)(z3 − z4)
[
(zN1 + z
N
2 )(z
N
3 + z
N
4 )− 4
]− (2 sin4 θ − 1 + cos2 θ
2
2)(zN1 − zN2 )(zN3 − zN4 ), (81)
which is an even function of , with the zeroth order term absent.
In the thermodynamic limit, we expand Eq. (81) to
order O(6)
detB() = 4N2 sin2 θ
[
2 − (sec θ + tan θ)
2N
16N2 sin4 θ tan2 θ
4
]
. (82)
Indeed, we see two asymptotic ZMs with eigenvalues
± = ± 4N sin
2 θ tan θ
(sec θ + tan θ)N
, (83)
which can be plugged into P (, z) = 0 to solve for z`
(` = 1, · · · , 4). Moreover, in the thermodynamic limit, a
nontrivial kernel of B(±) is
[
α1, α2,−α1, α2
]T
, leading
to |±〉 written as the linear combination of |xˆ1〉 and |pˆ1〉
of Eq. (74), indicating the loss of diagonalizability of Hτ .
Indeed, non-diagonalizability of Hτ also occurs when
θ = pi/2, the so-called “sweet-spot” (t = ∆) of the Kitaev
chain, leading to
Ĥb + Ŵ =
N−1∑
j=2
2a†jaj + (p
2
1 + x
2
N ), (84)
where pˆ1 = i(a
†
1 − a1)/
√
2 and xˆN = (a
†
N + aN )/
√
2 are
two independent self-adjoint ZMs, each associated with
a Jordan block of size 2. According to Theorem (ZMs,
[17]) of Sec. II C, it is clear that no canonical bosonic ZMs
could be built from pˆ1 and xˆN .
The above discussions on ZMs and asymptotic ZMs,
together with the diagonalizability of the systems, are
summarized in Table VIII.
TABLE VIII. ZMs counting for the “Kitaev chain with odd
number of lattice sites” and the “squared Kitaev chain with
odd number of lattice sites”. The number of ZMs refers to
the number of linearly independent quasiparticle creation op-
erators that commute with the many-body Hamiltonian. The
number of mid-gap modes refers to the sum of the number of
ZMs and the number of asymptotic ZMs.
System Size Diagonalizable ZMs
Mid-gap
modes
Hf
Finite Yes 2 2
Semi-infinite Yes 1 1
τ3H
2
f
Finite
Yes, if |∆/t| 6= 1
2
4
No, if |∆/t| = 1 2
Semi-infinite No 1 1
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2. Sensitivity to perturbations
In this section we investigate the sensitivity of ZMs to
perturbations that preserve the stability of the free-boson
system and those that do not.
a. Stability preserving perturbations. We first con-
sider a boundary perturbation of the form
Ŵs = (s− 1)Ŵ , s ∈ [0, 1]. (85)
By adding Ŵs to Eq. (73), one obtains a stable family of
free-boson systems that interpolates between open BCs
(s = 0) that forbid ZMs and impurity BCs (s = 1) that
elicit exact bosonic Majorana ZMs. Here, we investigate
how bosonic Majorana ZMs split as a function of the
system size N for different s’s. Analytically, at the sweet
spot ∆/t = 1, ZMs split into ±2√1− s with no N depen-
dence because of the decoupling between the boundary
and the bulk. Numerically, we plotted the minimal mod-
ulus eigenvalue of τ3(Hb+ sW ) for ∆/t = 0.5 in Fig. 1(a)
and found opposite behaviors for small and large s’s. For
small s’s, we found that the splitting of bosonic Majorana
ZMs away from zero energy anomalously increases rather
than decreases as the system size grows, which is not the
case for protected fermionic Majorana ZMs.
Now we keep the ideal impurity BCs intact and perturb
FIG. 1. The minimal modulus eigenvalue of (a) τ3(Hb + sW )
as a function of the system size N for various impurity
strength s’s, (b) τ3(Hb + W + Db) as a function of µmax for
various N ’s (the insert is a log-log plot for N = 5, with a lin-
ear fitting ln(Min||) = 0.58lnµmax − 0.34), and (c) Hf +Df
as a function of µmax for various N ’s. Both (b) and (c) are
with randomly distributed disorder µj ∈ [0, µmax] averaged
over 1,000 samples. ∆/t = 0.5 for (a), (b) and (c).
instead the bulk with the on-site disorder
D̂b =
N∑
j=1
µja
†
jaj , (86)
where µj ’s are uniformly sampled in the interval [0, µmax].
We numerically plotted the minimal modulus eigenvalue
of τ3(Hb + W + Db) as a function of µmax and N in
Fig. 1(b). We found that the splitting of ZMs increases
monotonically as a function of µmax and is independent of
the system size. For comparison, we plotted in Fig. 1(c)
the minimal modulus eigenvalue of Hf + Df , i.e., the
fermionic Kitaev chain subject to the on-site disorder
D̂f =
2N−1∑
j=1
µjc
†
jcj , (87)
with µj ’s also uniformly sampled in the interval [0, µmax].
Unlike the bosonic case, the splitting of the Majorana
ZMs is not monotonic as a function of µmax and is sensi-
tive to the system size. Moreover, the splitting is a couple
of orders of magnitude smaller than the bosonic one.
b. Stability non-preserving perturbations. We again
consider the bulk disorder in Eq. (86) with the ideal impu-
rity BCs intact, but with µj ’s uniformly sampled in the
interval [−µmax, µmax]. As a consequence, the disorder
may render the system unstable because of the violation
of positive semi-definiteness of the system. Furthermore,
as explained in Sec. II C, because ZMs of the unperturbed
effective BdG Hamiltonian have different Krein signa-
tures, there exists arbitrarily small perturbations split-
ting ZMs into the complex plane, which was confirmed
in Fig. 2(a). We further plotted the maximal imaginary
part of eigenvalues of the perturbed effective BdG Hamil-
tonian as a function of ∆/t for various system sizes N ’s
in Fig. 2(b). Both Fig. 2(a) and (b) suggest that ZMs are
especially fragile around the sweet spot ∆/t = 1.
FIG. 2. (a) The maximal imaginary part of eigenvalues of
τ3(Hb + W + Db) as a function of ∆/t for various disorder
strength µmax’s but with fixed system size N = 5. (b) The
maximal imaginary part of eigenvalues of τ3(Hb+W +Db) as
a function of ∆/t for various N ’s, but with fixed µmax = 10
−3.
Both (a) and (b) are with randomly distributed disorder µj ∈
[−µmax, µmax] averaged over 1,000 samples. When ∆/t = 1,
Max(Im)= 8
√
2
15
µ
1/2
max +O(µ3/2max) analytically.
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B. Localized ZM in a bosonic field theory
We consider next a field-theoretic example of the
squaring procedure closely related to the Kitaev chain:
we square the celebrated Jackiw-Rebbi model of charge
fractionalization46 in the infinite real line. The model can
be succinctly described in terms of the Dirac equation in
one spacial dimension x
iγν∂νψ − gV (φc)ψ = 0, (88)
where V (φc) = φc, ν = 0, 1, ∂0 ≡ ∂t, g, λ > 0, and
φc(x) = tanh(λx). (89)
The steady-state solutions are of the form ψ(x, t) =
e−itψ(x) with
−iγ0γ1∂xψ(x) + γ0gV (φc)ψ(x) = ψ(x). (90)
Hence, the Dirac Hamiltonian is
HD ≡ γ0γ1p+ γ0gV (φc) (91)
with p = −i∂x. The choice of gamma matrices γ0 = σ3
and γ1 = iσ2 puts this Dirac Hamiltonian in Nambu form
HD =
[
gV (φc) p
p −gV (φc)
]
, (92)
satisfying CHDC = −HD in terms of C ≡ σ1K.
There are two ZMs, ψ+0 (x) and ψ
−
0 (x). They are re-
lated by charge conjugation, ψ−0 (x) = Cψ+0 (x), with
ψ+0 (x) = cosh
[ g
λ
ln
(
cosh(λx)
)] [1
0
]
− i sinh
[ g
λ
ln
(
cosh(λx)
)] [0
1
]
. (93)
They can be combined into a spatially-localized ZM
ψ+0 (x) + iψ
−
0 (x) =
[
cosh(λx)
]−g/λ [1
i
]
(94)
and the linearly independent combination ψ+0 − iψ−0 di-
verges as x→ ±∞.
At this point our work separates from Ref. [46]. Let us
second-quantize the model as
Ĥf ≡ 1
2
∫
Ψˆ(x)†HD(x)Ψˆ(x) (95)
in terms of the Nambu array Ψˆ(x) = [c(x) c†(x)]T
with {c (x), c†(y)} = δ(x − y) and {c(x), c(y)} = 0.
This Hamiltonian describes spinless, electrically neutral
fermions in a static background potential, the soliton
of Eq. (89). The charge fractionalization of the original
model46 is replaced by fermion number fractionalization
in our model. One can think of our model as a field-
theory version of the Kitaev chain.
A normal mode of Ĥf is an operator of the form
ψˆ(t) ≡
∫ [
u∗(x, t)c(x) + v∗(x, t)c†(x)
]
dx, (96)
with ψ(x, t) ≡ [u(x, t) v(x, t)]T a steady-state solution
of Eq. (88). It is immediate to check that
{ψˆ(t), ψˆ† (t)} =
∫ [|u(x, t)|2 + |v(x, t)|2] dx. (97)
Hence, if one takes
ψ0(x, t) =
(1− i)
2
ψ+0 (x) + iψ
−
0 (x)√
2N
=
[cosh(λx)]−g/λ
N 1/2
(1− i)
2
√
2
[
1
i
]
, (98)
with N−1 = 2pi1/2Γ[g/2λ]λΓ[(g+λ)/2λ] , then one finds that ψˆ0(t) = ψˆ0
is independent of time because  = 0 and
{ψˆ0, ψˆ†0} = 1, ψˆ0
†
= ψˆ0. (99)
Since this is the only ZM and ψˆ0 and ψˆ
†
0 are linearly
dependent, there is only half of a fermionic degree of
freedom trapped at x = 0: a single Majorana fermion in
the sense of Ref. [8]. The other half is carried by the un-
normalizable ZM ψ+0 − iψ−0 and so it has been pushed to
infinity. This point of view is nicely bolstered by solving
the model subject to open (that is, hard-wall) BCs47.
We now proceed to investigate the associated free-
boson theory. The square of HD is
H2D = 12
[
p2 +
(
g tanh(λx)
)2]− σ2gλ sech2(λx), (100)
with H2D satisfying CH2DC = H2D. Unlike the Dirac
Hamiltonian of Sec. V A, Ĥb describes an explicitly par-
ticle non-conserving free-boson system. The second-
quantized Hamiltonian is Ĥb =
1
2
∫
Φˆ†(x)H2DΦˆ(x) dx in
terms of the bosonic Nambu array Φˆ(x) = [a(x) a†(x)]T
with [a(x), a†(y)] = δ(x − y) and [a(x), a(y)] = 0. The
Hamiltonian density 12 Φˆ
†(x)H2DΦˆ(x) is the sum of three
contributions,
T̂ (x) =
1
2
[
a†(x)p2a(x) + a(x)p2a†(x)
]
, (101)
Û(x) =
1
2
[
g tanh(λx)
]2[
a†(x)a(x) + a(x)a†(x)
]
, (102)
∆̂(x) =
igλ
2
sech2(λx)
[
a†(x)a†(x)− a(x)a(x)]. (103)
Notice that both the potential energy and the pairing
potential are exponentially localized around x = 0.
A normal mode of Ĥb is an operator
φˆ(t) ≡
∫ [
u∗(x, t)a(x)− v∗(x, t)a†(x)] dx (104)
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that satisfies certain conditions. In terms of φ(x, t) =
[u(x, t) v(x, t)]T, one can then check that
[φˆ(t), φˆ
†
(t)] =
∫
φ†(x, t)σ3φ(x, t) dx. (105)
Moreover,
(i) If ∂tφ(x, t) = iσ3H
2
D(x)φ(x, t), then φˆ(t) satisfies
Heisenberg’s equation of motion.
(ii) If φ(x) is an eigenfunction of σ3H
2
D(x) with eigen-
value , then φˆ(t) = e
−itφˆ(0).
By construction, ψ±0 (x) are both formally eigenfunctions
of σ3H
2
D(x) with eigenvalue  = 0. However, the com-
bination ψ+0 − iψ−0 that diverges as x → ±∞ is badly
behaved to be considered an eigenvector even in a gener-
alized sense. Hence, one can take the view that there is
only one zero eigenvector, the localized one. The associ-
ated self-adjoint bosonic ZM is
φˆ0 =
(1− i)
2
√
2N
∫ [
cosh(λx)
]−g/λ[
a(x) + ia†(x)
]
dx.
(106)
Since φˆ†0 = φˆ0, it follows that [φˆ0, φˆ
†
0] = 0 and one can
again take the view that the bosonic theory traps half of
a bosonic degree of freedom at the origin, one “quadra-
ture”, while the other quadrature is pushed to infinity.
Our experience with the squared Kitaev chain suggests
that a soliton-antisoliton pair will split a single bosonic
degree of freedom into two quadratures, one localized at
the center of the soliton and the other localized at the
center of the antisoliton. We don’t know of a previous de-
scription in the literature of this phenomenon for bosons.
C. The squared Harper-Hofstadter-pairing model
Here we apply our squaring map to the spinless d = 2
Harper-Hofstader Hamiltonian with additional pairing
terms. Time-reversal symmetry is broken in the Harper-
Hofstader model48,49. After introducing pairing terms,
the model belongs to class D of the Hermitian classifica-
tion. After squaring, the effective BdG Hamiltonian be-
longs to class D of non-Hermitian symmetry classes (see
Table V) and are classified in Table VII by an integer Z,
the bosonic Chern number, i.e., Eq. (69) in Sec. V D.
We start with the following fermionic tight-binding
Hamiltonian subject to open BCs
Ĥf = −
Lx∑
m=1
Ly∑
n=1
µc†m,ncm,n +
Lx−1∑
m=1
Ly∑
n=1
(
txc
†
m+1,ncm,n + ∆xc
†
m+1,nc
†
m,n + h.c.
)
+
Lx∑
m=1
Ly−1∑
n=1
(
tye
i2piφmc†m,n+1cm,n + ∆yc
†
m,n+1c
†
m,n + h.c.
)
, (107)
where Lx (Ly) is the number of lattice sites along the x (y) direction, µ is the on-site energy, c
†
m,n (cm,n) is the
fermionic creation (annihilation) operator at site (m,n), tx (ty) is the nearest-neighbor hopping amplitude along the
x (y) direction, ∆x (∆y) is the pairing potential along the x (y) direction, and φ is the magnetic flux per plaquette
in units of flux quanta h/e. Imposing periodic BCs in the y direction and assuming tx = ty = −t, ∆x = ∆y = ∆,
φ = 1/3, we have Ĥf =
∑
ky
Ĥf (ky), with Ĥf (ky) in units of t as
Ĥf (ky) = −
Lx∑
m=1
[[
2 cos (ky − 2pim
3
) +
µ
t
]
c†m,kycm,ky +
[
i
∆
t
sin kyc
†
m,ky
c†m,−ky + h.c.
]]
−
Lx−1∑
m=1
[
c†m+1,kycm,ky−
∆
t
c†m+1,kyc
†
m,−ky + h.c.
]
. (108)
Now, we have an effective one-dimensional fermionic
many-body Hamiltonian Ĥf (ky). By numerical diag-
onalization of the BdG Hamiltonian Hf (ky), we have
single-particle energy spectra plotted in Fig. 3(a). Apart
from mid-gap edge states at finite energies, there are
localized Majorana ZMs as well. Precisely, there are
two chiral propagating ZMs at each edge of the cylin-
der, of opposite directions. This is consistent with nu-
merical evaluations of fermionic Chern numbers of the
lowest three negative energy bands under periodic BCs,
i.e., (C−3 , C−2 , C−1 ) = (−1, 2, 1), where C−3 is the Chern
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FIG. 3. Single-particle energy spectra of (a) the fermionic Harper-Hofstadter-pairing model subject to open BCs along the x
direction, (b) the squared Harper-Hofstadter-pairing model subject to impurity BCs along the x direction, and (c) the squared
Harper-Hofstadter-pairing model subject to open BCs along the x direction. The parameters are µ/t = −1.7, ∆/t = −0.1,
φ = 1/3 and Lx = Ly = 120. Note that for visual clarity only spectra around zero energy are plotted in figures (b) and (c).
number of the lowest negative energy band. Due to the
bulk-boundary correspondence, a non-vanishing sum of
these three Chern numbers C−3 + C−2 + C−1 = 2 corre-
sponds to topologically nontrivial ZMs, namely, topo-
logically protected Majorana fermions localized at the
boundaries. However, for free-boson systems, the sum of
bosonic Chern numbers of negative energy bands must
vanish37 and ZMs cannot exist subject to open BCs ac-
cording to no-go Theorem 3 in Sec. IV C.
Let’s square the BdG Hamiltonian Hf (ky), which leads
to the quadratic bosonic Hamiltonian Ĥb(ky) + Ŵ , with
Ĥb(ky) =
Lx∑
m=1
µ(ky)a
†
m,ky
am,ky +
Lx−1∑
m=1
[
t1(ky)a
†
m+1,ky
am,ky + h.c.
]
+
Lx−2∑
m=1
[
t2a
†
m+2,ky
am,ky + h.c.
]
+
Lx∑
m=1
[
∆0(ky)a
†
m,ky
a†m,−ky + h.c.
]
+
Lx−1∑
m=1
[
∆1(ky)a
†
m+1,ky
a†m,−ky + h.c.
]
, (109)
where

µ(ky) ≡
[
2 cos (ky − 2pim
3
) +
µ
t
]2
+ 4
∆2
t2
sin2 ky + 2(1 +
∆2
t2
),
t1(ky) ≡ −2
[
cos
(
ky − 2pi(m+ 2)
3
)− 2i∆2
t2
sin ky − µ
t
]
, t2 ≡ 1− ∆
2
t2
,
∆0(ky) ≡ 4i∆
t
sin
2pim
3
sin2 ky, ∆1(ky) ≡ 4∆
t
sin
2pi(m+ 2)
3
sin (ky − pi
3
),
Ŵ = −(1 + ∆
2
t2
)
[
a†1,kya1,ky + a
†
Lx,ky
aLx,ky
]− [∆
t
[
a†1,kya
†
1,−ky − a
†
Lx,ky
a†Lx,−ky
]
+ h.c.
]
. (110)
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TABLE IX. Chern numbers of the Harper-Hofstadter-pairing
model Hf (k) and its associated free-boson model τ3H
2
f (k).
The bosonic Chern number is calculated by the discretiza-
tion expression of Sec. V D. The corresponding parameters are
µ/t = −1.7, ∆/t = −0.1 and φ = 1/3.
C−3 C−2 C−1 C−3 + C−2 + C−1
Hf (k) -1 2 1 2
τ3H
2
f (k) -1 2 -1 0
Then, the effective BdG Hamiltonian is Hτ (ky) =
τ3(Hb(ky) +W ), with the single-particle spectra around
zero energy plotted in Fig. 3(b). Unlike in Fig. 3(a) for
fermions, the bosonic positive bands are disconnected
from the negative bands. This feature is a peculiarity
of this model. For example, if one consider the free-
boson model associated to the square of the chiral p+ ip
superconductor7, then one would find bosonic surface
bands that cross zero energy for appropriate BCs. What
these two free-boson models have in common is that
the total Chern number of the negative bands vanishes,
as must be the case in general for the bosonic Chern
number37. In Table IX we compare the Chern num-
bers of fermionic and its associated bosonic models. For
the bosonic descendant of the Harper-Hofstader-pairing
model, the bosonic Chern numbers of the lowest three
negative bands are (C−3 , C−2 , C−1 ) = (−1, 2, −1) with the
original fermionic Chern number C−1 = 1 changed to
C−1 = −1 for the bosonic model. This dramatically alters
the topological properties of ZMs as the sum of the three
bosonic Chern numbers vanishes, meaning that ZMs in
the band gap are not topologically mandated.
The reason why ZMs and edge states around the zero
energy appear in our model is due to special BCs caused
by the squaring procedure, i.e., the boundary impurity
term Ŵ . To see that this is the case, we remove Ŵ and di-
agonalize Hτ (ky) = τ3Hb(ky) subject to open BCs. The
single-particle energy spectra around zero energy is plot-
ted in Fig. 3(c), which has no ZMs while surface bands
in other gaps survive. So, topologically non-trivial stable
free-boson systems are systems with topologically non-
trivial single-particle states at finite energies but topo-
logically trivial many-body ground states, just as we dis-
cussed in Sec. IV on no-go theorems.
VII. CONCLUSIONS AND OUTLOOK
Many-boson systems display amazing coherent behav-
ior and correlations, such as Bose-Einstein condensation
and fragmentation. At the mean-field level description,
however, topology seems to provide a limited-scope prin-
ciple for low-energy bosonic matter organization. In
this paper, following steps analogous to those in the
fermionic tenfold way with identical classifying symme-
try constraints, together with the pseudo-Hermiticity, we
have presented a topological classification of stable free-
boson systems by means of a kernel-preserving squaring
map, leading to an elegant threefold way. This topolog-
ical classification bears great resemblance with standard
Dyson symmetry classes because, as shown, out of three
classifying symmetries only time-reversal symmetry is of
fundamental importance for canonical bosons.
Moreover, we proved three no-go theorems applicable
to arbitrary stable gapped free-boson systems, even those
that are not derived from our squaring map. Our first
theorem establishes the even parity of the bosonic ground
states with the immediate consequence of lack of parity
switches. Consistently, our second theorem dictates the
absence of non-trivial SPT phases of stable free-boson
systems. (By the Gell-Mann-Low theorem and our no-go
Theorem 2, one can conclude that there exist no non-
trivial SPT phases of weakly-interacting bosons. Hence,
SPT phases of bosons can only be strongly-correlated
phases of matter beyond perturbation theory.) Our third
theorem puts the last nail in the coffin by asserting that
not only bosonic ZMs, but also midgap states (around
zero energy) are forbidden when the system is subject to
open BCs. These results can be traced back to a condi-
tion that bosonic Hamiltonians need to satisfy in order to
be stable (positive semi-definiteness). There is no coun-
terpart of this condition for fermions.
In spite of these no-go results, we utilized our squaring-
the-fermion map for generating a wealth of examples of
localized bosonic ZMs and surface bands in the zero gap
coexisting with a fully-gapped bulk. The key is to notice
that the square of a fermionic BdG Hamiltonian satisfies
the particle-hole constraint associated to bosonic effec-
tive BdG Hamiltonians. The localized ZMs and surface
bands obtained by this method share, with due allowance
for the change in statistics, every exotic property of their
fermionic counterpart with two exceptions: the resulting
BCs cannot be open, and, consistently with our no-go
results, there seems to be no protection mechanism at
play. We investigated this last point numerically in con-
siderable detail for the squared Kitaev chain. Besides
two exact bosonic Majorana ZMs inherited from Majo-
rana fermions, we found a pair of unexpected asymptotic
ZMs localized at the two ends, which coalesce with those
two exact bosonic Majorana ZMs in the thermodynamic
limit, creating an exceptional point at zero energy. We
have also shown how to generate new bosonic field the-
ories out of our squaring map, and derived a squared
Jackiw-Rebbi field theory with bosonic solitons. Finally,
we presented the squared Harper-Hofstadter model with
pairing to illustrate the interplay between bosonic topo-
logical invariants and midgap states.
Our no-go Theorem 1, which establishes that gapped
stable free bosonic ground states always display even par-
ity, is at odds with the equivalent free fermionic situation.
The change in fermion parity between equilibrium phases
is an indicator of the transition between gapped topolog-
ically distinct vacua, and this fermion parity switch is
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the invariant that finds extension in particle-conserving
interacting fermionic systems12,13. In hindsight, what
a topologically non-trivial interacting bosonic vacuum
represents, constitutes a fundamental question. But it
is perhaps as fundamental to establish whether interac-
tions may induce a ground state topological transition be-
tween parity-distinct gapped bosonic phases. In Ref. [50]
we introduced an exactly solvable p-wave pairing model
for two bosonic species that shares some commonalities
with the p + ip fermionic model. Contrary to the lat-
ter, in the bosonic case the transition separates a gapless
fragmented singlet pair Bose-Einstein condensate from
a pair Bose gapped superfluid. This raises the concern
that boson parity switches may be fundamentally non-
existent in interacting bosonic systems, since a gapless
Bose-Einstein condensate may intervene. One would like
to find interacting bosonic models with topologically in-
equivalent gapped phases. This is an open question for
future studies.
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Appendix A: Proof of the theorem in Sec. II C
We begin with a Lemma and prove the Theorem im-
mediately after. In all cases, Hτ denotes the effective
BdG Hamiltonian of a many-body free-boson system
with N single-particle states (with Hb ≥ 0). We write
N0 ≡ dim kerHτ and define m ≤ N0 to be the number of
size two Jordan blocks (necessarily at zero frequency as a
consequence of positive semi-definiteness27) in the Jordan
normal form of Hτ . Similarly we write 2n ≡ N0 −m for
the number of size one Jordan blocks (which is necessar-
ily even). Note that there are then 2N ′ ≡ 2N − 2n− 2m
nonzero eigenvalues ν of Hτ .
Lemma 1. The 2n kernel vectors of Hτ correspond-
ing to Jordan blocks of size one denoted by |φ±0,j〉 with
j = 1, . . . , n, can be taken to satisfy 〈φ±0,j |τ3|φ±0,`〉 = ±δj`
and 〈φ±0,j |τ3|φ∓0,`〉 = 0. The remaining m kernel vectors,
which we will denote by |ρ0,j〉, can be chosen to be τ3-
orthogonal to the vectors |φ±0,`〉 and satisfy 〈ρ0,j |τ3|ρ0,`〉 =
0 for all j, ` ∈ {1, . . . ,m}. Furthermore, we can find
m generalized eigenvectors |χ0,j〉 satisfying Hτ |χ0,j〉 =
|ρ0,j〉 and 〈χ0,j |τ3|χ0,`〉 = 0 and 〈χ0,j |τ3|ρ0,`〉 = tjδj,`,
with tj either 1 or −1, for all j, ` ∈ {1, . . . ,m} that are
τ3-orthogonal to the vectors |φ±0,j〉.
Proof. Theorem 5.1.1 in Ref. [27] says there exists a ma-
trix S that induces the transformation Hτ = S
−1JS with
J = diag (E ,−E , 0, . . . , 0, J0, . . . , J0) ,
where E ≡ diag (1, . . . , N ′), 0 appears 2n times and
J0 ≡
[
0 1
0 0
]
appears m times, and τ3 = S
†PS with
P = diag (1N ′ ,−1N ′ , P0) ,
P0 = diag (s1, . . . , s2n, t1σ1, . . . , tmσ1) ,
where the s`’s and t`’s are either 1 or −1. Furthermore,
Theorem A.1.1 in Ref. [27] tells us that P and τ3 have
the same number of positive and negative eigenvalues.
Clearly the eigenvalues of P are ±1 and so they must
each have multiplicity N . We see that N ′ of the +1
(−1) eigenvalues are accounted for in the first (second)
N ′ diagonal elements of P . We also have m of them
originating from the t`σ1 factors in P0. The remaining
number of +1 (−1) eigenvalues is N −N ′−m. Recalling
that N = N ′ +m+ n, we conclude that n of the s`’s are
+1 and the remaining are −1. Without loss of generality,
(by rearranging the Jordan normal form as necessary)
we can take sj = 1 for j = 1, . . . , n and sj = −1 for
j = n+ 1, . . . , 2n. Now define
|φ+0,j〉 ≡ S−1 |2N ′ + j〉 , |φ−0,j〉 ≡ S−1 |2N ′ + n+ j〉 ,
for j = 1, . . . , n. Clearly Hτ |φ±0,j〉 = 0 and by virtue of
the relation τ3 = S
†PS we have 〈φ±0,j |τ3|φ±0,`〉 = ±δj` and
〈φ±0,j |τ3|φ∓0,`〉 = 0.
In the same vein, we can take
|ρ0,j〉 ≡ S−1 |2N ′ + 2n+ 2j − 1〉 ,
|χ0,j〉 ≡ S−1 |2N ′ + 2n+ 2j〉 ,
which can be checked to satisfy claimed properties.
Now we restate Theorem of Sec. II C and give a proof.
Theorem (ZMs). There are n pairs (b0,j , b
†
0,j) that sat-
isfy [b0,j , b
†
0,`] = δj`, [b0,j , b0,`] = 0, and commute with
the many-body Hamiltonian and all other normal modes
of the system. Furthermore, there exist m Hermitian
pairs (P0,j , Q0,j) and positive constants µj that satisfy
[Q0,j , P0,`] = iδj`, [Ĥb, P0,j ] = 0, [Ĥb, Q0,j ] = (i/µj)P0,j,
and commute with all other normal modes of the system.
Proof. Let D0 be the span of the eigenvectors |φ±0,j〉 spec-
ified in Lemma 1. In order to construct these bosonic
ZMs, we need a basis {|ψ±0,j〉}nj=1 for D0 satisfying
〈ψ±0,j |τ3|ψ±0,`〉 = ±δj`,
〈ψ±0,j |τ3|ψ∓0,`〉 = 0,
|ψ−0,j〉 = C |ψ+0,`〉 ,
(A1)
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where C ≡ τ1K. With such a basis, we can construct the
n pairs (b0,j , b
†
0,j) in a way identical to Eq. (9).
It is not a priori true that the basis {|φ±0,j〉} in Lemma
1 satisfies the third condition. Thus, we define
|ψ+0,j〉 =
n∑
`=1
αj` |φ+`,0〉 .
where αj` ∈ C. In order to ensure that 〈ψ+0,j |τ3|ψ+0,`〉 =
δj` the matrix α with elements given by αj` must be
unitary. Thus, out of the original 2n2 real parameters
(two for each αj`), we are left with n
2 free. Now, we
wish to impose the condition
Oj` ≡ 〈ψ+0,j |τ3C|ψ+0,`〉 = 0, (A2)
for all j and `. Because of Oj` = −O`j , Eq. (A2) imposes
n(n− 1)/2 independent conditions. Taking the real and
imaginary parts of Oj` = 0 yields n(n−1) equations that
must be satisfied. Given we have n2 free parameters, we
have enough freedom to ensure Oj` = 0 for all j and `.
The remaining n free real parameters can be associated
with the arbitrary phases of each |ψ+0,j〉. After choosing
αj` appropriately, we define |ψ−0,j〉 ≡ C |ψ+0,`〉. Then, the
three conditions in Eq. (A1) are satisfied.
Moving to the higher order Jordan blocks, we wish to
construct a set of m eigenvectors |P0,j〉 and m generalized
eigenvectors |Q0,j〉 of Hτ satisfying
Hτ |P0,j〉 = 0, (A3)
Hτ |Q0,j〉 = − i
µj
|P0,j〉 , (A4)
〈Q0,j |τ3|ψ±0,`〉 = 〈P0,j |τ3|ψ±0,`〉 = 0, (A5)
〈P0,j |τ3|P0,`〉 = 0, (A6)
〈Q0,j |τ3|Q0,`〉 = 0, (A7)
〈Q0,j |τ3|P0,`〉 = iδj`, (A8)
C |P0,j〉 = − |P0,j〉 , (A9)
C |Q0,j〉 = − |Q0,j〉 . (A10)
We claim that P0,j = 〈P0,j | τ3Φˆ and Q0,j = 〈Q0,j | τ3Φˆ
provide the desired Hermitian operators.
We begin by letting |ρ0,j〉 and |χ0,j〉 denote the vectors
defined in Lemma 1 and define
|P0,j〉 =
m∑
`=1
βj` |ρ0,`〉 ,
|Q0,j〉 = −i
µj
m∑
`=1
βj` |χ0,`〉+
m∑
`=1
γj` |ρ0,`〉 ,
with µ−1j ≡ 〈Q0,j |Hτ |Q0,j〉 > 0, βj`, γj` ∈ C. By con-
struction, conditions (A3), (A4), and (A6) are satisfied.
Furthermore, condition (A5) is satisfied when the plus
sign is chosen. This fact paired with conditions (A9) and
(A10) will ensure that the minus sign portion of condition
(A5) will be satisfied. Thus, we will show that conditions
(A9) and (A10) can be satisfied first. Moving forward,
condition (A8) imposes m(m + 1)/2 constraints on the
2m2 free parameters βj`, γj`. Condition (A9) imposes m
more constraints. This leaves us with 3m(m − 1)/2 ≥ 0
free parameters. Now, if the vectors |Q0,j〉 satisfy (A10)
then they will satisfy condition (A8) for j = `. Noting
that, by virtue of the charge conjugation properties of the
vector |ψ±0,j〉, the span of the vectors {|Q0,j〉 , |P0,j〉}mj=1
is invariant under the action of C. Thus, we can write
C |Q0,j〉 =
m∑
`=1
(zj` |Q0,`〉+ wj` |P0,`〉) ,
with zj`, wj` ∈ C. Projecting with 〈P0,k| τ3, and not-
ing that for any vectors |v〉 and |w〉 we have 〈v|C|w〉 =
〈w|C|v〉 and τ3C = −Cτ3, we obtain iδjk = −izjk. Thus
C |Q0,j〉 = − |Q0,j〉+
m∑
`=1
wj` |P0,`〉 .
To ensure C |Q0,j〉 = − |Q0,j〉 we can shift |Q0,j〉 by the
appropriate linear combination of the vectors |P0,`〉 to
make the second term vanish. This imposes no more
constraints and preserves the already satisfied conditions.
By imposing condition (A7) for j 6= ` we obtain m(m −
1)/2 more constraints. Altogether we still retain 3m(m−
1)/2−m(m−1)/2 = m(m−1) ≥ 0 free parameters. Thus,
all 8 conditions can be satisfied by the appropriate choice
of constants βj` and γj`.
Appendix B: Symmetry reduction
Let {Hf} denote an ensemble of BdG Hamiltonians
that commute with Qf , where
Hf = |↑〉〈↑ | ⊗K + |↑〉〈↓ | ⊗∆− |↓〉〈↑ | ⊗∆∗ − |↓〉〈↓ | ⊗K∗
is written in terms of eigenvectors |↑〉 =
[
1
0
]
, |↓〉 =
[
0
1
]
of
σ3. We next investigate the symmetry reduction of the
squared ensemble {τ3H2f} induced by a symmetry Qf
that commutes with τ3. The eigenvalues of Qf are deter-
mined by the eigenvalues of q (see Eq. (44)), the spectrum
of which we denote as σ(q). The blocks of the squared
ensemble consists of reduced effective BdG Hamiltonians
with respect to a reduced metric. It is important for clas-
sification purposes to understand the general structure of
both the reduced metric and the reduced effective BdG
Hamiltonian. There are three cases to analyze.
κ ∈ σ(q) and −κ /∈ σ(q). Let |κ, ν〉 (ν = 1, · · · ,m) de-
note a complete set of orthonormal eigenvectors of q for
the eigenvalue κ, written in the mode basis of the origi-
nal many-boson Hamiltonian. Since, by assumption, −κ
is not an eigenvalue of q, the eigenvectors of Qf asso-
ciated to κ are |↑〉|κ, ν〉 and the eigenvectors associated
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to −κ are | ↓〉|κ, ν〉∗ with |κ, ν〉∗ ≡ K|κ, ν〉. The asso-
ciated canonical fermions, partially labeled by the con-
served quantum number κ, are
c†κ,ν ≡ Ψˆ†|↑〉|κ, ν〉 = ψˆ†|κ, ν〉, (B1)
cκ,ν ≡ Ψˆ†|↓〉|κ, ν〉∗ = ψˆT|κ, ν〉∗ = 〈κ, ν|ψˆ. (B2)
There is a block and only one block of Ĥf featuring
these degrees of freedom. To compute it, let
Pκ = |↑〉〈↑ | ⊗
m∑
ν=1
|κ, ν〉〈κ, ν|+ |↓〉〈↓ | ⊗
m∑
ν=1
|κ, ν〉∗〈κ, ν|∗
denote the projector onto the eigenstates of Qf associ-
ated to ±κ. Then, the many-body block is
Ĥf,κ =
1
2
Ψˆ†PκHfPκΨˆ = Ψˆ†κHf,κΨˆκ
in terms of the Nambu array
Ψˆ†κ =
[
c†κ,1 · · · c†κ,m cκ,1 · · · cκ,m
]
.
By construction, Hf,κ =
[
Kκ ∆κ
−∆∗κ −K∗κ
]
. However,
[∆κ]νν′ = 〈κ, ν|∆|κ, ν′〉∗ = 0
because [Hf , Qf ] = 0 and κ 6= −κ by assumption (notice
that complex conjugation affects only the nearest vector
to the left). Hence, the many-body block is
Ĥf,κ = ψˆ
†
κKκψˆκ
in terms of ψˆ†κ =
[
c†κ,1 · · · c†κ,m
]
and we see that the
number of κ fermions is conserved. Finally, the squaring
map yields the free-boson system
Ĥb,κ ≡ 1
2
Φˆ†κH
2
f,κΦˆκ = φˆ
†
κK
2
κφˆκ
in terms of canonical bosons a†κ,ν ≡ φˆ†|κ, ν〉.
0 ∈ σ(q). Let |0, ν〉 (ν = 1, · · · ,m) denote a complete
orthonormal set of zero eigenvectors of q. The associ-
ated fermionic degrees of freedom are just as in Eq. (B1),
simply set the label κ to zero. Proceeding as before we
obtain the many-body block Ĥf,0 =
1
2 Ψˆ
†
0Hf,0Ψˆ0, where
the single-particle and pairing blocks of Hf,0 are
[K0]νν′ = 〈0, ν|K|0, ν′〉 = [K0]∗ν′ν ,
[∆0]νν′ = 〈0, ν|∆|0, ν′〉∗ = −[∆0]ν′ν .
Unlike the previous case, the pairing term need not van-
ish because 0 = −0. By comparison with the case that
follows, zero eigenvalue is also special because no fur-
ther reduction of the single-particle block Ĥf,0 is possi-
ble. The squaring map induces the block transformation
τ3H
2
f,0 in terms of τ3 = σ3 ⊗ 1m.
κ,−κ ∈ σ(q) and κ 6= 0. This is the most elaborate case
and, together with the previous case, it comprises famil-
iar symmetries like spin rotations and lattice translations.
Let |κ, ν〉 (ν = 1, · · · ,m) and |−κ, ν¯〉 (ν¯ = 1, · · · , n) de-
note complete orthonormal sets of eigenvectors of q as-
sociated to the indicated eigenvalues. Notice that we do
not assume identical degeneracy for κ and −κ. They do
coincide for spin and crystal momenta but that need not
be the case in general. As we will see, the case m 6= n in-
troduces exotic features into the bosonic problem. Now,
κ,−κ are also eigenvalues of Qf . The corresponding
complete sets of orthonormal eigenvectors are |↑〉|κ, ν〉,
|↓〉|−κ, ν¯〉∗, and |↑〉|−κ, ν¯〉, |↓〉|κ, ν〉∗, respectively. The
fermionic degrees of freedom are
c†κ,ν ≡ ψˆ†|κ, ν〉, c†−κ,ν¯ ≡ ψˆ†| − κ, ν¯〉.
The many-body block can be calculated as before in
terms of a projector P±κ onto the subspace associated
to the eigenvalues ±κ of Qf . The resulting many-body
block can be characterized as Ĥf,±κ = 12 Ψˆ
†
±κHf,±κΨˆ±κ
in terms of the Nambu array
Ψˆ†±κ≡
[
c†κ,1 · · · c†κ,m c†−κ,1 · · · c†−κ,n cκ,1 · · · cκ,m c−κ,1 · · · c−κ,n
]
,
and the BdG Hamiltonian
Hf,±κ =
 K1 0 0 ∆10 K2 ∆2 00 −∆∗1 −K∗1 0
−∆∗2 0 0 −K∗2
 ,
with K1 and K2 Hermitian m ×m and n × n matrices,
respectively, and ∆1 = −∆T2 anm×n rectangular matrix.
Explicit expressions are (the conjugation operation acts
only on the bra or ket directly to the left of it)
[K1]νν′ = 〈κ, ν|K|κ, ν′〉 , [K2]ν¯ν¯′ = 〈−κ, ν¯|∗K|−κ, ν¯′〉∗,
[∆1]νν¯ = 〈κ, ν|∆| − κ, ν¯〉∗ = −[∆2]ν¯ν .
Note that the single-particle Hamiltonian Hf,±κ is “re-
ducible” but the many-body block is not. So, we have
Ĥf,±κ = Ψ˜
†
±κH±κΨ˜±κ − (trK1 − trK2)
in terms of the generic Hermitian matrix
H±κ =
[
K1 ∆1
−∆∗2 −K∗2
]
(B3)
and the (not Nambu!) array
Ψ˜†±κ =
[
c†κ,1 · · · c†κ,m c−κ,1 · · · c−κ,n
]
.
This form of the many-body block makes it clear that it
commutes with the charge
N̂±κ =
m∑
ν=1
c†κ,νcκ,ν −
n∑
ν¯=1
c†−κ,ν¯c−κ,ν¯ .
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The free-boson system induced by the squaring map
Ĥb,±κ =
1
2
Φˆ†±κH
2
f,±κΦˆ±κ
= Φ˜†±κH
2
±κΦ˜±κ + (trK1 − trK2)
is then written in terms of the (not Nambu!) array
Φ˜†±κ =
[
a†κ,1 · · · a†κ,m a−κ,1 · · · a−κ,n
]
,
of canonical bosons a†κ,ν = φˆ
†|κ, ν〉, a−κ,ν¯ = 〈−κ, ν¯|φˆ,
and the generic Hermitian H±κ of Eq. (B3). Notice that
[Φ˜±κ, Φ˜
†
±κ] = τm,n, τm,n ≡
[
1m 0
0 −1n
]
.
Hence, the irreducible effective BdG Hamiltonian
is τm,nH
2
f,±κ, which is τm,n pseudo-Hermitian. The
pseudo-unitary transformations associated to Gaussian
isometries of the array Φ˜±κ satisfy Uτm,nU† = τm,n.
The case m = n is certainly well understood as we have
seen. The geometric and algebraic features of the case
m 6= n are treated in the mathematical literature under
the name of indefinite linear algebra, see Ref. [27].
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