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De fac¸on ge´ne´rale, les segments seront transcrits entre barres de fraction
en notation phonologique (respectant les conventions de l’API 1 sauf mention
contraire) ou orthographique; ce cas sera toujours signale´ par l’italique:
/fOrm/ forme
Il sera parfois ne´cessaire de donner une pre´cision phone´tique, ce que l’on
indiquera par la mise entre crochets de l’expression concerne´e:
[fOnetik]
A l’oral comme a` l’e´crit, l’espace de´signera une frontie`re de mots; les sym-
boles ’=’ et ’ ’ marqueront respectivement les frontie`res manque´es (non de´tec-
te´es a` tort) et les fausses alarmes (frontie`res de´tecte´es a` tort):
une forme=fau tive
A quelques occasions, les frontie`res de morphes a` l’inte´rieur d’un mot seront
explicite´es par l’usage du tiret:
/diviz-ibl/ divis-ible.
1. Le site de la section de linguistique de l’UNIL propose une introduction aux sym-
boles de l’Alphabet Phone´tique International (API) et a` la phone´tique articulatoire:
http://www.unil.ch/ling.
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≈ e´quivalent a` (sous une hypothe`se don-
ne´e)
< (≤) plus petit que (ou e´gal a`)
> (≥) plus grand que (ou e´gal a`)
∩ intersection
∈ (/∈) (non) appartenance
(∀x)P (x) «La proprie´te´ P est vraie pour tout x»
{x : P (x)} ensemble des x ve´rifiant P
|x| valeur absolue de x
A := {a1,...,am} alphabet de m symboles
Ak alphabet d’ordre k ou ensemble de k-
grammes
|A| cardinal ou taille de A
⇀
c coefficient de transition−→c (w),←−c (w) nombre de successeurs / pre´de´cesseurs
de w ∈ Ak
d(σ,i) variable de de´cision pour le test de la
pre´sence d’une frontie`re morphologique
apre`s le i-e`me symbole de σ
dk entropie re´siduelle d’ordre k
ε chaˆıne vide
Ea∈A espe´rance mathe´matique (ou moyenne
the´orique) sur les e´le´ments d’un en-
semble





h (w) entropie conditionnelle (standard et in-
verse) e´tant donne´ w ∈ Ak
h(w,w′) moyenne des entropies conditionnelles
standard et inverse e´tant donne´ le
contexte pre´ce´dent w ∈ Ak et le
contexte suivant w′ ∈ Ak
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h(w,w′,⇀c ) idem, ou` ⇀c ponde`re l’entropie condi-
tionnelle standard et 1 −⇀c l’entropie
conditionnelle inverse
hk entropie conditionnelle d’ordre k
Hk entropie d’ordre k
H0,H1 hypothe`ses oppose´es dans le cadre d’un
test
H(p) entropie sur la distribution p
i(a),i(w) information associe´e a` a ∈ A / w ∈ Ak
i(w → a),i(a← w) information conditionnelle associe´e a` la
transition w → a / pre´ce´dence a← w
I(w → a),I(a← w) information mutuelle associe´e a` la tran-
sition w → a / pre´ce´dence a← w−→
I (w),
←−
I (w) information mutuelle entre w et ses suc-
cesseurs/pre´decesseurs−→
Ik information mutuelle d’ordre k
k ordre (d’un processus, d’une mesure,
etc.)
K(p ‖ p′) divergence de Kullback-Leibler ou en-
tropie relative entre les distributions p
et p′
log logarithme binaire
L := {w1, . . . ,wl} lexique de l mots
m taille de l’alphabet A
max(x1, . . . ,xn) le plus e´leve´ parmi x1, . . . ,xn
n longueur d’une se´quence de symboles
n(a),n(w) nombre d’occurrences de a ∈ A / de
w ∈ Ak dans un corpus
p := p1, . . . ,pm distribution de probabilite´s sur A
p˜ distribution initiale (des symboles en
de´but de mot)
pk distribution de k-grammes (non condi-
tionnelle)
pw distribution conditionnelle (des sym-
boles en de´but de mot)
p(a),p(w) probabilite´ de a ∈ A / de w ∈ Ak
p˜(a) probabilite´ initiale de a ∈ A
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p(x|y) probabilite´ conditionnelle de x e´tant
donne´ y
p(w → a),p(a← w) probabilite´ de transition de w vers a /
de pre´ce´dence de w par a−→
P ,
←−
P matrice de transition / pre´ce´dence−→
P wa,
←−
P wa composante d’une matrice de transition
/ pre´ce´dence
σ := sn1 := s1...sn se´quence de longueur n
Σ somme
T (σ,i) seuil pour le test de la pre´sence d’une
frontie`re apre`s le i-e`me symbole de σ−→v (w),←−v (w) varie´te´ conditionnelle (standard et in-
verse) e´tant donne´ w ∈ Ak
w → a,a← w transition de w vers a / pre´ce´dence de
w par a
w ∈ Ak k-gramme (combinaison de k symboles)
w ∈ L mot
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Avant-propos
Dans l’article «From Phoneme to Morpheme» (Harris 1955a 2), Zellig S.
Harris de´crit une proce´dure permettant de segmenter un e´nonce´ (transcrit pho-
nologiquement) en mots et en morphes sur la seule base des proprie´te´s distribu-
tionnelles des se´quences de phone`mes observe´es dans la langue conside´re´e. La
version la plus simple de sa me´thode est fonde´e sur l’observation du nombre
de successeurs (ou nombre de phone`mes diffe´rents susceptibles d’apparaˆıtre)
en chaque point de l’e´nonce´; en particulier, Harris indique que la plupart des
frontie`res morphologiques 3 sont situe´es a` des points ou` la courbe du nombre
de successeurs marque un pic et, inversement, que la plupart des pics de cette
courbe correspondent a` des frontie`res morphologiques; la segmentation morpho-
logique peut donc eˆtre accomplie par simple seuillage du nombre de successeurs.
La mise en œuvre de cette approche implique qu’on dispose d’un mode`le
de la langue si de´taille´ qu’il est irre´aliste de chercher a` l’estimer a` partir d’un
corpus fini d’e´nonce´s (Harris 1955a, p.38). Mais dans un article ulte´rieur, Harris
rapporte les re´sultats encourageants d’une application informatique de sa me´-
thode a` la de´tection des frontie`res de morphes a` l’inte´rieur de mots 4 (Harris
1967). Dans cette seconde expe´rience, les parame`tres du mode`le (c’est-a`-dire
les nombres de successeurs) sont estime´s a` partir d’un corpus anglais e´crit - un
dictionnaire pour eˆtre pre´cis.
Meˆme si Harris souligne que, dans un cas comme dans l’autre, les re´sultats de
la proce´dure ne sont pas exacts, et qu’elle ne constitue qu’une e´tape de l’analyse
morphologique proprement dite, on y a souvent vu la promesse d’une automa-
tisation totale du processus de de´couverte des signifiants de la langue - enjeu
2. Cet article et celui de 1967 ont e´te´ re´imprime´s dans le recueil «Papers in Structural and
Transformational Linguistics» (Harris 1970); dans la suite, nous y re´fe´rerons par l’anne´e de
leur premie`re publication mais citerons en fait la pagination des textes re´e´dite´s.
3. Nous parlerons fre´quemment de frontie`re (ou de segmentation) morphologique lorsque
notre propos ne justifie pas la distinction entre morphe et mot.
4. Voir a` ce propos la citation faite dans la note 6 (page xx).
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conside´rable pour un certain nombre des taˆches qui dirigent l’e´volution de la
linguistique computationnelle. Sous l’impulsion de cette vision exalte´e, les cher-
cheurs se sont empare´s du nombre de successeurs pour lui faire subir diverses
mutations, souvent sugge´re´es par des contraintes lie´es a` la structure des donne´es
traite´es; de re´fe´rence en re´fe´rence, par l’effet d’un genre de te´le´phone arabe bi-
bliographique, les hypothe`ses initiales de Harris ont e´te´ progressivement e´lide´es,
alors meˆme qu’on en introduisait, plus ou moins explicitement, de nouvelles.
Pre`s d’un demi-sie`cle plus tard, cette progression aboutit a` des formulations
telles que:
If one monitors the instantaneous entropy of a language model as
it scans across an English text, one generally finds that regions of high
entropy correspond with word boundaries. [. . . ] Segmentation is a matter
of chunking the data whenever the instantaneous entropy exceeds some
threshold value. (Hutchens & Alder 1998, souligne´s par les auteurs)
Dans cette version, on s’efforce de de´tecter les frontie`res de mots dans un texte
litte´raire anglais, aux points ou` l’entropie conditionnelle est e´leve´e; mais la dif-
fe´rence fondamentale entre cette approche et celle de Harris et que les auteurs
ne tiennent pas compte des frontie`res d’e´nonce´s, et donc que leur syste`me ope`re
sur un corpus non segmente´. Le fait que ces proble´matiques essentiellement lin-
guistiques ne fassent pas l’objet d’une re´flexion spe´cifique dans la re´fe´rence cite´e
n’est pas critiquable, puisque les auteurs travaillent dans le domaine de la com-
pression textuelle et que ces distinctions ne sont pas pertinentes dans le cadre
de leur recherche. Mais il est clair que ce genre de re´fe´rence implicite, indirecte
et abre´ge´e contribue a` de´former, petit a` petit, l’hypothe`se initiale de Harris.
Car dans son approche, l’e´le´vation du nombre de successeurs aux frontie`res
morphologiques n’est qu’un cas particulier d’une relation plus ge´ne´rale:
If we segment the utterance at those points where the sequence looks
as it does at utterance beginning or end, we get a segmentation which
agrees very well with word and morpheme boundaries for that utterance.
(Harris 1955a, p.62)
Dans cette perspective, le crite`re de base pour l’insertion d’une frontie`re mor-
phologique apre`s une se´quence de symboles n’est pas la diversite´ des successeurs
de cette se´quence, mais la similarite´ entre la distribution de ses successeurs et
celle des phone`mes en de´but d’e´nonce´ 5, dont on admet qu’elle est une bonne
approximation de la distribution des phone`mes en de´but de mot 6. Cette simi-
larite´ peut prendre des aspects diffe´rents selon les langues conside´re´es; dans le
5. c’est-a`-dire la distribution des successeurs d’une fin d’e´nonce´
6. Pour appre´cier la porte´e explicative de la me´thode de Harris, il peut eˆtre e´clairant de la
concevoir comme une forme d’apprentissage par ge´ne´ralisation, en l’occurrence ge´ne´ralisation
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cas de l’anglais et de nombreuses autres langues, on peut raisonnablement sup-
poser que le nombre de phone`mes pouvant apparaˆıtre imme´diatement apre`s une
frontie`re d’e´nonce´ devrait eˆtre plus e´leve´ qu’aux autres positions (de l’e´nonce´),
et que la connaissance des symboles spe´cifiques susceptibles d’apparaˆıtre en un
point n’est pas indispensable pour prendre la de´cision d’inse´rer ou non une fron-
tie`re. Ce sont ces hypothe`ses qui justifient l’utilisation du nombre de successeurs
- ou d’une autre mesure de diversite´ - en lieu et place d’un ve´ritable indice de
similarite´.
Dans une langue ou` l’une au moins de ces hypothe`ses n’est pas ve´rifie´e 7, la
diversite´ ne peut pas se substituer a` la similarite´, et l’application de la proce´dure
implique qu’on dispose non seulement d’un mode`le explicite de la distribution
des successeurs pour la langue conside´re´e, mais aussi de la distribution des pho-
ne`mes en de´but d’e´nonce´. Dans de bonnes conditions, les deux mode`les peuvent
eˆtre extraits du corpus meˆme que l’on s’efforce de segmenter; mais que se passe-
t-il si le second mode`le n’est pas connu, par exemple parce que les frontie`res
d’e´nonce´s ne sont pas transcrites dans le corpus? A partir de quels exemples
positifs peut-on alors effectuer une ge´ne´ralisation (voir note 6)? Et si les deux
mode`les sont correctement estime´s, comment mesurer leur diffe´rence d’une fa-
c¸on qui, contrairement au nombre de successeurs, tienne compte des symboles
spe´cifiques conside´re´s 8? Ce sont les pre´occupations qui sont au cœur de ce me´-
moire.
Avant de formuler nos propositions a` ce sujet, nous devons mentionner un
proble`me annexe lie´s a` l’utilisation de corpus de´pourvus de segmentation a
priori. Dans ce cas, si la se´quence est suffisamment longue pour permettre d’es-
timer correctement la probabilite´ des symboles et se´quences de k symboles pour
k petit (de l’ordre de trois ou quatre), elle ne peut pas l’eˆtre assez pour estimer
correctement le nombre de successeurs sur toute sa longueur. C’est la` un trait ge´-
ne´ral de la mode´lisation distributionnelle des se´quences de symboles, qui conduit
du seul indice univoque de rupture morphologique universellement atteste´ dans les langues
naturelles: la pause de fin d’e´nonce´. Cette perspective rend possible d’envisager l’application de
la me´thode a` des donne´es autres que linguistiques, pourvu qu’elles incluent une premie`re forme
de segmentation dont on a des raisons de penser qu’elle repose sur des crite`res susceptibles
d’eˆtre ge´ne´ralise´s avec profit au cas d’une segmentation plus fine. Notons que, selon Harris,
ce sont bien les frontie`res de mots qui re´sultent de la ge´ne´ralisation des frontie`res d’e´nonce´s,
les frontie`res de morphes re´sultant de celle des frontie`res de mots: «[. . . ] the points where
sequences that characterize utterance boundaries appear within an utterance [. . . ] correlate in
general with word boundaries. Other periodicities between word boundaries lead to subsidiary
segmentation which correlate with morpheme boundaries» (Harris 1955, p.60).
7. et dans le cas ou` la transcription utilise´e inclut des symboles marquant explicitement les
frontie`res de morphes (voir Harris 1955, p.65, note 5)
8. et non seulement de l’information «abstraite» de l’occurrence de types non identifie´s
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souvent a` l’expression des hypothe`ses (dites markoviennes) de conditionnement
limite´ et de stationnarite´: dans le cas de la me´thode de Harris, elles reviennent
a` conside´rer le nombre de phone`mes pouvant suivre non plus un de´but d’e´nonce´
de taille variable mais une se´quence de k phone`mes, ou` la constante k de´note
l’ordre du mode`le. On re´duit ainsi conside´rablement le nombre de parame`tres
a` estimer, mais le couˆt de cette simplification est une sure´valuation de la va-
rie´te´ conditionnelle 9; il est vraisemblable, en effet, que le nombre de symboles
diffe´rents pouvant suivre une se´quence de k symboles dans un corpus fini soit
supe´rieur au nombre de symboles diffe´rents pouvant suivre une se´quence de k+ l
symboles (l > 0) dans le meˆme corpus.
A ce biais statistique s’en ajoute un second, d’ordre linguistique cette fois-
ci: l’articulation en e´nonce´s est une proprie´te´ intrinse`que de la communication
verbale, et l’absence des frontie`res d’e´nonce´s dans un corpus entraˆıne des conse´-
quences se´rieuses sur sa fiabilite´. Par exemple, si l’on retire ces frontie`res d’un
corpus franc¸ais dont l’un des e´nonce´s se termine par nous et le suivant com-
mence par vais, le corpus re´sultant exhibera la cooccurrence faˆcheuse nous vais.
La conjugaison de ces deux types d’effets aboutit immanquablement a` une seg-
mentation approximative, que l’on s’efforcera de corriger au parame´trage du
mode`le. A cet e´gard, le principal inte´reˆt d’un article comme celui de Hutchens
& Alder (1998) est de de´montrer 10 que, dans une langue comme l’anglais ou`
la diversite´ est une estimation valable de la similarite´ avec la distribution des
phone`mes en de´but d’e´nonce´, l’utilisation d’un indicateur tenant compte des fre´-
quences 11, tel que l’entropie conditionnelle (instantane´e, dans la terminologie
des auteurs cite´s), suffit a` induire la position des frontie`res de mots - meˆme
s’il n’est conditionne´ que sur un contexte de taille fixe de l’ordre de quelques
symboles successifs. Ce re´sultat fait mentir la conjecture de Harris selon laquelle
la prise en compte de l’e´nonce´ complet est la condition garantissant que l’in-
fe´rence porte sur un conditionnement morphologique plutoˆt que phonologique
ou syllabique notamment (Harris 1955, pp.59-60). Notre premier objectif dans
ce me´moire sera donc de de´river des propositions initiales de Harris un mode`le
markovien - probabiliste en particulier - de la segmentation, et de clarifier le
statut relatif des mesures de diversite´ pouvant jouer le roˆle de crite`re dans ce
contexte. C’est ce mode`le que nous chercherons a` e´tendre au cas plus ge´ne´ral
d’une approche base´e sur la similarite´ entre la distribution des successeurs d’un
9. Nous appelons varie´te´ conditionnelle l’e´quivalent du nombre de successeurs sous les
hypothe`ses markoviennes (voir aline´a 2.2.2.1).
10. sans que les auteurs semblent s’en apercevoir re´ellement
11. ce n’est pas le cas de la varie´te´ conditionnelle
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contexte et celle des phone`mes en de´but d’e´nonce´ 12.
Par un de´tour trivial de la pense´e, maximiser la similarite´ revient a` minimiser
la diffe´rence. Dans le contexte markovien esquisse´ ci-dessus, la The´orie de l’In-
formation justifie qu’on e´value la diffe´rence entre deux distributions 13 par leur
divergence (de Kullback-Leibler) ou entropie relative, dont la de´finition est beau-
coup plus proche de celle de l’entropie (de Shannon) que ne le laisse pre´sumer
l’e´cart conceptuel qui se´pare la notion de (dis-)similarite´ de celle d’incertitude.
Outre le fait de n’eˆtre gue`re plus complique´e a` comprendre et a` utiliser que
l’entropie, la divergence pre´sente plusieurs proprie´te´s de´sirables pour notre pro-
pos, dont la plus fondamentale est qu’elle s’annule ssi les deux distributions sont
identiques, en l’occurrence si la distribution conditionnelle en un point concorde
exactement avec la distribution initiale (voir note 12, page pre´ce´dente). De plus,
elle ne tient pas compte, dans son e´valuation globale de la diffe´rence entre les
distributions, des cas ou` la probabilite´ conditionnelle d’un symbole est nulle
alors que son homologue initiale ne l’est pas, ce qui traduit l’hypothe`se tole´-
rante que la nullite´ de la probabilite´ conditionnelle peut eˆtre le fait d’un de´faut
de la proce´dure d’e´chantillonnage; a` l’inverse, la divergence est infinie si l’une
au moins des probabilite´s conditionnelles est non-nulle tandis que la probabilite´
initiale correspondante est e´gale a` ze´ro - c’est-a`-dire que l’apparition dans un
contexte donne´ d’un symbole interdit en position initiale aboutit a` la re´futation
syste´matique d’un mode`le pre´disant l’insertion d’une frontie`re dans ce contexte.
A ce point de l’expose´, un lecteur sensible a` ce genre d’arguments aura pro-
bablement de´ja` forme´ l’intuition que le second objectif de ce me´moire sera de
justifier et formaliser dans une perspective markovienne la conception d’une
segmentation base´e sur la divergence comme ge´ne´ralisation de la segmentation
entropique 14. Si nous y parvenons, nous pourrons nous tourner vers notre der-
nie`re et plus ambitieuse interrogation: comment estimer la distribution initiale
en l’absence de segmentation dans le corpus? Dans le cas de langues telles que
l’anglais, on y re´pond ge´ne´ralement en faisant (implicitement) l’hypothe`se que
la distribution en question est uniforme, d’ou` l’utilisation de l’entropie condi-
tionnelle - qui se trouve eˆtre inversement proportionnelle a` la divergence entre
la distribution conditionnelle et la distribution uniforme correspondante. Nous
12. Dans la suite, nous re´fe´rerons a` la premie`re sous le titre de distribution conditionnelle, et
a` la seconde sous celui de distribution initiale (ainsi que pour les probabilite´s correspondantes);
il importe de comprendre que la premie`re varie en fonction de la position conside´re´e (pour
l’insertion d’une frontie`re), tandis que la seconde est fixe´e pour l’ensemble de la se´quence
segmente´e.
13. plus pre´cise´ment, entre deux fonctions de probabilite´ sur la meˆme collection d’e´ve´nements
14. telle que de´crite par Hutchens & Alder (1998) notamment
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proposons de substituer a` cette hypothe`se celle, plus ge´ne´rale, que la distri-
bution initiale peut eˆtre approxime´e par la distribution (que nous qualifierons
d’inconditionnelle a` la seule fin d’e´viter des confusions) des phone`mes de la
langue; pour aller plus loin, nous avanc¸ons qu’en l’absence d’autres informations
sur les donne´es, la distribution inconditionnelle est notre meilleure approxima-
tion de la distribution initiale. Cette nouvelle hypothe`se est justifie´e par le fait
que la divergence entre les distributions conditionnelle et inconditionnelle cor-
respond a` l’information mutuelle moyenne associe´e au contexte conside´re´, qui
s’interpre`te comme une mesure de la contrainte qu’il impose sur sa distribu-
tion conditionnelle. En d’autres termes, utiliser la distribution inconditionnelle
comme approximation de la distribution initiale dans le calcul de la divergence
(et la divergence comme crite`re pour l’insertion de frontie`res) revient a` segmen-
ter la chaˆıne parle´e aux points ou` la distribution conditionnelle est (autant que
possible) inde´pendante du contexte.
Pour mettre a` l’e´preuve des donne´es le raisonnement re´sume´ ici et repris
en de´tail dans les partie 2 et 3, nous avons effectue´ une expe´rimentation infor-
matique portant sur deux corpus orthographiques simplifie´s (latin et anglais)
de plusieurs centaines de milliers de symboles. Nous avons cherche´ a` e´valuer
l’ade´quation, pour la segmentation en mots, des quatre crite`res mentionne´s pre´-
ce´demment: varie´te´ et entropie conditionnelle, information mutuelle moyenne
et divergence entre distribution conditionnelle et initiale, cette dernie`re e´tant
approxime´e ici par la ve´ritable distribution en de´but de mot. Les re´sultats,
pre´sente´s dans la partie 3, vont dans le sens de nos hypothe`ses initiales; en
particulier, pour la taˆche et les corpus conside´re´s, on constate que:
– la divergence donne toujours de meilleurs re´sultats que l’entropie;
– l’information mutuelle donne toujours de meilleurs re´sultats que l’entropie
en latin;
– l’information mutuelle ne fait jamais beaucoup moins bien que l’entropie
en anglais;
Nous en concluons d’une part que, si l’on connaˆıt la vraie distribution initiale, il
est possible d’ame´liorer conside´rablement les re´sultats du syste`me; d’autre part,
qu’il y a de bonnes raisons d’adopter le crite`re du minimum de de´pendance si
l’on n’a pas de raison de penser que le crite`re du maximum d’incertitude est
plus approprie´ pour les donne´es conside´re´es.
Au moment de dresser le bilan du chemin parcouru, nous chercherons a`
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mettre en avant les parame`tres du mode`le qui restent a` examiner, les extensions
envisageables et les proble`mes en suspens. En particulier, nous tenterons d’es-
quisser les contours d’un algorithme de segmentation plus sophistique´, exploi-
tant la dichotomie entre distribution conditionnelle et initiale dans la perspective




Dans son article «From Phoneme to Morpheme» (Harris 1955), Harris de´crit
une proce´dure permettant d’infe´rer la position des frontie`res morphologiques
dans un e´nonce´ sur la base de l’observation de la distribution des se´quences de
phone`mes dans la langue conside´re´e. Depuis lors, la recherche sur le sujet semble
ne s’eˆtre jamais tarie, et de nombreuses variantes sont re´gulie`rement propose´es
- le plus souvent de l’ordre d’un parame´trage subtil du mode`le initial; au-dela`
des spe´cificite´s algorithmiques, la majorite´ de ces me´thodes ne remettent pas en
question l’hypothe`se fre´quemment attribue´e a` Harris 1 selon laquelle l’incertitude
sur l’enchaˆınement des phone`mes est lie´e a` la position des frontie`res d’unite´s
morphologiques. C’est dans ce paradigme que vise a` s’inse´rer le pre´sent travail;
en particulier, nous chercherons a` justifier l’utilisation d’un crite`re plus ge´ne´ral
que l’incertitude, a` savoir l’inde´pendance des unite´s successives, sur la base de
conside´rations apparaissant dans l’article se´minal de 1955 mais dont personne
ne semble avoir re´ellement tenu compte par la suite.
Pour les personnes auxquelles l’ide´e de compter les unite´s (ou pire, les tran-
sitions d’unite´s) d’un corpus est venue assez naturellement, les lignes qui pre´-
ce`dent devraient suffire a` poser un contexte assez pre´cis pour la discussion. En
proportion du genre humain, cette cate´gorie est plutoˆt minoritaire 2; elle cor-
respond a` l’intersection de deux ensembles (un peu) plus vastes: d’une part les
linguistes, dont il est vraisemblable qu’ils conc¸oivent aise´ment l’importance et
la complexite´ de la de´termination des unite´s morphologiques, et de l’autre les
1. Cette attribution est incorrecte, ainsi que nous l’avons indique´ dans l’avant-propos et
que nous chercherons a` le mettre en e´vidence par la suite.
2. encore que le syndrome tende a` se re´pandre de fac¸on inquie´tante depuis une vingtaine
d’anne´e
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statisticiens, pour lesquels inde´pendance et incertitude font l’objet d’une re´-
flexion de chaque instant. Les personnes appartenant exclusivement a` l’une ou
l’autre des corporations devront peut-eˆtre, avouons-le, de´passer certaines re´ti-
cences pour traverser le texte sans douleur.
Elles s’en consoleront facilement en conside´rant l’embarras probable du ne´o-
phyte, dont la perplexite´ face a` ce genre de conside´ration est souvent exprime´e
par une question simple et fondamentale: a` quoi c¸a sert ? Implicitement, son
intuition est que la segmentation morphologique des e´nonce´s est transparente et
univoque, et la pre´sente re´flexion parfaitement redondante. C’est le propos du
premier et plus important paragraphe de cette introduction que de dissiper ce
sentiment en donnant quelques contre-exemples emprunte´s a` divers domaines
de la recherche en linguistique the´orique et applique´e. Le paragraphe suivant
sera consacre´ a` une premie`re discussion de l’ensemble de contraintes que nous
imposons a` un mode`le de segmentation morphologique, et qui imposent a` leur
tour des limites absolues a` ses performances. Alors seulement nous tenterons
d’expliciter - de fac¸on informelle d’abord, la nature du de´veloppement que nous
proposons et les arguments the´oriques en faveur de son adoption.
1.1 Inde´termination formelle des frontie`res morphologi-
ques
Dans une premie`re approximation, la segmentation morphologique peut eˆtre
de´finie comme l’ope´ration consistant a` de´terminer la position des frontie`res des
(signifiants de 3) signes morphologiques au sein d’une se´quence de phone`mes
d’une langue 4. Le «Cours de Morphologie Ge´ne´rale» (CMG) de Mel’cˇuk de´fi-
nit le signe linguistique comme l’association d’un signifie´, un signifiant et un
syntactique (ou combinatoire) constants (Mel’cˇuk 1997, p.15). Les signes mor-
phologiques sont ceux parmi les signes linguistiques qui ne peuvent eˆtre de´crits en
termes des relations syntaxiques existant entre leurs constituants; rien n’exclut
en revanche qu’ils soient de´composables en d’autres signes morphologiques et
ainsi de suite re´cursivement, jusqu’a` ce que la condition d’e´le´mentarite´ du signe
soit satisfaite, c’est-a`-dire qu’on ne puisse pas le de´composer plus avant dans
la langue conside´re´e sans nuire a` son caracte`re significatif. Si l’on restreint son
3. La notion de frontie`re n’a aucun sens si c’est de signe que l’on parle; elle ne peut s’ap-
pliquer qu’au segment phonologique qui forme son signifiant.
4. Par extension, nous parlerons quelquefois de segmentation d’un corpus donne´ pour de´-
signer le re´sultat de l’application de la segmentation (comme ope´ration) a` ce corpus.
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attention aux signes segmentaux 5, on peut distinguer en particulier les morphes
ou signes morphologiques e´le´mentaires et les mots-forme 6:
Grosso modo, on peut dire qu’un mot-forme typique est construit
de morphes et qu’on peut donc, en re`gle ge´ne´rale, le «de´composer» en
morphes constituants (pour ainsi dire, le «de´couper» en tronc¸ons mor-
phiques) ou le «construire» par simple juxtaposition des morphes. Un
mot-forme, ou chaˆıne de morphes, constitue en effet le cas le plus fre´quent
de signe linguistique1 non e´le´mentaire, de sorte que nous pouvons postuler
l’e´quation suivante, qui est valide dans la plupart des cas:
mot-forme = morphe1 + morphe2 + . . . + morphen
(Mel’cˇuk 1997, p.351, souligne´ par l’auteur 7)
En franc¸ais, par exemple, la se´quence /ilp∅K@partir/ il peut repartir peut eˆtre
divise´e en trois sous-se´quences, /il/, /p∅/ et /K@partir/, qui sont les signifiants
de trois mots (voir note 20). Le dernier peut a` son tour eˆtre segmente´ en trois
signifiants de morphes: /r@-part-ir/, que l’on retrouve dans une multitude de
cas avec la meˆme signification, le meˆme signifiant et les meˆmes contraintes et
latitudes combinatoires: /K@-vjE˜/ reviens/-t, /paKt-O˜/ partons, /sOKt-iK/ sortir et
ainsi de suite. Pour eˆtre pre´cis, c’est en vertu de ce que ces e´le´ments manifestent
des proprie´te´s permanentes dans des contextes varie´s qu’on peut les identifier
comme des unite´s linguistiques et en particulier morphologiques du franc¸ais.
La segmentation morphologique serait un proble`me trivial pour la descrip-
tion des langues si les frontie`res morphologiques e´taient syste´matiquement mar-
que´es formellement dans la chaˆıne parle´e. Or cette contrainte est re´gulie`rement
viole´e dans les langues naturelles, ou` l’on observe que les pauses sont plus ge´-
ne´ralement situe´es entre des groupes de mots qu’entre les mots eux-meˆmes -
naturellement, les frontie`res de morphes qui ne sont pas des frontie`res de mots
ne sont pour ainsi dire jamais marque´es de cette fac¸on 8.
5. Un signe est dit segmental si son signifiant est une se´quence de phone`mes; c’est ge´ne´-
ralement le cas dans les langues naturelles (voir par exemple Mel’cˇuk 1997, p.11), mais il
existe une quantite´ de signes dont le signifiant est un trait prosodique ou une modification du
signifiant d’un autre signe, par exemple.
6. L’utilisation du terme mot-forme, si elle correspond a` une distinction justifie´e dans le
CMG, n’a pas de raison d’eˆtre pour notre propos; nous lui pre´fe´rons dans le reste de ce travail
le mot traditionnel.
7. La notation indice´e «linguistique1» est caracte´ristique du style de Mel’cˇuk; elle ne ne´-
cessite pas d’e´claircissement particulier dans notre contexte.
8. Ici comme dans l’ensemble de ce me´moire, nous restreignons notre propos a` une morpho-
logie purement segmentale (voir paragraphe suivant), ce qui exclut de nombreux phe´nome`nes
prosodiques ou accentuels dont on sait pourtant qu’ils sont souvent de bons indices pour la
segmentation (voir par exemple Brent & Cartwright 1995).
4 CHAPITRE 1. INTRODUCTION
Cette inde´termination formelle s’e´tend au plan du langage e´crit. L’e´criture
des langues indo-europe´ennes implique ge´ne´ralement l’usage de symboles mar-
quant explicitement les limites de mots; ainsi, dans l’e´nonce´ j’ai conge´ aujour-
d’hui, les espaces jouent clairement le roˆle de se´parateurs de mots. Mais la fonc-
tion de l’apostrophe est plus ambigue¨, puisqu’il est se´parateur dans le contexte
j’avais et non dans aujourd’hui. Bien entendu, ces langues n’ont ge´ne´ralement
pas de symbole explicitant les frontie`res de morphes a` l’inte´rieur d’un mot. A
l’extreˆme, la graphie d’autres langues comme le chinois ou le japonais ne com-
porte aucun se´parateur explicite; dans ce dernier cas, l’ambigu¨ıte´ est plus e´leve´e
encore qu’elle ne l’est a` l’oral 9.
La segmentation morphologique fait e´galement l’objet d’un de´bat central
dans le domaine des the´ories de l’acquisition du langage. En somme, les diffi-
culte´s que rencontre le linguiste dans la pratique de la segmentation sont com-
parables a` celle d’un enfant apprenant sa premie`re langue. Les deux situations
diffe´rent par la quantite´ et la complexite´ des informations me´ta-linguistiques
a` disposition de chaque partie, ainsi que par la nature plus ou moins pe´da-
gogique du corpus 10: le langage au moyen duquel les parents communiquent
avec leur enfant est en quelque sorte optimise´ pour l’acquisition, ce qui se tra-
duit d’une part par l’utilisation de structures linguistiques simplifie´es, dont les
contrastes sont souvent «artificiellement» accentue´s par des traits prosodiques,
et d’autre part par le degre´ e´leve´ de pre´dictibilite´ de son de´roulement 11. Ces
deux aspects de l’input parental correspondent a` deux types d’indices formels
dont on pre´sume que l’enfant se sert pour infe´rer les frontie`res morphologiques:
indices suprasegmentaux et indices lie´s a` la distribution des phone`mes au fil de
la se´quence.
Les deux approches ont e´te´ explore´es syste´matiquement, en particulier au
cours de la dernie`re de´cennie, et il semble qu’elles soient partiellement inde´pen-
dantes, en ce sens que l’ensemble des frontie`res morphologiques correctement
pre´dites par l’une ne se confond pas strictement avec celui de l’autre 12. De fa-
c¸on ge´ne´rale, on constate que les indices suprasegmentaux utilise´s pour marquer
9. On peut citer par ailleurs le cas de graphies antiques ou` les symboles se succe`dent sans
se´parateurs, ou encore la pratique usuelle en cryptographie consistant a` supprimer les espaces
du texte a` coder, leur fre´quence e´leve´e les rendant trop aise´ment de´tectables; notons que,
dans ces deux exemples, les symboles ne correspondent pas a` des morphes, contrairement aux
ide´ogrammes.
10. Dans le contexte des the´ories de l’acquisition, on parle traditionnellement d’input (pa-
rental).
11. par opposition au langage litte´raire, par exemple, ou` la diversification des structures
linguistiques constitue un objectif stylistique explicite
12. ce qui n’implique pas ne´cessairement leur disjonction, par ailleurs
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la segmentation de´pendent spe´cifiquement des langues conside´re´es, tandis que le
fait que la position des frontie`res soit au moins partiellement conditionne´e par
la distribution des phone`mes en divers points de la chaˆıne est une proprie´te´ tre`s
ge´ne´rale des langues naturelles.
L’avantage certain des crite`res suprasegmentaux re´side dans le rapport entre
la re´gularite´ de leurs pre´dictions et la concision de leurs repre´sentations. Ainsi,
dans de nombreuses langues, on observe que quelques re`gles accentuelles 13
simples rendent compte de la segmentation morphologique bien mieux que ne le
feraient les nombreux parame`tres d’un mode`le statistique voue´ a` la meˆme taˆche.
En revanche, leur statut spe´cifique (pertinent uniquement dans le cadre d’une
langue donne´e) justifie que l’on conc¸oive la capacite´ d’effectuer la segmentation
sur une base distributionnelle comme un aspect plus fondamental du langage
humain, en de´pit de sa complexite´ apparemment plus e´leve´e; les re´sultats de
plusieurs expe´rimentations convergent dans cette direction:
[. . . ] adults are able to discover word units rapidly even in a system as
impoverished as an unsegmented artificial language. This result is rather
remarkable, given that such distributional cues have generally been consi-
dered to be too complex for human learners to use in language learning.
(Saffran, Newport & Aslin 1996, p.618)
La perspective adopte´e dans ce me´moire est plus proche des ambitions des-
criptives e´voque´es pre´ce´demment que de celles d’une e´tude de l’acquisition des
unite´s morphologiques. Toujours est-il que cette discipline fournit, comme on le
voit, un argument pour la validite´ de l’approche purement distributionnelle qui
sera applique´e plus loin. Cela ne signifie naturellement pas qu’on ait inte´reˆt a`
ne´gliger les indices autres que distributionnels pour la segmentation, mais qu’on
peut s’attendre a` des re´sultats inte´ressants meˆme en leur absence.
Enfin, le domaine du traitement automatique du langage est concerne´ de
diverses fac¸ons par la de´finition d’algorithmes de segmentation morphologique.
On peut notamment citer des applications dans le cadre de la reconnaissance
de la parole, de la correction et de l’acquisition lexicale. Au vu du proble`me
de l’inde´termination des frontie`res morphologiques a` l’oral, l’importance de la
segmentation pour la reconnaissance de la parole est e´vidente et nous pouvons
faire l’e´conomie de cette discussion au profit des deux autres.
Le proble`me de la correction lexicale peut eˆtre re´sume´ comme suit: e´tant
donne´ un lexique L := {w1, . . . ,wl} et un mot inconnu w /∈ L, comment de´finir
une fonction f(wi) associant a` tout mot du lexique wi ∈ L une valeur indiquant
son ade´quation comme forme correcte de la forme suppose´ment errone´e w. Bien
13. typiquement, mais aussi tonales, relatives a` la dure´e des phone`mes, etc.
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entendu, ce mode`le n’est pas entie`rement spe´cifie´ tant que la notion d’ade´quation
reste a` expliciter, mais la` n’est pas notre propos. Dans ce contexte, la segmenta-
tion fournit un moyen d’e´viter que la faute typographique fre´quente consistant
a` omettre l’espace entre deux mots entraˆıne des propositions de correction aber-
rantes, comme par exemple maison pour mais=il (mais il).
La de´signation d’acquisition lexicale (non-supervise´e) est ge´ne´ralement re´-
serve´e a` l’ope´ration consistant a` identifier, de fac¸on aussi automatique que pos-
sible 14, les unite´s morphologiques qui composent un corpus textuel, typiquement
en vue de constituer un lexique (le plus souvent de mots). Notons que, meˆme
pour des syste`mes graphiques utilisant des se´parateurs explicites, le proble`me
est loin d’eˆtre trivial. Nous avons de´ja` mentionne´ que le statut de se´parateur de
l’apostrophe est «irre´gulier» (en franc¸ais notamment), et c’est aussi le cas du
tiret (peut-eˆtre - peut-il), du point et de la virgule (particulie`rement en ce qui
concerne les sigles et abre´viations, ainsi que les notations nume´riques); l’espace
peut e´galement ne pas fonctionner comme se´parateur dans certains cas (parce
que, pomme de terre, etc.) 15. Dans l’ensemble, le statut des symboles non alpha-
be´tiques est plus complexe qu’il n’y paraˆıt a` premie`re vue, et cette ambigu¨ıte´
entraˆıne des re´percussions sur toutes les me´thodes de traitement automatique
de l’e´crit qui impliquent la segmentation en mots 16 des corpus conside´re´s.
Au terme de cette premie`re approche, nous espe´rons avoir montre´ que la
segmentation morphologique est a` la fois une taˆche complexe et une condi-
tion basique de nombreux de´veloppements linguistiques. Elle implique une telle
quantite´ d’informations sur la langue qu’un mode`le formel ne peut en donner
au mieux qu’une bonne approximation. Dans le paragraphe suivant, nous cher-
cherons a` e´noncer plusieurs contraintes sur la forme du mode`le, dont on peut
s’attendre a` ce qu’elles induisent un certain nombre d’erreurs, mais qui devraient
permettre de ramener la dimensionnalite´ du proble`me de la segmentation a` des
proportions plus ou moins controˆlables.
1.2 Contraintes ge´ne´rales pour un algorithme de segmen-
tation
Pre´alablement a` une description plus formelle du mode`le de la segmentation
que nous e´tudions dans cette recherche, nous souhaitons discuter ici le jeu de
14. c’est-a`-dire dire impliquant aussi peu d’informations me´ta-linguistiques que possible
15. Voir Manning & Schu¨tze (1999, pp.124-31) pour une discussion plus spe´cifique des pro-
ble`mes en question.
16. souvent appele´e tokenization dans la litte´rature scientifique anglophone
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simplifications conceptuelles sur lequel reposent les de´veloppements the´oriques
subse´quents et qui caracte´rise le signifiant des unite´s morphologiques comme
un objet segmental, continu, line´airement se´parable et manifeste - autant de
conditions qui sont fre´quemment infirme´es dans les langues naturelles, mais
dont il est raisonnable d’avancer qu’elles correspondent a` la forme de base du
morphe. Nous chercherons en particulier a` mettre en e´vidence la justification de
ces contraintes tout en relevant les limites absolues qu’elles impliquent pour le
traitement des langues naturelles.
Nous avons de´ja` mentionne´ que la porte´e de nos conside´rations est restreinte
au caracte`re purement segmental du signifiant morphologique (voir notes 5 et
8, p. 3 et 3). Il est clair qu’on peut trouver une foule de contre-exemples dans
les langues du monde; sans donner dans l’exotisme ou la rarete´ linguistique, le
signe exprimant la modalite´ interrogative est fre´quemment exprime´ en franc¸ais
oral (notamment) par l’intonation ascendante applique´e aux dernie`res syllabes
de l’e´nonce´. Ce genre de signe - et d’autres encore pour les meˆmes raisons,
e´chappent comple`tement a` l’analyse que nous proposons ici. Notons toutefois
avec Mel’cˇuk que:
Le MORPHE est le signe morphologique de loin le plus important dans
les langues du monde. Il est universel en ce sens [. . . ] qu’aucune langue
ne se passe de morphes. Quantitativement, les morphes constituent qu-
elque chose comme 99% du stock des signes morphologiques dans toute
langue; c’est, de fac¸on universelle, le pain quotidien de la communication
linguistique1.
(Mel’cˇuk 1997, p.11, souligne´ par l’auteur)
On voit ainsi que la pre´e´minence du niveau segmental est un caracte`re ge´ne´-
ral des langues naturelles, et ce constat relativise (sans l’annuler) le de´faut de
ge´ne´ralite´ de l’approche envisage´e.
Cette premie`re contrainte exclut de la discussion un ensemble important de
proce´de´s morphologiques; elle est une condition ne´cessaire, mais non suffisante,
a` la formalisation que nous envisagerons plus loin. Nous devons e´galement insis-
ter ici sur les aspects continu et line´airement se´parable que nous postulons pour
le signifiant des unite´s morphologiques. Par continuite´, nous entendons que les
symboles constituant le signifiant d’une unite´ doivent eˆtre strictement adjacents.
A nouveau, les signes morphologiques ne sont pas rares qui font mentir cette
hypothe`se. L’interruption d’un signifiant par un autre constitue d’ailleurs le fon-
dement d’une classification re´pandue des affixes 17: on distingue ainsi les confixes
17. Les morphes d’une langue sont traditionnellement re´partis en deux cate´gories basiques:
les racines forment la classe la plus vaste et la plus variable, et sont caracte´rise´es en premier
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(pre´fixes, suffixes et interfixes), qui n’interrompent pas le signifiant des e´le´ments
auxquels ils s’appliquent, et les autres types de morphes affixaux, qui ne ve´rifient
pas cette proprie´te´: circonfixes, infixes et transfixes (Mel’cˇuk 1997, pp.147-87).
Par exemple, le participe passe´ allemand est tre`s re´gulie`rement forme´ par cir-
confixation: ge-frag-t, ge-leg-t, etc. De meˆme, l’arabe est connu pour son usage
intensif des transfixes flexionnels 18. En pareil cas, nous n’attendons rien de plus
d’un algorithme de segmentation qu’une de´tection correcte des frontie`res mor-
phologiques des signifiants conside´re´s. Ici encore, on peut justifier partiellement
ce sacrifice en relevant que les confixes sont conside´rablement plus fre´quents que
les autres classes dans les langues naturelles (Mel’cˇuk 1997, p.149)
Le caracte`re line´airement se´parable des unite´s de´signe l’ide´alisation selon
laquelle chaque e´le´ment de la chaˆıne phonologique peut eˆtre attribue´ a` un signi-
fiant et un seul. Ce postulat est clairement invalide´ par l’observation des phe´no-
me`nes d’assimilation des frontie`res a` l’oral, dont l’anglais ame´ricain fournit des
exemples ce´le`bres: /wons˘2/wontcha pour /wontj2/ won’t ya, /dons˘2/ dontcha
pour /dontj2/ don’t ya, etc 19. Dans ces cas, les frontie`res disparaissent, pour
ainsi dire, a` l’inte´rieur du phone`me /s˘/ substitue´ a` la paire /tj/. On rencontre
le meˆme genre de proble`me lorsque plusieurs signes sont re´alise´s simultane´ment
par un signifiant unique: ainsi, en franc¸ais, on serait bien emprunte´ de segmen-
ter la forme /o/ au qui se substitue obligatoirement a` la se´quence «re´gulie`re»
/al@/ a` le, ou le suffixe verbal /o˜/ -ons qui indique a` la fois la personne et
le nombre. Dans notre perspective, la segmentation consiste en l’insertion de
frontie`res entre les constituants d’une paire de symboles, ce qui implique que
les segments conside´re´s /wons˘2/, /dons˘2/, /o/ et /o˜/ sont conc¸us comme des
signifiants uniques.
En de´finissant le morphe comme unite´ linguistique manifeste, nous visons
a` exclure du champ d’investigation les signes morphologiques qui, tout en par-
ticipant au sens d’un e´nonce´, n’y figurent pas formellement - si ce n’est par
lieu par l’importance de leur combinatoire interlexe´mique, c’est-a`-dire spe´cifiant les modalite´s
de leurs relations avec d’autres mots dans un e´nonce´; a` l’inverse, les affixes forment une
classe plus re´duite et plus fige´e, et leur syntactique est fortement oriente´ vers la combinatoire
intralexe´mique, donc la cooccurrence des morphes dans les limites du mot (voir notamment
Mel’cˇuk 1997, pp.62-75).
18. La flexion dans cette langue est re´ellement de´routante pour qui a construit sa compe´tence
linguistique en baignant dans le suffixe indo-europe´en; par exemple, les racines consonantiques
/bjt/ (maison) et /rsm/ (dessin) se combinent avec les transfixes vocaliques /-a-∅-/ et /-u-u¯-/
pour distinguer le singulier (/bajt/, /rasm/) du pluriel (/buju¯t/, /rusu¯m/) (Mel’cˇuk 1997,
p.175).
19. Le symbole /s˘/ utilise´ ici repre´sente l’affrique´e sourde anglaise dont la re´alisation pho-
ne´tique est note´e [tS].
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leur absence relativement a` d’autres membres d’un paradigme fini. On parle
ge´ne´ralement de signifiant ze´ro pour de´signer cette configuration plus courante
qu’on pourrait le penser, en particulier dans les langues ou` les significations
grammaticales (genre, nombre, temps, mode, etc.) sont typiquement exprime´es
par affixation. Ainsi, en franc¸ais, le morphe exprimant le temps verbal dans la
se´quence /tySa˜t/ tu chantes a un signifiant ze´ro, comme l’indique la comparai-
son avec l’imparfait /tySa˜tE/ tu chantais 20. Cela n’affecte pas la position des
frontie`res, mais le fait de renoncer a` l’information de la pre´sence d’un signe ze´ro,
a` l’instar des contraintes de´ja` mentionne´es, contribue a` diffe´rencier l’ope´ration
de segmentation telle qu’elle est de´finie ici d’une ve´ritable analyse morpholo-
gique 21.
Pour rendre justice a` la the´orie distributionnaliste, nous devons signaler que
toutes ces questions et d’autres encore sont discute´es de fac¸on approfondie dans
les articles du recueil «Papers in Structural and Transformational Linguistics»
(Harris 1970, voir en particulier la premie`re partie, pp.3-157); ce n’est que par
manque de temps 22 que nous renonc¸ons a` les prendre en conside´ration ici. Nous
pensons toutefois avoir assez insiste´ sur la fre´quence, dans les langues naturelles,
des faits morphologiques subsistant, ceux dont peut rendre compte le mode`le
basique de´crit dans ce me´moire. Ainsi, s’il est e´vident que le mode`le en question
est irre´aliste, il ne paraˆıt pas audacieux de nuancer la qualification en pre´cisant
qu’il correspond a` une conception e´le´mentaire - et non uniquement ope´ration-
nelle - de la segmentation.
1.3 Incertitude, divergence, inde´pendance
Pour conclure cette introduction, et en anticipant quelque peu sur la suite de
l’expose´, nous tenterons de donner une expression informelle du de´veloppement
spe´cifique que nous sugge´rons d’apporter au mode`le initial de la segmentation
tel qu’il est de´fini par Harris (1955) 23. Nous avons mentionne´ plus haut le statut
fondamental de la notion d’incertitude dans ce mode`le; en fait, il serait plus exact
20. Cette comparaison ne fait office de preuve que si l’on admet la conception, de´fendue
notamment par Mel’cˇuk (1998, p.43-9), selon laquelle les signes linguistiques en ge´ne´ral et les
morphes en particulier ont par de´finition un caracte`re strictement additif.
21. Il convient d’ajouter a` ce propos que l’identification des relations d’allomorphie (comme
celle qui existe en anglais entre les racines signifiant «e´pouse»: /waif/ wife et /waiv-z/ wive-
s, ou` la notation /ai/ repre´sente le phone`me anglais transcrit phone´tiquement par [ai]) et
d’homonymie (c’est le cas, en franc¸ais, du signifiant /fEr/, qui correspond a` deux signes dis-
tingue´s a` l’e´crit: faire et fer) e´chappent comple`tement au formalisme de´crit dans ces pages.
22. et, nous l’espe´rons, provisoirement
23. ou plutoˆt, tel qu’il sera reformule´ au paragraphe 2.2
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de dire que la notion de diversite´ est a` la base de cette approche. Dans les grandes
lignes, le principe consiste a` infe´rer la pre´sence d’une frontie`re morphologique
aux points de la chaˆıne parle´e ou la structure de la langue, telle qu’elle nous est
connue par le biais d’un mode`le, impose (localement) le moins de contraintes
sur la distribution des phone`mes successifs.
Pour illustrer cette ide´e, conside´rons le cas d’un automate 24 ale´atoire conc¸u
pour e´mettre, phone`me par phone`me, une se´quence infinie de mots franc¸ais, et
supposons qu’on l’ait dote´ d’un lexique a` cette fin. A chaque ite´ration, l’auto-
mate est amene´ a` se´lectionner un symbole parmi ceux qu’autorise le lexique a`
cette position; par exemple, s’il a e´mis les phone`mes /t/, /a/ et /b/ en de´but
de mot 25, il doit choisir entre six successeurs possibles: les voyelles /y/, /E/,
/O/, /a/ et /u/, et la consonne liquide /l/ (on observe notamment les formes
/tabyle/ tabuler/-e´, /tabEs/ tabe`s, /tabOr/ tabor, /taba/ tabac, /tabu/ tabou et
/tabl/ table 26). S’il retient le /a/, il a la possibilite´ de terminer le mot courant
pour en commencer un nouveau, mais il peut aussi poursuivre avec l’une des
consonnes suivantes: /t/, /s/, /Z/ et /r/ (d’apre`s /tabatiEr/ tabatie`re, /tabas/
tabasse, /tabaZi/ tabagie et /tabar/ tabar). S’il se´lectionne alors le /t/, les pho-
ne`mes subse´quents sont entie`rement de´termine´s par la structure de la langue
telle qu’elle est de´finie dans le lexique: il ne subsiste aucune autre option que
de terminer la forme /tabatiEr/, avant de pouvoir a` nouveau effectuer un choix.
Comme on le voit, le nombre des successeurs possibles en un point de la chaˆıne
n’est pas constant. Il est ge´ne´ralement e´leve´ aux frontie`res d’unite´s morpholo-
giques, et tend a` diminuer tant que l’on progresse a` l’inte´rieur d’un signifiant;
c’est ce qui justifie la proposition de Harris 27.
La notion d’incertitude n’apparaˆıt pas en tant que telle dans sa formulation
de sa me´thode, mais on comprend intuitivement qu’elle croˆıt avec le nombre
de successeurs, et l’on verra dans l’aline´a 2.2.3.2 (et l’annexe A.2) qu’elle pre´-
sente d’autres proprie´te´s inte´ressantes. Il n’est pas surprenant, de`s lors, qu’on
ait tente´ de de´velopper le mode`le initial dans ce sens. Ce qu’il l’est plus, c’est
qu’on n’ait jamais vraiment tenu compte, ce faisant, d’une remarque fonda-
mentale de Harris: il indique en effet que le principe fondateur de la me´thode
24. au sens usuel ou technique, a` la convenance du lecteur
25. et si son lexique (phonologique) est base´ sur les indications de l’e´dition 1989 du petit
Larousse illustre´
26. Il importe de noter que la contrainte structurelle qui aboutit a` cette e´nume´ration est
d’ordre lexical, plutoˆt que seulement phonotactique, puisqu’on atteste les enchaˆınements /bi/,
/br/, /bd/, etc. a` d’autres positions a` l’inte´rieur de mots (par exemple /abi/ habits, /abri/
abri, /abdomEn/ abdomen).
27. Nous reviendrons plus loin sur certaines des extensions envisage´es par Harris de`s son
article de 1955; elles ne sont pas directement pertinentes pour la pre´sente discussion.
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n’est pas la maximisation de la diversite´ ou de l’incertitude sur la distribution
conditionnelle 28 en un point, mais la maximisation de la similarite´ entre cette
distribution et celle (dite initiale) attendue en fin d’e´nonce´ (utterance) dans la
langue conside´re´e - donc dans le seul contexte ou` l’on est certain de traverser
une frontie`re morphologique, en l’absence d’autre information a priori. Dans le
cas de langues telles que l’anglais, c’est-a`-dire ou` la similarite´ en question est
bien approxime´e par la seule conside´ration du nombre de phone`mes diffe´rents
pouvant apparaˆıtre, nous pouvons postuler que la distribution initiale est uni-
forme 29 et utiliser au lieu d’une mesure de similarite´ entre les deux distributions
une mesure de diversite´ ou plus spe´cifiquement d’incertitude sur la distribution
conditionnelle uniquement.
La premie`re hypothe`se que nous posons dans ce me´moire (et qui pre´sente
tous les caracte`res d’un retour aux sources) est que, dans les langues ou` la dis-
tribution initiale s’e´carte de l’uniformite´, il devrait eˆtre possible d’obtenir une
meilleure segmentation en se basant sur un indice de (dis-)similarite´ 30 si nous
disposons du vrai mode`le de la distribution initiale; comme on l’a dit plus haut,
la seule surprise a` propos de cette ide´e est qu’elle n’ait pas e´te´ explicite´e jusqu’ici
(a` notre connaissance) en dehors des travaux de Harris. Elle pre´sente l’inte´reˆt
de diffe´rencier explicitement la contribution des deux mode`les au processus de
segmentation, et du meˆme coup les modalite´s de l’acquisition de leurs para-
me`tres; comme on sait, depuis l’expe´rience conduite par Harris (1967), qu’il est
possible d’estimer les parame`tres de la distribution conditionnelle a` partir du
corpus que l’on s’appreˆte a` segmenter, il paraˆıt le´gitime de se concentrer sur le
proble`me plus spe´cifique de l’acquisition, a` partir du meˆme corpus «brut», d’un
bon mode`le de la distribution initiale - en ce sens qu’il s’approche autant que
possible de la vraie.
C’est sur ce point que porte notre seconde hypothe`se: nous avanc¸ons qu’en
l’absence de pre´cision comple´mentaire, la distribution des symboles hors contexte,
que nous nous permettons de qualifier ici de distribution inconditionnelle, consti-
tue une approximation justifiable de la distribution initiale - la meilleure, a` vrai
dire, qu’on puisse tirer d’un corpus non segmente´. Nous verrons dans l’aline´a
2.1.2.4 (et l’annexe A.2) que, dans les termes de la The´orie de l’Information,
la divergence (voir note 44) entre la distribution conditionnelle des successeurs
28. Voir note 12.
29. ou du moins que tous les symboles de l’alphabet y figurent, si l’on parle de diversite´
plutoˆt que d’incertitude
30. En l’occurrence, nous verrons que l’indicateur de pre´dilection dans ce contexte est la
divergence (de Kullback-Leibler) ou entropie relative entre deux distributions (voir paragraphe
3.1 et annexe A.2).
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d’un contexte donne´ et celle (inconditionnelle) des phone`mes de la langue est
appele´e information mutuelle moyenne et mesure traditionnellement la de´pen-
dance entre le contexte conside´re´ et ses successeurs possibles. Ainsi, approximer
la distribution initiale par la distribution inconditionnelle revient a` segmenter
la chaˆıne par disjonction des unite´s successives les moins de´pendantes.
La suite de l’expose´ sera structure´e en fonction des hypothe`ses formule´es
dans ce paragraphe. La partie 2 sera consacre´e a` l’exposition du mode`le initial de
Harris et a` la de´rivation d’un mode`le comparable exprime´ en terme de chaˆınes de
Markov d’ordre k. Nous examinerons en particulier la possibilite´ d’inclure dans
le calcul de notre mesure de diversite´ la fre´quence des transitions conside´re´es,
et tenterons d’inte´grer au formalisme la proposition de Harris de tenir compte
des transitions vers l’arrie`re (backward), que nous appelons pre´ce´dences. Dans
la partie 3, nous complexifierons le mode`le en introduisant successivement ses
versions base´es sur la divergence et sur l’information mutuelle. Nous donnerons
alors les re´sultats d’une comparaison syste´matique des indicateurs expose´s dans
le cadre d’une application de segmentation en mots de corpus orthographiques
simplifie´s anglais et latin (partie 4), qui nous permettront de jauger la validite´
de nos hypothe`ses avant de conclure par une discussion forces et faiblesses de
l’approche, et des de´veloppements sugge´re´s par nos re´sultats.
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Chapitre 2
Du nombre de successeurs a` l’entropie
conditionnelle
Apre`s une longue introduction aux enjeux de la segmentation morphologique,
nous pouvons aborder la formalisation du mode`le que nous mettrons plus loin
a` l’e´preuve des donne´es. La pre´sentation sera organise´e en trois e´tapes.
Dans un premier temps nous de´finirons un algorithme ge´ne´rique de segmen-
tation par seuillage, que nous illustrerons par la me´thode du nombre de succes-
seurs telle qu’elle est de´finie dans Harris (1955); nous verrons en particulier que
cette classe de proce´dures est caracte´rise´e par la conception de la segmentation
comme un proble`me de de´tection de signal, c’est a` dire de re´action a` un stimulus
au-dela` d’une perceptibilite´ donne´e.
Puis nous formulerons plusieurs hypothe`ses quant au conditionnement du
crite`re (ou variable de de´cision, dont le nombre de successeurs est un exemple)
et du seuil au-dela` duquel le crite`re est tenu pour significativement e´leve´. Ces
conside´rations nous permettront de donner une expression du mode`le en terme
de chaˆıne de Markov d’ordre k.
Nous introduirons alors successivement plusieurs crite`res utilise´s (ou du moins
utilisables) dans ce contexte, en nous re´fe´rant aux e´le´ments formels donne´s dans
l’annexe A. Nous pre´senterons ainsi l’e´quivalent markovien du nombre de suc-
cesseurs, la varie´te´ conditionnelle, et tenterons de justifier le pas supple´mentaire
consistant a` prendre en compte les fre´quences pour obtenir une mesure d’incer-
titude, l’entropie conditionnelle. Enfin, nous proposerons une fac¸on de combiner
les informations portant sur le de´roulement vers l’avant de la se´quence et celles
portant sur le de´roulement inverse, de la fin de la se´quence vers le de´but.
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2.1 Segmentation par seuillage: la me´thode du nombre
de successeurs
La segmentation par seuillage est conc¸ue comme un proble`me de de´tection de
signal 1. Elle s’oppose en particulier a` deux autres classes majeures d’algorithmes
de segmentation (non supervise´e):
– les techniques ascendantes (bottom-up) proce´dant par agre´gation des co-
occurrences fre´quentes, dont les imple´mentations les plus fameuses sont
celles de Wolff (1977) et Nevill-Manning (1996); le principe fondateur de
ces approches est de conside´rer l’alphabet comme un lexique de base, et
de recoder des paires d’entre´es du lexique comme des entre´es autonomes
de`s lors qu’elles exce`dent une fre´quence donne´e;
– les techniques descendantes (top-down) consistant a` se´lectionner une seg-
mentation parmi toutes celles possibles pour un corpus, ge´ne´ralement sur
la base d’un crite`re de compression (voir par exemple Brent & Cartwright
(1996), de Marcken (1996), Kit & Wilks (1999)) ou de maximum de vrai-
semblance (voir notamment Olivier (1968) et Deligne & Bimbot (1995)); il
s’agit, dans le premier cas, de de´terminer quelle segmentation aboutit a` la
meilleure compression possible d’un corpus, en terme de sa longueur et de
celle du lexique correspondant a` la segmentation retenue (la description
des donne´es), sous un sche´ma de codage quasi optimal du genre de´crit par
Huffman (1952) 2; et dans le second, de se´lectionner la segmentation telle
qu’elle maximise la probabilite´ de la ge´ne´ration du corpus e´tant donne´ une
distribution de probabilite´s sur les unite´s du lexique.
Par contraste, la segmentation par seuillage n’implique pas la repre´sentation
explicite d’un lexique: «[algorithms belonging to this class] isolate words wi-
thin a sentence only as a side-effect of correctly identifying two adjacent boun-
daries» (Brent 1999). En toute ge´ne´ralite´, elle consiste en une succession de
de´cisions ponctuelles portant sur chaque frontie`re potentielle dans un corpus.
Soit σ := sn1 := s1...sn une se´quence de n symboles pris dans l’alphabet A :=
{a1,...,am} dont les m e´le´ments repre´sentent typiquement les phone`mes d’une
langue. Le principe est de de´terminer, pour chacune des n-1 paires de symboles
1. On trouvera un re´sume´ des principes de la the´orie de la de´tection du signal dans Bavaud
(1998), pp.142-7.
2. Ce paradigme, formalise´ en premier lieu par Rissanen (1978), est connu sous le nom
anglais de minimum description (ou representation) length.
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(bigrammes) observe´es, s’il convient d’y inse´rer une frontie`re morphologique; la
de´cision est base´e sur l’observation d’une variable dont les valeurs e´leve´es sont
interpre´te´es comme des signaux (de transition d’une unite´ morphologique vers
une autre) e´mergeant de fluctuations non significatives.
Fig. 2.1 – Repre´sentation sche´matique de la segmentation par seuillage (sur ce
sche´ma, le seuil est fixe´ pour l’ensemble de la se´quence)
Formellement, il s’agit de tester pour tout i tel que 1 ≤ i ≤ n− 1 :
H0(σ,i) : «Le i-e`me symbole de σ n’est pas suivi d’une frontie`re de morphe`me»;
H1(σ,i) : «H0(σ,i) est fausse»
On rejette H0(σ,i) et donc on inse`re une frontie`re a` la suite de si ssi
d(σ,i) ≥ T (σ,i) (2.1)
ou` d(σ,i) de´note la valeur d’une variable de de´cision (ou crite`re) ge´ne´rique au
temps i et T (σ,i) le seuil arbitraire au-dela` duquel la valeur de d(σ,i) au temps
i est juge´e significativement e´leve´e. Sous cette forme, le mode`le est loin d’eˆtre
entie`rement de´termine´; il ne l’est qu’apre`s spe´cification de d(σ,i) et T (σ,i).
Dans la suite de l’expose´, cette formulation ge´ne´rique constituera un support
unifie´ pour la discussion de plusieurs variables de de´cision envisageables. Pour en
donner de`s l’abord une ide´e plus pre´cise, nous exposons rapidement la me´thode
distributionnaliste du nombre de successeurs, initialement de´crite dans Harris
(1955a), qui constitue de toute e´vidence la premie`re instance atteste´e dans la
litte´rature d’une proce´dure de segmentation par seuillage.
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Dans la pre´face de l’e´dition Phoenix de «Structural Linguistics», Harris
re´sume la version la plus simple de sa me´thode dans les termes suivants:
[Reference should be made to] a procedure for locating morpheme and
word boundaries among the successive phonemes of a sentence. Given a
sentence m phonemes long, for 1 ≤ n ≤ m we count after the first n
phonemes of the sentence how many different n + 1th phonemes («suc-
cessors») there are in the various sentences which begin with the same
first n phonemes. If the successor count after the first n phonemes is grea-
ter both than that after the first n - 1 phonemes and than that after the
first n + 1 phonemes of the sentence, we place a tentative morphological
boundary after the nth phoneme of the given sentence. (Harris 1955b)
Le crite`re adopte´ dans cette approche est le nombre de successeurs (successor
count), de´fini comme le nombre de symboles a ∈ A diffe´rents pouvant apparaˆıtre
a` la suite du de´but d’e´nonce´ si1 dans d’autres e´nonce´s de la langue conside´re´e.
Harris a initialement propose´ d’e´valuer le nombre de successeurs en questionnant
un informateur (Harris 1955a), mais il rapporte ulte´rieurement les re´sultats
d’une simulation informatique ou` le nombre de successeurs est estime´ a` partir
d’un corpus e´crit 3 (Harris 1967). Dans ce cas, si l’on note w ∈ Ai le i-gramme
observe´ en si1 , on peut de´finir le nombre de successeurs comme:
−→c (w) :=| {a ∈ A : n(wa) > 0} | (2.2)
ou` n(wa) de´note le nombre d’occurrences du i+1-gramme wa dans le corpus.
La forme comple`te du test correspondant a` (2.1) est donc:
d(σ,i) ≥ T (σ,i)
{
d(σ,i) := −→c (w)
T (σ,i) := max(d(σ,i− 1),d(σ,i+ 1)) (2.3)
ou` w de´note le i-gramme constitue´ par les i premiers symboles de l’e´nonce´.
Harris indique que sa me´thode de´tecte efficacement la quasi-totalite´ des fron-
tie`res de mots, et une part conside´rable des frontie`res de morphes. Il re´partit
les exceptions en deux cate´gories: parfois, la proce´dure e´choue a` de´tecter des
frontie`res existantes (undercuts) parce que la distribution des successeurs en un
point est restreinte; des exemples communs de ce genre d’erreur sont donne´s
par l’accord grammatical (qui restreint a` distance le nombre de successeurs)
et les alternances morphologiques conditionne´es par le contexte 4. L’autre type
3. Voir avant-propos.
4. Harris cite l’exemple anglais du signifiant dramat-, toujours suivi par la se´quence -ic
(Harris 1955a, p.42).
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d’erreur se produit lorsque le mode`le pre´dit a` tort la pre´sence d’une frontie`re
(overcuts); ce proble`me est toujours imputable a` un phe´nome`ne d’homonymie
partielle:
«The [. . . ] most important situation is that of sectional homonyms
[. . . ], where the first part of a morpheme is identical with some whole
morpheme» (Harris 1955a, p. 42).
2.2 Expression markovienne du mode`le
Dans ce paragraphe, nous reformulons enterme de chaˆıne de Markov d’ordre
k l’algorithme ge´ne´rique de´crit au paragraphe pre´ce´dent. Nous commenc¸ons par
poser les hypothe`ses de stationnarite´ et de conditionnement limite´ - e´voquant
au passage la question de la forme du seuil. Puis nous de´rivons successivement
la varie´te´ et l’entropie conditionnelle avant d’introduire la notion de pre´ce´dence
et discuter le mode de son inte´gration dans le mode`le 5.
2.2.1 Conditionnement de la variable de de´cision et forme
du seuil
Comme on l’a de´ja` mentionne´ pre´ce´demment, la version du test initialement
propose´e par Harris fait intervenir explicitement la notion d’e´nonce´. Elle diffe`re
donc de la formulation ge´ne´rique faite plus haut, ou` le corpus est repre´sente´
comme une se´quence unique homoge`ne - en ce sens qu’il n′est pas explicitement
conc¸u comme une collection de sous-se´quences correspondant a` des e´nonce´s in-
de´pendants 6. Une conse´quence pratique importante de cette diffe´rence est que
l’estimation du nombre de successeurs (ou d’un autre indicateur parmi ceux que
nous introduirons dans la suite) e´tant donne´ les ipremiers symboles du corpus
entier devient rapidement irre´alisable 7 - a` tout le moins conside´rablement plus
gourmande en donne´es d’apprentissage que dans le cas ou` le de´compte est re´-
initialise´ a` chaque frontie`re d’e´nonce´, c’est-a`-dire ou` i varie dans les limites du
nombre de symboles effectivement observe´s dans les e´nonce´s d’un corpus.
5. La plus ancienne mention faite aux hypothe`ses markoviennes et a` l’entropie conditionnelle
pour la segmentation semble eˆtre celle de Gammon (1969).
6. Dans les contextes descriptifs extreˆmes que nous avons e´voque´s au paragraphe 1.1 (don-
ne´es arche´ologiques, cryptogrammes), l’information des frontie`res de phrases peut fort bien
eˆtre inaccessible, ce qui justifie cette forme d’asce`se (meˆme sans tenir compte de notre volonte´
explicite de promouvoir les approches non supervise´es en matie`re de traitement automatique
des langues naturelles).
7. On trouvera dans l’annexe A.3 une discussion sur la repre´sentativite´ d’un mode`le en
fonction du corpus ayant servi a` l’estimation de ses parame`tres.
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Pour contrer cet effet, on est amene´ a` imposer deux contraintes sur le condi-
tionnement de la variable de de´cision; ces restrictions, qui de´finissent le cadre
the´orique de la mode´lisation markovienne des se´quences de symboles 8, sont
connues sous le nom d’hypothe`ses de conditionnement limite´ et de stationna-
rite´ 9. La premie`re revient a` conside´rer que la valeur de la variable de de´cision
au temps i ne de´pend pas plus de la totalite´ du passe´ connu que des k derniers
symboles:
d(si1) ≈ d(sii−(k−1)) (2.4)
La seconde exprime l’ide´e que la valeur de la variable de de´cision ne de´pend
pas explicitement du temps i:
(∀i)d(sk+11+i ) ≈ d(sk1) (2.5)
En conjuguant les deux hypothe`ses (dites markoviennes), on aboutit a` une
quantite´ de la forme d(w), soit uniquement conditionne´e par la se´quence de
k symboles (ou k-gramme) w ∈ Ak se terminant a` la position conside´re´e, et
entie`rement de´finie par mk parame`tres (rappelons que m de´signe la taille de
l’alphabet A et Ak l’ensemble des combinaisons de k symboles pris dans A).
Notons que Harris argumente de`s le premier article en de´faveur des simpli-
fications en question 10. Toutefois, comme nous le verrons dans la suite, il est
possible re´cupe´rer une part conside´rable des perturbations induites par l’obser-
vation de se´quences courtes en complexifiant le mode`le par l’introduction des
extensions qui font l’objet des aline´as 2.2.3.2 et 2.2.3.3.
L’expression de´finitive du test (2.1), implique e´galement de de´terminer la
relation spe´cifique liant la valeur du seuil T (σ,i) a` ses arguments σ et i. La
proce´dure originale de Harris maximise localement le nombre de successeurs,
c’est-a`-dire qu’elle inse`re une frontie`re a` chaque position si ou` la variable de
de´cision est a` la fois plus e´leve´e qu’aux deux positions adjacentes si−1 et si+1.
Cette spe´cification de T (σ,i) traduit le pre´suppose´ que la probabilite´ d’inse´rer
une frontie`re en un point donne´ de la se´quence de´pend du comportement du
crite`re imme´diatement avant et apre`s la position examine´e. Ce raisonnement est
intuitivement justifiable, mais on peut aussi conside´rer que, puisque le crite`re
d(σ,i) est toujours 11 conditionne´ par un k-gramme w ∈ Ak et prend donc ses
8. Voir annexe A.1
9. Voir par exemple Manning & Schu¨tze (1999, p.318); on trouvera une autre formulation
des deux hypothe`ses dans l’annexe A.1, expressions (A.1) et (A.2).
10. Voir la citation faite dans la note 6, p. xvi.
11. du moins sous les hypothe`ses (2.4) et (2.5)
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valeurs dans un intervalle fixe´ pour l’ensemble de la se´quence 12, le seuil au-dela`
duquel le signal est tenu pour significativement e´leve´ devrait eˆtre constant et
conditionne´ uniquement sur σ : T (σ,i) ≈ T (σ); le proble`me est alors de trouver
une bonne valeur de seuil, telle qu’elle conduit a` la segmentation souhaite´e dans
la majeure partie des cas conside´re´s.
Il serait errone´ de croire que la conception de Harris exclut ce type de de´cision
arbitraire portant sur une valeur absolue; en effet, le test (2.1) ne spe´cifie pas
la de´cision a` prendre lorsque deux ou plusieurs symboles conse´cutifs obtiennent
une valeur constante; c’est ce qui ame`ne Harris a` noter que:
[. . . ] segmental morphemes which consist of one phoneme are not easily
separated out, since their boundary may be overshadowed by the neighbo-
ring boundary. In any case, a plateau of two high numbers [. . . ] indicates
two segmentations, even though there are not two separate peaks. (Harris
1955a, p.67)
Si l’on omet cette correction, le test est tout bonnement incapable de de´tec-
ter correctement les frontie`res de signifiants constitue´s par un symbole unique.
Meˆme ainsi, le traitement de ce proble`me n’est pas comple`tement de´termine´,
puisqu’il implique encore de fixer le niveau au-dela` duquel des valeurs succes-
sives e´gales (formant plateau) sont conside´re´es comme e´leve´es. En outre, Harris
ne pre´cise pas les raisons qui l’ame`nent a` infe´rer la pre´sence de frontie`res aux
points ou` le crite`re est localement maximal - plutoˆt que plus e´leve´ qu’aux po-
sitions adjacentes d’au moins x, ou encore localement maximal et supe´rieur a`
x 13.
Dans l’e´tat actuel de notre re´flexion sur la question, nous n’avons pas les
moyens d’argumenter plus avant pour l’une ou l’autre approche. Ce sont en de´-
finitive des crite`res de simplicite´ algorithmique qui nous conduisent a` adopter
dans ce travail la conception d’un seuil constant d’un bout a` l’autre de la se´-
quence. C’est sans doute l’un des aspects du mode`le a` propos duquel le plus
d’encre doit encore couler, ainsi que nous le re´pe´terons dans la partie 4.
2.2.2 Crite`res
Dans cet aline´a, nous exposerons successivement les indicateurs susceptibles
de jouer le roˆle de variable de de´cision dans la formulation ge´ne´rique (2.1).
Cette pre´sentation sera divise´e en trois parties. Nous de´riverons tout d’abord
12. par exemple, dans le cas du nombre de successeurs, il est e´vident qu’il ne sera jamais
supe´rieur a` la taille m de l’alphabet (ni infe´rieur a` ze´ro)
13. x de´note un second parame`tre dont l’unite´ de´pend du crite`re se´lectionne´
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la varie´te´ conditionnelle 14, c’est-a`-dire l’homologue, sous les hypothe`ses de sta-
tionnarite´ et de conditionnement limite´ 15, du nombre de successeurs de´fini par
Harris (1955a). Nous tenterons ensuite de justifier deux extensions qui ame´-
liorent les performances du syste`me sous les hypothe`ses en question: le passage
de la varie´te´ a` l’entropie conditionnelle, et l’inte´gration de la notion que nous
proposons d’appeler pre´ce´dence.
2.2.2.1 Varie´te´ Conditionnelle
La varie´te´ conditionnelle e´tant donne´ un k-gramme w ∈ Ak est de´finie de
la meˆme fac¸on que le nombre de successeurs (2.2), a` ceci pre`s que la taille du
contexte w conside´re´ est constante est e´gale a` k plutoˆt que croissante et e´gale a`
i:
−→v (w) :=| {a ∈ A : n(wa) > 0} | ,w ∈ Ak (2.6)
Il en re´sulte une diminution importante du nombre de parame`tres du mode`le
- qui correspond a` la quantite´ d’information syntaxique 16 a` laquelle on renonce
de cette fac¸on. Cette quantite´ est d’autant moindre que k est e´leve´, mais elle
n’est jamais ne´gligeable, comme le confirment les re´sultats pre´sente´s dans la par-
tie 4. Dans les conditions ou` la me´thode de Harris donnerait une segmentation
tre`s exacte 17, les hypothe`ses markoviennes induisent ine´vitablement un bruit
conside´rable. C’est dans ce cadre approximatif que devront eˆtre appre´cie´es les
performances obtenues, et c’est l’une de nos principales pre´occupations dans ce
travail que de questionner certains aspects d’une me´thodologie de description
linguistique «en eaux troubles». A ce titre, les extensions discute´es dans les ali-
ne´as suivants peuvent eˆtre conc¸ues, me´taphoriquement, comme des parame`tres
dont le re´glage vise a` ame´liorer la discrimination entre un signal morphologique
affaibli 18 et des perturbations relevant d’autres niveaux de la structure de la
langue 19.
14. a` distinguer, rappelons-le, de la varie´te´ au sens de Harris (voir note 9, p. xviii)
15. Voir aline´a pre´ce´dent.
16. au sens propre de «caracte´risant les relations entre signes morphologiques au niveau de
l’e´nonce´»
17. encore qu’elle ne soit pas conc¸ue comme un substitut de l’analyse morphologique pro-
prement dite: «morphological procedures which describe the structure of the utterances as
a distribution of these segments (and in doing so correct the segmentation to obtain better
structural elements)» (Harris 1955a, p.33)
18. par l’usage des hypothe`ses de stationnarite´ et de conditionnement limite´
19. Notons que le caracte`re perturbateur des contraintes d’ordre syllabique, syntaxique ou
se´mantique qui influencent la succession des symboles n’existe que dans la mesure ou` elles
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2.2.2.2 Standardisation: entropie conditionnelle
Nous avons vu dans l’aline´a pre´ce´dent que la varie´te´ conditionnelle est de´-
termine´e par la pre´sence ou l’absence des k+1-grammes wa (a ∈ A,w ∈ Ak fixe´)
dans le corpus examine´. Dans cette perspective, l’information de la fre´quence
de wa n’est pas prise en compte; comme l’indique Harris:
In general, frequency of occurrence correlates with what may be consi-
dered language USE (or communication) as against language STRUC-
TURE; beyond this point the investigations will ask whether a sound [. . . ]
EVER occurs in a given environment [. . . ] rather than how frequently it
occurs there. (Harris 1955, p.59, souligne´ par l’auteur)
Le pre´suppose´ qui sous-tend cette position est que l’usage n’est pas un bon in-
dicateur de la structure, ou du moins qu’il n’est pas utile a` son infe´rence. De
fait, des contraintes de cohe´rence the´matique et de cohe´sion stylistique peuvent
alte´rer profonde´ment les proprie´te´s statistiques des se´quences de symboles. Par
exemple, dans le pre´sent document, la forme avons est beaucoup plus fre´quente
que avoir. Du point de vue structurel, pourtant, la frontie`re qui se´pare la ra-
cine av- du suffixe -ons ne diffe`re en rien de celle qui la se´pare du suffixe -oir.
La diffe´rence perc¸ue au niveau de l’usage ne correspond pas a` une distinction
pertinente au niveau de la structure.
Nous pensons toutefois que le bruit induit par les hypothe`ses markoviennes
justifie qu’on tienne compte des fre´quences; il faut en effet conside´rer que, dans
notre perspective, av peut eˆtre suivi par ant, aud, erser, etc. (avant, Bavaud,
traverser), et il est clair qu’on ne souhaite pas que ces successeurs accroissent
la varie´te´ conditionnelle - ou, plus ge´ne´ralement, la conviction du syste`me de la
pre´sence d’une frontie`re - de la meˆme fac¸on que les pre´ce´dents. Comme notre
mode`le spe´cifie une valeur unique pour un k-gramme donne´, nous savons qu’en
pareil cas, seule une part des occurrences sera traite´e correctement, c’est-a`-dire
qu’il de´tectera une frontie`re de morphe apre`s av dans av-ons et av-oir ou n’en
de´tectera pas dans avant, Bavaud, travers(-er). En dernie`re analyse, le crite`re
de se´lection est la fre´quence des unite´s: si avons, avoir et les formes comparables
sont plus fre´quentes qu’avant, Bavaud, traverser et les formes comparables, l’op-
tion engendrant le moins d’erreur est d’inse´rer syste´matiquement une frontie`re
peuvent eˆtre de mauvaises explications du niveau de la structure linguistique que l’on cherche
a` mettre en e´vidence, ce qui n’est probablement pas le cas ge´ne´ral dans les langues naturelles;
l’accord est un exemple fre´quent de trait syntaxique perturbant a` distance le nombre de suc-
cesseurs (voir Harris 1955a, p.42 et pp.61-62), et dont l’influence est paradoxalement corrige´e
par la varie´te´ conditionnelle, qui rompt les de´pendances entre des e´le´ments se´pare´s par plus
de k symboles.
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apre`s av.
Si l’on admet cet argument, la question qui se pose est de savoir de quelle
fac¸on l’information fre´quentielle peut eˆtre inte´gre´e au mode`le. Une premie`re
re´ponse s’appuie sur la notion de probabilite´ de transition. Rappelons qu’une
chaˆıne de Markov est de´finie par la donne´e de l’ordre k et de mk+1 probabilite´s
de transitions p(w → a),w ∈ Ak,a ∈ A (voir annexe A.1). Pour un contexte
w ∈ Ak donne´, la varie´te´ conditionnelle est lie´e aux probabilite´s de transition
par:
−→v (w) :=| {a ∈ A|p(w → a) > 0} | (2.7)
L’information conditionnelle i(w → a) := − log p(w → a) (A.8) peut eˆtre
interpre´te´e comme une mesure de la surprise associe´e a` la transition w → a. Dans
une perspective morphologique, on peut s’attendre a` ce que les transitions de
symboles se produisant a` l’inte´rieur d’unite´s morphologiques soient ge´ne´ralement
moins surprenantes que les transitions entre unite´s 20. A ce titre, i(w → a)
constitue un candidat inte´ressant pour jouer le roˆle de variable de de´cision dans
(2.1), qui se re´e´crit alors:
i(w → a) > T (σ) w = sii−(k−1),a = si+1 (2.8)
Une diffe´rence fondamentale entre varie´te´ et information conditionnelle re´-
side dans le conditionnement de la seconde sur w et a. A l’inverse,−→v (w) est une
mesure globale sur tous les successeurs de w. Pour un ordre k donne´, le nombre
de parame`tres du mode`le base´ sur P (w → a) est m fois plus e´leve´ que celui du
mode`le base´ sur −→v (w). L’interrogation suivante paraˆıt le´gitime a` ce point de
l’expose´: pour un contexte w ∈ Ak donne´, est-il possible de combiner la surprise
associe´e a` chaque transition w → a,a ∈ A dans un indicateur ne de´pendant plus
de a, donc conditionne´ uniquement sur w? En d’autres termes, peut-on trouver
un compromis entre la concision de la varie´te´ et la pre´cision de l’information?
Il est bien au-dela` des ambitions de ce travail que de de´montrer le re´sultat
suivant, dont on trouvera la preuve la plus e´le´gante dans Shannon (1948): le seul
indicateur pre´sentant toutes les qualite´s souhaitables 21 pour une mesure de l’in-
certitude associe´e aux successeurs possibles d’un contexte w ∈ Ak est l’entropie
20. C’est notamment la perspective adopte´e par Saffran, Newport & Aslin (1996); leur re-
cherche porte sur les transitions de syllabes, mais ainsi que les auteurs le soulignent: «Whether
statistics are computed across phonemes, syllables, or other subword units [. . . ], the same
types of learning mechanisms should suffice in principle for the induction of word boundaries»
(Saffran, Newport & Aslin 1996, p.611).
21. On trouvera dans l’annexe A.2 une discussion plus approfondie des proprie´te´s de l’en-
tropie.
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conditionnelle e´tant donne´ w (A.15) de´finie comme l’espe´rance mathe´matique de
l’information associe´e a` chaque transition partant de w:
−→
h (w) := E(i(w → a))
w fixe´. Typiquement, on s’attend a` ce que l’entropie conditionnelle, qui varie
entre 0 (de´terminisme) et log m (e´quiprobabilite´), soit ge´ne´ralement plus e´leve´e
pour les k-grammes pre´ce´dant une frontie`re morphologique (Hutchens & Alder
1998).
Nous verrons dans la partie 4 que, sur des corpus corrompus par la sup-
pression des frontie`res d’e´nonce´s (et pour une taˆche de segmentation en mots),
l’entropie conditionnelle donne syste´matiquement de meilleurs re´sultats pour
la segmentation en mots que la varie´te´ correspondante. Il semble ainsi qu’en
tenant compte des fre´quences, on puisse souvent obtenir une meilleure discrimi-
nation entre les re´gularite´s pertinentes observe´es au niveau de l’e´nonce´ et celles
- accidentelles, qui re´sultent de la concate´nation des e´nonce´s.
2.2.2.3 Transition et pre´ce´dence
Les quantite´s discute´es pre´ce´demment ont une faiblesse en commun: elles
ne tiennent compte que des de´pendances se´quentielles de gauche a` droite. Il
en re´sulte un fait que nous avons pris la liberte´ d’occulter jusqu’ici: en basant
la segmentation sur la varie´te´ ou l’entropie conditionnelle telles que nous les
avons de´finies plus haut, nous n’identifions pas exactement les frontie`res d’unite´s
morphologiques mais plutoˆt les fins d’unite´s.
Ce constat fait l’objet d’une discussion de´taille´e de la part de Harris, qui
envisage le nombre de pre´de´cesseurs comme une correction a` appliquer aux
re´sultats du nombre de successeurs:
The backward operation is then no closer an approximation to mor-
pheme boundaries than is the forward; but it is a check on the forward
operation (Harris 1955a, p.43).
Il ne donne pas d’indication plus pre´cise sur les modalite´s de la combinaison
des deux tests, mais signale qu’elle permet de re´gler la plupart des proble`mes
e´voque´s au paragraphe 2.1, notamment tous les cas ou` l’erreur n’est induite
que par l’une des deux lectures; dans ces circonstances, un pic errone´ (ou une
absence de pic errone´e) sur l’une des courbes est toujours contrebalance´(e) par
une absence de pic correcte (ou un pic correct) sur l’autre 22.
22. Le proble`me est qu’on ne dispose pas, a` ce niveau, d’un moyen de faire le de´part entre les
deux situations: «‘The decison among these possibilities can be made only by morphological
tests [. . . ]» (Harris 1955a, p.42)
24 CHAPITRE 2. SUCCESSEURS ET ENTROPIE
Revenant a` notre formalisme, il semble donc justifie´ de reprendre le raison-
nement au de´but en de´finissant la probabilite´ de pre´ce´dence 23 p(a ← w) qu’un
contexte w soit pre´ce´de´ d’un symbole a. Nous parlerons de´sormais de chaˆıne





P wa := p(a← w) = p(aw)p(w) . La varie´te´ conditionnelle inverse peut
alors eˆtre de´finie comme:
←−v (w) :=| {a ∈ A|p(w ← a) > 0} | (2.9)
L’entropie conditionnelle inverse 24 est de´finie a` partir de l’information condi-
tionnelle inverse:
←−
h (w) := Ea(i(w ← a)) = −
∑
a∈A
p(w ← a) log p(w ← a) (2.10)
et de´note l’incertitude sur la distribution des symboles pouvant pre´ce´der w.
Si l’on utilise l’un ou l’autre de ces indicateurs pour tester la pre´sence d’une
frontie`re entre les i-e`me et i+1-e`me symboles d’une se´quence, il convient de
de´finir leurs arguments de fac¸on telle que a = si et w = si+ki+1 . En ge´ne´ral,
s’attend a` ce qu’un syste`me base´ sur une quantite´ inverse (plutoˆt que son ho-
mologue standard) soit un meilleur outil pour la de´tection des de´buts d’unite´s
morphologiques.
Du point de vue statistique, l’une des qualite´s inte´ressantes des mode`les
base´s sur les probabilite´s de pre´ce´dence (et les quantite´s de´rive´es) est que leurs
parame`tres peuvent eˆtre estime´s a` partir du meˆme de´compte de k+1-grammes
que les mode`les transitionnels correspondants; en matie`re de repre´sentativite´,
bien suˆr, des contraintes identiques s’appliquent dans les deux cas (voir annexe
A.3).
Il est possible d’e´valuer simultane´ment la probabilite´ qu’un point de la se´-
quence marque la fin d’une unite´ et le de´but d’une autre en additionnant en-
tropie conditionnelle standard et inverse. Plus rigoureusement, si l’on de´finit
w = sii−k+1, w
′ = si+ki+1 , a = si+1 et a
′ = si la pre´sence d’une frontie`re apre`s si
23. Nous ne connaissons pas de terme conventionnel pour de´signer cette notion en franc¸ais;
si elle n’a pas encore e´te´ baptise´e, ce ne´ologisme en vaut bien un autre.
24. Notons que la convention retenue dans ce travail d’apposer le qualificatif inverse au nom
de l’indicateur pour marquer l’opposition entre quantite´s transitionnelles et pre´ce´dentielles
induit une ambigu¨ıte´ faˆcheuse: par exemple, nous parlerons d’entropie conditionnelle pour
de´signer a` la fois le type d’indicateur (par opposition a` la varie´te´ conditionnelle) et la direction
(par opposition a` l’entropie conditionnelle inverse); c’est ce qui nous conduira quelquefois a`
utiliser le terme standard comme antonyme explicite d’inverse.
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h (w′) sont e´leve´es; pour exprimer
la combinaison dans la meˆme unite´ que ses parties, on peut encore diviser la
somme par deux, obtenant ainsi la moyenne arithme´tique, que nous convenons








Notons que rien n’indique a priori que les composantes transitionnelle et pre´-
ce´dentielle doivent peser le meˆme poids sur le re´sultat. On peut tester d’autres
ponde´rations en introduisant un coefficient de transition 0 ≤ ⇀c ≤ 1 mesurant
l’importance accorde´e a` la mesure transitionnelle; on dira alors que la pre´sence
d’une frontie`re est d’autant plus vraisemblable que h(w,w′,⇀c ) := ⇀c
−→
h (w) +
(1−⇀c )←−h (w′) est e´leve´e pour ge´ne´raliser (2.11). Dans cette formulation, −→h (w),←−
h (w) et h(w,w′) correspondent respectivement aux cas ⇀c = 1,⇀c = 0 et
⇀
c = 0.5.
Ainsi qu’on le verra dans la partie 4, les re´sultats de notre expe´rimentation
indiquent que l’utilisation de la combinaison (2.11) favorise la segmentation en
mots au de´triment du niveau morphique. A premie`re vue, cela semble contredire
la conception de Harris, pour qui le nombre de pre´de´cesseurs permet justement
d’ame´liorer la segmentation en morphes a` l’inte´rieur des mots en re´ve´lant des
pics de diversite´ absents de la courbe des successeurs (et vice versa). Mais il
importe de conside´rer que sa me´thode diffe`re de celle expose´e ici notamment
par la forme du seuil 25, qui porte dans notre cas sur les valeurs e´leve´es et
non les pics. En combinant les deux indicateurs sous forme de moyenne, on
peut s’attendre a` ce que les frontie`res morphologiques apparaissant a` l’inte´rieur
de mots obtiennent ge´ne´ralement un score plus faible que les frontie`res entre
mots 26, d’ou` une discrimination plus marque´e a` ce niveau.
25. Voir aline´a 2.2.1
26. quoique plus e´leve´ que les transitions qui ne sont pas des frontie`res du tout
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Chapitre 3
De l’entropie conditionnelle a` l’information
mutuelle
Dans la partie pre´ce´dente, nous avons cherche´ a` traduire en termes marko-
viens la me´thode du nombre de successeurs de Harris. Nous avons ainsi donne´
une formulation explicite du test ge´ne´rique qui sous-tend la proce´dure, avant de
d’exposer deux variables de de´cision plausibles dans ce contexte, la varie´te´ et
l’entropie conditionnelle. Enfin, nous avons discute´ l’inte´reˆt des quantite´s pre´-
ce´dentielles pour la segmentation, et les modalite´s formelles de leur inte´gration
dans le mode`le.
Nous conside´rons maintenant la ge´ne´ralisation du formalisme dans le sens
dont nous avons cherche´ a` donner l’intuition dans l’avant-propos et le paragraphe
1.3, c’est-a`-dire qu’on s’efforcera essentiellement a` justifier:
a. la substitution d’un crite`re de diversite´ (sur la distribution conditionnelle
du contexte examine´) par un crite`re de (dis-)similarite´ (entre cette distri-
bution et celle, dite initiale, attendue en de´but d’unite´ 1), en particulier la
divergence de Kullback-Leibler ou entropie relative;
b. l’approximation de la distribution initiale, ge´ne´ralement inconnue, par la
distribution, dite inconditionnelle, des symboles hors contexte, ce qui re-
vient a` utiliser comme variable de de´cision l’information mutuelle moyenne
entre le contexte et ses successeurs, qui est une mesure de la contrainte
qu’il impose a` leur distribution.
1. ou en fin d’unite´, si l’on utilise un indicateur inverse (au sens de´fini dans l’aline´a pre´ce´-
dent), auquel cas on parlera de distribution finale; notons qu’afin d’e´viter d’accroˆıtre encore
la redondance de ce texte, nous baserons notre discussion uniquement sur le cas transitionnel.
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Ces re´flexions ache`veront de poser le cadre the´orique de ce travail, dont la partie
suivante sera consacre´e a` la pre´sentation des re´sultats expe´rimentaux obtenus
sur deux corpus orthographiques.
3.1 Incertitude et divergence
Jusqu’ici, nous avons mode´lise´ la segmentation en terme de seuillage d’une
mesure d’incertitude ou, plus ge´ne´ralement, de diversite´ sur une distribution
conditionnelle. Nous n’avons pas fait plus, a` ce point, que de de´cliner la me´thode
du nombre de successeurs sur un mode markovien. C’est un mouvement the´o-
rique plus fondamental que nous de´crivons ici, puisqu’il aboutit a` l’introduction
d’une seconde distribution, celle des symboles en de´but d’unite´ ou distribution
initiale, dont il s’agit d’e´valuer combien elle diffe`re de la premie`re; si cette diffe´-
rence est faible, il est vraisemblable que le contexte conside´re´ soit effectivement
une fin d’unite´. Notons que rien en cette proce´dure ne devrait surprendre un
lecteur de Harris, qui, qualifiant la me´thode du nombre de successeurs, indique
clairement que:
This is a special case, though the most common one. More generally:
we segment the utterance at those points where the number and variety
of successors [. . . ] is similar to that at utterance end. (Harris 1955a, p.65)
Au premier abord, cette approche semble n’avoir que peu de traits communs
avec celle que nous avons discute´e pre´ce´demment. Pourtant, leurs expressions
formelles sont e´tonnamment proches, et leur comparaison permet de comprendre
que la proce´dure base´e sur la diversite´ est bel et bien un cas particulier de celle
base´e sur la (dis-)similarite´, ou` l’on postule implicitement que la distribution
initiale est uniforme.
Rappelons que le test de la pre´sence d’une frontie`re sur la base de l’entropie
conditionnelle est formule´ comme:
−→
h (w) > T (σ) w := sii−(k−1) (3.1)
et que
−→
h (w) := Ea(i(w → a)) = −
∑
a p(w ← a) log p(w ← a), ou` la som-
mation est effectue´e sur tous les symboles a ∈ A de probabilite´ non-nulle. Soit
p˜ := p˜(a1), . . . ,p˜(am) la distribution initiale des symboles et pw := p(w →
a1), . . . ,p(w → am) la distribution conditionnelle e´tant donne´ w ∈ Ak, qui toutes
deux portent sur l’alphabet A. La mesure de dissimilarite´ la plus utilise´e dans la
cadre de la The´orie de l’Information est la divergence (de Kullback-Leibler) ou
entropie relative (A.22) entre deux distributions sur le meˆme alphabet, de´finie
dans notre cas comme:
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K(pw ‖ p˜) :=
∑
a
p(w → a) log p(w → a)
p˜(a)
(3.2)
La divergence posse`de en particulier la proprie´te´ de s’annuler ssi la proba-
bilite´ de chaque symbole est la meˆme dans les deux distributions, ce qui nous
permet de la substituer a` l’entropie conditionnelle dans le test (3.1) - en inver-
sant l’ine´galite´, puisqu’il s’agit de minimiser la dissimilarite´. En outre, les deux
hypothe`ses (rendues ne´cessaires par le caracte`re logarithmique de l’expression)
log 0p˜(a) = 0 et log
p(w→a)
0 =∞
ont des implications moins fondamentales mais tout de meˆme appre´ciables:
la premie`re indique que la divergence ne prend en compte que les symboles
observe´s dans le contexte conside´re´ (et non les symboles autorise´s en position
initiale mais non observe´s dans le contexte), ce qui re´ve`le la tole´rance de la
mesure 2; a` l’inverse, la seconde exige que la divergence soit infinie lorsque l’un
au moins des symboles interdits a` l’initiale est atteste´ dans la position examine´e
- ce qui est naturel puisque la distribution initiale est suppose´e vraie.
Comme on le voit, dans un formalisme markovien, le passage de la varie´te´
a` la dissimilarite´ est simple et direct; concre`tement, il se traduit par le rapport
des probabilite´s de transition aux probabilite´s initiales, et ne ne´cessite donc que
de connaˆıtre en plus les m parame`tres de la seconde distribution. Nous verrons
dans la partie suivante que cette petite addition ame´liore conside´rablement les
performances de la me´thode, parfois autant que la multiplication qui re´sulterait
du passage a` un ordre supe´rieur. En revanche, son de´faut incurable est de nous
faire sortir d’un cadre strictement non-supervise´; si nous connaissions la distri-
bution initiale, il semble que la raison d’eˆtre de toute notre construction serait
remise en cause, et nous avons suffisamment re´pe´te´ que ce n’e´tait pas le cas.
De`s lors, le vrai proble`me est d’acque´rir les parame`tres de cette distribution
a` partir d’un corpus ou` les traces formelles qui nous permettraient de le faire
ne figurent pas. Si une premie`re segmentation du corpus est disponible 3, on
peut faire l’hypothe`se que les se´quences de symboles caracte´risant les fins de
segments devraient avoir la meˆme fonction de rupture lorsqu’elles se produisent
a` l’inte´rieur d’un segment - ce qui correspond a` une forme d’apprentissage par
ge´ne´ralisation 4. Mais si, comme on l’admet dans ce me´moire, la se´quence ne
contient aucune forme de se´parateur a priori, on est contraint recourir a` d’autres
hypothe`ses. C’est ce qu’on a fait implicitement dans la partie pre´ce´dente en
2. en ce sens qu’elle tole`re la possible imperfection de la distribution conditionnelle
3. comme les frontie`res d’e´nonce´s dans le cas de Harris (1955)
4. Voir note 6, p. xvi
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utilisant l’entropie conditionnelle; dans ce cas, l’hypothe`se est que la distribution
initiale est uniforme, d’ou`:
K(pw ‖ p˜) :=
∑
a









p(w → a) logm+
∑
a
p(w → a) log p(w → a)
= logm−−→h (w)
(3.3)
Comme le terme log m est constant, on peut le ne´gliger dans le cadre du
seuillage; il subsiste −−→h (w) , dont le test (3.1) revient a` maximiser l’inverse.
Mais cette simplification n’est pas toujours praticable; les re´sultats discute´s
dans la partie 4 indiquent notamment qu’elle est moins efficace dans le cas du
latin que de l’anglais, ce qui signifie que les bons de´buts et les bonnes fins d’unite´s
dans la premie`re langue sont moins re´gulie`rement caracte´rise´es par une entropie
conditionnelle e´leve´e que dans la seconde. Quelle meilleure approximation de la
distribution initiale pourrait-on sugge´rer dans ce cas?
3.2 Divergence et information mutuelle
Pour aborder la dernie`re ligne droite dette pre´sentation the´orique, nous pro-
posons de formuler la question diffe´remment: pourquoi postuler que la distribu-
tion initiale p˜ est uniforme alors que la distribution (dite inconditionnelle) des
symboles observe´s dans le corpus p1 ne l’est ge´ne´ralement pas? Si l’on a saisi le
sens de la nuance, ce qui suit ne fera que confirmer l’intuition.
En calcul e´le´mentaire des probabilite´s, deux e´ve´nements A et B sont dits
inde´pendants ssi p(A ∩B) = p(A)p(B) . Dans le formalisme adopte´ ici, on dira
plutoˆt que le contexte w et son successeur a sont inde´pendants ssi p(wa) =
p(w)p(a) ; dans ce cas (et seulement dans ce cas), on a 5:






5. Voir par exemple Bavaud (1998), p.19.
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On parle de de´pendance positive ssi p(w → a) > p(a) , c’est-a`-dire si le sym-
bole a est plus probable quand il est pre´ce´de´ du contexte w, et de de´pendance
ne´gative dans le cas contraire p(w → a) < p(a). Dans une perspective morpholo-
gique, on peut s’attendre a` ce que w et a soient dans un rapport de de´pendance
positive si la transition w → a se produit a` l’inte´rieur d’une unite´, et dans un
rapport d’inde´pendance (ou de de´pendance ne´gative) sinon. En d’autres termes,
les points de segmentation les plus probables ne sont pas simplement ceux ou`
l’on est surpris du de´roulement de la se´quence 6, mais ceux ou` l’on est surpris




≤ T (σ) w = sii−(k−1),a = si+1 (3.5)
Comme le logarithme est une fonction strictement croissante, on obtient le
meˆme re´sultat en utilisant l’information mutuelle ponctuelle 7 associe´e a` une
transition w → a (A.9), de´finie par I(w → a) := − log (w→a)p(a) . Cette mesure est
positive ssi a est plus probable apre`s w qu’il ne l’est dans l’absolu, nulle ssi la
probabilite´ de a n’est pas influence´e par la pre´sence de w et ne´gative ssi a est
moins probable apre`s w.
Ainsi qu’on l’a fait pour l’information conditionnelle, il semble raisonnable
de s’interroger sur la possibilite´ de de´terminer, pour un contexte w donne´, l’in-
formation mutuelle moyenne associe´e a` la distribution de ses successeurs. Cette
quantite´ existe et se re´ve`le tre`s similaire, dans sa de´finition, a` l’entropie condi-
tionnelle 8:
−→
I(w) := Ea(I(w → a)) =
∑
a
p(w → a) log p(w → a)
p(a)
(3.6)




I (w) tient a` la pre´sence du divi-
seur p(a) dans la seconde. L’information mutuelle moyenne est toujours positive
ou nulle (voir par exemple Cover & Thomas 1991), et s’annule ssi les successeurs
de w sont inde´pendants de lui, c’est-a`-dire si la distribution des symboles e´tant
donne´ w est identique a` la distribution inconditionnelle. Que le lecteur ait ou
non fait de lui-meˆme le lien avec la divergence (3.2) n’enle`ve rien a` sa force:
6. comme c’est le cas dans l’approche base´e sur l’information conditionnelle (voir aline´a
2.2.2.2)
7. Voir Brent (1999) pour une premie`re application au proble`me de la segmentation; on
trouvera une pre´sentation plus the´orique dans Manning & Schu¨tze (1999), p.68.
8. Voir annexe A.2, e´quation (A.19).
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fonder la segmentation sur l’inde´pendance des successeurs du contexte examine´
ou sur la divergence entre distribution conditionnelle et inconditionnelle sont
une seule et meˆme pratique.
A notre connaissance, l’usage de l’information mutuelle moyenne n’est men-
tionne´ dans aucune publication portant sur la segmentation morphologique.
Nous verrons pourtant dans la partie suivante que, dans les conditions de notre
expe´rience, ses performances sont au pire un peu moins bonnes, et au mieux
nettement meilleures que celles de l’entropie conditionnelle. Dans le cas du la-
tin, elle conduit meˆme a` une meilleure segmentation que la divergence entre la
distribution conditionnelle et la vraie distribution initiale (telle qu’estime´e dans





Dans cette partie, nous de´crivons les conditions et re´sultats d’une tentative
d’application des concepts de´veloppe´s dans les parties 2 et 3 a` deux corpus
orthographiques anglais et latin. Nous commencerons par rappeler les hypo-
the`ses que nous cherchons a` mettre a` l’e´preuve, et proposerons une proce´dure
d’expe´rimentation visant a` de´gager des indices de leur validite´. Ensuite, nous
discuterons plusieurs proble`mes relatifs a` la se´lection des corpus et a` la norme
de codage observe´e. Puis nous introduirons brie`vement les mesures qui nous
permettront d’e´valuer objectivement les performances du mode`le 1 en fonction
de variations parame´triques. Enfin, nous commenterons les re´sultats proprement
dits en taˆchant de mettre en exergue ceux qui concernent le plus directement
nos hypothe`ses.
4.1 Hypothe`ses et proce´dure
Ainsi qu’on l’a e´voque´ a` plusieurs reprises dans les parties pre´ce´dentes, l’ex-
pression du crite`re de segmentation de Harris en terme d’incertitude, de diver-
gence et d’inde´pendance est fonde´e par un ensemble d’hypothe`ses, dont les plus
importantes sont sans doute les suivantes:
a. il devrait eˆtre possible d’ame´liorer passablement les re´sultats si l’on connaˆıt
la vraie distribution initiale et que l’on cherche a` minimiser la divergence
entre cette distribution et la distribution conditionnelle;
1. en l’occurrence pour la segmentation en mots
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b. on devrait pouvoir remplacer avantageusement l’hypothe`se que la distri-
bution initiale est uniforme par celle qu’elle est la meˆme que la distribution
inconditionnelle, en particulier dans les langues comme le latin ou` la di-
versite´ explique moins bien la segmentation.
L’objectif principal de notre expe´rimentation est de mettre la validite´ ces hy-
pothe`ses a` l’e´preuve des donne´es. Dans les grandes lignes, les e´tapes de la de´-
marche sont classiques: se´lection des parame`tres varie´s, se´lection et codage des
corpus, de´finition d’une mesure d’e´valuation, enfin production et interpre´tation
des re´sultats. La question des parame`tres sera discute´e dans un instant, et les
autres aspects de la proce´dure feront l’objet des paragraphes suivants.
La plus importante variation conside´re´e ici est celle du crite`re utilise´. Il
est clair qu’on ne peut rien conclure pour nos hypothe`ses si l’on ne peut pas
comparer les re´sultats obtenus sur les meˆmes donne´es par la varie´te´ et l’en-
tropie conditionnelle, la divergence et l’information mutuelle 2. La variation de
la langue concerne plus spe´cifiquement l’hypothe`se b), qui porte sur la ge´ne´ra-
lite´ des crite`res conside´re´s. Comme nous le verrons dans le paragraphe suivant,
ce sont des corpus «proches» de l’anglais et du latin (e´crits) que nous ferons
contraster dans cette perspective. Nous chercherons e´galement a` faire varier
l’ordre du mode`le utilise´, mais de fac¸on moins syste´matique, puisque aucune de
nos hypothe`ses n’est explicitement concerne´e par cette dimension.
4.2 Echantillonnage et codage
Les corpus retenus pour cette expe´rimentation l’ont e´te´ sur la base de plu-
sieurs crite`res. Le premier et plus contraignant est leur disponibilite´ sur le web 3
(aux coˆte´s de nombreux autres). Les suivants sont plus pertinents pour notre
propos. En particulier, on s’est efforce´ de trouver deux corpus satisfaisant les
conditions suivantes:
a. ils sont re´dige´s dans deux langues dont on peut s’attendre a` ce qu’elles
induisent un comportement diffe´rent de l’entropie conditionnelle;
2. Il importe de signaler que, dans la suite, nous utiliserons syste´matiquement les quantite´s
moyennes (au sens de´fini dans l’aline´a 2.2.2.3) avec un coefficient de transition constant
⇀
c =
0.5, ce qui correspond a` l’e´quation (2.11).
3. En l’occurrence, dans l’excellente collection de textes e´lectroniques maintenue sur le
serveur de l’Universite´ de Virginie: http://etext.lib.virginia.edu/ .
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b. les langues en question nous sont suffisamment connues pour que nous
puissions interpre´ter les performances des indicateurs;
c. le codage conserve une trace des frontie`res vise´es (en l’occurrence celles
des mots), afin qu’on puisse pratiquer une e´valuation syste´matique;
d. les corpus sont assez longs pour que les estimations soient repre´sentatives;
e. ils sont code´s sur des alphabets plutoˆt re´duits, afin de parer a` une crois-
sance trop rapide du nombre de parame`tres du mode`le.
Il nous a semble´ que le roman «Emma» de Jane Austen (en anglais) et les
«Me´tamorphoses» d’Ovide (en latin) correspondaient assez bien a` ces exigences.
En particulier, le latin est une langue ou` la suffixation (flexionnelle) est un
phe´nome`ne banal, notamment par rapport a` l’anglais, ou` elle s’ave`re plutoˆt
rare 4. On peut donc s’attendre a` ce qu’elle pose plus de proble`mes pour la
segmentation en mots, puisqu’on sait des affixes (appele´s par Harris morphe`mes
lie´s) que, s’ils ont souvent une distribution plus restreinte que les mots 5, ils sont
tre`s ge´ne´ralement caracte´rise´s par une plus grande liberte´ distributionnelle que
les se´quences de symboles qui ne sont pas des fins ou des de´buts de signifiants
de morphes.
Les deux textes sont code´s sur des alphabets raisonnablement petits: 26 en
anglais et 23 en latin 6 apre`s suppression de tous les signes non alphabe´tiques 7.
Nous avons d’abord choisi de ne conduire l’expe´rience que pour les ordres 2 et 3,
limites fixe´es vers le bas par la conviction qu’un mode`le d’ordre 1 est insuffisant,
et vers le haut par la complexite´ rapidement de´mesure´e des mode`les d’ordre
supe´rieur - en plus de la difficulte´ de trouver des corpus de taille suffisante
a` leur estimation. Comme on sait par (A.27) que les parame`tres d’un mode`le
4. Plus pre´cise´ment, la suffixation en anglais porte sur des paradigmes tre`s restreint (moins
de cinq successeurs en moyenne, disons), ce qui a pour effet d’accroˆıtre en ge´ne´ral la probabilite´
des formes non-marque´es (contenant un suffixe ze´ro) par rapport au latin; la suffixation en
anglais n’est pas rare mais rarement marque´e formellement.
5. Rappelons que le mot est de´fini par Bloomfield (1933) comme forme libre minimale.
6. Dans le second cas, les symboles j, k et w ne se produisent jamais; notons qu’on ne tient
pas compte des distinctions de signes diacritiques.
7. Dans le corpus de controˆle - c’est-a`-dire incluant la segmentation en mots - nous avons
remplace´ les symboles non alphabe´tiques par des espaces avant de re´duire les se´quences d’es-
paces a` un espace unique; notons que le texte anglais paraˆıt plus se´rieusement corrompu par
cette manipulation, essentiellement parce qu’elle entraˆıne des erreurs relativement fre´quentes
lie´es a` la suppression abusive de certains apostrophe et tirets (voir paragraphe 1.1).
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d’ordre k pour un alphabet de taille mdoivent eˆtre estime´s a` partir d’un corpus
de longueur au moins e´gale a`mk+1, on peut facilement de´duire que ce ne sont pas
moins de 457’000 symboles qui sont ne´cessaires en anglais pour l’entraˆınement
a` l’ordre 3, contre pre`s de 280’000 pour le latin. Nous avons donc supprime´
une partie (la fin) de chaque texte en ne conservant qu’une marge symbolique
avec ces chiffres; les corpus de´finitifs, que nous de´signerons comme AUSTEN et
OVIDE, mesurent respectivement 618’696 et 352’419 symboles avec les espaces,
et 500’024 et 300’006 apre`s leur suppression.
Nous sommes finalement revenus sur la de´cision de s’arreˆter a` l’ordre 3, et
avons constate´ que le passage a` l’ordre supe´rieur permettait une ame´lioration
remarquable des re´sultats, malgre´ le diagnostic pessimiste de la borne de fiabilite´
de l’estimation. Ces re´sultats sont donc inclus dans la version de´finitive de ce
travail - pre´ce´de´s de la mention explicite de leur statut particulier.
4.3 Evaluation
Dans le contexte bruite´ que nous avons e´voque´ a` plusieurs reprises, spe´cifier
une proce´dure objective d’e´valuation des re´sultats n’est pas la moindre des dif-
ficulte´s a` laquelle nous devons faire face 8. L’option de segmentation (en mots)
que nous avons retenue re´sulte essentiellement de cette contrainte. A cet e´gard,
l’inte´reˆt e´vident des corpus orthographiques est de permettre l’utilisation des
espaces pour approximer la position des frontie`res de mots.
Si l’on accepte cette simplification, nous disposons d’un moyen direct d’e´va-
luer la qualite´ d’une segmentation, en utilisant les mesures intuitives de la the´orie
de la de´tection du signal. Connaissant la ve´ritable segmentation du corpus, nous
pouvons classer chaque de´cision du syste`me dans l’une des cate´gories figurant
sur le tableau 4.1 ci-dessous.
En sommant sur les colonnes, on obtient le nombre de frontie`res re´elles vp
+ fn et celui de «non-frontie`res» re´elles fp + vn. Sur les lignes, c’est le nombre
de frontie`res de´tecte´es vp + fp et non de´tecte´e vn+ fn que l’on calcule. Si enfin
la sommation est effectue´e sur les diagonales, on obtient le nombre de de´cisions
correctes vp + vn et celui d’erreurs fn + fp. Le taux d’erreur:
error :=
fp+ fn




8. d’autant plus qu’e´valuation et application de la proce´dure sont e´troitement lie´s, puisque
nous n’avons pas, pour le moment, de solution plausible pour la de´termination automatique















Tab. 4.1 – Evaluation en terme de de´tection de signal
mesure la proportion de de´cisions fausses sur le total des de´cisions (n de´note
la taille du corpus). C’est la mesure que nous chercherons a` minimiser en faisant
varier le seuil T (σ) 9. Mais cela n’est pas toujours une bonne solution, puisque
dans certains cas, cette strate´gie aboutit a` la se´lection d’un seuil maximal, tel que
le crite`re d(σ,i) lui est syste´matiquement infe´rieur 10. Dans le cas d’OVIDE, par
exemple, on obtient un taux d’erreur de 0.175 en n’inse´rant aucune frontie`re,
c’est-a`-dire que le mode`le «prend la bonne de´cision» plus de quatre fois sur
cinq; en ge´ne´ral, pour l’application conside´re´e, le taux d’erreurs favorise une
segmentation conservatrice, en ce sens qu’elle tend a` se´lectionner un seuil auquel
e´chappent de nombreuses frontie`res re´elles, mais qui produit e´galement peu de
fausses alarmes.
Dans le cas proble´matique ou` le crite`re du taux d’erreur aboutit a` un mode`le
silencieux, nous recourrons a` d’autres mesures, plus de´taille´es; la probabilite´
que le syste`me de´tecte correctement une frontie`re existante (recall) et celle qu’il








Dans l’ide´al, on souhaite que le syste`me de´tecte toutes les frontie`res exis-
tantes et aucune autre (recall = 1, fallout = 0). Mais la situation est souvent
plus nuance´e: le fallout n’est ge´ne´ralement pas nul lorsque le recall est e´gal a`
l’unite´ (inversement, si le fallout est nul, le recall n’est ge´ne´ralement pas e´gal a`
l’unite´), ce qui signifie que le syste`me ne peut de´tecter toutes les frontie`res exis-
tantes sans induire de fausses alarmes. Il s’agit alors de trouver un compromis
entre la capacite´ du syste`me de rester silencieux en l’absence de signal, et celle
de de´tecter sa pre´sence.
9. Voir partie 2.
10. ou supe´rieur, dans le cas d’une approche base´e sur la dissimilarite´ (voir partie pre´ce´dente)
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Le seuil T (σ) joue le roˆle d’arbitre dans ce compromis. En le faisant varier
de −∞ a` +∞ , on peut de´finir toutes les paires recall - fallout possibles, et les
repre´senter comme une se´rie de points sur un plan. Le re´sultat est appele´ courbe
ROC (pour receiver operating characteristic) et constitue une repre´sentation
graphique du comportement perceptif du syste`me 11. Sur la figure 4.1 (page
suivante), ou` chaque courbe correspond a` une variable de de´cision, on peut
voir que la variable D est la plus efficace: en variant le seuil, il est possible
d’augmenter le recall jusqu’a` 80% sans augmentation significative du fallout -
inversement, il suffit de re´duire le recall a` 80% pour que le fallout devienne
ne´gligeable.
Fig. 4.1 – courbes ROC
Revenant a` notre proble`me de mutisme occasionnel du syste`me pour mi-
nimiser le taux d’erreur, nous proposons de se´lectionner dans ce cas le seuil
T (σ) tel qu’il minimise la diffe´rence (en valeur absolue) | fallout - (1-recall) |.
Ceci revient a` accorder la meˆme importance aux deux types d’erreurs, hypo-
the`se somme toute raisonnable si l’on ne sait rien de plus sur les phe´nome`nes
conside´re´s.
Notons encore que lorsque la proce´dure de se´lection aboutit finalement a`
un choix de valeurs, nous tranchons en choisissant celle qui minimise le fallout.
11. Il existe plusieurs variantes de cette courbe; dans ce me´moire, nous rapportons le fallout
(en abscisse) au comple´ment du recall, soit la probabilite´ de manquer une frontie`re existante.
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Cette approche 12 refle`te notre intuition qu’il est plus prudent de s’en tenir aux
indices fiables, quitte a` manquer une partie des frontie`res cible´es. Nous revien-
drons sur ce point dans notre conclusion, et songerons a` une fac¸on d’envisager la
re´cupe´ration ulte´rieure des frontie`res manque´es en ge´ne´ralisant les informations
de´ja` acquises.
4.4 Discussion des re´sultats
La remarque la plus ge´ne´rale que nous puissions faire quant aux re´sultats de
notre expe´rimentation est que la qualite´ de la segmentation 13 (telle qu’e´value´e
par le taux d’erreur) augmente toujours avec l’ordre du mode`le; c’est ce que
confirment tous les graphiques de l’annexe B.2 (p.66 et suivantes). Ceci va dans le
sens des constatations de Harris 14, et traduit directement le gain d’information
lie´ au passage a` un ordre supe´rieur - dans les limites de repre´sentativite´ des
indicateurs.
Le taux d’erreur le plus faible est atteint a` l’ordre 4 par la divergence: 7.5%
pour le corpus AUSTEN, et 10.5% pour le corpus OVIDE. Cette pre´e´minence
de la divergence sur les autres indicateurs ve´rifie sans surprise notre hypothe`se
quant a` la possibilite´ d’ame´liorer les performances du syste`me en tenant compte
de la vraie distribution initiale - estime´e sur les corpus avant la suppression des
se´parateurs. Toutefois, nous verrons plus loin que ce n’est pas force´ment le cas
aux ordres infe´rieurs. La segmentation re´sultante 15 est assez conservatrice, en ce
sens qu’elle manque un certain nombre de frontie`res (22.9% et 46% respective-
ment), mais ne produit que peu de fausses alarmes (2.6% et 3%). Celles-ci sont
principalement le fait d’homonymies partielles et de phe´nome`nes d’affixation
(angl. h and some, excellen t woman, s he, in distinct, comfort able, year s,
lat. ere ctos, nullo s ponte, me a, per missit, utram que).
Sur les figures B.3 et B.4 (pp. 66-66), on peut voir que l’utilisation de la
divergence impose une limite supe´rieure au fallout et infe´rieure a` la proportion
de frontie`res manque´es (1-recall): par exemple, pour le corpus OVIDE a` l’ordre 4,
on ne peut pas faire plus de 55.1% de fausses alarmes ni manquer moins de 22%
des frontie`res re´elles. Ces limites proviennent de la de´finition de la divergence,
qui attribue une valeur infinie (donc ne pouvant passer en dessous d’aucun
seuil) aux contextes ou` peut se produire l’un au moins des symboles interdits
en position initiale (voir paragraphe 3.1).
12. de meˆme que le fait de choisir le taux d’erreur comme crite`re principal
13. Nous ne pre´ciserons plus dans la suite que c’est de segmentation en mots qu’il s’agit ici.
14. Voir note 6, p. xvi et aline´a 2.2.1.
15. extraits o4-K-1.38 p. 70 et o4-K-1.14 p. 74
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Fig. 4.2 – Varie´te´ et entropie conditionnelle (ordre 3), corpus OVIDE
Une autre observation de porte´e tre`s ge´ne´rale est que la varie´te´ fait syste´-
matiquement moins bien que les indicateurs tenant compte des fre´quences 16.
L’examen du de´tail de la courbe de la varie´te´ par rapport a` celle de l’entro-
pie (voir figure 4.1, p. 38 17), montre que la valeur de l’entropie est toujours
infe´rieure ou e´gale a` celle de la varie´te´ (par de´finition), sans que cela alte`re
fondamentalement les rapports entre valeurs successives pour autant. Mais on
constate e´galement que l’e´cart n’est pas constant; en particulier, les pics de va-
rie´te´s observe´s entre an et imus, dice- et -re ou cor et pora semblent eˆtre corrige´s
sur la courbe de l’entropie, ce qui signifie qu’a` ces endroits, si de nombreux suc-
cesseurs (ou pre´de´cesseurs) sont effectivement atteste´s, leur distribution est trop
e´carte´e de l’uniformite´ pour qu’on les fasse suivre (ou pre´ce´der) d’une frontie`re
de mot.
Un exemple inte´ressant de ce phe´nome`ne se pre´sente lorsqu’un suffixe flexion-
nel, utilise´ particulie`rement souvent (et donc au de´triment des autres suffixes
du meˆme paradigme), fait chuter l’entropie par rapport a` la varie´te´, e´vitant
ainsi de produire une fausse alarme. Dans ce cas, prendre les fre´quences en
conside´ration aboutit indirectement a` ame´liorer la discrimination entre les de-
gre´s d’inde´pendance mentionne´s par Harris (1955a, pp.60-1). Notons que dans
son approche, dont le but est la segmentation en morphes, l’emploi de l’en-
tropie engendrerait un accroissement du taux d’erreur, puisque les proble`mes
d’inde´pendance re´duite (alternance, affixation, etc.) nuisent ge´ne´ralement a` la
de´tection des frontie`res de morphes, et que les indicateurs tenant compte des
fre´quences renforcent cet effet.
16. en particulier pour les ordres faibles
17. en l’occurrence, ce n’est pas l’entropie conditionnelle qui est repre´sente´e, mais la quantite´
2
~h(w); celle-ci croˆıt et de´croˆıt comme l’entropie, mais varie entre 1 et m (la taille de l’alphabet
A) plutoˆt qu’entre 0 et log m.
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En ce qui concerne l’hypothe`se portant sur la plus grande ge´ne´ralite´ de
l’information mutuelle par rapport a` l’entropie, on remarque de`s l’abord que
la premie`re aboutit a` une meilleure segmentation que la seconde pour le latin
et inversement pour l’anglais (a` l’exception de l’ordre 2, voir figure 4.3 (page
suivante). En latin, pour les ordres infe´rieurs a` 4, l’information mutuelle fait
meˆme mieux que l’approche supervise´e base´e sur la divergence.
Fig. 4.3 – Taux d’erreur 18
La` ou` l’entropie pre´domine, c’est-a`-dire en anglais et pour les ordres supe´-
rieurs a` 2, elle ne prend pas une avance de´cisive sur l’information mutuelle (0.4%
a` l’ordre 3 et 1% a` l’ordre 4). En contraste, l’information mutuelle est souve-
raine a` l’ordre 2, en particulier pour le corpus OVIDE: dans ce cas, la varie´te´ et
l’entropie e´chouent a` induire une diminution du taux d’erreur (voir figure B.2,
p. 65). En conside´rant la moyenne du taux d’erreur sur les deux corpus pour
chaque indicateur et chaque ordre, on voit que - selon nos crite`res de se´lection -
l’information mutuelle donne les meilleurs re´sultats aux ordres 2 (16.5% contre
22.5% pour l’entropie) et 3 (12.5% contre 13.2%), tandis que l’entropie pre´vaut
a` l’ordre 4 (10.9% contre 11.3% pour l’information mutuelle). En ge´ne´ralisant a`
tous les ordres, on obtient un taux d’erreur moyen global de 13.4% pour l’infor-
mation mutuelle et 15.5% pour l’entropie 18, ce qui est en de´finitive notre plus
fort argument pour accepter l’hypothe`se que la premie`re a une porte´e plus ge´ne´-
rale que la seconde, du moins pour les corpus conside´re´s; cette tendance semble
eˆtre particulie`rement nette aux ordres faibles, pour s’amenuiser en passant aux
ordres supe´rieurs 19.
18. Ce dernier pourcentage est biaise´ par le cas du corpus OVIDE a` l’ordre 2, ou` l’entropie
obtient le moindre taux d’erreur (17.5%) en n’inse´rant aucune frontie`re, et ou` l’on a donc
applique´ le crite`re de la moindre diffe´rence absolue | fallout - (1-recall) |; notons que meˆme
en remplac¸ant le taux obtenu dans ce cas par le moindre taux, on obtient un taux moyen
supe´rieur de 0.5% a` celui de l’information mutuelle.
19. Il serait d’inte´ressant de savoir ce qu’il advient de cette diminution de l’e´cart au-dela` des
ordres teste´s ici.
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Dans l’ensemble, l’information mutuelle aboutit a` une segmentation plus
conservatrice que l’entropie, e´vitant les fausses alarmes pour favoriser le recall.





Arrive´s au terme de cette exploration, nous sommes de´sormais en mesure
de dresser le bilan du chemin parcouru, avant de passer en revue les aspects du
mode`le qui restent a` de´velopper, et les extensions sugge´re´es par nos re´sultats.
5.1 Re´sume´
Nous avons d’abord cherche´ a` donner une introduction informelle au pro-
ble`me de la segmentation morphologique, en e´voquant notamment sa pertinence
dans le cadre de la linguistique descriptive, des the´ories de l’acquisition et du
traitement automatique des langues naturelles. Puis nous avons introduit les
contraintes dans le cadre desquelles notre algorithme de segmentation doit pou-
voir ope´rer, portant en particulier sur le caracte`re segmental, continu, line´aire-
ment se´parable et manifeste du signe morphologique; nous avons insiste´ sur les
limites absolues qu’elles imposent a` la segmentation. Ensuite, nous avons ou-
vert une premie`re discussion du proble`me spe´cifique qui motive cette recherche;
nous avons vu ainsi que la me´thode du nombre de successeurs de´crite par Harris
(1955b) - et dont de nombreux travaux ulte´rieurs se sont inspire´s - n’est en fait
qu’un cas particulier d’une approche base´e sur la similarite´ entre la distribution
(conditionnelle) des successeurs d’un contexte et la distribution des symboles
en de´but d’e´nonce´, qui sert d’approximation de la distribution (initiale) des
symboles en de´but de mot; l’utilisation d’une mesure de diversite´ revient a` faire
l’hypothe`se que la diversite´ de la distribution initiale (ge´ne´ralement inconnue)
est maximale, et que ce crite`re suffit a` e´valuer la similarite´ en question. Nous
avons conclu notre introduction en explicitant les deux hypothe`ses qui devaient
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orienter l’ensemble des conside´rations subse´quentes:
a. qu’il devrait eˆtre possible d’ame´liorer les performances d’un algorithme de
segmentation si l’on connaˆıt la vraie distribution initiale;
b. que la distribution (non conditionnelle) des symboles hors contexte pour-
rait constituer une meilleure approximation de la distribution initiale en
l’absence d’autre information a priori.
Notre deuxie`me partie fut essentiellement consacre´e a` la formulation rigou-
reuse d’un algorithme ge´ne´rique de segmentation par seuillage, dont nous avons
d’abord montre´ la relation avec la me´thode du nombre de successeurs avant
de de´finir plusieurs contraintes sur le conditionnement de la variable teste´e.
Nous avons ainsi e´voque´ le bruit induit par les hypothe`ses (dites markoviennes)
de stationnarite´ et de conditionnement limite´ - mal ne´cessaire pour re´duire
le nombre de parame`tres a` estimer, donc la taille du corpus d’entraˆınement
ne´cessaire (et le temps de calcul, accessoirement). Nous avons e´galement men-
tionne´ la simplification adopte´e dans ce travail et consistant a` utiliser un seuil
constant pour l’ensemble de la se´quence, plutoˆt qu’un seuil adapte´ en fonction
du contexte imme´diat de la frontie`re teste´e. Sur cette base, il fut possible de
de´river deux premiers crite`res markoviens pour la segmentation: la varie´te´ et
l’entropie conditionnelle (a` un k-gramme). Enfin, nous avons cherche´ a` inte´grer
dans le formalisme la notion de pre´ce´dence 1, et avons propose´ de combiner indi-
cateurs transitionnels et pre´ce´dentiels de fac¸on simple et intuitive sous la forme
d’une moyenne (e´ventuellement ponde´re´e).
C’est dans la partie 3 que nous avons formalise´ le de´veloppement spe´cifique
que nous proposons, a` savoir d’expliciter le caracte`re diffe´rentiel de la me´thode
de Harris en utilisant une mesure de dissimilarite´, et d’utiliser comme approxi-
mation de la distribution initiale la distribution non conditionnelle plutoˆt qu’une
distribution uniforme (comme dans le cas de l’entropie). Nous avons vu ainsi
que ce changement de point de vue, apparemment radical, se traduit formelle-
ment par la de´rivation tre`s directe de la divergence de Kullback-Leibler a` partir
de l’entropie conditionnelle. Puis nous avons tente´ de justifier l’approximation
de la distribution initiale par la distribution non conditionnelle en montrant
qu’elle revient a` fonder la segmentation sur la de´pendance entre le contexte et
ses successeurs (et a` utiliser l’information mutuelle au lieu de l’entropie).
Dans la partie 4, nous avons tente´ d’e´valuer la porte´e de nos hypothe`ses et
la pertinence des de´veloppements propose´s en les soumettant a` l’e´preuve des
1. Dont l’utilisation est sugge´re´e par Harris de`s son article de 1955, sous la forme du nombre
de pre´de´cesseurs.
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donne´es - pour une taˆche de segmentation en mots de corpus orthographiques.
Nous avons d’abord discute´ la nature des corpus se´lectionne´s et la norme de co-
dage (simpliste) adopte´e, et pre´sente´ les mesures retenues pour l’e´valuation des
performances du mode`le: taux d’erreur, fallout et recall. Nous avons convenu
de se´lectionner la valeur du seuil qui minimise le taux d’erreur, a` moins que
ce choix n’aboutisse au mutisme du syste`me, auquel cas nous cherchons a` mi-
nimiser la diffe´rence absolue | fallout - (1-recall) | ; s’il subsiste un choix apre`s
ce premier filtrage, nous se´lectionnons le seuil qui minimise le fallout. En exa-
minant les re´sultats au moyen de ces outils, nous avons pu constater que notre
premie`re hypothe`se est largement ve´rifie´e pour les corpus teste´s, c’est-a`-dire que
(la minimisation de) la divergence entre la distribution conditionnelle et la vraie
distribution initiale est un meilleur indice pour la segmentation que (la maxi-
misation de) la diversite´ ou l’incertitude. En revanche, la divergence fait moins
bien que la me´thode base´e sur l’inde´pendance pour les ordres infe´rieur a` 4; en
outre, cette seconde approche ne donne pas des re´sultats beaucoup moins bons
que l’entropie sur le corpus anglais, et fait mieux que tous les autres a` l’ordre
2. Nous y voyons des raisons convaincantes de conside´rer que la de´pendance est
un crite`re plus ge´ne´ral que la diversite´ (ou l’incertitude), et donc d’y recourir
lorsqu’on n’a pas de raisons de penser que l’on se trouve dans le cas particu-
lier (quoique fre´quent) d’une langue ou` la diversite´ suffit a` rendre compte de la
similarite´ entre distribution conditionnelle et initiale.
5.2 Proble`mes en suspens, de´veloppements possibles
Plusieurs aspects du formalisme propose´ dans ce me´moire sont en attente
d’un traitement plus syste´matique. C’est le cas en particulier de la question
du seuil, dont nous avons de´ja` releve´ qu’elle est l’une des plus re´gulie`rement
escamote´es dans ce contexte. L’inde´termination porte bien suˆr sur sa forme: le
seuillage doit-il s’appliquer aux valeurs e´leve´es ou aux pics? ou encore, aux pics
e´leve´s, aux coudes, etc.? Mais elle concerne plus encore la question e´pineuse de
la valeur effective du seuil: comment choisir une bonne valeur de seuil lorsqu’on
ne dispose pas, comme c’e´tait notre cas dans la partie 4, d’un moyen d’e´valuer
les re´sultats? De toute e´vidence, ces proble`mes sont d’une importance cruciale
pour notre propos, et nous ne pouvons que regretter de n’avoir pas le temps de
les examiner plus spe´cifiquement dans ce travail.
Il serait e´galement inte´ressant de creuser la question du conditionnement
de la variable. Nous avons mentionne´ dans l’aline´a 2.2.2.3 une possibilite´ d’ex-
tension (le cas des quantite´s pre´ce´dentielles), mais il serait possible e´galement
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d’augmenter l’ordre de l’unite´ pre´dite. Par exemple, a` partir d’une distribution
de 4-grammes, on peut estimer la probabilite´ qu’un trigramme donne´ soit suivi
ou pre´ce´de´ par un symbole donne´, mais aussi celle qu’un bigramme soit suivi ou
pre´ce´de´ par un autre - et rien n’indique que la seconde estimation ne soit pas
mieux adapte´e que la premie`re pour la segmentation.
L’un des attraits d’un algorithme de segmentation base´ sur des indicateurs
conditionne´s sur une distribution de k-grammes (comme les versions propose´es
dans ce travail de la varie´te´ et l’entropie conditionnelle, et de l’information
mutuelle) est la facilite´ avec laquelle on peut rendre compte de l’e´volution du
mode`le dans le temps. On pourrait aise´ment imaginer une me´thodologie permet-
tant de de´crire l’apprentissage de ce syste`me a` mesure qu’il traite les donne´es.
Dans le meˆme ordre d’ide´e, nous n’avons pas du tout cherche´ a` de´terminer dans
quelle mesure les parame`tres estime´s sur un corpus peuvent eˆtre utilise´s pour
en segmenter un autre.
Surtout, nos re´sultats sugge`rent qu’il est difficile d’obtenir des performances
re´ellement satisfaisantes par un passage unique, sans nuance, sur le corpus. De
fac¸on ge´ne´rale, les parame`tres qui minimisent le taux d’erreur de notre syste`me
tendent a` se´lectionner des valeurs de seuils telles qu’elles e´chouent a` de´tecter de
nombreuses frontie`res existantes, mais qu’elles n’induisent que peu de fausses
alarmes. C’est cette circonstance qui nous conduit a` postuler la ne´cessite´ d’une
approche ite´rative de la segmentation. Supposons que l’on utilise un algorithme
base´ sur la divergence, donc sur deux mode`les explicites, et qu’on choisisse
comme premie`re approximation de la distribution initiale la distribution non
conditionnelle. Apre`s une premie`re ite´ration, nous obtenons une premie`re seg-
mentation du corpus, a` partir de laquelle il est possible re´estimer la distribution
initiale. Une fois le mode`le mis a` jour, on peut pratiquer une nouvelle segmenta-
tion - possiblement plus correcte 2 - et ainsi de suite jusqu’a` ce que la distribution
initiale soit stabilise´e.
Cet algorithme hypothe´tique est l’une des extensions que nous souhaitons
pouvoir expe´rimenter ulte´rieurement. Il nous semble tirer le meilleur parti de la
notion d’apprentissage par ge´ne´ralisation, dont nous avons vu plus haut qu’elle
est le fondement de la me´thode de Harris. Pour l’heure, c’est d’une conclusion
qu’il doit s’agir ici, et a` ce titre nous pensons pouvoir dire - au risque d’une
dernie`re re´pe´tition - que nous avons montre´:
a. que la me´thode de nombre de successeurs est un cas particulier d’une
approche plus ge´ne´rale et base´e sur la notion de (dis-)similarite´ entre dis-
tribution conditionnelle et initiale;
2. C’est sur ce point que repose tout le raisonnement; cette approche n’a pas de sens si la
distribution initiale ne converge pas vers un optimum pour la segmentation.
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b. que la distribution non conditionnelle est une alternative inte´ressante a` la
distribution uniforme (pour approximer la distribution initiale), et vrai-
semblablement plus ge´ne´rale;
c. qu’une fois de plus, il n’a pas vraiment e´te´ tenu compte des premiers tra-
vaux en la matie`re lors des de´veloppements ulte´rieurs, et - nous l’espe´rons
- que le genre de re´trospection que nous avons pratique´ dans ces pages
peut faire e´merger des hypothe`ses et pre´suppose´s noye´s dans la chaˆıne des
paraphrases bibliographiques.
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Annexe A
Introduction a` l’analyse des se´ries temporelles
cate´gorielles
Dans cette partie, nous exposerons les e´le´ments du formalisme de l’analyse
des se´ries temporelles cate´gorielles (ASTC 1) qui fondent l’approche entropique
de la segmentation morphologique. La pre´sentation sera axe´e essentiellement sur
les rapports existant entre le mode`le des chaˆınes de Markov (Markov 1916) et
la The´orie de l’Information (Shannon 1951). Nous postulons que les notions de
base de la statistique classique (en particulier le calcul des probabilite´s) sont
familie`res au lecteur - et recommandons au ne´ophyte une myriade de bonnes
introductions, parmi lesquelles celle de Bavaud (1998) pre´sente l’inte´reˆt de de´-
velopper certains the`mes spe´cifiques de l’ASTC.
A.1 Mode´lisation probabiliste du texte
Dans le cadre de l’ASTC, on appelle texte 2 (de longueur n) tout e´chantillon
ordonne´ σ := sn1 := s1...sn, constitue´ par la concate´nation de n e´tats successifs
d’une variable cate´gorielle S code´e sur un alphabet A := {a1,...,am} de m mo-
dalite´s ou symboles 3. Selon cette de´finition, le caracte`re textuel d’un e´chantillon
1. L’usage de l’acronyme de´note moins le figement du terme que sa lourdeur re´dactionnelle;
notons toutefois que l’ASTC correspond plus ou moins a` la branche anglo-saxonne des re-
cherches en statistique textuelle - par opposition aux travaux franc¸ais axe´s essentiellement sur
l’analyse des correspondances (voir Bavaud 2000, p.263).
2. ou se´quence, ou encore se´rie temporelle cate´gorielle
3. Cette de´finition recouvre des types de donne´es que l’usage ordinaire du terme tend a`
exclure, comme le re´sultat d’une se´rie de lancers a` pile ou face, par exemple.
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rele`ve pour une part de son de´roulement sur un axe temporel discret, et pour
l’autre de sa nature cate´gorielle.
Pour un texte σ donne´, l’ASTC vise essentiellement a` re´pondre a` deux ques-
tions:
a. Comment de´crire, de fac¸on simple et explicative, le processus ayant ge´ne´re´
les donne´es observe´es?
b. Dans quelle mesure le mode`le textuel ainsi conc¸u permet-il de pre´dire les
e´tats futurs sn+1,sn+2, . . .?
La notion de mode`le textuel est fondamentale dans le cadre de l’ASTC; qu’on
l’envisage en tant que re´sultat de la description d’un texte ou comme condition
de sa pre´diction, un mode`le textuel consiste en un corps d’assertions portant
sur le de´roulement d’un processus textuel, conditionne´es par des informations
contextuelles plus ou moins de´taille´es. Si ces assertions produisent une pre´dic-
tion univoque, elles e´quivalent a` des expressions de la forme st+1 = f(t,ct) , ou`
ct = s1 . . . sn repre´sente la totalite´ des symboles pre´ce´dant le symbole a` pre´dire 4
et f(t,ct) une fonction associant a` tout contexte ct au temps t un symbole pre´dit
unique. Un mode`le ainsi formule´ est dit de´terministe et s’ave`re particulie`rement
vulne´rable en ce sens qu’il suffit d’une contre-observation pour le re´futer. Pour
cette raison 5, on recourt souvent a` une expression probabiliste du mode`le; dans
ce cas, les assertions sont note´es pi = p(st+1 = ai | t,ct) , et caracte´risent la pro-
babilite´ conditionnelle d’apparition du symbole ai ∈ A e´tant donne´ le contexte
ct au temps t. Pour t et ct fixe´s, elles sont lie´es entre elles par
∑m
i=1 pi = 1 et
constituent une distribution p1, . . . ,pm sur l’alphabet A. En fait, les assertions
de´terministes de´finies pre´ce´demment correspondent a` un type extreˆme de dis-
tributions, soit lorsque toutes les probabilite´s sont concentre´es dans un symbole
unique.
Pour simplifier le mode`le probabiliste introduit a` l’instant, on formule ge´ne´-
ralement l’hypothe`se de stationnarite´ qui revient a` conside´rer que la probabilite´
d’un symbole a ∈ A ne de´pend pas explicitement de l’instant t ou` s’effectue la
pre´diction, mais uniquement du contexte ct 6:
4. Pour simplifier la pre´sentation, et parce que nous plac¸ons dans le cadre d’une application
de pre´diction, nous limitons ici le contexte aux symboles passe´s (voir paragraphe 2.1.4 pour
une approche alternative); de meˆme, nous limitons l’objet pre´dit au seul symbole suivant le
contexte, mais le formalisme est ge´ne´ralisable a` des pre´dictions plus e´tendues.
5. et pour d’autres (voir Bavaud 1998, pp.87-8, pour une discussion plus approfondie)
6. On peut s’attendre a` ce que la qualite´ de la pre´diction soit diminue´e, mais l’hypothe`se
s’ave`re indispensable en pratique pour re´duire la dimensionnalite´ du proble`me, notamment
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p(a | c) := p(st+1 = a | t,ct) ≈ p(st+T+1 = a | t+ T,ct+T ) T = 1,2,3,...
(A.1)
Une seconde simplification usuelle, l’hypothe`se de conditionnement limite´,
postule que la connaissance de la totalite´ du contexte c n’influence pas plus la
probabilite´ d’un symbole que la connaissance des k derniers symboles de c 7.
Ainsi, si l’on note w ∈ Ak le dernier k-gramme ou groupe de k symboles de c
(Ak) repre´sente l’ensemble des k-grammes possibles), on a:
p(a | c) ≈ p(a | w) (A.2)
Dans ces conditions, on de´finit la probabilite´ de transition de w vers a comme:
p(w → a) := p(a | w) = p(wa)
p(w)
(A.3)
ou` wa de´signe le re´sultat de la concate´nation de w et a. En spe´cifiant p(w →
a) pour tout w ∈ Ak et a ∈ A, on peut construire une matrice de transition
P (mk×m) de composantes Pwa := p(w → a), qui de´finit une chaˆıne de Markov
d’ordre k 8. Dans le cas extreˆme ou` k est nul, on aboutit a` mode`le d’ordre 0 ou`
la probabilite´ d’un symbole est inde´pendante du contexte de la pre´diction:
p(ε→ a) = p(a) (A.4)
ou` ε de´note la chaˆıne vide qui constitue a` elle seule l’ensemble des 0-grammes.
A.2 Information, entropie et chaˆınes de Markov
L’ASTC fait un usage immode´re´ des concepts de la The´orie de l’Information.
Une exposition exhaustive de ce formalisme de´passe largement la porte´e de
ce me´moire - et a` plus forte raison, de cette annexe. Nous nous contenterons
donc de conside´rer la transposition des concepts informationnels dans le cadre
lorsqu’il s’agit d’estimer les parame`tres du mode`le (voir annexe A.3); dans la suite, elle sera
syste´matiquement sous-entendue, de meˆme qu’on e´vitera d’expliciter re´pe´titivement le carac-
te`re stationnaire des probabilite´s re´sultantes.
7. Ici encore, il s’agit d’une re´duction d’information consentie au profit d’un alle´gement du
mode`le.
8. Dans la suite, nous parlerons quelquefois de distribution conditionnelle e´tant donne´ w
(ou distribution des successeurs de w) pour de´signer une ligne particulie`re de la matrice de
transition correspondante:
pw := p(w → a1),...,p(w → am).
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d’un mode`le textuel probabiliste. Le lecteur soucieux de comprendre les rouages
fondamentaux de la The´orie de l’Information est invite´ a` consulter un ouvrage
de re´fe´rence comme Cover & Thomas (1991) 9.
Pour commencer, conside´rons la question suivante: e´tant donne´ une dis-
tribution de probabilite´s sur l’alphabet A := {a1,...,am}, comment qualifier
l’information i(a) produite par l’apparition d’un symbole a ∈ A donne´ ? On
comprend intuitivement que i(a) devrait eˆtre nulle ssi la probabilite´ p(a) du
symbole correspondant est e´gale a` 1 (puisque l’on sait qu’il va se produire), et
inversement qu’elle devrait tendre vers ∞ pour p(a) tendant vers 0. On souhai-
terait en outre que l’information lie´e a` l’observation de deux symboles successifs
a ,a′ ∈ A soit e´gale a` la somme de l’information associe´e a` chaque symbole
individuellement si et seulement s’ils sont inde´pendants:
i(aa′) = i(a) + i(a′)⇔ p(aa′) = p(a)p(a′) (A.5)
Cette proprie´te´ e´voque imme´diatement celles du logarithme, et conduit a` la




= − log p(a) (A.6)
pour tout a ∈ A / p(a) 6= 0 10, et ou` l’on utilise le logarithme binaire 11.
L’information ainsi formule´e ve´rifie (A.5), et l’on a toujours:
0 ≤ i(a) ≤ ∞ et i(a) = logm⇔ p(a) = 1
m
(A.7)
L’information se ge´ne´ralise naturellement au cas des k-grammes w ∈ Ak :
i(w) := − log p(w). La de´rivation de l’information conditionnelle i(w → a) 12
produite par l’apparition d’un symbole a donne´ apre`s un contexte w donne´ fait
intervenir la proprie´te´ (A.5):
9. On trouvera e´galement de nombreux e´le´ments dans Welsh (1988) et un re´sume´ inte´ressant
dans Manning & Schu¨tze (1999, pp.60-80); pour les aspects spe´cifiquement textuels, nous
renvoyons a` nouveau a` Bavaud (1998).
10. Dans la suite, sauf mention explicite, nous admettrons que toutes les ope´rations de´crites
concernent les probabilite´s non-nulles.
11. C’est la` un usage courant en The´orie de l’Information; changer de base revient a` exprimer
l’information dans une autre unite´: bits (base 2), nats (base e) ou digits (base 10).
12. La notation que nous utilisons est peu conventionnelle; nous l’adoptons pour mettre en
relief le rapport direct entre probabilite´ et information correspondantes.
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i(w → a) = − log p(w → a) = − log p(wa)
p(w)
= − log p(wa) + log p(w) = i(wa) − i(w) (A.8)
Comme on le voit, i(w → a) s’interpre`te comme la diffe´rence entre l’infor-
mation associe´e au k+1-gramme wa et celle associe´e au seul k-gramme w. Elle
est nulle ssi p(wa) = p(w) , c’est-a`-dire si p(w → a) = 1.
L’information mutuelle ponctuelle I(w → a) 13 entre un k+1-gramme w et
son successeur a est donne´e par:
I(w → a) = − log p(wa)
p(w)p(a)
= − log p(w → a)
p(a)
(A.9)
I(w → a) varie entre −∞ et +∞, et s’annule ssi p(wa) = p(w)p(a); en ce
sens, elle constitue une mesure de la de´pendance entre w et a. Elle peut aussi
eˆtre conc¸ue comme la diffe´rence entre l’information associe´e a` une transition
w → a et celle associe´e au seul symbole a 14, ou encore comme la diffe´rence
entre l’information associe´e au k+1-gramme wa et la somme de celles associe´es
au k-gramme w et au symbole a inde´pendamment, en vertu de:
I(w → a) = i(wa)− (i(w) + i(a)) (A.10)
La quantite´ i(a) de´finie par (A.6) caracte´rise l’information associe´e a` un
symbole donne´. Sur l’ensemble d’une distribution - contrairement aux proba-
bilite´s correspondantes, la somme des i(a) n’est pas contrainte de valoir 1. Il
en re´sulte que l’espe´rance mathe´matique de l’information associe´e a` un sym-
bole a ∈ A tire´ au hasard Ea(i(a)) =
∑
a
p(a)i(a) n’est ge´ne´ralement pas la
meˆme pour deux distributions diffe´rentes (a` l’inverse de Ea(p(a)) = 1m par de´-
finition) 15. Par exemple, conside´rons l’information produite en moyenne par le
lancer d’une pie`ce e´quilibre´e et celui d’une pie`ce pour laquelle la probabilite´ de
l’une des issues (disons ’pile’) vaut 0.8: dans le premier cas, l’information pro-
duite par l’une et l’autre des issues (e´quiprobables) vaut 1 bit d’apre`s (A.7), d’ou`
13. Il convient de distinguer cette notation de la pre´ce´dente (A.8).
14. A ce sujet, notons que l’information mutuelle ponctuelle est syme´trique en ce sens que
l’on a toujours I(w → a) = i(w → a)− i(a) = i(w ← a)− i(w) = I(w ← a) (l’utilisation de la
fle`che inverse´e de´note le caracte`re pre´ce´dentiel de la quantite´ correspondante, au sens de´fini
dans l’aline´a 2.1.4); en revanche, on a ge´ne´ralement I(w → a) 6= I(a← w).
15. L’indice a sous la sommation est un raccourci informel pour ”a ∈ A : p(a) 6= 0” (voir
note 10, p. 52).
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Ea(i(a)) = 1 bit e´galement; dans le second, on a i(pile) = − log 0.8 = 0.32 bits
et i(face) = − log 0.2 = 2.32 bits, d’ou` Ea(i(a)) = (0.8·0.32)+(0.2·2.32) = 0.72
bits. En moyenne, on obtient moins d’information en lanc¸ant la pie`ce biaise´e, et
l’on n’en obtiendrait pas du tout si elle ne produisait que ’pile’.
Shannon (1951) a de´fini l’entropie H(S) associe´e a` la distribution p :=
p(a1), . . . ,p(am) des symboles de S comme l’espe´rance mathe´matique de i(a) :






p(a) log p(a) (A.11)
Le me´rite lui revient d’avoir de´montre´ que l’entropie pre´sente un ensemble de
proprie´te´s souhaitables 16 pour une mesure de l’incertitude ou du manque d’in-
formation associe´ a` une distribution 17, dont la plus importante est incontesta-
blement la suivante: elle est maximale et e´gale a` logm bits pour une distribution
uniforme, et minimale et nulle pour une distribution de´terministe:
0 ≤ H(p) ≤ logm
H(p) = 0⇔ p de´terministe
H(p) = logm⇔ p uniforme
(A.12)
Dans le cadre de l’ASTC, on ge´ne´ralise (A.11) aux distributions pk de k-grammes
w ∈ Ak en de´finissant l’entropie d’ordre k (pour k ≥ 1) comme:
Hk := H(pk) = Ew(i(w)) = −
∑
w
p(w) log p(w) (A.13)
Il de´coule des proprie´te´s de l’entropie que l’on a toujours Hk+1 ≥ Hk, avec
e´galite´ ssi toutes les distributions conditionnelles e´tant donne´ un k-gramme 18
w ∈ Ak sont de´terministes:
Hk+1 = Hk ⇔ (∀ w ∈ Ak)H(pw) = 0 (A.14)
L’entropie conditionnelle e´tant donne´ w est de´finie comme:
h(w) := H(pw) = Ea(i(w → a)) = −
∑
a
p(w → a) log(w → a) (A.15)
16. On trouvera dans Welsh (1988), pp.1-3 un re´sume´ des proprie´te´s en question.
17. Logiquement, on manque d’autant plus d’information sur une variable (un texte) qu’une
observation typique (un symbole pris au hasard) en fournit beaucoup.
18. Voir note 8, p. 51.
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et s’interpre`te comme l’incertitude moyenne sur les symboles pouvant succe´der
a` w. Si l’on note w′ ∈ Ak−1 un k-1-gramme, l’espe´rance de h(w′) (de´finie pour
k ≥ 1) est appele´e entropie conditionnelle d’ordre k et vaut:







pour k ≥ 1 19. Elle correspond a` l’incertitude associe´e en moyenne a` la distribu-
tion des symboles pouvant suivre un k-1-gramme pris au hasard dans le texte,
ou encore a` la diffe´rence (toujours non-ne´gative et infe´rieure ou e´gale a` log m
bits) entre l’entropie d’ordre k et l’entropie d’ordre k-1, en vertu de:
hk = Ew′,a(i(w′ → a)) = Ew′,a(i(w′a))− Ew′(i(w′)) = Hk −Hk−1 (A.17)




est appele´e taux d’entropie du processus et correspond a` la quantite´ d’incerti-
tude subsistant sur la distribution des symboles lorsque l’on dispose de toute
l’information contextuelle possible, donc a` l’information fournie en moyenne par
un symbole selon ce mode`le ide´al. La non-nullite´ de h∞ indique que le processus
est au moins partiellement impre´dictible 20.
De meˆme que (A.15) ge´ne´ralise la notion d’information conditionnelle d’un
symbole a e´tant donne´ un k-gramme w ∈ Ak a` l’ensemble de la distribu-
tion conditionnelle des successeurs de w, on peut de´finir l’information mutuelle
moyenne de w comme l’espe´rance de l’information mutuelle ponctuelle I(w → a)
entre w et ses successeurs:
I(w) := Ea(I(w → a)) =
∑
a
p(w → a) log p(w → a)
p(a)
(A.19)
On a toujours I(w) ≥ 0, avec e´galite´ ssi (∀ a ∈ A)p(w → a) = p(a). Le
paralle´lisme s’e´tend a` l’information mutuelle d’ordre k, de´finie pour k ≥ 1 comme
l’espe´rance de I(w′) sur tous les k-1-grammes w′ ∈ Ak−1 :
19. Pour k = 1, on a h1 = Ea (i(ε→ a)) = Ea (i(a)) = H1: l’entropie sur la distribution
des symboles pouvant suivre la se´quence vide ε est e´gale a` l’entropie sur la distribution des
symboles hors contexte.
20. Notons que le taux d’entropie n’est ge´ne´ralement pas connu, comme on le verra plus loin.
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Cette quantite´ s’interpre`te comme le gain d’information sur la distribution
des symboles selon qu’on connaˆıt (ou non) le k-1-gramme pre´ce´dent, puisqu’on
a:
Ik = Ew,a(I(w → a)) = Ew′,a(i(w′ → a))− Ea(i(a)) = hk −H1 (A.21)
Elle est nulle ssi (∀ w′ ∈ Ak−1,a ∈ A) p(w′a) = p(w′)p(a), c’est-a`-dire si les k-
1-grammes et les symboles sont inde´pendants (par construction, c’est toujours
le cas de I1).
Pour conclure ce tour d’horizon de l’application des quantite´s de´rive´es de
l’entropie a` la description probabiliste du texte, nous mentionnerons encore
la divergence de Kullback-Leibler ou entropie relative entre deux distributions
p := p(a1), . . . ,p(am) et p′ := p′(a1), . . . ,p′(am) sur le meˆme alphabet A :=
{a1,...,am}, donne´e par:







ou` l’on de´finit log 0p′(a) = 0 et log
p(a)
0 = ∞. L’entropie relative entre p et p′
s’interpre`te comme la re´duction d’information selon qu’on adopte le mode`le
p′ au lieu du vrai mode`le p. Elle est nulle ssi p et p′ co¨ıncident exactement:
(∀ a ∈ A)p(a) = p′(a), d’ou` son interpre´tation comme divergence 21 entre deux
distributions.
L’entropie relative est en outre fre´quemment utilise´e pour l’interpre´tation
d’autres quantite´s. Par exemple, l’information mutuelle moyenne e´tant donne´
w ∈ Ak (A.19) correspond a` la divergence entre la distribution des successeurs
de w et celle des symboles (sans condition), donc a` l’information gagne´e en
tenant compte du contexte w : I(w) = K(pw ‖ p1). Dans le meˆme ordre d’ide´e,
l’information mutuelle d’ordre k (A.20) peut eˆtre conc¸ue comme la divergence
entre la distribution de k-grammes pk et celle p˜k attendue sous l’hypothe`se que
les symboles sont inde´pendants du contexte w′ ∈ Ak−1, donc une mesure de la
de´pendance moyenne entre un k-1-gramme et son successeur tire´s au hasard:
Ik = K(pk−1 ‖ p˜k−1).
21. et non distance, puisqu’on a en ge´ne´ral K(p ‖ p′) 6= K(p′ ‖ p) (voir par exemple Manning
& Schu¨tze 1999, p.72, Bavaud 2000, p.264)
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A.3 Aspects empiriques
Jusqu’ici, nous avons concentre´ notre attention sur la forme et les proprie´te´s
des mode`les textuels probabilistes utilise´s dans le cadre de l’ASTC; nous n’avons
e´voque´ que des mode`les abstraits ou dont les parame`tres ont e´te´ spe´cifie´s arbi-
trairement en fonction des besoins didactiques de l’expose´. En pratique, on est
plus fre´quemment conduit a` estimer les parame`tres, c’est-a`-dire a` leur attribuer
des valeurs observe´es dans un e´chantillon, ou a` les infe´rer, c’est-a`-dire a` se servir
des donne´es pour se´lectionner un mode`le parmi ceux re´sultant de la variation
des parame`tres. Dans le cas d’une chaˆıne de Markov, il s’agit non seulement
d’estimer les probabilite´s de transitions pˆ(w → a) 22 pour tout w ∈ Ak et a ∈ A
mais aussi - et meˆme surtout - d’infe´rer l’ordre kˆ du processus.
L’estimation des probabilite´s de transition implique pre´alablement celle des
probabilite´s p(w) constituant les distributions de k-grammes p1,p2, . . . Etant
donne´ un corpus (au sens tre`s ge´ne´ral de se´quence observe´e) σ := sn1 := s1 . . . sn,
la probabilite´ d’un k-gramme w ∈ Ak est estime´e par la fre´quence relative corres-
pondante f(w), soit le rapport entre le nombre d’occurrences n(w) (ou effectif,
ou encore fre´quence absolue) du k-gramme et le nombre total de k−grammes:
pˆ(w) := f(w) :=
n(w)
n− k + 1 (A.23)
L’estimation des probabilite´s de transition d’ordre k est donne´e par:




et de´pend, comme on le voit, de la distribution des k+1-grammes 23.
L’ordre kˆ du processus 24 peut eˆtre infe´re´ sur la base des proprie´te´s infor-
mationnelles du corpus. Ainsi qu’on l’a vu plus haut, l’entropie conditionnelle
22. Ici et dans ce qui suit, l’usage du circonflexe explicite le caracte`re estime´ ou empirique
des quantite´s conside´re´es (infe´re´, s’il s’agit de l’ordre kˆ).
23. L’expression (A.24) est le pendant empirique de (A.3); leur diffe´rence traduit l’une des
«anomalies» du formalisme, a` savoir que l’on n’a pas toujours n(w) = Σn(wa˜), puisque le
dernier k-gramme d’un texte n’a pas de successeur. Toutefois, pour un e´chantillon suffisam-
ment grand, on peut raisonnablement conside´rer que n(w) est une bonne approximation de
Σn(wa˜), de meˆme que n pour n− k+1 dans (A.23).
24. Il s’agit ici de l’ordre d’une chaˆıne de Markov, donc la taille k du contexte w qui condi-
tionne les probabilite´s de transition; dans ce qui suit, il importe de distinguer l’ordre ainsi
de´fini de celui de l’entropie conditionnelle hk, qui correspond a` celui de la distribution de
k-grammes a` partir de laquelle une chaˆıne de Markov d’ordre k-1 peut eˆtre spe´cifie´e.
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d’ordre k hˆk est une mesure de l’incertitude moyenne sur la distribution des
symboles e´tant donne´ le k-1-gramme pre´ce´dent. Cette quantite´ est d’autant
plus faible que le mode`le fournit beaucoup d’information sur le processus, et
l’on s’attend a` ce qu’elle de´croisse en fonction de k jusqu’a` l’ordre k˜ ou` elle
atteint son minimum, appele´ taux d’entropie du processus h∞ (A.18), si le pro-
cessus est d’ordre k˜−1. En ce sens, le taux d’entropie constitue une forme d’ide´al
informationnel dont il est naturel de vouloir s’approcher.
Mais k˜ peut eˆtre arbitrairement e´leve´, et a` moins que le taux d’entropie soit
nul, on ne peut en pratique jamais s’assurer que la de´croissance de hˆk est bel
et bien termine´e 25. Meˆme si h∞ est nul, une chaˆıne de Markov d’ordre k˜ − 1
peut eˆtre suffisamment complexe (en terme du nombre de ses parame`tres) pour
qu’on lui pre´fe`re un mode`le d’ordre infe´rieur. On adopte alors une strate´gie de
se´lection base´e sur l’observation de la diffe´rence dˆk := hˆk − hˆk−1 ou entropie
re´siduelle d’ordre k de´finie pour k ≥ 1, qui s’interpre`te comme la re´duction d’in-
certitude selon qu’on connaˆıt le k-gramme pre´ce´dent plutoˆt que le k-1-gramme
seulement (Bavaud 1998, p.213); on a toujours dˆk ≥ 0, avec e´galite´ ssi l’entropie
conditionnelle d’ordre k est e´gale a` celle d’ordre k+1, c’est-a`-dire si la croissance
de l’entropie sur les distribution de k-grammes pˆk−1,pˆk et pˆk+1 est line´aire:
dˆk = 0⇔ hˆk = hˆk+1 ⇔ Hˆk = Hˆk−1 + Hˆk+12 (A.25)
Autrement dit, la nullite´ de l’entropie re´siduelle a` l’ordre k indique qu’on ne
gagne aucune information en estimant une chaˆıne de Markov a` partir de pˆk+1
plutoˆt que de pˆk. Inversement, une valeur e´leve´e de dˆk signifie qu’une chaˆıne
d’ordre k fournit significativement plus d’information sur le processus qu’une
chaˆıne d’ordre k-1.
Pour illustrer ce raisonnement, conside´rons l’exemple d’un texte code´ sur
A := {0,1}. Supposons qu’il ait e´te´ ge´ne´re´ par un processus parfaitement ale´a-
toire, avec p(0) = p(1) = 0.5. Sous l’hypothe`se d’inde´pendance des e´tats succes-
sifs, on s’attend a` ce que les distributions de k-grammes soient uniformes pour
k = 1,2, . . . , et l’entropie associe´e Hˆk maximale et e´gale a` logmk = k bits :
Hˆ1 = 1 bit, Hˆ2 = 2 bits, . . . d’ou` une entropie conditionnelle hˆk constante et
maximale: hˆ1 = hˆ2 = . . . = 1 bit (toutes les distributions conditionnelles sont
uniformes) et une entropie re´siduelle constante et minimale: dˆ1 = dˆ2 = . . . = 0
bit (aucune re´duction d’incertitude n’est possible).
Par contraste, admettons que le texte ait e´te´ ge´ne´re´ par un processus d’ordre
2, avec p(00 → 1) = 1, p(01 → 1) = 1, p(11 → 0) = 1, p(10 → 0) = 1 et
25. pour des raisons de repre´sentativite´ que nous e´voquerons plus loin
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Fig. A.1 – entropogrammes attendus pour un processus binaire de´terministe
d’ordre 2; la courbe en gras repre´sente le cas d’un processus ale´atoire.
toutes les autres probabilite´s de transition nulles: . . . 0011001100110011 . . . Les
symboles et les bigrammes sont donc e´quire´partis, d’ou` Hˆ1 = 1 bit et Hˆ2 = 2
bits; les distributions d’ordre supe´rieur a` 2 sont e´galement uniformes, mais sur
quatre k-grammes seulement au lieu des 2k possibles: Hˆ3 = Hˆ4 = . . . = Hˆ2 = 2
bit. L’entropie conditionnelle est donc maximale pour k = 1 et 2, puis nulle e´tant
donne´ que la probabilite´ des symboles n’est pas plus affecte´e par un contexte
de taille k ≥ 3 qu’elle ne l’est par le seul bigramme pre´ce´dent. Enfin, l’entropie
re´siduelle est toujours nulle sauf a` l’ordre 2, ou` l’on observe un maximum: dˆ1 = 0,
dˆ2 = 1, dˆ3 = dˆ4 = . . . = 0; seul le passage de la distribution des bigrammes a`
celle des trigrammes (donc d’une chaˆıne d’ordre 1 a` une chaˆıne d’ordre 2) permet
de re´duire l’incertitude du mode`le - en l’occurrence de l’annuler comple`tement 26.
Cette proce´dure infe´rentielle peut eˆtre visualise´e graphiquement a` l’aide des
entropogrammes de Bavaud ou graphes des entropies (de Shannon, condition-
nelle et re´siduelle d’ordre k) rapporte´es a` l’ordre (Bavaud 1998, p.213). Les
entropogrammes attendus pour notre exemple sont repre´sente´s sur la figure A.1
(page suivante), ou` l’on voit clairement que Hˆk est line´aire jusqu’a` et a` partir
de l’ordre 2, mais pas sur l’intervalle k = 1, 2, 3 comme on a H2 > H1+H32 . Il
re´sulte de cette variation de la pente de Hˆk que hˆk, constante jusqu’a` l’ordre 2
et a` partir de l’ordre 3, de´croˆıt de 1 bit entre les deux; on retrouve cette quantite´
sur le graphe de dˆk, sous la forme d’un pic a` l’ordre 2.
La re´gularite´ des re´sultats te´moigne du caracte`re de´terministe du processus
mode´lise´. En fait, dans ce cas extreˆme, on parviendrait a` des re´sultats compa-
rables en utilisant au lieu de l’entropie la varie´te´ d’ordre k, de´finie (ici empi-
riquement) comme le nombre de k-grammes diffe´rents observe´s dans le texte:
26. Dans ce cas, k˜ = 2.
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vˆk :=| {w ∈ Ak|n(w) ≥ 1} |, et en de´rivant les varie´te´s conditionnelle et re´-
siduelle correspondantes. Par contre, un test base´ sur la varie´te´ e´chouerait a`
de´tecter l’ordre d’un processus d’ordre k ≥ 1 plus proche de l’inde´pendance.
Dans ce cas, dˆk serait une valeur quelconque comprise entre 0 et 1, dont il s’agit
de de´terminer si elle est significativement e´loigne´e de 0, indiquant qu’un mode`le
d’ordre k est significativement meilleur qu’un d’ordre k-1 du point de vue de
l’information qu’il fournit sur le processus (voir figure A.2 p. 61).
La significativite´ de dˆk est d’autant plus e´leve´e que le corpus ayant servi a`
estimer les entropies est grand et le nombre de parame`tres a` l’ordre k petit.
Cela implique que, pour qu’on conside`re que son e´loignement de ze´ro n’est pas
lie´ a` la mauvaise qualite´ de son estimation, elle doit eˆtre d’autant plus e´leve´e
que k est grand. Les deux contraintes conditionnent la forme de´finitive du test
de l’ordre du processus 27 opposant:
H0(k) : «Le processus est d’ordre k»;
H1(k) : «Le processus est d’ordre k+1»
On rejette H0(k) au niveau α ssi
2 ln 2(n− k)dk+1 ≥ χ21−α[mk(m− 1)2] (A.26)
ou` n−k repre´sente le nombre de k+1-grammes observe´s dans le texte etmk(m−
1)2 le nombre de parame`tres libres 28 d’une chaˆıne de Markov d’ordre k pour
l’alphabet conside´re´ 29. On commence par k = 0 et le test est re´ite´re´ pour
k = 1,2, . . . On se´lectionne finalement l’ordre k le plus e´leve´ induisant une
re´duction significative d’incertitude et pour lequel on dispose d’une estimation
fiable des probabilite´s de transition d’ordre k.
La fiabilite´ de l’estimation pˆ(w → a) de´finie par (A.24) est directement lie´e a`
la notion de repre´sentativite´ du corpus, dont nous avons de´ja` diffe´re´ la discussion
par deux fois. Pre´cisons a` ce sujet que la longueur n du corpus et la taille m
de l’alphabet imposent une limite absolue a` la porte´e de nos estimateurs. Nous
avons de´ja` mentionne´ plus haut 30 l’existence de l’effet de bord, c’est-a`-dire que
le nombre de k-grammes observe´s dans un texte de longueur n de´croˆıt d’une
unite´ a` chaque ordre; a` l’extreˆme, ce texte ne contient qu’un seul n-gramme,
vraisemblablement insuffisant pour estimer les mn−1(m− 1)2 parame`tres d’une
27. Voir par exemple Bavaud 1998, pp.214-5.
28. Une distribution de m probabilite´s a m-1 parame`tres libres, la dernie`re e´tant contrainte
de porter le total a` 1.
29. Il est a` noter que la pre´sence du facteur ln 2 est lie´e a` l’utilisation du logarithme binaire,
et qu’il disparaˆıtrait si l’on travaillait en base e; en outre, le facteur n− k, peut eˆtre remplace´
par n pour n grand (voir note 23, p. 57).
30. Voir note 23, p.57.
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Fig. A.2 – Entropogrammes observe´s sur une se´quence binaire de 50’000 sym-
boles ge´ne´re´e par un processus non-de´terministe d’ordre 2 31; la courbe en traitille´
repre´sente le seuil de significativite´ de dˆk au niveau α = 0.001
chaˆıne de Markov d’ordre n-1. On peut montrer que l’estimation des probabilite´s
de transitions d’ordre k est fiable tant que l’est celle de la distribution de k+1-
grammes correspondante, c’est-a`-dire (au moins 32) tant que:




Le test (A.26) connaˆıt la meˆme limite de fiabilite´, et il se peut que l’effet de
bord biaise le comportement des indicateurs avant qu’on puisse rejeter H0(k),
auquel cas on sera contraint de se´lectionner le mode`le d’ordre 0 (A.4).
Il est a` noter que la repre´sentativite´ du corpus n’est pas e´value´e ici en fonc-
tion du processus de se´lection de l’e´chantillon, comme c’est le cas en psychologie
notamment, ou` un e´chantillon est dit repre´sentatif d’une population ssi chaque
individu de cette population a la meˆme chance d’y apparaˆıtre. Il est particulie`-
rement de´licat de justifier la nature de la population dont serait issu un texte
(au sens traditionnel, comme l’œuvre inte´grale d’un auteur, par exemple) et,
partant, celle du processus ayant abouti a` sa se´lection. On pre´fe`re ge´ne´ralement
conside´rer que l’e´chantillonnage est exhaustif, et que les donne´es observe´es cor-
respondent a` l’ensemble des donne´es observables jusqu’alors. Revenant a` nos
conside´rations initiales de l’annexe A.1, nous pouvons dire plus pre´cise´ment que
la justification d’une mode´lisation probabiliste se trouve dans le caracte`re in-
31. spe´cifie´ par les probabilite´s p(00 → 1) = 0.75, p(01 → 1) = p(10 → 1) = 0.5 et
p(11→ 1) = 0.25 (les autres probabilite´s peuvent eˆtre de´duites aise´ment)
32. Pour eˆtre pre´cis, l’estimation est bonne tant que k+1 ≤ logn/h∞ (Shannon 1948), mais
h∞ n’est ge´ne´ralement pas connu; en revanche , on sait que h∞ ≤ logm, d’ou` logn/logm ≤
logn/h∞ (Bavaud 1998, p.214).
62 ANNEXE A. SERIES TEMPORELLES
trinse`quement ale´atoire que l’on preˆte au processus textuel de´crit, et que le
formalisme que nous achevons d’introduire traduit par la non-nullite´ du taux
d’entropie du processus 33.
33. Un lecteur parvenu jusqu’a` ce point appre´ciera sans doute l’existence du freeware En-
tropizer 1.1 (pour Macintosh PowerPC, te´le´chargeable librement sur le site de la section de




Abre´viations: v = varie´te´ conditionnelle, h = entropie conditionnelle, I =
information mutuelle moyenne, K = divergence entre distribution conditionnelle
et initiale, oX = ordre X.
1. Nous rappelons que tous les re´sultats indique´s dans cette partie sont produits par les
indicateurs moyens (voir aline´a 2.2.2.3, e´quation (2.11)), ce que nous ne re´pe´terons plus dans
la suite.
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B.1 Taux d’erreur
Fig. B.1 – Taux d’erreur pour chaque crite`re et a` chaque ordre (corpus AUS-
TEN)
B.1 TAUX D’ERREUR 65
Fig. B.2 – Taux d’erreur (corpus OVIDE)
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B.2 Courbes ROC
Fig. B.3 – courbe ROC pour chaque crite`re et a` chaque ordre (corpus AUSTEN)
Fig. B.4 – courbes ROC (corpus AUSTEN) - suite
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Fig. B.5 – courbes ROC (corpus OVIDE)
Fig. B.6 – courbes ROC (corpus OVIDE) - suite
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Annexe C
Extraits de corpus segmente´s 1
Rappel: le symbole ’=’ indique une frontie`re manque´e, et ’ ’ une fausse
alarme.
Abre´viations: v = varie´te´ conditionnelle, h = entropie conditionnelle, I =
information mutuelle moyenne, K = divergence entre distribution conditionnelle
et initiale, oX = ordre X, sY = seuil Y, f = fallout (fausse alarmes), 1-r = 1-recall
(manque´s), e = taux d’erreur 1.
C.1 Corpus AUSTEN
La proportion d’espaces dans ce corpus est de 19.2%. En n’inse´rant aucune
frontie`re, on obtient un taux d’erreur de 23.7%.
o4-v-s3.45: woodhouse hand some clever and rich with a comfor t able home
and happy disposition seem ed to unite some of the best b les s ing s
of=existence and had lived nearly twenty=one year s in the=world with very
little to distress=or=vex=her=s he w a s the young est of the two daught er s
of a most affection at e indulgent=fathe r and had in consequence of her
s ister s marriage been mistress of his house from a very early period=her
mo ther had=di ed=to o long=ago=for her to have mor e than an
in distinct=remembrance of her caress e s and her place had been supplied by
an=excellent woman=as=gover ness who=had fallen little short of=a mo ther
in affection
e: 10.1%, 1-r: 23.6%, f: 5.9%
1. Voir note 32, p. 61.
1. Les trois dernie`res valeurs sont exprime´es ici en pourcentages.
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o4-h-s2.72: woodhouse h and some clever and rich with a comfort able
ho me and happy disposition seem ed to unite some of the best b les s ing s of
existence and had lived nearly twenty=one year s in the=world with very little
to distress=or=vex=her=s he was the you ngest of the two daught er s of a
most affection at e indulgent=fa ther and had in consequence of her sister s
marriage been mistress of his house from a=very early period=her mo ther had
di ed=to o long=ago=for=her to have more than an in distinct=remembrance
of her caress e s and her place had been supplied by an=excellent
woman=as=gover ness who had=fallen=little short of a mo ther in affection
e: 8.4%, 1-r: 20.6%, f: 4.6%
o4-I-s1.36: woodhouse h and some clever=and rich with a comfort able home
and happy disposition seem ed=to unite=some of the best b les s ing s
of=existence and had lived nearly twenty=one year s in=the=world with very
little to distress=or=vex=her=s he was the youngest of the two daughter s of
a most affection at e indulgent=fa ther and had in consequence of her sister s
marriage been mistress of h is=house from a=very early=period=her m o ther
had=died=too long=ago=for=her to have more than an=in distinct=
remembrance of her caress es and her place had been supplied=by an=
excellent woman=as=gover ness who had=fallen=little short of=a=mo ther in
affection
e: 9.4%, 1-r: 26.9%, f: 4%
o4-K-1.38: woodhouse h and some clever and rich with a comfort able home
and happy disposition seemed to unite some of the best=bles s ing s of
existence and had lived nearly twenty=one year s in the world with very little
t o distress=or=vex=her=s he was the youngest of the two daughter s of a
most affection ate indulgent=father and had in consequence of her sister s
marriage been mistress of his house from a=very early=period=her mother
had died too long=ago for her to have more than an=in distinct=
remembrance of her caresses and her place had been supplied by an=excellen t
woman=as=gover nes s who had=fallen=little short of a=mother in affection
e: 7.4%, 1-r: 22.9%, f: 2.6%
o3-v-s4.14: a=woodhous e hand some cle ver and rich with a comfor t able
home and happy=disposition s e em ed to=unit e some of the best=
ble s s ing s=of=exist ence and had lived=near ly twenty=one=year s in t he
world=with very little to dist res s=or=vex=her s he was the young e s t of
the two=daugh t er s of a=most=affection at e indulgent=fathe r and had in
cons equence of her s is ter s marriage=been mist res s of his hous e from
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a=very early period=her mother had=died too long=ago=for her to have
more than an=in d i st inct=remembrance of her caress es and her place had
be en supplied=by=an=excell ent= wo man=as=gover nes s who had=
fallen=little short o f a=moth e r in=affection
e: 12.8%, 1-r: 28%, f: 8.1%
o3-h-s3.21: a=woodhouse=hand some clever=and rich with a=comfor table
home and happy disposition se em ed to unit e some of the best=bles s ing s
of=exist ence and had lived near ly twenty=one year s in the world with=very
little to di stres s=or=vex=her she was the younges t of the two=daughter s
of a most affection ate indulgent=fa the r and had in cons equence of her
s ister s marriage=been mistres s of his house from=a=very ear ly period=her
mo ther had=di ed to o long ago=for=her to have more than
an=ind is tinct=remembrance of her caress es and her place had=been
supplied by=an=excell ent wo man=as=governess who had=fallen=little
short o f a mother in=affection
e: 10.8%, 1-r: 26.2%, f: 6%
o3-I-s0.96: a=woodhouse=hand some clever=and rich with=a=
comfor t able=home and happy disposition seemed to=unite some of the
best=ble s s ing s of=exist ence and had lived near ly twent y=one year s in
the world with very little=to di st res s=or=vex=her she was the younges t of
the two=daughter s of a=most affection ate=indulgent=fathe r and had in
cons equence of her s ister s marriage=been mist res s of his=hous e
from=a=very=ear ly period=her mo ther had=died too long ago=for her to
have more than=an=ind i st inct=remembrance of her care ss es and her
place had=be en supplied=by=an=excell ent woman= as=governess
who=had=fallen=little=short o f a=mother in=affection
e: 11.2%, 1-r: 29.7%, f: 5.4%
o3-K-1.04: a=wood house=hand some=clever=and rich with=a=
comfortable=home=and happy disposition seemed to unite=some=of
the=best=ble s s ing s of=existence and had lived near ly twent y one=year s
in the=world with very little to distres s=or=vex=her s he was the=younges t
of the=two=daughter s of a=most affectionate=indulgent father and had=in
consequence of her s is ter s marriage been mistres s of his house
from=a=very=ear ly period=her mother had=died too long ago=for her to
have more=than=an= ind istinct=remembrance of her caresses and her place
had been supplied by=an=excellent woman=as=governess who
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had=fall en=little=s hort o f a=mother in=affection












e: 23.4%, 1-r: 95.8%, f: 9%
o2-h-s3.54: ma=woodhou se hand some clever and rich
with=a=comfor table hom e and happy=dis position s e em ed to un it e
som e of the be st=bles s ing s=o f exis t ence and had lived ne arly
twent y=one y ears in the world with=very little to dis t res s=or=vex=her
she was the young es t=of the=two=daughter s=of a most affection at e
indulgent=fa ther and had in=con se quence of=her sis ter s marriage be en
mis t res s of=his hou se fro m=a=ver y early period=her mother had di ed
to o=long ago=for=her to have=mor e than=an=ind is t inct=
re mem brance of=her car es s e s and=her place had be en suppli ed=by
an=excell ent=wom an=as gover ness who=had fall en little shor t=o f a
mothe r in=affection
e: 18.1%, 1-r: 35.9%, f: 12.5%
o2-I-s0.63: ma=woodhouse hand some=clever and rich with=a=
com for table=home and happy=disposition se emed to=unite=some of the
be st=bles s ing s of exis t ence and had lived nearly twent y=one=year s
in=the world with=very little to dist res s=or vex=her she was the
young e s t of the=two=daughter s of=a=most affection ate=indulgent=
father and had in=con se quence of=her sis ter s marriage be en mist res s
of=his=house from=a=ver y=early=period=her mother had died too=long
ago=for=her to have=mor e than=an=ind is t inct=re mem brance of=her
car es s e s and=her place had be en supplied=by an=excell ent wom an=as
gover nes s who=had fall en little shor t=of=a=mother in=affection
e: 16.8%, 1-r: 42.3%, f: 8.9%
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o2-K-0.77: woodhouse h and some clever and rich with a comfort able home
and happy disposition seemed to unite some of the best=bles s ing s of
existence and had lived nearly twenty=one year s in the world with very little
t o distress=or=vex=her=s he was the youngest of the two daughter s of a
most affection ate indulgent=father and had in consequence of her sister s
marriage been mistress of his house from a=very early=period=her mother
had died too long=ago for her to have more than an=in distinct=remembrance
of her caresses and her place had been supplied by an=excellen t
woman=as=gover nes s who had=fallen=little short of a=mother in affection
e: 16.4%, 1-r: 55.8%, f: 4.1%
C.2 Corpus OVIDE
La proportion d’espaces dans ce corpus est de 14.9%. En n’inse´rant aucune
frontie`re, on obtient un taux d’erreur de 17.5%.
o4-v-s3.55: va fert animus mutatas dicere formas=corpora=di coeptis=
nam=vos=mutastis=et illas= adspirate=me is=prima que=ab=
originem undi= ad=mea= perpetuum=de ducite t empora carmen ante mare
et terras et quod tegit omni a caelum=unus erat toto natur a e vult us=in
orbe=quemdixere=chaos=rudis=indigesta que= moles=nec quicquam nisi
pondus=iners=congesta que=eodem=non=bene=iunctarum discordia=
semina=r erum nullus=adhuc=mundo= praebebat lumin a t itan=nec=nova
crescendo reparabat cornua=phoebe=nec circumfuso=pendebat in a ere tellus
ponderibus=librata=suis=nec bracchia longo=margine terrarum=porrexerat
e: 14.6%, 1-r: 59.3%, f: 5.1%
o4-h-s3.06: va fert=animus mutatas dicere formas= corpora=di
coeptis=nam=vos=mutastis et illa s= adspirate=meis=prima que=ab=origine
m undi=ad=me a= perpetuum=de ducite tempora carmen=ante mare et
terras et quod tegit omnia caelum=unus erat toto=natur a e vultus=in
orbe=quem dixere=chaos=rudis indigesta que moles=nec quicquam nisi
pondus=iners=congesta que=eodem=non bene=iunctarum discordia=semina
r erum nullus=adhuc mundo=praebebat lumina t itan=nec=nova crescendo
reparabat cornua phoebe nec circumfuso=pendebat in a ere=tellus
ponderibus=librata=su is=nec bracchia longo=margine terrarum porrexerat
e: 13.3%, 1-r: 47%, f: 4.1%
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o4-I-0.99: va fert animus mutatas dicere formas=corpora=di
coeptis=nam=vos=mutas tis et illa s adspirate=meis= prima que=ab=origine
m undi=ad=me a=per petuum= de ducit e tempora=carmen=ante mare et
terra s et quod tegit omnia=caelum=unus erat toto=n a tura e vultus=
in=orbe=quem dixere=chaos=rudis=indigesta que moles=nec quicquam nisi
pondus=iners=congesta que=eodem=non= bene=iuncta rum
discordia=semina=rerum nullus=adhuc mundo praebebat lumina t itan
nec=nova crescendo reparabat cornua=phoebe nec circumfuso=pendebat
in=a ere=tellus ponderibus=librata=suis=nec bracchia longo=margine
terrarum=porrexerat
e: 13.1%, 1-r: 57.3%, f: 3.8%
o4-K-1.14: va=fert animus mutatas=dicere formas corpora=di=coeptis=
nam=vos=mutastis=et=illas adspirate=meis= prima que=ab=origine
mundi=ad=me a=per petuum de ducite=tempora carmen=ante mare et
terras=et quod tegit omnia caelum=unus=erat toto=na turae vultus in orbe
quem=dixere=chaos=rudis=indigesta que moles nec quicquam nisi
pondus=iners=con gesta que eodem non bene iuncta rum discordia semina
rerum nullus adhuc mundo praebebat=lumina titan nec nova crescendo
re parabat cornua=phoebe nec circumfuso=pendebat=in=aere tellus
ponderibus librata suis=nec bracchia longo margine terrarum porrexerat
e: 10.5%, 1-r: 46%, f: 3%
o3-v-s3.81: ova fer t a n im us muta t as dice re formas cor pora d i coeptis
nam=vos=muta s ti s et illa s ad spira t e=m e is=prima que ab=origine
m undi ad=mea per petu um=de ducit e t em pora carmen ant e m are et
ter ras et quod tegit omni a ca e lum unus e r at tot o=na t u r a e vult us
in orbe=quem dixere=chaos= rudi s in di gest a que m oles nec quic quam
ni s i pondus i n ers=congest a que=e odem non bene iunc ta r um
dis cordi a=s e m i n a=r e rum nullus=adhuc mundo praebebat lum i n a
t i tan nec nova cres cendo r e p arabat cornua=phoebe nec circum fuso=
pendebat i n a e r e t ellus ponde ribus libra t a=s u is nec bracchia
longo=margine t er rar um porrex era t
e: 23%, 1-r: 23.3%, f: 23%
o3-h-s3.4: ova=fert=animus mutat as dicere formas corpora di coeptis nam
vos mutas tis et illas=ad spirat e=me is= prima que=ab=origine
m undi=ad=me a=perpetuum= de ducit e=tempora carmen ante=m are et
terras et quod tegit=omnia caelum=unus erat toto=natur ae vultus
in=orbe=quem=dixere=chaos=rudis in digest a que moles nec quicquam
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nis i=pondus=iners=congest a que=eodem non=bene iunctarum
discordi a=s emina=r erum nullus= adhuc mundo praebebat lumina
t i tan=nec=nova= crescendo=reparabat cornua=phoebe=nec circum fuso=
pendebat=in a e re tellus=ponderibus=librat a=su is= nec=bracchia
longo=margine terrarum=porrexerat
e: 15.5%, 1-r: 59.1%, f: 6.3%
o3-I-0.62: ova=fer t=animus mutatas dicere formas corpora di=coeptis
nam=vos mutas tis et illas adspirat e=meis= primaque=ab=origine
mundi=ad=mea=per petuum= deducit e=tempora carmen=ante=mare=et
terras=et quod tegit=omnia=caelum=unus erat toto=natur ae=vultus=
in=orbe=quem dixere=chaos=rudis=in digest aque moles nec
quicquam=nisi= pondus=iners=congest aque=eodem non=bene=
iunctarum=discordia= semina=rerum nullus=adhuc mundo praebebat=
lumina ti tan=nec= nova cres cendo=reparabat cornua=phoebe=nec
circumfuso= pendebat=in=aere tellus ponderibus=librat a=suis
nec=bracchia=longo=margine terrarum=porrexerat
e: 13.8%, 1-r: 63.3%, f: 3.3%
o3-K-0.78: ova=fert=animus mutatas=dicere formas= corpora=di=coeptis
nam vos mutastis=et=illas adspirate= meis=prima que=ab=origine
mundi=ad=mea=per petuum de ducite=tempora carmen=ante
mare=et=terras=et=quod tegit omnia=caelum=unus=erat=toto=naturae
vultus=in= orbe=quem=dixere=chaos=rudis=in digesta que moles nec
quic quam=nisi=pondus=iners=congesta que eodem=non=bene=iunctarum
discordia=semina=rerum nullus adhuc mundo praebebat=lumina=titan=
nec=nova crescendo= reparabat=cornua=phoebe=nec circumfuso=
pendebat=in=aere tellus=ponderibus=librata=suis nec bracchia=longo
margine=terrarum=porrexerat
e: 14.2%, 1-r: 70.1%, f: 2.4%
o2-v-s4.15: nova=fer t a n im us=mut a t as dic e r e= for ma s cor por a
d i c o eptis=nam=vos=mut a s t i s e t il la s adspi r a t e m e is
pri m aque ab=o r igin e=m undi ad me a per pe tu um=deduc i t e
t em por a c ar men an t e m a re et ter ra s et quod=tegit omni a=
c a e l um unu s e r at to t o=n a t u r a e=vultu s i n orbe=quem
dix er e=c ha os ru di s in di ges t a que m o les nec=quicquam ni s i
pondus i n er s=con ges t a que e od em non=be n e i uncta r um
di s cor di a=s e m in a r e r um nullus adhuc=mundo pra ebebat lum in a
t it an nec nova=c re s cendo r e pa r abat cor nu a=phoebe
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n ec=circumfus o pendebat in a e r e t ellus ponde r ibus librat a s u is
nec=bracchi a l ongo=margin e t er ra r um por rex er at
e: 36.9%, 1-r: 30%, f: 38.5%
o2-h-s3.41: nova fert=a nimus=mut a t as di c ere formas cor por a d i
c oeptis nam vos=mut as t i s e t illa s adspira t e=me is pri ma que
ab=or igin e=m undi ad=mea p erpetuum de duc i t e=t em p or a c armen
ant e=m are et terra s et quod=tegit omni a c a e lum unus e r at
toto=n a tur a e vultus i n orbe=quem dixer e=chaos rudi s in di ges ta que
m oles=nec=quicquam ni s i=pon dus in ers=con ges ta que eodem
non=bene i unc ta r um dis cordi a s e m in a=r e r um nul lus adhuc=
mundo pra ebebat lum in a t i t an=nec nova=crescendo= r e parabat
cor nua=phoebe=nec=circum fus o=p endebat in a e r e t ellus ponde ribus
libra t a su is nec=bracchi a longo margin e t erra r um p orrex er a t
e: 26.8%, 1-r: 26.2%, f: 26.9%
o2-I-0.39: nova=fer t=animus=mutatas dicere= for mas
cor pora=di=coeptis=nam=vos=mutas tis et=illas adspirate=meis
primaque=ab=origine=mundi=ad=mea=per petuum= deducit e=tempora
=car men =ante=mare=et terras et quod=tegit=omnia=caelum=unus=
erat=toto=naturae=vultus=in=orbe=quem=dixere=chaos=rudis=
in digestaque moles=nec=quicquam=nisi=pondus=iners
=con gestaque=eodem=non=bene=iunc tarum=dis cor dia=semina=
rerum=nullus=adhuc=mundo=praebebat =lumina=titan=nec
nova=crescendo=reparabat cor nua=phoebe=nec= circumfuso=pendebat=
in=aer e=tellus ponderibus=librata suis=nec=bracchia=longo=
margin e=terrarum=porrexerat











e: 17.9%, 1-r: 93.1%, f: 1.9%
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