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The Space 6, Land Weak Convergence for the 
Rectangle-Indexed Processes under Mixing 
MICHEL HARELAND MADAN L. PURI* 
Institut Uniuersitaire de Technologie de Litnoges et U.A. C.N.R.S., 
Orsay, and Indiana University, Bloomington, Indiana 47401 
In this paper we study the weak convergence of the weighted empirical pro- 
cesses indexed by rectangles of [0, ilk under both weak and strong mixing condi- 
tions. This is accomplished by generalizing the Skorohod topology on a space of 
functions defined on a set of rectangles. D 1990 Academic Press, IX. 
1. INTRODUCTION 
Let x = <x$‘, *--, X,$)), 1 I i 5 n, TZ 2 1 be Rk-valued random vari- 
ables wi;h continuous d.f.s (distribution functions) F and continuous 
marginal d.f.s F,$) of Xi{), 1 I j I k, 1 I i I n. Let F, “ii) = n-‘&F-q 
and let {HJ be a sequence of measures on [O, llk defined by 
f&&l,..., tk) =F,i(F,‘l)-‘(r,),...,F,‘k)-‘(t,)), 1 <i<n. (1.1) 
Let en be an empirical process defined by 
where B = lYI~=r(aj, bj] c [0, ilk when It I denotes the in-dicator of [ 1. 
Our aim is to study the asymptotic behavior of W, for a certain 
Skorohod topology (to be defined in Section 3) when the sequence {XJ is 
cp-mixing with rates cp( m) = 0( m-l-‘) (1.3) 
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strong mixing with rates i m~k+l)~E( m) < 03 
m=l 
for some .5 E (0, 2(k: z,). (1.4) 
Recall that I&] is q-mixing if sup{ lP(BlA) - P(B)l; A E u(X,~, 1 I 
i I j), B E u(Xni, i > j + m)} = cp(m).JO for positive j and m; and 
it is strong mixing if sup{lP(A n B) - P(A) * P(B)I; A E a(Xni, 1 I i I 
j), B E a(Xni, i 2 j + m)} = cw(m)lO for positive integers j and m. Here 
a<Xni, 1 5 i I j) and a(Xni, i 2 j + m) are the a-fields generated by 
a,,, . . * 7 Xnj> and (X,,j+,, Xn,j+m+l,. . .>, respectively. 
Bass and Pyke [4] extended the M, Skorohod [18] topology for functions 
on [O, 11 to set functions that are outer continuous with inner limits, but 
the empirical processes indexed by rectangles that we are considering have 
trajectories concentrated on the set of functions for which an extension of 
the Skorohod [18] Jr topology is more appropriate. Most of the work 
dealing with the empirical processes indexed by points is concentrated on 
the Skorohod’s Jr topology. In their basic paper, Bass and Pyke [4] posed 
an open problem of determining a general class of sets on which an 
extension of Skorohod’s J, topology is possible. In this paper we provide 
an extension of the Skorohod Jr topology to functions indexed by rectan- 
gles and thus answer a part of the problem posed by Bass and Pyke [4]. We 
may also mention an interesting paper of Straf [19] which deals with the 
extension of J, topology to very general index sets. This requires the 
existence of a group A of homeomorphisms on an arbitrary space and 
does not seem to give real answers perhaps of its very theoretical nature. 
Also Strafs methods seem to be applicable on the space of functions 
defined only on [O, ljk and not on [O, llk, and they do not seem to be 
applicable to empirical processes indexed by rectangles. 
The weak convergence of the weighted univariate empirical process 
indexed by points was established for the independent case by Pyke and 
Shorack 1131, and for the ~-mixing case by Fears and Mehra [S] and later 
by Ahmad and Lin [l]. The generalization to the q-mixing multivariate 
nonstationary case was carried on by Hare1 [9]. Shorack and Wellner [17] 
established the weak convergence of the weighted univariate empirical 
process indexed by intervals when the underlying random variables are 
independent. Their results were later generalized by Einmahl, Ruymgaart, 
and Wellner M to the multivariate case by using directly the well known 
Skorohod construction when the underlying random variables are inde- 
pendent, identical and uniformly distributed over [O, ilk. Later Ruymgaart 
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and Wellner [16] considered the case when the random variables are not 
uniformly distributed, but left open the problem of the convergence of the 
weighted empirical processes (see Ruymgaart and Wellner [16, remark, p. 
2211. Our method of constructing Skorohod topology on the space of 
functions indexed by rectangles leads also to the extension of the results of 
Ruymgaart and Wellner [16] for more general classes of distributions (not 
necessarily uniform distributions). 
We may also mention for reference the work of Alexander [2] on 
weighted empirical processes indexed by Vapnik-Cervonenkis classes of 
sets for the independent case. For the weak convergence of (nonweighted) 
empirical processes the reader is referred to the interesting papers of 
Neuhaus [lo, 111 for the independent case, Riischendorf [14] and Balacheff 
and DuPont [3] for the p-mixing cases. 
2. THE bk AND ck SPACES AND PRELIMINARIES 
We write t = (tI, . . . , tk), and half-open rectangles R(t, t') = 
lJ~=,(tj, t;]. By convention, any point tj E [0, 11 will be called a half-open 
interval and will be written as (tj, tj]. Note that R(t, t) = t. For (t, t'> E 
([0, ilk)‘, t I t' will mean tj I t; Vj = 1,. . . , k, and t < t' will mean 
tj<tj Vj= l,..., k. For (t, t') E ([O, llkj2 with t < t' or t I t' we can 
associate a rectangle R(t, t') defined as before. 
Let Z(k) = {R(t, t’); R(t, t’) c [O, ilk}, and associate with the space 
.9(k) the Hausdorff metric d,, where d,(R(t, t’), R(s, s’)) = 
mUI,jlk mdlsj - tjl,lsj - t/II. 
Consider a family of k strictly increasing finite sequences of elements of 
[0, l] such that 0 is the first element of each sequence. For example, let 
B = {tji}, 1 5 i I nj, 1 I j I k be k sequences such that tjl = 0 and 
tji < tjt+l Vi E (1,. . . , rzj - 11 and j E (1,. . . , k). Now associate with B a 
set Z(j)(i, I) defined as {(tj, TV]c [O, 11, tji I tj ’ tji+lt tjl I tj’ ’ tj[+l} 
I”)( i, 1) = 
if1 Ii,llnj- 1 
{(tj,t;] CIO,l],tjiItj<tji+l,tjlItilI1} ‘2’1’ 
if1 <i<nj- l,I=nj 
and 
Z(j)(nj, nj) = ((tj, t;l C [O,l]; tjn, I tj I t/ I 1). 
(Note that Z”‘(i, I) = 4 if tjl 5 tji*) 
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Then a partition G of S(k) defined as 
G = 
i 
,filI(j)(ij, lj), 1 I ij I nj, 1 I fj I nj, and ,$ll”‘(ij, lj) Z 4 
(2.2) 
will be called a grid of S(k) with base B. 
Let S* be a finite subset of X(k), where S* = {R(a(‘), b(r)), . . . , 
R(&‘), !I@))}. Then the base generated by S* is the smallest base of the 
grid B such that {a!‘) , ). . . , UlP’} U (bi(l’, . . . ) ,~“} c {tjl,. . . ) fj~,} V~ = 
1 k. 7 * . * , 
Let R(t, t’) E X(k) and (p, E) E (0, #‘ X (0, #‘. Then the (p, E) quad- 
rant of S(k) with top R(t, t’) is a subset Q(R(t, t’), p, E) of S(k) defined 
as 
where 
j=l 
{(sj, Sj] C [O,l], Sj < tj, .Sj < tj} if pi = .sj = 0 
((sj, S;1 c [O, l], Sj 2 tj, Sj < tj} if pi = 1, Ej = 0 
{(sj, Sj’] c [O, l], Sj < tj, Sj 2 t\} if pi = 0, Ej = 1 
{(sjTSj] C [O,l], Sj 2 tj, Sj’ 2 tj} if pj = sj = 1. 
Let R(t, t’) E S(k) and (p, E) E (0, #‘ x {O, l}k such that Q(R(t, t’>, 
p, E) # q5. Then, it is easy to see that if G is a grid, there exists an S E G 
such that S n Q< R( t, t ‘), p, E) is a neighborhood of R( t, t ‘) in 
Q(R(t, t’), p, E) in the topology induced on Q(R(t, t’), p, E) by the Haus- 
dorff metric. 
Let S be a nonempty subset of 3(k). S is called a pavement of 
S(k) if S is of the form S = nf=, Sj, where for any 1 I j I k, 
3(aj’), I$‘), a$?), bj2)> E [0, 114 such that Sj = {(tj, tj], ai!’ s tj I a?), bj”’ I 
t! 2 b(2)). 1 
Foiany R(s, s’) E S, we call the pair (J, L) the indicator of R(s, s’) into 
S if (.I, 15) c {l, . . . , k} X (1,. . . , kl is such that 
sj E {a?), a$?)} Vj E J and 
si E {bj’), bj2’} Vl E L and 
sj E (al’), uI;“)) Vj 4 J 
Si E (bjl’, bi2’) Vl! 4 L. 
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We say F, a subset of S, is the face of R(s, s’) in S with indicator (J, L) 
if F is of the form 
F = {R(u, u’) E S; uj = sj Vj E J and u; = s; VI E L}. 
Note that if (J, L) = (+,4), then F = S, and if (J, L) = (1,. . . , k} X 
(1,. . . , k}, then F = R(s, s’). 
We say that f: .3(k) -+ R admits a (p, E) limit in R(t, t’) if and only if 
the restriction flQ(R(t, t’), p, E) admits a limit in R(t, t’) with respect to 
the metric d, and the usual metric on R. We shall denote the (p, E) limit 
of f in R(t, t’) by f(R(t, t’) + O(p, ~1). If (p, E) = ((1,. . . , l),(l, . . . , l)), 
then the (p, E) limit of f is f(R(t, t’>). 
Denote by D,, the set of maps f : 3(k) -+ R such that for any 
R(t, t’) E S(k) and any (p, E) E (0, ilk X IO, ilk for which 
Q(R(t, 0, p, E) # 4, f admits a (p, E) limit in R(t, t’>. 
Finally denote by C,, the set of maps f : 3(k) + IF! which are continu- 
ous in d, and the usual metric in R. 
2.1. Properties of the Spaces 6, and dk 
Let f E fik and R(t, t’) E S(k), and for any (J, L) c (1,. . . , k} x 
(1,. . . , k), set 
If@(W) + Oh4) -f@(O) + ObW))I, 
= mm Q(R(~,~‘>,P,E) # d~,Q(R(t,t’),p’,~‘) # 4, . (2.3) 
where Vj E J, pj = p,! and VI E L, .eI = ei 
Note that if (J’, L’) C (J, L), then H( f, R(t, t’), J, L) I H( f, R(t, t’>, 
J’, L’) and if (J, L) = (1, . . . , k} X (1, . . . , k), then H( f, R(t, t’), J, L) = 0. 
If (J, L) = (4, 41, then we shall denote H( f, R(t, t’), J, L) by 
H(f, R(t, t’>>. 
LEMMA 2.1. Let f E B,, R(t, t’) E S(k), (J, L) c (1,. . . , k} x 
0,. . , , k} and 17 > 0. Let B(R(t, t’), a) be an open ball with center R(t, t’) 
and radius (Y such that Wp, E) E (0, ilk X (0, ilk, V((s, s’) E B(R(t, t’>,(~> 
n Q(R(t, t’), p, e), 
If(Rb, ~9) -f(W, 0 + O(P, &))I < 77. (Z-4) 
Then, for any R(u, u’) E B(R(t, t’), a) for which tj = uj Vj E J, tj # uj 
Vj P J; ti = ui Vl E L and ti # ui VI E L, we have 
H(f,R(u,u’),J,L) I 277. (2.5) 
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Praof: For any (p, E) E (0, l?‘ X (0, ilk such that Q(R(u, u’), p, E) Z 4, 
we denote by (p, E), an element of 10, ilk X {O, ilk defined as 
if j EJ, pj = pi if 1 E L, E, = E~ 
0 0 
ifjeJJ,Pj= 1 
i 
if uj < ti if u; > t, 
ifu.>t, ifleL,EI I 
J J i if u; < t, 
then Q(R(u, u’), p, E) n Q(R(t, t’), P, E) + 4. 
Let ~)i > 0 and (Y’ > 0 be such that 
If(Ns> 0 - f(N u, u’> + O(PP 41 < 771 
V((P, E) E {0, l}k x (0, ilk and VR(s, s’) E B(R(u, u’), a’) n Q(R(u, u’), 
P, E). 
As B(R(u, u’), a’) n Q((R(u, u’), p, E) n B(R(t, t’), a) n Q(R(t, t’), 
p, E) z 4 we can find R(s, s’) such that (using (2.4)) 
If( R(s, s’>> - f(Nu9 u’) + O(PP 41 < 771 
and 
If(R(s,s’)) -f(R(t,t’) + W3))I < 17. 
From the above inequalities, we deduce 
If(R(t,t’) + O(P,E)) -f(Jqu,u’) + O(w))I < 77 + rll. 
Since ~)i is arbitrary, the left side of the above inequality I 7. 
I-et (p’, E’) be another element of 10, ilk X 10, Ilk such that 
Q(R(U, d), p', d) z 4. Since (F, E’) = (p, E), we deduce, proceeding anal- 
ogously, 
If(@v’) + O(p’,O) -f(R(t,t’) + O(&E))I I q 
and 
If@(u, u’) + O( p’, E’>> - f( R( u, u’) + O( p, &))I I 277. 
Now using (2.3), we conclude (2.5). 
LEMMA 2.2. Let f E 6, and (J, L) c 11,. . . , k} X (1,. . . , k}. Set T C 
S(k) be such that V((R(t, t’), R(s, s’)) E T x T with R(t, t’) # R(s, s’), we 
have tj = sj Vj E J, tj z sj Vj +Z J, ti = si Vl E L, and ti Z si Vl e L. 
Then, for any 7 > 0, the set of elements of T such that H(f, R(t, t’), J, L) 
2 q is finite. 
Proof. Let 77 > 0 be fixed, and let T, be the set of elements of T such 
that H(R(t, t’), J, L) 2 7. If T,, is infinite, then it has a limiting point 
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R(t,t’), and we can find a sequence R(t(“‘, t’? of points of T, which 
admits R(t, t’) as limit, and is such that Vn E N, ty) f tj for Vj @ J and 
tr’“’ # ti Vl $E L. 
Let ?I’ < 77/2 and (Y > 0 be such that B(R(t, t’), a) satisfies If(R(s, s’) 
- f(R(t, 0, p, ~11 < 7’ Wp, E) E IO, 1)“ X IO, lIk and VR(s, 3’) E 
B(R(t,t’), (Y) (7 Q(R(t, t’), p, E). Also let n, E N be such that R(t(“), trcn)) 
E B(R(t, t’), a) vn 2 no. Then, using Lemma 2.1, it follows that 
H(f, R(t(“), P)), J, L) I 277’ < TJ which contradicts the hypothesis. 
THEOREM 2.1. Let R be the set of grids of S(k) and let f: Ak) -+ (w. 
ThenfE6, ifandonlyifVq>0,3S>0,3GERsuch that VSEG 
and V(R(t, t’), R(s, s’)) E S X S we have 
d,(R(t,t’),R(s,s’)) IS =j If(R(t,t’) -f(R(s,s’))l < 77. (2.6) 
Proof. (Sufficiency). Let f : X(k) -+ R, and let f ~5 6,. Then we show 
that (2.4) is not true, that is we show that V6 > 0, VG E R, 3s E G, 
3(R(t, t’), R(s, s’) E S x S such that d,(R(t, t’), R(s, s’)) < 6 and 
If(R(t, t’) - f(R(s, s’))l 2 77. Since f E 6,, it follows that 3R(u, u’) E 
X(k) and 3(p, E) E (0, l}k x (0, l}k such that Q(R(u, u’), p, E) # C#J 
and f has no (p, E) limit in R(u, u’). This means that Vqr > 0, 
3(R(t, t’), R(s, s’)) E Q2(R(u, u’), p, E) such that d,(R(t, t’), R(s, s’>> < v1 
and If(R(t, t’)) - f(R(s, s’))l 2 7. 
Let 6 > 0 and G E R be fixed. Then we can find S E G such that 
Q(R(u, u’), p, E) n S is a neighborhood of R(u, u’) in Q(R(u, u’), p, E). 
Then, there exists an LY > 0 such that 
Now choose qr = min(d, a/2). Then 
V(R(t, t’), R(s, 4) E (Q(R(u, 4, P, 4 n B(R(u, 4, a>)” 
such that d,(R(t, t’), R(s, s’)) < qr. We see that (R(t, t’), R(s, s’)) E S X S 
and d,(R(t, t’), R(s, s’) I 8. 
We can now choose (R(t, t’>, R(s, s’)), such that If(R(t, t’) - f(R(s, s’))l 
2 77 and this leads to contradiction. Sufficiently is established. 
(Necessary gart ). Let f E 8,. Choose an n > 0, and let 2 be a class of 
subsets T of Ak) such that 
(a) VR(t, t’> E T, H(f, R(t, t’>> 2 77 
(b) V(R(t, t’), R(s, s’)) E T X T, R(t, t’> # R(s, s’> * tj # sj Vj E 
{I,. * *, k} and ti # si VI E {l,..., k}. 
Note that T is finite VT E .Z. Let S;l; (E A?) be a maximal element 
(in 2). 
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By iteration, we construct a sequence SF,. . . , S& of sets in s(k) as 
follows: For any R(s (l), s’(r)) E ST and any (.I, L) E 11,. . . , kj X 11,. . . , k) 
such that Card J + Card L = 1, let A?‘(R(s(‘), s’(r)), J, L) be a class of 
subsets T * of .X(k) such that 
(c) VR(t, t’> E T*, H(f, R(t, t’), J, L) 2 17 
(d) VR(t, t’) E T*, ti = sj”) Vj E J and t; = silo) Vl E L and 
(e) V(R(t, t’), R(s, 8’)) E T X T, R(t, t’) # R(s, s’) - tj # sj Vj e J 
and ti # si Vl E L. 
Now let S*(R(s(‘), s’(r)), J, L) be a maximal element in Z(R(s”‘, 
s’(l)), J, L). We set S,* = ST Ucl) Uc2,S*(R(d1), s”“), J, L), where Ucl) in 
the union over I?($), s’(l)) E Sf and tJc2) is the union over (.I, L) E gl, 
where g1 is the class of subsets of J c (1,. . . , k) and L c (1,. . . , k} such 
that Card J + Card L = 1. 
Proceeding this way we get a sequence ST C * * * C S& of sets in 
X(k). Let G be a grid generated by S&. Now denote 
J(R(t,t’)) = (jE (l,...,k}:B?(~,d) ~S&andSj=tj} 
and 
L(R(t,t’)) = {Z E {l,..., k): 3R(s,s’) E S& and sf = ti}. 
Then, we first prove the following lemma. 
LEMMA 2.3. Let R(t, t’) E Ak). Then for every (J, L) such that 
(J(R(t, t’), L(R(t, t’)) c U, L), we haue 
ff(f,R(W),JJ) < 77. (2.7) 
Proof. Let Y be a set of sequences (R(s”‘, s’(l)), jr), . . . , 
(~(s(~), s’@)), j,J, where 1 I h I 2k, j, E 11, . . . ,2 k}, and 1 I 1 I h, such 
that, 
SW = t. 
II II 
if jr I k, s,!,(?~ = tjlmk if j, > k (1 I I I h) 
R( s(l), s ‘0) E ST) ) R( s(l), ,@)) E S*( R( s@-l), s’+‘)), .I,, L,) (2.8) 
where Jl = 
1.i 
Up<l-l,jpsk Jp, I’ 1 L, = U,,~-~,jp>&jp - kl, and il G 
r, . . . , jr-r}. Note that Y has at least one maximal sequence and it is 
easy to check that 
Vl E {l,...,h}, ~~,~‘=tj, if j, I k and s;,?!i = t,fpk if j, > k 
(2.9) 
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Since Ji c J(R(t, t’)) and L, c L(R(t, t’)), it suffices to prove that any 
maximal sequence satisfies 
fqf, w, 09 J2, J!J,) < 7, 
where (J2, L,) = (Ji, L,) with h = 1 - 1. (2.10) 
There are three cases to be disposed of. 
Case 1. Let h = 2k. Then from (2.9), R(t, t’) = R(s’*~‘, s’(*~)), 
J(R(t, t’)) = L(R(t, t’)> = (1,. . . , k} and so 
H(f,R(t,t’),J(R(t,t’)),L(R(t,t’))) =O(<v). 
Case 2. Let F= 4. Then H(f, R(t, t’)) < 7, and also for any (J, L) c 
(1, * - *, k} x (1,. . . , kl, H<f, R(t, 0, J, L) < 7. 
Case 3. Let 1 < h < 2k. Then, for any R(s, s’> E S*(R(s@‘, s’?, 
J2, L,) and j @ I&, . . . , j,,}, we have sj # tj if j I k, sjek # tjek if j > k. 
Now if H(f, R(t, t’), J2, L2) 2 n, then the sequence would not be maxi- 
mal, and so we have the contraction. This proves the lemma. 
Now let G be a grid generated by s,*,, and let S E G. 
Let s denote the closure of S under d,. (Note that 3 is a pavement.) If 
R(t, t’) E 3, and (J, L) is the indicator of R(t, t’) in s, then we have 
H(f, R(t, 0, J, L) < 77. 
Now we prove that for any S E G 3S > 0 such that WR(t, t’>, R(s, s’)) 
ESXS, 
d,(R(t,t’),R(s,s’)) I q * If@(W) -f(R(s,s’))l < 77. (2.11) 
Suppose (2.11) is not true. Then, we can find an S E G such that 
VS > 0, 3(R(t, t’), R(s, s’) E S X S, such that 
dH( R(t, t’), R(s, s’)) _< 6 and If(W, 0) -f(Ns, O)I > 17. 
(2.12) 
In this case, we can extract two sequences R(t(“‘, t’(“)) and R(s(“), s’(~)) in 
S such that they converge to the same limit R(t, t’) in s; furthermore, 
xp, -5) E IO, ilk x IO, ilk and (p’, E’) E (0, lJk X (0, l}k with R(t’“‘, t’(“)) 
E Q(Nt, t’), p, E) and R(s @), s’(“)) in Q(R(s, s’), p’, E’) for any n 2 1 such 
that Jf(R(tcnl,t’?) - f(R(s(“), s’(“))I > 7. 
As f E D,, lim,,, f(R(t(“), t ‘(“))) = f(R(t, t’) + O(p, E)) and 
lim n~m f(R(s’“‘, s’(“))) = f(R(t, t’) + O(p’, &‘I). 
Consequently, 
If@(W) + O(P,E)) -f(R(W) + O(p’+‘))I 2 7. (2.13) 
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Let (J, L) be the indicator of R(t, t’) in .?. If (J, L) = (4,4), J(R(t, t’)) 
= C#J, and L(R(t, t’)) = 4, then F is 6, and so H(f, R(t, t’)) < n, which is 
not compatible with (2.13). 
If (J, L) z (4, c#J), the pj = pj’ Vj E J, and al = E; VI E L, and so 
If(R(t,t’) + O(w)) -f(R(t,t’) + O(p’,e’))I 
Iff(f(R(V’),J,L) 
(from Lemma 2.3) and this is not compatible with (2.13). This proves the 
theorem. 
DEFINITION (Balacheff and DuPont [3]). A grid G’ is finer than a grid 
G if and only if VS’ E G’, 3s E G such that S’ c S. 
Property of a Finer Grid. Given any 6 > 0 and any grid G, we can find 
another grid G’ finer than G such that the diameter of each element S’ of 
G’ is less than or equal to 6. 
For any grid G with base B = ((fjg, 1 I i s nj, 1 I j I k), we associate 
the number m(G), called permeabihty m(G) of G, defined as 
m(G) = inf inf {ltji - tji+ll, tji + tji+l}, 
lsjsk lsisnj 
ljnj+l = 1 
by convention. (Note that this concept of permeability is an extension of 
the similar concept given by Neuhaus [lo] for a rather specialized situation 
connected with the space Dk.) Now denote 
R, = {G; m(G) > 17 for any n > 0). (2.14) 
COROLLARY 2.1. Let f: .9(k) + R. Then 
(a) f~fi)kifandonlyifVq>0,3agridG~RsuchthatVS~G 
and V(R(t, t’), R(s, s’)) E S X S, we have If(R(t, t’>) - f(R(s, s’)>l < 7. 
(b)f&if d an only if Vq > 0, 36 > 0 and G E R, such that 
VS E G and WR(t, t’), R(s, s’)) E S X S, we have If(R(t, t’>) - 
f(R(s, s’>>l <77. 
Proof. (a> is a consequence of Theorem 2.1 and the property of the 
finer grid, and (b) is a consequence of (a>. 
For any function f: .-F(k) + R, and any S > 0, we define the “modulus 
of continuity” w(f, 6) in ck and &(f, S> in ck as 
w’( f, S) = inf max sup 
GER, SeG (R(~,~'),R(~,s'))ESXS 
lf(W, f>) -f(Rb, s’>)l 
(2.15) 
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and 
G(f, 6) = sup(lf(R(& t’)) - f(R(& s’))l; 
(W, 0, Ns, 0 E S(k) x 4k), 
d,(R(t,t’),z?(s,s’)) s 6). (2.16) 
Note that a function g: 6 -+ o’(f, 61, where 6 E (0, 11 is nondecreasing. 
COROLLARY 2.2. Let f: .Y(k) + R. Then 
(a) f E fi.k if and only if lim, - 0 o’(f, S> = 0 
(b) f E ck if and only if lim,,, &(f, 6) = 0. 
Proof. (a) is a consequence of Corollary 2.1(b), and (b) follows by 
definition. 
Note that for any bounded function f: X(k) + R, and any 6 E CO,;), 
df, 8) I cixf,26). 
3. SKOROHOD TOPOLOGY ON b, 
3.1. Preliminaries 
In what follows, A denotes the space of maps h: [O, 11 + [O, 11 which are 
nondecreasing, continuous, and bijective. Ack’ denotes the space of maps 
A: [O, ilk + [O, llk, where Act,, . . ., tk) = (A&t,),. . . , h,(t,)), Aj E A, 1 I 
j 5 k. 
z(k) denotes the identity map on [O, ilk, 
III A 111 = max sup 
log Aj(tj) - Aj(‘j) 
ldd o~r,q~l tj - Sj 
for any R(t, t’) E Af >, A(R(t, t’)) denotes an element R(s, s’) of S(k) 
defined by Ai = sj and Aj(t/> = s;, 1 _< j I k. For any bounded maps 
f,g: .-F(k) --) R, we denote 
d(f, 8) = Ay$m=(llf - g o All, IIA - &ll}; 
d,(f, g) = A~~k,m=(llf - g 0 All, Ill A Ill), 
where Ilf - go All = sup R(t,l’)E#c(k)(If(R(tT t’>) - g o A(R(t, t’))l) and IIA 
- '(k,ll = SUP~~[O,l] k{ IA(t) - Zck,(t) I). We shall call the topologies associ- 
ated with d and do as Skorohod and modified Skorohod topologies, 
respectively. 
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LEMMA 3.1. 
6, 
Let f,,: fi,, + Iw be a sequence of maps such that f,, + f E 
in Skorohod topology. Let R(t, t ‘> E Ak) be such that the restriction of 
f to the face of R(t, t’) in X(k) is continuous in R(t, t’>. Then 
lim,,, f,,(R(t, t’)) = fUW, t’)). 
Proof. Proof follows by using the inequality 
If,(R(t, t’>) - f(R(t, t’>)l 
I If,(R(t, t’)) -f(h-‘(R(t, t’>>)l 
+ If(A-‘(R(W))) -f(RO,t’))l, 
where A -’ is the inverse function of A. 
Remark 3.1. Following Billingsley [53 and Neuhaus [lo], the following 
facts can easily be established: 
(i) Skorohod topology as well as modified Skorohod topology im- 
plies uniform topology. 
(ii) Uniform topolopgy is finer than the Skorohod topology. 
(iii) The modified Skorohod topology is finer than the Skorohod 
topology. 
(iv) The Skorohod topology and the modified Skorohod topology are 
equivalent in fik. 
(v) The space (I$, d) is separable. 
(vi) The space (fik, d,) is complete. 
(vii) V6 > 0, ti’( f, 8) is upper semicontinuous in f E 6, with respect 
to the Skorohod topology. 
LEMMA 3.2. For any R(t, t’) E Ak), let vR(~,~~): fik + [w be a map 
defned bY ‘PR(t,t’) = f(R(t, t’)). If the restriction of the face of R(t, t’> into 
Ak) is continuous, then qR(,$) is continuous with respect to the Skorohod 
topology. 
Proof. Consequence of Lemma 3.1. 
THEOREM 3.1. Let K c fik. Then the closure of E of K (with respect to 
the Skorohod topology) is compact if and only if 
supllf II < co 
fEK 
(3.1) 
and 
lim supo’( f, S) = 0. 
c3+m f=K 
(3.2) 
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Proof. Let z be compact. Then (3.1) and (3.2) follow from Remark 
3.l(vii). We now prove the sufficiency part. 
Let K c fi,, and let (3.1) and (3.2) hold. Since <6,, d,) is complete, we 
have to show that VT > 0, 3 a finite subset K(n) of bk which is T-net in 
K with respect to da. 
Choose an 17 > 0, and an integer m such that 7 > l/m, and 
c&f, l/m> < 77 Vf E K. 
Let Jm = (j/m; 0 I j 5 m) and let R(&J be the set of grids G of 
X(k), with each grid having the base of the form {tii, 1 I i I nj, 1 2 j I 
k), where tji E &, Vi and Vj. 
Let W be an q-net set of [ - supllfll, supllfll] and let K(T) be the space 
of step functions of the form CSEG s s, (Y Z where G E Z?(dm) and for any 
S E G, LYE belongs to H. Then it is easy to check that K(q) is 2n-net in K 
with respect to d, and hence K(T) is q-net in K with respect to d,. 
4. WEAK CONVERGENCE OF PROBABILITY MEASURES IN 6, 
4.1. Measurability on fi)k 
For any T c X(k), let (or denote the projection of fi, in RT, and let 
&k be the Bore1 a-field generated by the Skorohod topology in fik. For 
any (J, L) c (1,. . . , k) x (1,. . , , k), let FJ,L = {R(t, t’); tj = 1 Vj E J and 
t; = 1 VI E ZJ. Then, we have 
THEOREM 4.1. -c%~ is the restriction to 5, of the u-field S!IsCk) on IWxCk), 
where 63 is the usual Bore1 u-field on Iw. 
Proof. First we show that as(k) c $k. To prove this we have to show 
that VR(t, t’) E S(k), the map ~a(~,~,): D, + R is measurable. If t = t’ = 
(1,. . . ) l), then the measurability of (P~(~,,,) follows as a consequence of 
Lemma 3.1. If t or t’ # (1,. . . , 11, then setting J = {j; j E (1, . . . , k), 
tj # 1) and L = (1; 1 E (1, . . . , k}, t; # l}, we notice that L C J. Then, 
from the continuity of the right with respect to tj and t; in R(t, t’>, it 
follows that qR(t,tl) = lim,,, h,, where 
h,(f) = ’ &?ardJ+CardL) 
X / ~,rt,,f,+&)~[r;,f;+‘) 
(f(R(u,u’))(duj)j,,(duj),,,) 
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E < inf 
( 
$1 - tj), /p - a, ;p; - to), 
where uj = 1 if j 6 J, and u; = 1 if 1 e L. 
We prove that h, is continuous with respect to the Skorohod topology. 
For any f E D,, denote 
C(f) = (R( s, s’) ; R( s, s’) E 3(k) and the restriction of f to the 
face of R( s, s’) into X(k) is continuous in R( s, s’)} , 
(4.1) 
and the map 
rI J,L: S(k) + [O,~l” x Lo, 11” (4.2) 
defined by 
If f, -+ f0 in the Skorohod topology, then f,,(R(s, s’)) + f,(R(S, s’)) 
VNs, s’) E C(f,), and from Lemma 2.2 we deduce that II,,(C*(f,)>, 
where C* denotes the complement of C, has the Lebesque measure 0 in 
[0, llJ x [0, llL. It follows (from the Lebesgue theorem) that h,(f,) + 
h,(f,), and so h, is continuous in the Skorohod topology. This implies that 
h, is measurable and hence pRo, IV) is measurable. Thus G33((k) c Bk. Now 
we prove that gk c &3’3(B(k). 
Let T c S(k), and suppose T is dense in S(k) and also for (J, L) c 
(1, * *. , k} x (1,. . . , k), FJ, L n T IS dense m FJ, L. Then, we prove that Bk 
is generated by {qR(t,t,); R(t, t’) E T). 
Following Billingsley [5, p. 1211, because d, is separable, it suffices 
to show that for any f E J%~ and r > 0, the open ball B(f, r) = 
{g E &; d,(f, g) < r) belongs to the a-field generated by {pact, f ); 
R(t, t’) E T}. Take a sequence (R(t cn), t’(“)) of T, and suppose that it is 
dense in X(k), and the intersection of this sequence with FJ,L is also 
dense in FJ, L. For any 17 < r and any N* E N, denote 
Ajp(77) = (g E D’k, III A III < r - 7, 
lg( R( t(i), 0)) - f( A( I?( t(i), t”“))l < r - T/) 
O~i~N*,forsomehEtik)}. (4.3) 
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Then, it follows that 
A& 9) = (P(&, tco),. , R(W), t’(q)wN*( d)7 (4.4) 
where 
HN*( 7) = {(a,, . . . , a,.) E RN*+‘; 111 A II) < r - 77 and 
la, -f(h(R(t(‘),t”‘))))l <r - r), 
0 5 i 5 N* for some A E A@)} (4.5) 
which implies that AN.(q) belongs to the a-field generated by 
{(PR(t,t’); m, t’) E Tl. 
Next, we show that B(f, r> = U, E enco, $flN* E &l,.(q)), where Q is 
the set of rational numbers. 
It is clear that B(f, r) c lJ, E On(O,r)(flN* ENANS(v)). It remains to 
show that for each n E Q I? (0, r), 
n AN+?) =Wf, r>. (4.6) 
N*EN 
Let g E nv’EN A,.(r)). Choose N* and MN*) E tik) such that 
III dN” Ill < r - 7 
and 
(g(R( t(‘), +‘)) - f(AcN*'(R( t(‘), t”“)))l < r - q ‘c/o I i I N*. 
Following Billingsley 1.5, p. 1223, we can find a subsequence {AciN’); N* E N] 
of (AcN*), N* E /V} such that AciN*) + A E tik’, and 111 A )]I < r - 7. 
For any R(t, t’) E T, we can find an i such that fj I tj” and tj I tj@), 
and then we have 
lg(R(t”‘, z"~')) - f(A(iN')(R(t(i), tf'i')))j < I - 7 
VN* 2 i, i E (0,. . . , i,.}. It follows that there exists a (p(R(t, t’), 
dNf, t’))) = ((Pj>l <j<k, (&[)I Illk) E 10, lIk X (0, lIk such that 
tj=l*pj=lVIIj_<k and t;=l*El=lVllllk 
(4.7) 
Q(WJ’),P,E) + 4 (4.8) 
and 
ls(R(t, 0) -f(A(R(t, t’)) + O(w))I I r - 77. (4.9) 
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We now prove that JJg - f 0 AlI I r - 7. To prove this, suppose there 
exists R(u, u’> E S(k) such that Ig(R(u, ~‘1) - fMR(u, u’>>l > r - 7. 
Then we can find an R(t, t’) E T such that for any (p, E) E (0, ilk X (0, 11“ 
such that (4.9) is not satisfied. This leads to contradiction. Thus llg - f 0 All 
<r-q. Now since 111 A 111 < r - 7, it follows that g E B(f, r). (4.6) 
holds. 
COROLLARY 4.1. Let T be denumerable and dense in SC k). Abo let 
FJ, L 17 T be dense in FJ, L V(J, L) c (1, . . . , k} X {l, . . . , k}. Let gT c Bk, 
where ST = {cpt’(H,), U is a finite subset of T, and H, a Bore&subset of 
Iw”}, and ‘pU js the projection of Dk+l on lF%‘. Zf P and- Q are probability 
measures on 2Sk, and if P = Q on 2ST, then P = Q on -CSk. 
Proof Consequence of Theorem 4.1. 
For any probability measures on (fik, Bk), denote 
Tp = {R(t,t’); R(t,t’) E S(k); 
‘(If; pR(t,t’) is discontinuous on f) ) = 0) 
T;= {R(t,t’);R(t,t’) ES(~); 
P(( f; the restriction of f to the face of R( t, t’) into 
.Y( k) is discontinuous in R( t, t’))) = 0). 
Then, it is clear that T; c Tp. 
THEOREM 4.2. Tp n FJ,L is dense in FJ,L V(J, L) c {l,. . . , k} X 
(1,. . . , k}. 
Proof It suffices to prove that T; n FJ,L is dense in FJ, L. To prove 
this it suffices to show that T; n F,,, is dense in F+,&. For any R(t, t’) E 
F+,,+, let 
J R(t, t’) = {f; f is discontinuous in R( t, t’)} , 
C = {R(t, 0; R(t, t’) E F4,,+; p(J,(,,,‘)) =+ o}, 
and 
Obviously, 
J (R(r, 0, ?I = {f; H(f,W,t’)) 2 ~1. 
Now using Lemma 2.2 and proceeding as in Billingsley [5, p. 1241, we find 
that (R(t, t’); R(t, t’) E F+,&; P(JIRct,,,)$ 2 nil has a Lebesque measure 
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zero. This implies that C has a Lebesgue measure zero. Consequently 
T; f~ F4 + is dense in F4+ 
THEOREM 4.3. The sequence {P,}, > 1 of probab$ty measures on ( Dk, -%k > 
converges weakly to a probability measure P on (D,, Sk) if and only if 
cpv( P,) converges weakly to cpv( P) for allfinite subsets Uof Tr; (4.10) 
the sequence is tight. (4.11) 
ProoF The necessary part is obvious. To prove the sufficiency part, 
note that since the sequence {P,J is tight, it is weakly relatively compact, 
we have to prove (cf. Billingsley [5, Theorem 2.31) that any subsequence of 
{PJ which converges admits P as limit. For this we use the same line of 
argument as in Billingsley [5, Theorem 15.11, the fact that for any probabil- 
ity measure Q and any finite subset U of To, (p. is a.s. Q-continuous, and 
the Corollary 4.1. 
COROLLARY 4.2. 
(Dk, gk) such that 
Let {PJ, r 1 be a sequence of probability measures on 
lim limsupP,( f; o’( f, S) 2 E) = 0 VE > 0 
6+0 
(4.12) 
n-+03 
and there exists a probability measure P on (Dk, Bk) such that 
cpv( P,,) + cpv( P) weakly for any finite subset U of Tr. (4.13) 
Then, 
P,, + P weakly with respect to the Skorohod topology. (4.14) 
Proof. Follows from Theorems 3.1 and 4.3. 
COROLLARY 4.3. 
(D,,, Bk) such that 
Let {P,}, s 1 be a sequence of probability measures on 
lim limsupP,(f; (3(f,6) 2.5) = 0 VE > 0 
6-O 
(4.15) 
n-m 
and 
Then, 
( P,,) converges weakly to some probability measure 
Pv on RU for every finite subset U of S(k) . (4.16) 
P,, converges weakly to some probability measure P 
in Skorohod topology with P( ck) = 1. (4.17) 
Proof. Follows from Corollary 4.2 and the inequality o’( f, 6) I &( f, 6). 
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5. CONVERGENCE OF THE PROCESS ?@,, 
5.1. Preliminaries and Some Basic Tools 
In this section we study the asymptotic behavior of the empirical process 
kn defined in (1.2). Before we do that we introduce the space D,. Let f: 
[O, ilk + IR. For p E (0, ll“, define 
f,(t) = lim f(s)((s,t) E [O,lT), 
si 7 ti, p(i) = 1 
s, 1 ti, p(i)=0 
if it exists; in which case, call f&t> the p-limit of f at t. Denote by D,, the 
space of all maps f: [0, ilk 
f, = f for p = CO,, . . , 0). 
+ Iw such that for all p E IO, l)“, f, exists and 
For any map f: [O, ilk + R, and any rectangle B = IIjk=,(aj, bj], we 
denote a difference operator A,f by 
Asf = XC -l)Card’f((‘i)isl, (ai)i,l)y (5.1) 
where card Z is the cardinal of I, and C is over all the 2k subsets 
z c (1,. . . ) k}. 
We will study the asymptotic behavior of wn via the empirical process 
W, defined as 
W,(t) = n-“2 Zf~p(x$)) s t,] (5.2) 
The process W, has been studied by Balacheff and DuPont [3], among 
others. (See the references in Balacheff and DuPont [3].) 
It is well known that the process W, has a.s. (almost sure) trajectories in 
D,. Set B = IIF=,(aj, bj] E .Y(k), and by convention we put W,(B) = 0 if 
there exists at least one j for which bj = aj. Then the process W, has a.s. 
trajectories in the space fi,. 
Our results of Section 5 as well as Section 6 are based on the following 
two lemmas. 
LEMMA 5.1. Let the sequence (X,,i} of real-valued random variables 
centered at their expectations be q-mixing with rates C, s ,m-‘~1/2q(m) < 03. 
Let N,, be the number of indexes i (1 I i s n) for which X,,i is not 
identically zero. Set S, = Cyz=,X,i, and IlX,,Il~ = (JlX,,I21 dP,)1’21. Then, 
there exists a constant C,(q) depending only on q E N* = {1,2, . . . } and 40 
such that 
(5.3) 
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Proo& The proof is a slight modification of Theorem 2.1 of Neumann 
[12] and is therefore omitted. See also Hare1 and Puri ([211, Lemma 4.1). 
LEMMA 5.2. Let the sequence (X,J of real-valued random variables 
centered at their expectations be strong mixing with rates C,,, , Im2q-2czE(rn) 
< co, q r 1, E E (0,1/2q), and IX,,/ I 1, 1 I i _< n, n 2 1. Let N, be the 
number of indexes i (1 I i I n) for which X,,i is not identically zero. Set 
S, = Cyx,,X,i and llX,JE = (lIXni12’(1-E))1-E. Then, there exists a con- 
stant C,(o) depending only on q and a such that 
E(Siq) I C,(a) : N1( SUP Ilx,illf). (5.4) 
I=1 lsisn 
Proo$ The proof is essentially the same as in Doukhan and Portal [6] 
and is therefore omitted. 
Now for any grid G with base B = {tji, 1 I i _< nj, 1 I j I k}, the num- 
ber 7 = max 
grid G. 
I~j~kmax,Ij~,,,-,{Itji - tji+lll is called the pace of the 
tit Wn., be a sequence of grids with paces {T,}, 2 1. (G,}, t 1 is called 
asymptotically dense in [O, lJk if r,, + 0 as n + a. We denote the lower 
boundary of a subset C of [O, ilk by C, where C = (t; t E C, tj = 0 for at 
least one j, 1 ~j < k}. For any base B = {t,, 1 I i I nj, 1 I j I k}, we 
say that a subset 5 is tied to B if 3 = {t; tj E {tjl, . . . , tj,,}, 1 I j 5 k) 
and R(t, t’) is tied to B if tj E (tjl, . . . , tjnj) and t; E {tjl,. . . , tjnj} Vl I j 
I k and IR(t, t’)l # 0, where lR(t, t’>l is the Lebesgue measure of R(t, t’), 
i.e., IR(t, t’)l = llf=,(t; - tj). Note that g is unique whereas R(t, t’) is 
not unique. 
For any base B of a grid G and the corresponding subset B’ tied to B, 
denote 
Wg(f,S)=SUp{lf(t)-f(t')l;(t,t') e?xi,Ilt -t’lI16} 
for any 6 > 0, where lltll = sup{ltjl, 1 5 j I k}. (5.5) 
Now for any bounded function f: [O, 11“ + R, denote 
W(f, 6) = sup{If(t) -f(t’)l, (t, t’) E [o, Ilk x [o, ilk, Ilt - t’ll 5 6). 
(5.6) 
Let P,,, n 2 1 be a sequence of probability measures on (D,, gk), 
where 9k is the a-field generated by the Skorohod topology (on D,). We 
say that the sequence {G,) of grids with bases {BJ accompanies the 
measure P,, if and only if VE > 0, 3~’ > 0 and VS E [0,1/2), 3N, 2 1 
such that P,,[ f E D,, * w(f, 6) 2 E and wBJf, 26) < E’)] = 0 Vn 2 N,. 
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For the ease of convenience we state the following lemma due to 
Balacheff and DuPont [3] which will be used in the sequel. 
LEMMA 5.3. Let v be a positive finite measure on [O, ilk with continuous 
marginals. Let (P,}, L 1 be a sequence of probability measures on (Dk, gk) 
such that P,[ f E D,; fl[O, llk = 01 = 1 Vn 2 1 where fl[O, ilk means the 
restriction off on the lower boundary of [O, ilk. Suppose {G,,), r 1, a sequence 
of grids with bases {B,}” ~ 1, is asymptotically dense in [0, ilk, and accompa- 
nies P,. Furthermore, suppose that for any R(t ‘“), t ‘(“‘1 E 9T k) tied to B,, 
Then, Ve > 0, 36 E (0,l) and IV,, 2 1 such that 
(5.8) 
Finally, we need the notion of p-boundedness. 
We shall say that the sequence {HJ is p-bounded if there exists a finite 
and positive measure p on 10, ilk with continuous marginal distributions 
such that for every 1 s i I n, n r 1, H,JR(t, t’>> I u(R(t, t’)) for any 
rectangle R(t, t’> in X(k). 
5.2. Convergence of tin 
THEOREM 5.1. Assume that the sequence {X,i) is (a) q-mixing with rates 
(1.3) or (b) strong mixing with rates (1.4); the sequence {H,J is (c> 
u-bounded, where u is absolutely continuous with bounded density f, or (d) 
(H,,i} has uniform marginals for all II 2 1 and 1 i i I n. Furthermore, 
assume that (e) the covariance function C, of the empirical process W, 
defined in (5.2) converges to a function C. Then, W, converges weakly in the 
Skorohod topology to a Gaussian process W,, with trajectories as. in Ck. 
Proof. Let the probability measure Q, (resp. Q,) on (&, &) (resp. 
D,, 9,)) be associated with qn (resp. W,). To prove this theorem, we have 
to verify (4.12) and (4.13). Then following Withers [20] rp&,> + weakly 
to a Gaussian measure Q, if(i) C,, + some function C, (ii) C,,la(m) < 
00, and (iii) m’-acw([mb]> + 0 (as m + to), where 0 < 2b < a < 1 - b. 
Now in our situation (i) holds by assumption (e>; (ii) follows from (1.3) and 
(1.4); and (iii) from (1.3) and (1.4) by taking a = 3/4 - e/8, b = l/4 and 
E sufficiently small (since taking a(m) = m-l-‘, m’-‘cY([mbl) -< ArneE18, 
where A > 0 is some constant). Thus (4.13) is proved. 
SPACE d, AND WEAK CONVERGENCE 463 
We now prove (4.12). Since I en(B)] = IABWnl, where AB is defined in 
(5.0, we have 
su~{lti~(R(t, t’)) - *n(R(w’))l; d&W, 0, R(d)) I 6) 
< sup{ 2kl W,( t) - W,( s)l; Ilt - sll I 6). (5.9) 
To prove (4.12), it suffices to prove (5.8) for W,. (5.8) will follow if we 
prove (5.7). 
Let B, = {i/n; 0 I i I nJk, n 2 1, be a sequence of bases of grids 
G,, n 2 1. Note that G,, is asymptotically dense in [O, ll“, and we prove 
that G,, accompanies Q,. Now for every t E 10, ilk, let 0, t) be the points 
of B,,, where j,, is tied to B, such that t < t I i and II7 - _tll I l/n. 
Then, with the conditions (c) or (d) we obtain, after some computations, 
that I W,(t) - W,(t’>l I 2kK(p)/fi + I W,(i) - W,(_t’>l Vt E [O, ilk and 
Vt’ E [0, ilk, where K(p) = sup f =t,,, 1lk f&t> if we have (c), and K(P) = 1 
if we have (d). Consequently, for every 6 E (0,1/21, we have w(W,, S> I 
2kK(p)/h + o,(W,, 26). It follows that G, accompanies Q,. It remains 
to show that Q, satisfies (5.7). 
Suppose we have condition (c). Let CE= 1m - 1q”4(m) < m (implied by 
(1.3)) and let R(t(“), t’(“)> be tied to B,. Using Lemma 5.1, with q = 2, we 
obtain 
E[ Fn(R( t(“), tr’“‘))]4 
' '*(cP> 
ii 
K(P),61 (tjl - tj> ' + n-1 K(P),.l (t; - tj) 
1 i 11 . (5.10) 
Let v = (Cz(pXK(p) + K2(p)))@-‘Uk, where Uk is the uniform probabil- 
ity measure on [O, ilk and /3 = 1 + k-i. Then, by the Markov inequality, 
we obtain 
Q,[ f E D,; lAR~teoteo~fl > A] I A-“[ v(R( t(“), “‘“‘))]p 
which implies (5.7) for the cp-mixing case with rates (1.3). Equation (5.8) 
follows. 
For the strong mixing case with rates (1.4), we use Lemma 5.2 for q = 2 
and E < (2k + 4)- ’ and obtain 
E[ tin(R( t(“), t’(“)))]4 
I C*(a) K(P),fil(tj - tj))2(1-E) + np1( K(P),filttj - tJ!> 
[ 
l--E 
I 1 
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which (with p = (1 - E) + k-‘) implies (5.7) and hence (5.8) by proceed- 
ing as above. 
Now let us suppose we have condition (d). Then, for the q-mixing case 
r with rates C;,rrn- cp l/qk+‘)(m) < 03 (implied by (1.3)), we use Lemma 
5.1 with q = k + 1, and obtain 
E[ kn(R( t(“), tr(“)))]2ck+*) 
k+l 
s C,+,(cp) c n-(k+l) n@+l)/[ 
I=1 
and proceeding as in the q-mixing case dealt with above, we get the 
desired result. 
For the strong mixing case with rates (1.4), we use Lemma 5.2 with 
q = k + 1 and E < 1/2(k + 2) and obtain 
E[~~(R(t(“),t’(“)))]2(k+1) < ck+l(u)k&(k+‘-“~ (q - lj)‘(l--F)‘k 
I=1 j=l 
and then proceed as above for the first cp-mixing case. The proof follows. 
6. CONVERGENCE OF THE WEIGHTED EMPIRICAL PROCESS 
We start with the definition of the weight function. 
DEFINITION 6.1. A function r: 10, 11 --t R+ is called a weight function 
if it satisfies the following conditions: 
(i) r is continuous. 
(ii) r(u) = 0 if u = 0 or u = 1. 
We will consider a modified empirical process J@,, defined as 
if IR(t, t’)l 2 n-l and IR(t, t’)l I 1 - n-l 
otherwise, 
(6.1) 
where (R(t, t’)l is defined in Section 5. 
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For any weight function r, we introduce a weighted modi$ed empirical 
process tin/r defined as 
T(R(t,r.)) = (o” ~(R(t,t’))/r(lR(t,t’)l) if lR(t, t’)l # 0 
otherwise. 
(6.2) 
Then, the following lemma is a slight variation of a proposition in Hare1 
[91. 
LEMMA 6.1. For any n k-1, let Y, be a process with values in E,, and 
measurable with respect to gk. Suppose Y, -+ Y0 in law, where Y0 is a 
Gaussian process with trajectories a.s. continuous. Let P,, be the probability 
measure associated with Y,. Let r be a weight function such that 
Y, * l/rhas traject0tiesa.s. infik, (n r 1) 
vs > 0,3e > 0, 
(6.3) 
3N, 2 1 such thatP,[sup(lY,(R(t, t’))(l/r)(lR(t, t’)l)l} 2 E] 
s&Vn 2N,, (6.4) 
where sup is over R(t, t’) with the condition that IR(t, t’)l < 8 or 1 - 
IR(t, t’)l < 8. Then Y, * l/r converges weakly in Skorohod topology to the 
Gaussian pnxess Y0 * l/r with trajectories a.s. in C,. 
THEOREM 6.1. If the sequence (X,,) satisfies the assumptions of Theo- 
rem 5.2, then for any weight function r~satisf&g 
r(u) 2A[u(l - u)]l”-‘, A > 0, 
where 
O<;-S<+k if the condition (c) of Theorem 5.2 
or 
(6.5) 
is satisfied (6.6) 
1 1 
’ < ii - ’ < 2k( k + 1) 
if the condition (d) of Theorem 5.2 is satisfied. (6.7) 
W,,/r converges weakly in the Skorohod topology to the Gaussian process 
W,/r with trajectories a.s. in ck (where W0 is the same as in Theorem 5.2). 
Proof Convergence of wn to I@0 follows from the definition of @n and 
Theorem 5.2. The theorem will follow if (6.3) and (6.4) are satisfied. 
Equation (6.3) follows from the definition of tin. We now prove (6.4). 
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For any 8 E [0, 11, let C$l) and C$*) be two subsets of .X(k), where 
cp = {R(t, t’); IR(t, t’)l I e) 
c$*j = {R(t, t’); IR(& t’)l 2 1 - e}. 
Equation (6.4) will follow if we show that Vq > 0, 38 > 0, 3N,, 2 1 such 
that 
[ I 1 P, sup A R(?,f’)ECB’) W,(Jw~W * r(,R(t,t,)() ’ 77 s rl I 1 
vn 2 iv,, i = 1,2. (6.8) 
First let us take i = 1. Without any loss of generality, let T(U) = z&*-‘. 
Set (for any 12 2 1) 
( 1 1 m,=max m;-5---,m20 n 2” 1 (6.9) 
and 
m( 0) = max{m; 8 I l/2”, m 2 0). (6.10) 
For any p 2 0, consider a base BP of some grid GP, where 
BP = {fji; 1 s i I n$P), 1 5 j I k, fji = i/2P, n$P) = 2”). (6.11) 
We need a few lemmas. 
LEMMA 6.1. Let 8 E [0, 11 and suppose a function f: [O, 11 + R is given. 
Then, for any two points 
(u,u)E{O&,; )...) y,l)x(o,~.; )..., Y,l} 
with lu - u I S 2+@), where m is an integer > m(f3), the inequality 
If(U) -f(u)1 5 4 ii SUPlf(U, + 2-4) - f(u,)l, 
r=m(l9) 
hotifs, where the sup is taken for all 
1 2 2’ - 1 
u1 E 0, -, 
2’ 
-, 
2’ 
. . .) -11 
2’ 
and u1 + 2-’ E [O, 11. 
Proof. Follows from Neuhaus [lo, Lemma 5.11. 
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LEMMA 6.2. Let 13 E [0, l] and suppose a function f: [O, llk + R be 
given. Then, for any (t, t’) E B, X B, with t < t’ and IR(t, t’)l I2-‘“@), 
the inequality 
IA R(t, C,f 1 
r((R( t, t’)l) s 4k c . r,sm 
r,+ “’ +r,,zmG3) 
holds, where the sup is taken over all 
and Uj + Z-‘J E [0, l], 1 2 j < k, 
c SUP IArIj=l(u,,u,+t-rj]fi 
TkSt?l i I 
i 1 
fi 2-'j 
l/2-6 
j=l 
(6.13) 
and where m is an integer > m(e). 
ProoF From Lemma 6.1, we deduce (by iteration) 
IA RW’)f 1 2 4k c . . . C SuP{l’n,*_,(uj,uj+2-7~fl * (6.14) 
r, <RI rksm 
i-l+ “’ +r,rmw 
Since each term on the left side of (6.14) is less than or equal to a finite 
number of terms on the right side of (6.14) for which the Lebesgue 
measure IR(t, t’>l 2 IIf=,2-‘j and, since r is a nondecreasing function, 
we obtain (6.13). 
LEMMA 6.3. Vq > 0, %I > 0, 3N 2 1 such that 
pn SUP I 77 Qn 2 N. 
R(t,t')~&,~nC~" 
INt, f')l +o 
(6.15) 
Proof. See Appendix. 
Now we prove (6.8) for i = 1. We assume that condition (c) of Theorem 
5.2 holds. Let 8 E [0, l] and n be fixed. For any R(t, t’) E Ak) for which 
IR(t, t’)l 2 n-r, let r, t, t’, and 5’ be points of & such that 
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For any (J, L) c (1, . . . , k} x { 1,. . . , k} for which J n L = 4, we define 
an element R(t, t’XJ, L) of Ak) by 
Then, we have the inequality: 
1 
eow~ 0) * qfqt, p>\) 
I c (6.16) 
(J, L)c(l,..., k)X{l,..., k) 
JnL=+ 
If J = L = 4, then we have the inequality 
(6.17) 
If J u L # 4, then we have the inequality 
- 1 
s K(Gk) x r(lR(t, t’)l) + ~“2w-4~k(Gk) * @(: t’)l) ’ 7 
(6.18) 
where 
Equation (6.18) follows due to the fact that for any (B,, B,) 6 s(k) X 
S(k), where B, c B,, 
IFn(B2)l 5 Itin + n1’21.L(B~)- (6.19) 
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As r is non-decreasing, we deduce 
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@mc O(JY L)) r(,R(: t,),) , 
I 3klWn(Gk)l x (r(lG,l))-’ 
Now 
.,,j n (jj - !j) n (i,! - $))(- = n1/2(2-m9(S+1/2)1 + 0 (6.21) 
jeJ jCL 
as II + co, where I = Card J u L. 
Using (6.16), (6.17), (6.201, and (6.211, we obtain 
R(t, t’)sCf) 
1 
SK sup - 
R(t,t’k&nCf) 
W,(W, t’)) . r(lR(t, t’)l) 
IR(r,t’)/ 20 
+ O(n1/*(2-m”)(6+1/*)~), (6.22) 
where K > 0 is some constant. 
Using (6.22) along with Lemma 6.3, we obtain (6.8) for i = 1 when 
condition (c) of Theorem 5.2 is satisfied. The proof when condition (d) of 
Theorem 5.2 is satisfied is essentially similar and is therefore omitted. 
Now we prove (6.8) for i = 2. Without loss of generality, we take 
r(u) = (1 - u)~/*-‘. Following the ideas of Einmahl, Ruymgaart, and 
Wellner [7], we start with the equality en(B) = - g$B*), where B* is the 
complementof B and Wn(B*) = n-‘/2C~~l[ZF~X.~EB.l -fZ,,,(B*)], where 
F,, = (F,?,..,, Fik)). For any R(t, t’) E 9 k) t iith )R(t, t’)l I 1 - n-l 
and using the union-intersection principle (see Einmahl, Ruymgaart, and 
Wellner [7]), we obtain 
lti”(R(W’))l I c I~(q~J’))l, (6.23) 
IGL 
where L is a finite index set, R&t, t’) is an element of J%k) with the 
condition that there exists J c 11,. . . , k) and M C (1,. . . , k} with 
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J n M = 4 and J u A4 # 4, such that, 
Rl(t~ t’) = ,Q,(Oy tj] * j~MCI;~ ‘1 *jeFIM(o.ll* 
From (6.23), we obtain 
(6.24) 
where a v b = max(a, b). 
If IR,(t, t’)l 2 n-1, then R&t, t’) E C$‘) and from (6.8) for i = 1, we 
obtain the desired result for W,(R,(t, t’)) * (r(lR(t, t’)l))-‘. 
If R&t, t’)l < n-l, then using the inequality (6.19), we obtain 
~n(~,(~, 0) . 
1 
I I 
2 tin( RS”‘( P, P))) 
1 
W1Y2-s w1Y2-s 
+n1/2F(Rjn)( t(“), t’(“)))/( n-1)1’2-s, 
(6.25) 
where Ry)(t(“), t’(“)) E X(k), IRy)(t(“), t’(“))I = n-l and R,(t, t’) C 
Rj”‘( p, to’)* 
Since RjW”), t’(“)) E Cli’, we obtain the desired result from (6.8) for 
i = 1 for IV~(R~“‘(t’“‘, t”“‘)) * l/r(lR, (t @) (n), t’(“)>I). Since IRy’(t, t’)l = 
n-l, 
/A( Rs”)( t(“), try p. n-l 
&2 
(4/2-6 2 K(p) (4/2-6 = m4n-S + 0 
Using (6.24), and the properties of w,,(R,(t, t’)) . 
l/(IR,(t, t’)lvn -1)1/2-s for each 1 E L obtained in the discussion follow- 
ing (6.24), we obtain the desired result, viz. (6.8) for i = 2. The proof 
follows. 
APPENDIX 
Proof of Lemma 6.3. (a) Let us suppose that IX,,} is cp-mixing with 
rates (1.3) and {Hni) is p-bounded (viz. conditions (a) and (c) of Theorem 
5.1). 
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From Lemma 6.2, we obtain if m(O) I m, that 
sup 
R(t,t%&~ncf) 
IR(t,f')l +O 
471 
1 
X 1/2-s ’ (A-1) 
where the sup is taken as in (6.13). Let a be a real number such that 
O<a<l and a4. 21/k-4(1/2-@ > 1. 64.2) 
If the left side of (A.11 exceeds 7, then 3(r,, . . . , rk) E 11,. . . , m,} 
X . * * x (1,. . . , m,} with r1 + *. . +~k 2 m(6) such that 
> B,, 
where 
A, = ,fil (‘j, uj + ‘-“I 7 
and 
64.3) 
Bbl’ = c &f=~c-m(@ = O(mk-l(e)). 
r,+ ... +r,rm(O) 
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From (A.3), we deduce 
4 SUP 
IR(t,t')l 20 
R(t,t')~B,~nCf' 
2’1- 1 2’*-1 
I c 
. . . c c . . . 
r1 Sm” TkS?nn u,=o 
x0 @fc4) 
k 
rl+ ... +rk2m(fl) 
X t[en(A,)( fi2-rj)8p1’2] G4.4) 
by the Markov inequality. 
Using Lemma 5.1 for q = 2, the right side of (A.4) is less than or equal 
to 
c . . . 
rls:m, 
rl+ ... +rkrm(e) 
rksmn 
K, > 0 a constant, 
4 
c 
. . . 
rlSm, rk5mn 
r,+ ... +rkzm(0) 
b = 21/k-W-W > 1, 
where Bi2) = r,+ +rkrm(e)( ba4) -‘f==lr’+m(e). c (AS) 
Using (A.2), we note that Bi2) = 0(&-l(8)) and, since (wz~-‘(~!I))~ * 
b-“(B) + CC as 0 --f 0 (m(e) --, C=J as 8 --f 0), it follows that the extreme 
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side of (A.5) + 0 as 19 -+ 0, which implies that n + ~0. This proves (6.15) 
with conditions (a) and (c) of Theorem 5.2.1. 
(b) Let IX,,} be strong mixing with rates (1.4), and let {I&J be 
p-bounded (viz. conditions (b) and (c) of Theorem 5.1). Choose a real 
number a such that 
O<a<l and a4. 21/k-E-40/2-S) > 1. (A4 
Now using Lemma 5.2 for q = 2, and proceeding as above, we obtain 
I K, (A.71 
where b = 21/k-E-q1/2-S) and K, > 0 is a constant. Using (A.7) and 
arguing as in (A.5), we find that the right side of (A.7) + 0 as 8 -+ 0 (and 
therefore IZ + 03). This proves (6.15) with conditions (b) and (c) of Theo- 
rem 5.1. 
(c) Let {X,,} be rp-mixing with rates (1.3) and let (H,J have uniform 
marginals (viz. conditions (a) and (d) of Theorem 5.1). 
Choose a real number a such that 
l<a<l and u2(k+1)~1/k-2(k+lX1/2-S) > 1. (A-8) 
(This is always possible since from (6.7), l/k - 2(k + 1x4 - 6) > 0, and 
so we choose a E (0,l) such that (A.8) is satisfied.) Using Lemma 5.1 for 
q = k + 1 and proceeding as above, we note that the left side of (A.7) 
5 K,((4k/~)B~))2k+2Bf)b-m(e), where 
Bi3’ = c (ba 2k+2)-Z:=fi+m(@ = O(mk-l(e)), 
‘I+ “’ +rklm(e) 
b = 21/k-2(k+lX1/2-8) 
and K, > 0 is some constant. Using (AS) and arguing as in (A.5), we 
prove (6.15) with conditions (a) and (d) of Theorem 5.1. 
(d) Finally, let IX,,} be strong mixing with rates (1.4) and let {HJ have 
uniform marginals (viz. conditions (b) and (d) of Theorem 5.1). Here 
choosing 0 < a < 1 and u2(k+2)2(2-&(k+l))k-‘-2(k+2X1/2-6) > 1 using 
Lemma 5.2 for q = k + 2, and proceeding as in (b), we get (6.15). This 
proves Lemma 6.3. 
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