In this paper, we investigate some properties of the (right) modules constructed over the local ring and also construct a projective coordinate space over the (right) module. Finally, in a 3-dimensional projective coordinate space, the incidence matrix for a line that combines the certain two points and also all points of a line given with the incidence matrix are found by the help of Maple programme.
Introduction
Jukl, in [5] , introduced the real plural algebra of order m and so investigated the linear forms on a free finite dimensional module M, especially their kernel. Jukl continued to study on free finite dimensional modules in [6] . In [3] , Erdoğan et. al. investigated some properties of the (left) modules constructed over the real plural algebra and later, in [2] , Çiftçi and Erdoğan obtained an n-dimensional projective coordinate space over (n + 1)-dimensional (left) module constructed by the help of this real plural algebra. For more detailed information on modules, see [8] . For the algebraic and linear algebraic notions that will be used throughout this paper, we refer to [4] and [9] .
In this paper we will study by the algebra A := F η 0 + F η 1 + F η 2 + ... + F η n−1 with a basis {1, η 1 , η 2 , η 3 , ..., η n−1 } such that η i η j = 0 for η i / ∈ F (where F is a field). We immediately state that this algebra is not isomorphic to the real plural algebra of order m. For this reason, by taking this algebra instead of the real plural algebra of order m, we will reconsider almost all of the results that are obtained in [2, 3] . So, we will be able to investigate some properties of the (right) modules constructed over the algebra and also to construct an (m − 1)-dimensional projective coordinate space over the m-dimensional (right) module.
The remainder of the paper is organized as follows. In Section 2, there are some basic definitions and results from the literature. In Section 3, we investigate some properties of the (right) modules constructed over A. In Section 4, we construct an projective coordinate space over the (right) module. Finally, in a 3-dimensional projective coordinate space, the incidence matrix for a line that combines the certain two points and also all points of a line given with the incidence matrix are found by the help of Maple programme.
Preliminaries
In this section, first of all, we will start by recalling some definitions and results from [5] . where η n = 0 for η / ∈ R.
By Definition 2.1, we see that an element x of A is of the form x = a 0 + a 1 η + a 2 η 2 + · · · + a n−1 η n−1 where a i ∈ R for 0 ≤ i ≤ n − 1.
A ring with identity element is called local if the set of its non-units form an ideal. Now we can state the following two results without proof.
Proposition 2.2 ([5, Prop. 1.3]).
An element x = a 0 + a 1 η + a 2 η 2 + · · · + a n−1 η n−1 ∈ A is a unit if and only if a 0 ̸ = 0.
Proposition 2.3 ([5, Prop. 1.5]).
A is a local ring with the maximal ideal ηA. The ideals
In [5, Prop. 1.7] , it is stated that A is isomorphic to the linear algebra of matrix M nn (R) of the form
where b i ∈ R for 0 ≤ i ≤ n − 1 (for the detailed proof of this fact, see [3] ). A module that is constructed over a local ring A is called an A-module. So, we can give the following definition. Definition 2.4. Let A be a local ring. Let M be a finitely generated A-module. Then M is an A-space of finite dimension if there exists
Let F be a field. Consider A := F η 0 + F η 1 + F η 2 + ... + F η n−1 with componentwise addition and multiplication as follows:
where η i η j = 0 for 1 ≤ i, j ≤ n − 1 and the set {1, η 1 , η 2 , η 3 , ..., η n−1 } is a basis of A. Then, A is a unital, commutative and associative local ring with the maximal ideal
So, we can reach the result that an element α = a 0 +a 1 η 1 +a 2 η 2 +...+a n−1 η n−1 ∈ A is a unit if and only if a 0 ̸ = 0. In that case, note that α −1 = a
Moreover, the local ring we will study on is considered as the vector space F (n) :
with with componentwise addition and multiplication as follows:
In this case, F (n) is local with I = {0} × F n−1 as ideal of non-units. For more detailed information on F (n), see [1] .
Hence, it is clear that the local ring A is not isomorphic to the real plural algebra of order n. But, it is isomorphic to F (n). Throughout this paper we restrict ourselves to the local ring A.
A-Modules
In this section, we investigate some properties of the (right) modules constructed over A. First, we give the following result, the analogue of Theorem 6 in [3] Proposition 3.1. None of the units of A are zero divisors, namely for every α, β ∈ A;
Proof. If α is a unit, then there is an inverse element α −1 and since A is associative;
Forcing the coefficient of η k to be zero, we obtain a k b 0 = 0, and since a k ̸ = 0, we find
Now, we can state the following result without proof, the analogue of Proposition 7 in [3] . 
Now we would like to find a basis of K =M nn (F ). Let us take any element of K such that
Then, the element can be written in the following form:
Thus we have a = a 0 I n + a 1 η 1 + a 2 η 2 + ... + a n−1 η n−1 . Moreover, the set {η 0 = I n , η 1 , η 2 , ..., η n−1 } is a basis of K. We can express any element of this set in general as follows:
Now, we will construct a (right) module M over the algebra A, by the following proposition, although a (left) module is obtained in Proposition 8 of [3] . Thanks to this, we will obtain a basis of M .
Proposition 3.3. M = F m n is a right module over the linear algebra of matrix K =M nn (F ). Then the following set as a basis of K-(right)module M.
Proof. Linear independence of this set is obvious. Moreover for every X ∈ M, X can be written as follows:
Now, from [7] , we give a definiton, will be used in the next section.
Definition 3.4. Let R be a local ring, R 0 be the maximal ideal of R and M be a free module with unity over R. Let S be a non-empty subset of the module M . Let M 0 be a submodule of M constructed over R 0 . For
Finally, we would like to complete this section by giving two results, without proof, on A-spaces. They are the analogues of Theorem 9 and Proposition 10 in [3] , respectively. 
Construction of a projective coordinate space
In this section, an (m − 1)-dimensional projective coordinate space over the right module obtained in the previous section will be constructed with the help of equivalence classes, by following the similar method given in [2] . So, the points and lines of this space are determined and the points are classified.
We know from the previous section that, the set M = F m n is a m-dimensional rightmodule over the local ring K =M nn (F ) and the set {E 1 , E 2 , . . . , E m } is a basis of M . Each element of a K-module M can be expressed uniquely as a linear combination of E 1 , E 2 , . . . , E m . Furthermore a maximal ideal of K is denoted by
Now let us define the set
Then, we get
Now, we consider equivalence relation on the elements of
whose equivalence classes are the one-dimensional right submodules of M with the set M 0 deleted.
The set of equivalence classes is denoted by P (M ). Then P (M ) is called an (m−1)-dimensional projective coordinate space and the elements of P (M ) are called points; the equivalence class of vector X is the point X. Consequently, X is called a coordinate vector for X or that X is a vector representing of X. In this case, Xλ with λ ∈ K * also represents X; that is, by Xλ = X. Thus, X can be expressed as follows:
Let X, Y , · · · be p + 1 points such that any two of them are K-independent. Then the set Π p = Sp{X, Y , · · · }\M 0 is called a subspace of dimension p or p-space.
In P (M ), a point is a subspace of dimension 0 and a line is a subspace of dimension 1.
For X ∈ M * , the set X = {Xλ |λ ∈ K * } is a 0-dimensional subspace of P (M ). So, X is a point of P (M ). Now, we investigate the condition of being K-independent for two different points X and Y of P (M ).
Firstly, let us denote the coordinate vectors for the points X and Y by X and Y , respectively. We form a linear combination as 
If this matrix is an element of M 0 then we can write
Let us denote the coefficient matrix of (4.1) by
In that case, the coordinate vectors X and Y for the points X and Y, respectively, are K-independent if and only if the rank of the coefficient matrix is equal to 2. That is, first columns of the coordinate vectors X and Y are linearly independent vectors. Let the set Sp{X, Y } = {Xλ + Y γ |∃ λ, γ ∈ K * } be a 1-dimensional subspace of P (M ) such that X and Y are K-independent elements. Then Sp{X, Y } is a line of P (M ). It is denoted by 
We know that for every coordinate vector X ∈ M * of the point X ∈ P (M ), X can be written uniquely as a linear combination of the vectors
where
There are two cases: Case 1: For the first component of the coordinate vector X of the point X, if x 11 ̸ = 0, then X 1 / ∈ I and
is a unit element so there is an inverse of X 1 . If we multiply both sides of the equation with the inverse matrix X −1
Thus, this type of points are called proper points. Case 2: For the first component of the coordinate vector X of the point X, if x 11 = 0, then X 1 ∈ I. So, the inverse of the matrix X 1 does not exist. Thus we call the points of P (M ) whose coordinate vectors are in the form
as ideal points. Now, by giving a definition we will handle a special example related to the definition. Now let us take m = 4 and n = 2, so we study an example of a 3-dimensional projective coordinate space P (M ). For the 3-dimensional projective coordinate space, first we will determine all points of a line whose incidence matrix is given and then we will determine the incidence matrix of a line that goes through the given points. is obtained. First, we identify all points of a line whose incidence matrix is
Definition 4.1. An s-space is the set of points whose representing vectors
As a consequence of the incidence matrix, it is trivial to see that ∃a 0 
For XA = 0, we have the following cases:
Case 1: For the coordinate vector X of the point X, if x 11 ̸ = 0, then
Thus we obtain the following equations from XA = 0:
If we solve (4.2) by using the Maple programme, we get the following solutions:
Case 2: For the coordinate vector X of the point X, if x 11 = 0, then X is an ideal point of the form
Here, we know that ∃ x 22 , x 23 , x 24 ̸ = 0. Thus we obtain the following equations from XA = 0 :
3)
If we solve (4.3) by using the Maple programme, we get the following solutions:
Now conversely, we have a new situation. We determine the incidence matrix of a line whose points are given. This also has two cases: of proper points X and Y , respectively. Then we search the incidence matrix of the form
we know that the coordinate vectors of these points are as follows . , 
