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Abstract
We develop two models of calculus over stuctures of countable signature and the main items
of the “structural complexity theory” which relates to them. In particular, we prove the existence
of universal machines, complete problems, and structures with the P = NP property. In this
frame, we are starting the study of Z-group without order and the 7eld of p-adic numbers Qp.
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R	esum	e
Nous decrivons deux mod:eles de calculs dans les structures de langage denombrable, ainsi que
les principaux points de la theorie “structurelle” de la complexite qui s’y rapporte. En particulier,
nous demontrons l’existence de machines universelles, de probl:emes complets et de structures
veri7ant P = NP. Dans ce cadre, nous abordons egalement l’etude des Z-groupes sans l’ordre
et du corps des nombres p-adiques Qp.
Motscl	es: Structures de langage denombrable; Calculs; Complexite algebrique; Machine de
Turing
0. Introduction
En 1989, Blum et al. ont developpe un mod:ele de calcul sur le corps ordonne des
reels (cf. [6]). En 1994, Poizat propose un mod:ele general de calcul pour les structures
arbitraires dans un langage 7ni du premier ordre (cf. [9]). Notons dans le cas des reels
que ce mod:ele de calcul, bien que diDerent, est equivalent au mod:ele presene dans
[6]. Ici, nous developpons quelques idees pour les calculs sur les stuctures de langage
denombrable.
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Une des motivations vient de ce que la question P= ?NP pour une structure de lan-
gage 7ni equivaut :a l’existence d’un algorithme rapide d’elimination des quanteurs (cf.
[9, 15]). Or de nombreuses structures n’eliminent pas les quanteurs dans leur langage
7ni naturel. C’est le cas du groupe des entiers (ordonne ou non) pour lequel il faut ra-
jouter pour tout entier n¿2 un predicat unaire qui interpr:ete la divisibilite par n. C’est
egalement le cas du corps p-value des nombres p-adiques pour lequel les predicats
rajoutes interpr:etent le fait d’eˆtre une puissance n-i:eme (cf. [11]). D’autre part, nous
n’avons toujours pas de reponse :a une question de Poizat: existe-t’il une structure de
langage 7ni satisfaisant P=NP? Par contre, Baker et al. ont montre dans [3] l’existence
d’un oracle X tel que la structure sandard ({0; 1}; ;∧;∨) satisfasse PX =NPX . Alors
que B. Poizat avait dej:a souligne dans [15] que cela revenait :a peu pr:es :a introduire,
dans son formalisme, une structure basee sur {0; 1} de langage denombrable, nous nous
proposons ici de con7rmer ce fait en donnant deux mod:eles de calcul pour les stuctures
de langage denombrable.
Pourquoi deux mod:eles? La principale “diOculte”, pour ne pas dire la seule “dif-
7culte”, est de de7nir le temps de calcul adequat pour eDectuer l’operation associee
au n-i:eme symbole du langage. Ceci a7n que le mod:ele ait un minimum de realisme
et que la theorie generale de la complexite qui s’en suit n’ait pas trop de diDerences
avec la theorie classique pour les mod:eles de langage 7ni; dont l’un des principaux
resultats est de reduire la notion de calcul en temps polynomial dans une structure
arbitraire, :a la notion de calcul standard en temps polynomial. Tout d’abord, il faut
tenir compte du temps necessaire pour trouver le n-i:eme symbole du langage. Si nous
imaginons que les symboles sont sur les sommets d’un arbre lineaire, en partant de
la racine nous mettrons un temps n pour acceder au n-i:eme symbole (notre premier
mod:ele illustrera ce cas). Si au contraire l’arbre est binaire, il nous faudra un temps
log(n) (notre deuxi:eme mod:ele illustrera ce cas). Il faut aussi tenir compte de l’arite
des symboles du langage. En eDet, si ces arites ne sont pas bornees, il est naturel de
penser que le calcul avec un symbole unaire ne prendra pas le meˆme temps que le
calcul avec un symbole 1010
1010
-aire: ne serait-ce que parce que le temps de lecture du
uple n’est pas le meˆme.
L’auteur de cet article supposera que le lecteur est familiarise avec les methodes et
les outils utilises dans [15].
Cet article est organise comme suit. Dans les deux premi:eres sections nous decrivons
les deux mod:eles de calculs, et nous etablissons, entre autres choses, l’existence de ma-
chines universelles. Dans la troisi:eme section, nous donnons quelques resultats generaux
sur la complexite induite par nos mod:eles. Et en7n dans les deux derni:eres sections
nous etudions les deux exemples precedemment cites.
Nous faisons observer que l’esprit des travaux de Hemmerling sur les calculs de
structures de langage in7ni (cf. [10]) est diDerent de celui du present travail: nous
aurons une approche plus mod:ele theorique du sujet.
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1. Les Machines a adressage lin	eaire
Dans toute cette section, comme partout ailleurs, M designe une structure de langage
denombrable L=L′ ∪L∞ o:u, d’une part L′ est un langage 7ni contenant deux
constantes, 0 et 1, interpretees par deux elements distincts de M. D’autre part les
symboles de L∞ sont ordonnes :a la mani:ere des entiers naturels.
1.1. Description des machines <a adressage lineaire
Une machine :a adressage lineaire – pour faire court nous dirons machine lineaire –
au sens de la L-structure M est une machine de Turing au sens de la L′ -structure
M, travaillant sur k rubans (cf. [15]), qui poss:ede en plus un compteur d’operation
contenant un entier naturel, une instruction permettant d’incrementer ce compteur d’une
unite, ainsi qu’une instruction supplementaire – appelee instruction speciale – qui est
d’appliquer le symbole du langage L∞, d’arite m, dont le numero correspond :a celui
contenu dans le compteur d’operation au m-uple x situe immediatement :a droite du
pointeur du ruban i; d’ecrire le resultat dans la case pointee du ruban j; et en7n de
remettre :a 0 le compteur d’operation. Une machine lineaire fonctionne essentiellement
comme une machine de Turing au sens de la L′ -structure M. Exception faite de
l’instruction speciale, toutes les instructions elementaires s’eDectuent en temps 1. En
ce qui concerne l’instruction speciale, lorsqu’elle utilise un symbole d’arite m, elle
s’eDectue en temps m+1. Le temps de calcul d’une machine lineaire sur une entree est
alors la somme des temps mis :a chaque etape. Dans toute la suite nous ne considererons
que des machines qui s’arreˆtent sur toutes les entrees: ainsi les fonctions calculees sont
des applications de M∞ dans M∞, en convenant toutefois que le resultat est 0 quand
la reponse de la machine est la suite vide.
1.2. Machines lineaires et circuits
Pour ce qui est de la de7nition precise d’un circuit, nous renvoyons le lecteur :a [15].
Rappelons juste qu’il s’agit d’un graphe oriente 7ni sans cycle oriente. Les sommets,
etiquetes par les symboles du langage, sont appeles portes; et les areˆtes sont appelees
Reˆches. Les portes qui ne reScoivent pas de Reˆche sont les entrees, et celles qui n’en
emettent pas sont les sorties. La taille de nos circuits se compte comme pour le cas
des structures de langage 7ni :a ceci pr:es qu’une porte dont l’etiquette est le n-i:eme
symbole du langage L∞ a pour poids n+m+1, o:u m est l’arite du symbole (le poids
des autres symboles est 1). Precisons tout de meˆme que la notion de circuit requiert
celle de selecteur: il s’agit d’une fonction ternaire S(x; y; z) qui satisfait S(0; y; z)=y,
S(1; y; z)= z et S(x; y; z)= t(x; y; z) dans les autres cas (t(x; y; z) etant un terme du
langage L). Dans la suite, tout nos circuits seront des circuits de decision: ils n’auront
donc qu’une seule sortie, et cette sortie sera un test.
Les liens existants entre les circuits et les formules du langage sont les meˆmes que
dans le cas des structures de langage 7ni. Autrement dit, si (x) est une formule sans
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quanteur alors il existe un circuit C(x), de taille inferieure :a la taille de la formule, tel
que pour tout a de Mn on ait C(a)=(a) (dans le calcul de la taille d’une formule, le
n-i:eme symbole du langage L∞ compte pour n+1). Reciproquement, si C(x1; : : : ; xn)
est un circuit alors il existe une formule sans quanteur (x) telle que pour tout a de Mn
on ait C(a)=(a). Notons que la taille de la formule sans quanteur que l’on obtient
:a partir du circuit n’est pas polynomialement comparable :a la taille de ce dernier: les
circuits permettent une ecriture plus compacte des formules sans quanteurs. Toutefois,
en quanti7ant les portes d’un circuit C, on construit en temps quadratique (dans le
sens classique du terme) une formule existentielle  equivalente :a C. Nous verrons
plus loin que la reciproque de ceci c’est presque la question P=NP.
Dans la suite, nous etablirons les liens qui existent entre les machines lineaires et
les circuits. Nous ne considererons que des circuits qui font intervenir au moins une
variable, et dont les entrees sont distinctes des sorties. Nous avons besoin pour cela
de la notion de con7guration d’une machine lineaire. Il s’agit de la donnee d’un etat
du programme, d’une position des pointeurs, du contenu de chacun des rubans et du
compteur d’operation. Nous dirons qu’une con7guration est de largeur (n; m) si, pour
chaque ruban, toutes les cases de numero superieur :a n ou inferieur :a −n sont vides,
si la position de chaque pointeur est entre −n et n, si l’entier contenu dans l’indicateur
d’operation est inferieur ou egal :a n, et si les arites des n premiers symboles du langage
L∞ sont inferieures ou egales :a m. La con7guration suivante est celle que l’on obtient
en faisant un pas de cacul de la machine. La fonction de transition est alors la fonction
qui fait passer d’une con7guration :a la con7guration suivante.
Nous montrons alors les resultats suivants:
Lemma 1.1. La fonction de transition d’une machine lineaire se represente par un
circuit dont la taille est un O(nk+2(n+m)); o<u (n; m) est la largeur de la con?guration
de depart.
Preuve. La premi:ere etape consiste :a 7xer la faScon de representer la con7guration:
– Chacun des Q etats de la machine peut-eˆtre represente par un mot binaire de
longueur logQ.
– Chaque case peut-eˆtre representee par un couple de variables: 00 indique que la
case correspondante est vide, 1x qu’elle est remplie par l’element x. En fait il n’y
a que k(2n+ 1) cases qui peuvent eˆtre non vides.
– Chacun des k pointeurs est represente par un nombre binaire compris entre −n
et n.
– L’indicateur d’operation est represente par un nombre binaire compris entre 0
et n.
Ainsi notre circuit comportera e= logQ+k(log n+2)+log n+k(2n+1) entrees.
Nous aurons egalement besoin des constantes 0 et 1: donc il y aura deux autres
entrees appelees porte 0 et porte 1. Si la machine utilise des param:etres, il faut
alors prevoir une entree pour chacun de ces param:etres.
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Dans la deuxi:eme etape, nous 7xons l’etat q, ainsi que les positions i1; : : : ; ik
des pointeurs et le contenu d du compteur d’operation; et nous construisons un
circuit, dont les entrees sont seulement celles correspondant au contenu des cases,
qui donne la con7guration suivante: nous notons ce circuit CU, o:u U represente le
code binaire de q∧i∧1 : : :
∧ i∧k d. Plusieurs cas, dependant de l’instruction associee :a
l’etat q, se presentent:
– Si l’instruction correspondant :a l’etat q est l’instruction speciale. Remarquons que,
puisque la con7guration est de largeur n, seuls les symboles f0; : : : ; fn du lan-
gage L∞ peuvent eˆtre utilises. Chaque symbole f0; : : : ; fn est l’etiquette d’une
(unique) porte; les Reˆches arrivant sur ces portes sont issues des deuxi:emes co-
ordonnees des cases situees :a droite du pointeur en question; il faut maintenant
selectionner la bonne porte dont l’etiquette correspond :a l’entier contenu dans
l’indicateur d’operation. Pour cela nous utilisons le N -selecteur SN (voir Sci-apr:es),
o:u N = log(n), dont les N premi:eres Reˆches sont issues des entrees correspondant
:a l’indicateur d’operation. Le N -selecteur est une fonction SN en N + 2N vari-
ables qui :a la propriete que SN (x1; : : : ; xN ; : : : ; yU; : : :), quand x1; : : : ; xN sont des
booleens, est le y dont l’indice est la sequence (x1; : : : ; xN ). Nous pouvons de7nir
SN par recurrence sur N :
S1 est notre s electeur ordinaire :a trois variables;
SN+1(x1; : : : xN+1; : : : yU∧0; yU∧1; : : :) = SN (x1; : : : xN ; : : : S(xN+1; yU∧0; yU∧1); : : :):
Ainsi SN s’exprime par un circuit de taille 2N − 1, donc de l’ordre de nk+1.
– Si l’instruction correspond :a une incrementation du compteur d’operation, nous
procedons alors comme pour un deplacement de pointeur. Ainsi, nous achevons
la preuve en suivant celle de la representation par un circuit de la fonction de
transition faite dans [15].
Nous en deduisons, toujours en suivant [15]:
Theorem 1.1. SoitM une machine au sens de M; <a k rubans; utilisant les param<etres
a1; : : : al; travaillant en un temps inferieur <a t(n)¿n; et dont la longueur de la reponse
ne depend que de la taille n de la donnee. Il existe alors une suite (Cn(x1; : : : ; xn; z1; : : : ;
zl))n¿1 de circuits au sens de M; sans param<etre; dont la taille est un O(t(n)k+4);
telle que Cn(x; a) donne le resultat de la machine M pour les entrees x de longueur
n.
Le theor:eme suivant prouve l’existence d’une machine lineaire universelle.
Theorem 1.2 (Theor:eme fondamental de l’informatique). Il est possible d’associer <a
chaque circuit C(x) au sens de M; sans param<etres; un mot binaire m(C) de sorte
que la fonction qui associe au couple (m(C); a) la valeur C(a) soit calculable par
un algorithme; au sens de M; polynomial en la taille de (m(C); a). De plus; m(C)
est de longueur inferieur <a A:t2 log t; o<u t est la taille de C et A est une constante
independante de C.
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2. Les Machines a adressage binaire
2.1. Description des machines <a adressage binaire
Le mod:ele de machine que nous proposons ici s’appuie encore sur les machines de
Turing. En eDet, une machine :a adressage binaire – nous dirons machine binaire – est
une machine de Turing sur la L′ -structure M , travaillant sur k rubans, et qui poss:ede
en plus un ruban special in7ni dans une direction, ainsi qu’une instruction speciale qui
consiste :a appliquer le symbole du langage L∞, d’arite m, dont le numero correspond
:a celui ecrit sur le ruban special, au m-uple x situe immediatement :a droite du pointeur
du ruban i; ecrire le resultat dans la case pointee du ruban j; et en7n eDacer le contenu
du ruban special. Cette instruction s’eDectue alors en temps m+ 1. Les numeros dont
il est question ici doivent eˆtre ecrits en binaire. A cet egard, nous pouvons prendre
plusieurs conventions: par exemple, nous pouvons decider que le ruban special ne sert
qu’:a ecrire des booleens; ou encore que l’on peut y ecrire n’importe quoi et on peut
egalement y faire des calculs; dans ce dernier cas, nous pouvons decider que lorsque
la machine utilise l’instruction speciale, si le mot ecrit sur le ruban n’est pas un mot
booleen, alors le resultat est toujours 0. D’autres variantes sont encore possibles. Ici,
nous prendrons la premi:ere convention: en fait, dans la suite nous ne considererons
que des machines qui ne se bloquent pas. En7n, nous n’insisterons pas non plus sur le
fonctionnement d’une machine binaire qui est de toute evidence essentiellement celui
d’une machine de Turing.
2.2. Les multi-circuits
La notion de multi-circuits que nous voulons de7nir est basee sur celle des circuits
au sens de la L′ -structure M, :a laquelle nous rajoutons une porte speciale d’etiquette
un symbole de fonction . Une telle porte reScoit deux groupes de Reˆches, chacun d’arite
non borne. Le premier groupe de Reˆches est issu d’un uple booleen u, et le second
d’un element x de M∞. (u; x) donne alors fn(x), o:u fn est le n-i:eme symbole du
langage L∞ et n a pour developpement binaire u. La longueur de x est egale :a l’arite
maximale des 2s premiers symboles du langage L∞, o:u s est la longueur de u; seules
les premi:eres seront considerees pour calculer fn(x). Pour ce qui est de la taille d’un
multi-circuit, une porte d’etiquette  compte pour le nombre total de Reˆches arrivant :a
la porte.
Les liens entres les multi-circuits et les formules du langage L ne sont pas aussi
satisfaisants que ceux qui existent entre les circuits et les formules. Bien suˆr, en utilisant
le N -selecteur pour les portes d’etiquette , nous voyons que si (x) est une formule
sans quanteur alors il existe un multi-circuit C(x), de taille inferieure :a la taille de la
formule, tel que pour tout a de Mn on ait C(a)=(a) (dans le calcul de la taille d’une
formule, le n-i:eme symbole du langage L∞ compte pour log(n)+1). Reciproquement,
si C(x1; : : : ; xn) est un multi-circuit alors il existe une formule sans quanteur (x)
telle que pour tout a de Mn on ait C(a)=(a). Par contre, il est facile de voir que,
contrairement au cas des circuits, la diDerence de taille entre les multi-circuits et les
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formules existentielles du langage persiste. La raison est qu’un multi-circuit de taille n
peut faire intervenir de l’ordre de 2n symbole du langage L.
2.3. Machines binaires et multi-circuits
Nous de7nissons les notions de con7gurations et de fonctions de transition comme
precedemment. Toutefois, une con7guration est de largeur (n; m) si, pour chaque ruban,
toutes les cases de numero superieur :a n ou inferieur :a −n sont vides, si la position de
chaque pointeur est entre −n et n, et si les arites des 2n premiers symboles du langage
L∞ sont inferieures ou egales :a m. Il est alors facile de veri7er que les resultats
obtenus pour les machines lineaires et les circuits sont vrais pour les machines binaires
et les multi-circuits: :a savoir la simulation de la fonction de transition des machines
binaires par les multi-circuits, d’une machine binaire par une suite de multi-circuits,
ainsi que l’existence d’une machine binaire “universelle”.
3. Classes de complexit	es et problemes complets
Dans toute la suite, sauf precision du contraire, la plus part des resultats et des
de7nitions etant les meˆmes dans le cadre des machines lineaires et des machines bi-
naires, nous employerons par commodite les termes machine et circuit qui, dans le
cadre des machines lineaires designerons respectivement une machine lineaire et un
circuit; et qui dans le cadre des machines binaires designerons respectivement une
machine binaire et un multi-circuit.
3.1. Les classes A et P
Les classes de complexite dans le cadre des structures de langages denombrables se
de7nissent comme dans la theorie classique de complexite. Nous ne nous interesserons
ici qu’:a deux d’entres elles: les classes A et P. La classe A represente l’ensemble des
probl:emes algorithmiques en temps borne (en la taille de l’entree), et la classes P,
l’ensemble des probl:emes algorithmiques en temps polynomial.
Nous avons vu qu’une machine peut eˆtre simulee par une suite de circuits. En fait,
dans le cas des structures de langage 7ni, on peut caracteriser la classe P en termes de
circuits (cf. [15]). En ce qui concerne le cas des structures de langage denombrable,
cette meˆme caracterisation est possible si la fonction qui :a n associe l’arite m du n-
i:eme symbole de L∞ est calculable par une machine de Turing (au sens classique) en
temps polynomial en la taille de n. C’est eDectivement le cas dans tous les exemples
etudies dans ce papier. En toute generalite, nous pouvons obtenir une caracterisation
similaire de la classe P si nous remplaScons les circuits par une notion plus large de
quasi-circuit. Un quasi-circuit est une sorte de circuit o:u les portes etiquetees par un
symbole de L∞ (ou par le symbole  pour les multi-circuits) n’ont pas necessairement
le bon nombre de R:eches qui y arrivent (par rapport :a l’arite des symbole de L∞):
s’il y en a trop, on ne consid:ere que les premi:eres; s’il y en a pas assez, on remplace
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les valeurs manquantes par 0. Cette derni:ere convention va dans le meˆme sens que
celle qui consiste :a prendre 0 comme valeur d’une case vide dont une machine doit
collecter le contenu. La taille d’un quasi-circuit se calcul comme celle d’un circuit :a
ceci pr:es qu’une porte d’etiquette le n-i:eme symbole de L∞, d’arite m, qui reScoit m′
R:eches :a pour poids n+ 1 + max{m;m′}. Autrement dit pour une porte o:u il manque
des R:eches on fait comme s’il y a le bon nombre de R:eches, sinon on consid:ere le
nombre de R:eches qui y arrivent. Il est alors clair que les liens etablis precedemment
entre les machines et les circuits restent valables pour les quasi-circuits. Nous obtenons
ainsi le theor:eme suivant:
Theorem 3.1. Un probl<eme X est P au sens de M si et seulement s’il existe un m-uple
de param<etres a=(a1; : : : ; am) element de Mm; et une suite Cn(x; z) de quasi-circuits
au sens de M; sans param<etres; o<u x=(x1; : : : ; xn); z=(z1; : : : ; zm); veri?ant les deux
conditions suivantes:
(i) la fonction qui <a n associe Cn(x; z); considere comme un mot booleen; est cal-
culable par un algorithme standard travaillant en temps polynomial en n.
(ii) Cn(x; a) resout le probl<eme pour les entrees de taille n; c’est-<a-dire que (x1; : : : ; xn)
est dans X si et seulement si Cn(x1; : : : ; xn; a) donne 1 en sortie.
Preuve. La condition est necessaire d’apr:es les preuvent des Lemme 1.1 et Theor:eme
1.1: la suite de quasi-circuits est obtenue en iterant la fonction de transition (cf. [15]).
Reciproquement, supposons que X satisfasse les hypoth:eses de l’enonce. Pour le
resoudre, nous employons l’algorithme suivant: considerant une donnee Q de taille n,
nous commenScons par fabriquer Cn(x; z), ce qui se fait, par hypoth:ese, par un algo-
rithme standard (donc au sens de M) en temps polynomial p(n) (la taille de Cn(x; z)
est majoree par p(n)); puis, sur la donnee Cn(x; z)∧Q∧a, nous evaluons Cn(Q; a), ce
qui se fait par un algorithme polynomial au sens de M d’apr:es le Theor:eme 1.2.
Remark 3.1. Ce theor:eme reste vrai pour un probl:eme X qui est A :a condition que la
fonction f(n) donnant le temps de calcul (pour une machine associee :a X ) soit majoree
par une fonction recursive; mais l’algorithme standard qui donne la suite de quasi-
circuits ne travaille pas necessairement en temps polynomial en n. Sans cette condition
de recursivite, on peut montrer que le resultat est faux. L’exemple le plus simple est de
prendre pour M un ensemble in7ni et pour langage un ensembe denombrable de sym-
boles de constante L= {ci | i∈N} interpretes par des elements deux :a deux distincts.
Nous considerons alors pour f une application de N dans N qui croit plus vite que
toute fonction recursive. Observons alors que le probl:eme X = {(x1; : : : ; Xn) | x1 = cf(n)}
est resoluble en temps borne, mais la suite de quasi-circuits n’est pas donnee par un
algorithme standard.
Le theor:eme precedent ram:ene la notion de calculs polynomials dans une structure
arbitraire M :a celle du cas standard, et nous am:ene :a de7nir, suivant celles de B.
Poizat (cf. [15]), les classes non-uniformes de complexite. Un probl:eme X est dit A
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non-uniforme, ou A au sens de M s’il existe une suite de circuits de decision Cn(x; z)
et un uple a d’elements de M, tels que Cn(x; a) resolve le probl:eme pour les entrees
de taille n. Si de plus la taille des circuits Cn(x; z) est polynomialement bornee en
fonction de n, le probl:eme X est dit P non uniforme, ou P.
Remark 3.2. La diDerence avec le cas uniforme est que nous ne nous soucions plus
de la mani:ere dont la suite de circuits nous est donnee. Si la structure M est 7nie,
alors la classe A est la classe de tous les probl:emes et n’a donc aucun intereˆt.
Mais si la structure M est in7nie un simple argument de cardinalite montre que la
classe A n’est qu’une toute petite partie de la classe de tous les probl:emes. Par
ailleurs, l’interpretation algorithmique (en terme de conseils booleens) que l’on a de ces
classes non uniformes dans le cas des structures de langage 7ni reste valable ici
(cf. [15]).
3.2. Les probl<emes complets
Nous de7nissons les probl:emes NP (resp. NP) comme dans le cas classique: c’est-
:a-dire par quanti7cation existentielle de longueur polynomiale devant les probl:emes
P (resp. P). Nous dirons alors d’un probl:eme NP (resp. NP) qu’il est complet s’il
est possible d’eDectuer une reduction de Karp de tout autre probl:eme NP (resp. NP)
:a ce dernier (cf. [4]). L’existence de probl:emes NP-complets et NP-complets nous
est donnee par le theor:eme qui va suivre. Nous appellerons “statis7abilite des circuits
:a param:etres dans M”, et nous noterons SATC, le probl:eme suivant: sur la donnee
composee d’un circuit sans param:etre C(x; z), ecrit comme un mot binaire, et d’un
uple a d’elements de M, de meˆme longueur que x, on veut savoir s’il exsiste b dans
M tel que C(a; b)= 1. En remplaScant dans la de7nition precedente le terme circuit par
celui de quasi-circuit, nous obtenons le probl:eme de la “statis7abilite des quasi-circuits
:a param:etres dans M”, note SATQC.
Theorem 3.2. Quelle que soit la structure M; SATC et SATQC sont NP-complets; et
SATQC est NP-complet.
Preuve. Puisque b est de longueur inferieure :a la donnee, le probl:eme SATQC est bien
NP d’apr:es le Theor:eme 1.2 (en fait il faut d’abord veri7er que la donnee est bien de
la forme requise, mais cela ne pose pas de probl:emes: Sca se fait en temps polynomial).
Nous reduisons les probl:emes NP au probl:eme SATQC de la mani:ere suivante:
Soit X un probl:eme NP, de la forme ∃y Y (x; y), o:u y est de longueur p(n), et o:u
Y est un probl:eme P resolu par un algorithme A utilisant les param:etres c. Soit a
une entree de longueur n; nous commenScons par former le quasi-circuit Cn+p(n)(x; y; z)
obtenu en deroulant l’algorithme A, ce qui se fait par un calcul polynomial standard.
Puis nous demandons si le quasi-circuit Cn+p(n)(a; y; c) est satis7able. Pour le cas non
uniforme c’est encore plus simple puisque nous avons d’emblee les circuits.
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Remark 3.3. En ce qui concerne le cas des structures de langage denombrable o:u la
fonction qui :a n associe l’arite m du n-i:eme symbole de L∞ est calculable par une
machine de Turing (au sens classique) en temps polynomial en la taille de n, nous
voyons que le probl:eme SATC est NP-complet. Mais dans le cas general, nous ne
savons meˆme pas si ce probl:eme est NP. La diOculte vient du fait qu’il faut veri7er
que l’entree :a la forme requise: or, ne sachant pas calculer l’arite d’un symbole de
L∞ en fonction de son numero, nous ne savons pas dire, de mani:ere eDective, si un
mot booleen est ou non le code d’un circuit.
L’intereˆt des probl:emes complets est justi7e par le fait que si X est un tel probl:eme,
alors P=NP si et seulement si X est P (de meˆme dans le cas non uniforme). Ainsi,
nous voyons qu’une structure qui veri7e P=NP ou P=NP elimine les quanteurs
dans son langage augmente d’un nombre 7ni de symboles de constantes. En eDet, le
probl:eme SATQC est P ou P. Toutes ces considerations, nous m:enent au fait que les
egalites P=NP et P=NP pour une structure M sont conservees par passage :a une
extension elementaire (dans le cadre des structures de langage 7ni cette remarque est
due :a C. Michaux (cf. [14])).
L’une des questions en complexite mod:ele theorique (cf. [9]) est de savoir s’il
existe une structure M dans un langage 7ni qui satisfait P=NP ou P=NP. En ce
qui concerne les langages denombrables, nous avons le resultat suivant:
Theorem 3.3. Etant donne une L′ -structure M; o<u L′ est ?ni; il est possible de
de?nir des relations {Rn(x1; : : : ; xn) | n¿1} telle que l’on ait P=NP et P=NP pour la
L-structure M; o<u L=L′ ∪{Rn | n¿1}; les symboles du langage L etant enumeres
dans l’ordre naturel (en commenAcant par ceux de L′ ).
Preuve. Nous pouvons coder les formules (du langage L) du type ∃y1 : : : yk C(x1;
: : : ; xn; y1; : : : ; yk), o:u C est un circuit de decision, par des mots booleens m(∃y1; : : : ; yk
C(x1; : : : xn; y1; : : : ; yk)) de longueur polynomiale en la taille du circuit, superieure :a
k + n + 1, et tels qu’aucun m(∃y1; : : : ; yk C(x1; : : : xn; y1; : : : ; yk)) ne soit le segment
initial d’un autre m(∃y1; : : : ; yk′ C′(x1; : : : xn′ ; y1; : : : ; yk′)). Alors, nous de7nissons les
Rn par recurrence de la faScon suivante:
Rn = {x∈Mn=il existe une formule ∃y C(z1; : : : ; zn−l; y)
telle que x = (m(∃y C(z1; : : : ; zn−l; y)); xl+1; : : : ; xn)
et M |= ∃y1 : : : yk C(xl+1; : : : ; xn; y1; : : : ; yk)}
Les Rn sont bien de7nis car la longueur du code d’une formule o:u intervient Rn est
superieure :a n + 1. Ainsi seuls les Rj, o:u j¡n, peuvent intervenir dans la de7nition
de Rn (nous evitons ainsi le paradoxe du menteur, ou plus exactement une de7nition
impredicative). La structure veri7e alors P=NP. En eDet, et vu qu’aucun code ne
peut eˆtre le segment initial d’un autre code, si X est un probl:eme NP resolu par
la suite de circuits existentiels ∃y1; : : : ; yp(n) Cn+p(n)(x1; : : : ; xn; c1; : : : ; ck ; y1; : : : ; yp(n)),
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o:u p est un polynoˆme et la fonction qui :a n associe m(Cn) est calculable par un
algorithme standard polynomial en n, alors on a (x1; : : : ; xn)∈X si et seulement si
Rl(n)+n+k(m(∃y Cn+p(n)(x; z; y)); x; c) est vraie, o:u l(n) est la longueur de m(∃y Cn+p(n)
(x; z; y)). Nous voyons donc que la fonction qui :a n associe m(Rl(n)+n+k(m(∃y
C(x; z; y)); x; c)) est calculable par l’algorithme standard polynomial suivant: etant
donne n on calcul m(Cn+p(n)) (c’est ce que fait l’algorithme du probl:eme P associe :a
X ), on en deduit alors m(∃y Cn+p(n)(x; z; y)), puis m(Rl(n)+n+k(m(∃y Cn+p(n)(x; z; y));
x; c)), o:u la formule Rl(n)+n+k(m(∃y Cn+p(n)(x; z; y)); x; c)) est consideree comme un
circuit; le passage d’un code :a un autre s’eDectuant par un algorithme en temps poly-
momial, cela ach:eve la preuve.
Pour P=NP, c’est la meˆme preuve avec l’uniformite en moins.
Remark 3.4. Il est :a noter, qu’en utilisant pour base l’alg:ebre de Mal’cev (cf. [15]),
nous pouvons construire, par ce meˆme procede, une structure munie d’une in7nite de
relations unaires, et qui satisfait P=NP et P=NP.
Remark 3.5. Si le couˆt d’acc:es aux symboles Rn est 1, alors on n’a plus la relation
polynomiale entre la taille et la longueur des codes des circuits. De ce fait, le theor:eme
precedent devient faux dans ce cas, :a moins qu’une expansion 7nie de la L′ -structure
M satisfasse P=NP et P=NP.
Remark 3.6. Avec les notations du theor:eme, si la L′ -structure M admet un oracle X
tel que PX =NPX , alors il suOt de de7nir les relations Rn comme etant X ∩Mn (meˆme
chose dans le cas non uniforme). Le theor:eme dit qu’un tel oracle existe toujours. Pour
le corps ordonne des reels, on trouvera un autre exemple d’oracle X tel que PX =NPX
dans [8].
Remark 3.7. Il est naturel de se demander, pour une structure donnee M, si les
probl:emes algorithmiques de cette structure, ainsi que leur complexite, sont conserves
par un changement d’enumeration des symboles du langage de la structure. Il est facile
de se convaincre qu’il n’en est rien. L’exemple le plus simple est de prendre pour
M un ensemble in7ni et pour langage un ensembe denombrable de symboles de con-
stante L= {ci | i∈N} interpretes par des elements deux :a deux distincts. Le probl:eme
Y = {(x1; : : : ; xn) | x1 = cn} est clairement P et P, alors que par un changement non
recursivement majore de l’enumeration des symboles du langage il ne l’est plus. De
meˆme, sur cette stucture (avec l’enumeration canonique), nous voyons que le probl:eme
Z = {(x1; : : : ; xn) | x1 = c2n} est polynomial dans le cadre des machines binaires, alors
qu’il est irremediablement exponentiel dans le cadre des machines lineaires; et donc,
nos deux mod:eles de calculs ne sont pas polynomialement equivalents (tout du moins
sur cette structure).
Il est facile de voir pour tout probl:eme resolu par un algorithme, uniforme ou pas, qui
fait intervenir qu’un nombre 7ni de symboles du langage pour toutes les entrees, que
la complexite d’un tel probl:eme est la meˆme pour les deux mod:eles de calculs et pour
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tout changement d’enumeration des symboles du langage; d’autre part ces probl:emes
sont les seuls :a avoir cette propriete.
En fait, ces resultats sugg:erent que, contrairement au cas des structures dans un
langage 7ni, il n’y a pas de mani:ere “canonique” de de7nir un mod:ele de calculs
commun aux structures de langage denombrable. Par contre, pour certaines stuctures,
il y a une mani:ere naturelle d’enumerer les symboles du langage : c’est le cas des
exemples qui suivent.
4. Cas du corps des nombres p-adiques.
Des mod:eles de calculs sur le corps Qp des nombres p-adiques ont ete propose
par Bishop (cf. [5]) et Maller et Whitehead (cf. [12]). Ces mod:eles sont en fait des
adaptations du mod:ele de calcul introduit par Blum et al. [6]. Mais dans les deux cas
on a P =NP et P =NP pour une raison triviale: le corps value Qp n’elimine pas les
quanteurs dans son langage naturel meˆme augmente d’un nombre 7ni de symbole de
constante. Par contre, dans ce langage la theorie de Qp est mod:ele compl:ete; mais nous
n’avons toujours pas de reponse :a la question NP=?co-NP (qui nous le rappelons est
la question qu’il faut se poser pour les structures mod:eles compl:etes).
Considerons sur Qp le langage de Macintyre L= {0; 1;+;−; :; v; Pn}n¿2, o:u v est un
predicat unaire representant l’anneau de valuation Zp et les Pn sont des pedicats unaires
representant les puissances n-i:emes dans Qp. Nous savons alors que Qp elimine les
quanteurs dans ce langage, mais la question P= ?NP reste ouverte.
Dans cette section nous montrerons juste que pour la structure Qp les classes de
complexites uniformes et non uniformes (que nous avons de7nies ici) sont identiques.
C’est une preuve similaire :a celle donnee par B. Poizat dans [15] pour le corps ordonne
des reels qui, etant suOsamment riche en param:etres, permet de coder une suite de
circuits et de retrouver rapidement le code du m-i:eme circuit. En ce qui concerne Qp,
Maller et Whitehead ont montres le resultat suivant:
Lemma 4.1. Soit un entier n¿0. Il existe; sur (Qp; 0; 1;+;−; :; v); une machine qui
pour tout element x de Zp calcule x mod pn en O(n) etapes.
Preuve. Voir [12].
Remark 4.1. Nous rappelons que tout entier p-adique a s’ecrit de mani:ere unique
a=
∑∞
n=0 anp
n, o:u, pour tout entier naturel n; an est dans {0; 1; : : : ; p − 1}. Cette
ecriture s’appelle le developpement de Hensel de a. Reciproquement, tout ecriture de
ce type de7nit un entier p-adique. Alors, ce lemme dit que nous pouvons retrouver les
n premiers termes du developpement de Hensel de a en un temps lineaire en n.
Ainsi, par une preuve similaire :a celle de Poizat pour le corps ordonne des reels, et
en utilisant ici un param:etre dont le developpement de Hensel code la suite de circuit,
nous obtenons le resultat suivant:
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Proposition 4.1. Si la structure M a pour ensemble de base celui des nombres p-
adiques Qp; et comprend la valuation parmi ses relations; ainsi que la somme et
l’oppose parmi ses fonctions; alors les classes polynomiales uniformes et non uniformes
au sens de M sont identiques.
Preuve. Seule l’inclusion de P dans P est :a prouver. Si X est un probl:eme P, avec a
comme param:etre; alors ce probl:eme est P avec un parametre suplementaire b dont le
developpement de Hensel code la suite de circuits Cn(x; y) associee :a X . L’algorithme
consiste :a extraire Cn de b, puis :a calculer Cn(x; a). Nous laissons au lecteur le soin
de voir que le temps de calcul est bien polynomial.
Remark 4.2. Il faut tout de meˆme souligner le fait que le corps value Qp elimine les
quanteurs dans un langage 7ni (cf. [2]) : dans ce langage on peut alors ce poser la
question P= ?NP (le probl:eme est ouvert!). Toutefois, ce langage n’est pas un langage
naturel pour Qp, au sens o:u ce n’est pas une expansion de7nissable du langage des
corps values.
5. Etude du groupe additif des entiers dans deux langages
5.1. Le groupe (Z; 0; 1;+)
Nous designerons par Z la structure (Z; 0; 1;+), et th(Z) sa theorie. Dans cette
section, nous considerons sur Z le mod:ele de calcul decrit dans [15]: notre mod:ele de
calcul sur les structures dans un langage denombrable n’en est qu’une generalisation.
Rappelons juste le fait que les structures veri7ant P=NP, ou P=NP, eliminent les
quanteurs dans leur langage augmente d’un nombre 7ni de symboles de constantes.
Remark 5.1. Tout mod:ele M de th(Z) veri7e P =NP et P =NP. En eDet, il suOt de
prouver que la theorie th(M) de M n’elimine pas les quanteurs meˆme si l’on rajoute
un nombre 7ni de symboles de constante au langage : c’est vrai, car toute formule sans
quanteur du langage de Z de7nit dans M un ensemble 7ni ou co-7ni; et l’ensemble
des “entiers pairs”, de7ni par la formule ∃y x=y + y, n’est ni 7ni, ni co-7ni.
En theorie des mod:eles, ce n’est pas un exercice tr:es diOcile de voir que th(Z)
est mod:ele compl:ete, c’est-:a-dire que toute formule existentielle est equivalente :a une
formule universelle modulo th(Z), et reciproquement. Ainsi, comme nous l’avons dej:a
signale, il est naturel de se poser les questions NP=?co-NP et NP=?co-NP pour
les mod:eles de th(Z) (les classes co-NP et co-NP sont de7nies comme d’habitude).
Nous pouvons observer que dans le cadre des machines lineaires l’egalite NP= ?co-NP
equivaut :a l’existence d’un algorithme rapide qui transforme toute formule existentielle
en une formule universelle equivalente. Alors que dans le cadre des machines binaires,
la diDerence exponentielle de taille entre les circuits existentiels et les formules exis-
tentielles n’etant pas abolie, l’egalite NP= ?co-NP n’equivaut pas :a l’existence d’un
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algorithme rapide qui transforme toute formule existentielle en une formule universelle
equivalente, mais cela equivaut seulement :a l’existence d’un tel algorithme pour les
circuits universels et existentiels.
On peut aussi se poser la question intermediaire NBP=?co-NBP. En ce qui concerne
la structure etudiee ici, nous avons le resultat suivant:
Proposition 5.1. Tout mod<ele M de th(Z) veri?e NBP = co-NBP et NBP = co-NBP.
Preuve. Soit VQ (Vingt Questions) le probl:eme suivant: etant donne x=(x1; : : : ; xn)
un uple d’elements de M, est-ce-que x1 est un “entier” compris entre 1 et 2n? VQ est
NBP: il suOt de deviner l’ecriture binaire, de calculer alors l’ecriture “decimale”, puis
de tester l’egalite avec x1.
Montrons qu’il n’est pas co-NBP. Supposons le contraire. Il existe alors une suite
de formules universelles ∀y(x; y; c)= 1, de7nissant VQ, o:u  est un circuit donne
par un algorithme standard travaillant en temps polynomial en la longueur de x, et
o:u c=(c1; : : : ; ck) est un uple de param:etres (le quanteur universel s’exerce sur des
valeurs booleennes de y). Pour un tel y et pour des entrees de la forme x=(x1; 0; : : : 0),
 n’eDectue qu’un nombre 7ni de tests d’egalites du type :x1 = c, o:u  est un entier
relatif non nul, et c est dans le groupe engendre par c∧1. Ainsi, le nombre de tests de
ce type realises pour l’ensemble des y est 7ni. Or M est sans torsion, donc chacune
de ces equations a au plus une solution. Ainsi, il existe un element a¿2n + 1 de
M qui n’est solution d’aucune de ces equations. De plus pour y 7xe,  n’eDectue
“reellement” sur a=(a; 0; : : : ; 0) qu’un nombre polynomial q(n) de ces tests; donc
pour n assez grand tel que q(n) ¡ 2n− 1, il existe un “entier” b compris entre 1 et 2n
qui ne soit solution d’aucune des equations des tests eDectues sur a. Donc  donne la
meˆme reponse positive pour a∧y et b∧y. Nous en deduisons alors que a est dans VQ;
ce qui contredit le fait que a¿2n + 1. Ainsi VQ n’est pas co-NBP.
Pour le cas non uniforme: c’est comme d’habitude.
Remark 5.2. Observons que la meˆme preuve demontre que tout mod:ele M de th(Z)
veri7e P =NBP; P =NBP, et que ces resultats valent pour tout groupe sans tor-
sions. Par ailleurs, signalons d’une part que Asser, Gassner et Prunescu ont montre
que tout groupe abelien in7ni satisfait P =NP (cf. [1]), et d’autre part j’ai montre
independemment que tout groupe abelien in7ni satisfait NBP = co-NBP et NBP = co-
NBP (cf. [7]). Signalons en7n que ce probl:eme VQ :a ete introduit dans [16].
5.2. Etude de Zdiv et des mod<eles de sa theorie
Considerons d’une part le langage L = {0; 1;+; dn}n∈N\{0}, o:u 0 et 1 sont des
symboles de constantes, + un symbole de fonction binaire, et les dn des symboles de
relations unaires; et d’autre part l’ensemble d’enonces T suivants:
(i) les axiomes des groupes abeliens sans torsion de neutre 0;
(ii) 0 =1;
(iii) ∀x[dn(x)↔ ∃y(x = n:y)], pour chaque n¿1;
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(iv) ∀x[dn(x) ∨ dn(x + 1) ∨ · · · ∨ dn(x + (n− 1))], pour chaque n¿1;
(v) ¬[dn(1) ∨ dn(2) ∨ · · · ∨ dn(n− 1)], pour chaque n¿2.
Il est clair que la L-stucture naturelle (Z; 0; 1;+; dn)n∈N\{0}, que nous designerons par
Zdiv, satisfait T : ainsi T est une theorie. En fait, on montre facilement que la theorie
T axiomatise la theorie de Zdiv, qu’elle elimine les quanteurs, et que Zdiv en est un
mod:ele premier.
La proposition suivante caracterise les mod:eles de la theorie T parmis les L-
structures.
Proposition 5.2. Soit M une L-structure veri?ant les axiomes (i)–(iii) de la theorie
T; alors M est un mod<ele de T si et seulement si le groupe quotient M=Z est un
groupe abelien divisible sans torsion.
Preuve. La preuve est facile. Il suOt d’observer que l’axiome (iv) de T equivaut au
fait que M=Z soit divisible, et l’axiome (v) au fait que M=Z soit sans torsion.
Considerons le groupe M⊕Q(), o:u M est un mod:ele de T et  un cardinal. Nous
en faisons naturellement un mod:ele de la theorie T en posant 1M⊕Q() = 1M.
Soit M un mod:ele de T . Nous appelons Sac :a Dos (SD) le probl:eme suivant:
l’ensemble des uples (x1; : : : ; xn) de M∞ tels qu’il existe un uple (+1; : : : ; +n) de booleens
veri7ant +1: x1 + · · ·+ +n:xn = 0, o:u n est un entier naturel non nul quelconque. Graˆce
au selecteur, nous voyons facilement que SD est un probl:eme NBP et NBP.
Theorem 5.1. Dans tout mod<ele M de th(Zdiv) le probl<eme SD n′est pas co-NP (donc
P =NP; NBP = co-NBP et NP = co-NP); et aucun probl<emes booleens n′est NBP-
complet. Meˆme chose dans le cas non uniforme.
Preuve. Montrons que le probl:eme SD n’est pas co-NP. Par passage :a l’extension
elementaire, il suOt de le prouver dans la L-structure M ⊕Q(ℵ0).
Supposons donc que le probl:eme SD soit co-NP. Il existe alors un algorithme
de decision travaillant en temps polynomial et utilisant un uple c = (c1; : : : ; ck) de
param:etres, et un polynoˆme q ∈ N[X ] tels que le n-uple x soit dans SD si et seule-
ment si pour tout q(n)-uple y l’algorithme repond oui pour l’entree x∧y. Considerons
une donnee a = a1; : : : ; an dans (Q(ℵ0))n et Z-lineairement independante modulo c.
Fixons un q(n)-uple y0 tel que l’algorithme reponde non sur l’entree a∧y. Sur cette
entree, l’algorithme calcule des combinaisons N-lineaires de a∧y∧0 c∧1; il eDectue des
tests de divisibilite de certaines de ces combinaisons N-lineaires, ainsi que des tests
d’egalite que nous pouvons supposer eˆtre de la forme Q:a + R:y0 = ,, o:u les i et
-j sont dans Z et , dans le groupe engendre par c∧1. Ainsi, a∧y0 est solution d’un
syst:eme S d’equations et d’inequations. En decomposant les elemenst de notre structure
sur M et Q(ℵ0), nous voyons que le syst:eme S est forme de deux syst:emes S1 et S2 : S1
pour les composantes dans M , et S2 pour celles de Q(ℵ0).
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Pour montrer que SD n’est pas co-NP, nous montrons qu’il existe b dans SD∩
(Q(ℵ0))n et un q(n)-uple z0 tels que l’algorithme fasse les meˆmes calculs sur a∧y0 et
b∧z0. Comme a est dans (Q(ℵ0))n, la reponse :a un test de divisibilite ne depend que
de la composante de y∧0 c
∧1 qui est dans M . Et par suite, pour trouver b∧z0 il suOt
de considerer le syst:eme S2: nous prendrons pour la composante de b∧z0 relativement
:a M la mmˆme que celle de a∧y0.
Par ailleurs, comme l’algorithme n’eDectue qu’un nombre 7ni de tests sur l’ensemble
des entrees de taille donne et que Q(ℵ0) est in7ni nous pouvons supposer que le syst:eme
S1 n’a pas qu’une solution. Ainsi le sous syst:eme de S1 constitue des equations nous
permet d’exprimer, en fonction de x et eventuellement de certaines coordonnees de y,
toutes les autres coordonnees de y. Pour 7xer les idees, nous notons y = y′∧y′′ o:u
y′′ sont les coordonnees de y qui s’expriment en fonction de x∧y′. En reportant ces
expressions dans le sous syst:eme de S2 constitue des inequations, nous obtenons un
systeme S ′2 d’inequations dont les inconnues sont x
∧y′. A chaque inequation de S ′2, nous
associons l’inegalite U x+W y′ = c, o:u les +i et .j sont nuls si et seulement si les coeO-
cients correspondants le sont dans l’inequation de depart; sinon ils valent 1. Comme le
nombre de tests d’egalites est inferieur :a p(n), o:u p ∈ N[X ] (p est independant de y),
alors pour n assez grand tel que p(n) ¡ 2n−1, il existe une suite booleenne .1; : : : ; .n
non nulle et diDerente du premier membre de chacune des inequations formees. Sup-
posons .n =0. Nous pouvons exprimer xn en fonction de x1; : : : ; xn−1. Donc en repor-
tant cette expression dans S ′2, nous obtenons un syst:eme d’inequations en x1; : : : ; xn−1
et y′ qui admet une solution (b1; : : : bn−1; z′0) dans (Q(ℵ0))∞. Ainsi il existe un uple
b∧z′ d’elements de (Q(ℵ0))∞ satisfaisant .1 : b1 + · · · + .n : bn = 0 et le systeme S ′2.
Nous voyons alors que pour n assez grand l’algorithme est incapable de distinguer
des elements de SD avec des elements qui ne sont pas dans SD. Donc SD n’est pas
co-NP.
Pour voir qu’il n’y a aucun probl:eme booleen NP-complet ou NBP-complet, nous
constatons que, si f(x) est une fonction :a valeurs booleennes, calculable par un al-
gorithme polynomial, dont nous pouvons supposer qu’il teste que ses sorties sont
booleennes, pour n suOsament grand nous fabriquons comme precedemment deux up-
les a et b dont un seul est independant, et qui donnent la meˆme valeur :a f. Ainsi, le
probl:eme SD ne se ram:ene pas grace :a f:a un probl:eme booleen.
Idem dans le cas non uniforme.
Remark 5.3. Nous appelons arbre de decision un arbre binaire 7ni dont les sommets
sont etiquetes par des egalites ou des tests de divisibilite de termes en les variables
x1; : : : ; xn, exception faite des feuilles qui sont etiquetees par 0 ou 1. La “profondeur
ponderee” d’un tel arbre est alors la longueur du plus long chemin entre la racine et les
feuilles de l’arbre, cette longueur etant calculee en tenant compte des poids des tests
de divisibilite apparaissant le long du chemin. Alors la preuve du theor:eme precedent
montre en fait qu’il n’existe pas de suite d’arbres decisions de “profondeur ponderee”
polynomiale en n qui resout le probl:eme SD. C’est meˆme pire que cela: en fait il
n’existe pas de suite d’arbres de decisions de profondeur polynomiale en n qui resout
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le probl:eme SD. Remarquons la situation est bien diDerente pour le groupe ordonne
des reels puisque SD se resout en temps polynomial (cf. [13]).
5.3. Relations entre les classes de complexite de Z et Zdiv
Il est facile de voir que l’on a la propositon suivante:
Proposition 5.3. (i) Z et Zdiv ont les meˆmes probl<emes NP et NP.
(ii) Z satisfait NP = co-NP si et seulement si Zdiv satisfait NP = co-NP (meˆme chose
dans le cas non-uniforme).
Preuve. (ii) est une consequence immediate de (i). Et pour prouver (i) il suOt de voir
que le test de divisibilite par n peut s’eDectuer de mani:ere non deterministe (rajoutez
un quanteur existentiel!) en temps log(n) (ou n selon que l’on utilise le mod:ele des
machines binaires ou lineaires sur Zdiv): c’est clair.
Cette proposition est encore vraie pour tout mod:ele M de th(Z).
Corollary 5.1. Tout mod<ele M de th(Z) veri?e NP = co-NP.
Preuve. C’est une consequence du Theor:eme 5.1.
Remark 5.4. Remarquons que le groupe Zp des entiers p-adiques est un mod:ele de
la theorie T. Si a =
∑∞
n=0 anp
n est un element de Zp, alors une variante evidente de
l’algorithme du lemme 4:1 donne dans [12] permet de retrouver les n premiers termes
du developpement de Hensel de a, en un temps lineaire en n, :a l’aide d’une machine
binaire utilisant l’addition, l’oppose et les predicats dp; dp2 ; : : : ; dpn . Ainsi pour tout
mod:ele M de T qui contient Zp, les classes polynomiales uniformes et non uniformes
au sens de M sont les meˆmes dans le cadre des machines binaires.
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