Complex materials with open-shell d-and f-ions having degenerate band edge states show a rich variety of interesting properties ranging from metal-insulator transition to unconventional superconductivity. The traditional textbook view of the electronic structure of such systems has been that mean-field approaches are inappropriate, as the interelectronic interaction U is required for opening a band gap between the occupied and unoccupied degenerate states while retaining symmetry. We show here that the mean-field band theory can lift such degeneracies when nontrivial unit cell representations (polymorphous networks) are allowed to break symmetry, in conjunction with a recently developed nonempirical exchange and correlation density functional without an on-site interelectronic interaction U. This approach offers a different gap opening mechanism compared to the Mott-Hubbard approach and predicts magnetic moments and gaps of four classical 3d transition-metal monoxides in both the antiferromagnetic and paramagnetic phases. This offers a highly-efficient alternative to symmetry-conserving approaches for studying a broad range of functionalities in open d-and f-shell complex materials.
the electronic structure of such systems has been that mean-field approaches are inappropriate, as the interelectronic interaction U is required for opening a band gap between the occupied and unoccupied degenerate states while retaining symmetry. We show here that the mean-field band theory can lift such degeneracies when nontrivial unit cell representations (polymorphous networks) are allowed to break symmetry, in conjunction with a recently developed nonempirical exchange and correlation density functional without an on-site interelectronic interaction U. This approach offers a different gap opening mechanism compared to the Mott-Hubbard approach and predicts magnetic moments and gaps of four classical 3d transition-metal monoxides in both the antiferromagnetic and paramagnetic phases. This offers a highly-efficient alternative to symmetry-conserving approaches for studying a broad range of functionalities in open d-and f-shell complex materials.
INTRODUCTION
Imposing cubic symmetry on each transition metal site for the PM phase can be overly restrictive however, as noted by Trimarchi et al 9 and Varignon et al. 10 Indeed, much like the AFM configuration that involves a doubling (or quadrupling) of the primitive cell, the PM phase can also be described by an even larger spin supercell, where the total magnetic moment is zero, yet local sites could develop nonzero local magnetic moments, should the methods used to describe the electronic structure can lead to energy lowering relative to the naïve nonmagnetic, primitive unit cell approximation. 9 Such representations for the PM phase would allow the existence of a distribution of different local environments (polymorphous network) for transition metal sites. 9 Generally, the polymorphous representations allow for a range of symmetry breaking mechanisms (Jahn-Teller displacements; octahedral tilting and rotations; different disordered spin environments; as well as occupying unequally the degenerate partners of a previously degenerate state, such as E(1,0) instead of E(1/2;1/2)), all contributing to gap opening, magnetic moment formation, and stabilization of the observed crystal structures. 9 Symmetry can be restored as a final step, 11, 12 but this formality should not affect much the total energy of symmetry-broken individual configurations.
The polymorphous representations in conjunction with density functional theory (DFT)
augmented by U (DFT+U) 13, 14 have been shown to open band gaps in both binary 3d oxides 9 as well as ternary ABO3 perovskites where B = 3d ion. 10, 15 DFT is exact in principle for the ground state total energy and electron density of a system of electrons under external scalar potential. In practice however, the system of interacting electrons is mapped to a Kohn-Sham (KS) auxiliary non-interacting system with the same electron density. This auxiliary system is usually described by a single Slater determinant and is thus computationally efficient with only mean-field-like cost. In a KS-DFT calculation however, the exchange-correlation energy as a functional of electron density that carries the many-electron interaction effects must be approximated. Not all exchange-correlation functionals can take advantage of symmetry-breaking energy-lowering opportunities afforded by polymorphous representations. This requires density functionals that have (i) reduced self-interaction error (leading to realistically compact orbitals) to benefit energetically from symmetry breaking, and (ii) the capability to distinguish occupied from unoccupied orbitals for example through different effective potentials for different orbitals. The importance of looking for such density functionals lies in the efficiency, low cost, and ease of interpretation of results of polymorphous DFT calculations, relative to explicitly correlated approaches applicable to solids such as Quantum Monte Carlo, 4 DMFT, 5 and density matrix embedding theory. 6 DFT+U satisfies the above criteria, and thus opens band gaps for open-shell transition metal compounds. 9, 10 Within DFT however, the U is a simplified way to correct the self-interaction errors of the underlying exchange-correlation energy density functional. 14 Despite the different physical interpretation of U, it is also not straightforward to determine the value of U as an input for DFT+U, a problem shared with DMFT. In this paper, we show that, without explicitly invoking U, the non-empirical stronglyconstrained-and-appropriately-normed (SCAN) 25 density-functional, in conjunction with the polymorphous representations, predicts magnetic moments reliably and opens bandgaps of the four considered monoxides (MnO, FeO, CoO, and NiO) (Table I) in the AFM phase as well as the hightemperature PM phase, where for the latter the polymorphous network of spin disorder is modeled by the special quasirandom structure (SQS). 16 Table I also shows that SCAN predicts the naïve non-magnetic model to be too high in energy. Thus, such NM calculations previously used to disqualify DFT, are not relevant for predicting physical properties of the monoxides unless used with higher-level theories (including higher-level DFT approximations. 26 These findings are consistent with previous work in cuprates [27] [28] [29] and the ABO3 perovskites, 15 where SCAN also predicts reliable magnetic moments and opens band gaps without U. This success indicates that the interelectronic interaction U is not necessarily the critical ingredient for opening gaps of Mott insulators, offering an alternative to symmetry-conserving approaches for studying complex open d-and f-shell materials.
METHODOLOGY
Our methodology 9,10 consists of (A) the choice of polymorphous cell allowing symmetry breaking, and (B) the choice of an exchange correlation density functional allowing for a distinction between occupied and unoccupied states.
A. The choice of polymorphous supercells and symmetries
Supercells modeling a PM phase with a given lattice symmetry (cubic; orthorhombic, etc) are chosen 9,10 according to: (i) the global shape of a supercell is fixed to the macroscopically observed lattice symmetry.
(ii) Lattice sites of an N atom supercell are occupied by spin-up and spin-down so as to achieve the closest simulation of a perfectly random (i.e. high temperature limit) distribution. This is accomplished by the Special Quasirandom Structurec (SQS) construct that selects site occupations so that pair and many body atom-atom correlations match the analytically known random functions in an N atom cell. Short-range order can be readily accommodated (but not done in the current work) by matching correlated spin distributions. Note that an SQS gives rise to the existence of many local environments such as a given spin up may be coordinated by m spin down and 12 -m spin up nearest neighbor sites. The observable property calculated from such SQS is therefore not simply the property of a single 'snapshot' configuration but approximates the ensemble average for the random configuration. It has been proved that [37] [38] [39] within the generalized Kohn-Sham (gKS) scheme, where the effective potential is non-multiplicative (e.g., orbital dependent), the single-particle ε CBM − ε VBM band gap for a solid from a density functional calculation is equal to the total energy band gap for the same density functional, if the gKS potential operator is continuous and the density change is delocalized when an electron or hole is added. This implies that density functionals accurate for total energies can predict accurate band gaps for solids in the single-particle gKS scheme. SCAN implemented in the gKS formalism is a meta-GGA dependent on the kinetic energy density and thereby orbital dependent. The inclusion of the kinetic energy density as an ingredient enables SCAN to recognize different chemical bonding environments 40 and to satisfy 17 exact constraints (exact properties of the exchange correlation energy density functional), including the 11 constraints satisfied by PBE. 25 
. This charge density difference shows that SCAN accumulates electrons around the ions but depletes them in the interstitial regions compared to PBE, clear evidence of electron localization and SIE reduction. It is worth noting that a residual SIE persists in SCAN however, and band gaps are still considerably underestimated, as shown in Table I . The ability of SCAN to capture SIC and localization helps it describe nontrivial two electron systems, e.g., H2, with accuracy rivaling the far more complex coupled cluster method. Figure 1 (b) shows the H2 binding curves, which can be used to qualitatively illustrate the applicability and limitations of the spin symmetry breaking approach to model the PM phase. As the H2 bond length is stretched, the first excited spin-triplet and ground spin-singlet states become degenerate, causing difficulty for mean-field-like methods if symmetries are enforced. If spin-symmetry is broken however, even an unrestricted HF (U-HF) model can recover the exact dissociation limit, though it deviates the reference curve at shorter separations. Remarkably, unrestricted SCAN (U-SCAN) accurately recovers the whole CCSD binding curve with only small disagreement, with the maximum of ≈ 10 mHartree at 1.5Å, around the shoulder. This recovery of the binding energy curve however comes at the price of "spin contaminated" unrestricted wavefunction solutions that are no longer eigenfunctions of the total spin operator ̂2 .
Similar to the H2 binding curve, it is reasonable to expect the spin symmetry broken SCAN with the SQS model can predict better total energies for the PM phase than the spin symmetry conserved NM model used previously. With the connection between total energy and band gap established in gKS, opening a band gap in the PM monoxides within the SQS model is also expected. Symmetry must be restored however for properties sensitive to the shape of wavefunction. Table I shows that structural relaxation enhances the stability of the monoxides in the AFM and PM phases. This change is small for MnO, NiO, and CoO, while the energy of FeO is significantly reduced by structure relaxation, resulting in a structural phase transition to the monoclinic phase. Structural relaxation has relatively small effects on the calculated bandgaps and magnetic moments however, consistent with the results found in Ref. 9 . Therefore, the following discussions are based on calculations from the experimental NaCl crystal structures.
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RESULTS: OPENING BAND GAPS IN THE TRANSITION-METAL MONOXIDES
A. The AFM Phases
The gap opening mechanism of the AFM phase monoxides has been studied widely by different methods (see Ref. 9 and references therein for detail discussions), including DFT+U. 9, 21, 41 Table I shows that SCAN, without invoking the interelectronic U, opens the band gap of the AFM phase for the four transition-metal monoxides, while Figure 2 shows the SCAN band structures. symmetry. 41 (iv) For CoO, the band gap opening is due to the occupation polarization of the two occupied t2g sub-bands and one empty t2g sub-band. These findings are consistent with the earlier work.
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Figure 2. SCAN Band structures of the four G-type AFM transition-metal monoxides calculated with the experimental NaCl crystal structures. Orbital characters indicated as red circles (○) are the 3d states in the majority spin channel, green squares (□) the 3d states in the minority spin channel, and blue crosses (×) the transition-metal 4s sates. Interaction patterns of the 3d states, i.e., bonding ( b ), anti-bonding ( a ), and non-bonding ( n ), are also labeled. For FeO, the inset shows the charge density distribution of the highest occupied band a 1g band, which is a linear combination of the d xy , d yz , and d xz orbitals. 41 The valence band maximum (VBM) is located at the "M" point, which is not included in the standard K-path of this figure [see Figure S1 (d)]. The regions between occupied and unoccupied states are shaded with yellow. Table I shows that SCAN with the SQS-PM model stabilizes local magnetic moments for all considered monoxides, with the values almost the same as those of the AFM phases, and thus the band gaps are opened. This stabilization of local magnetic moments makes the SQS-PM model substantially more stable than the naïve NM model even though both models have zero total magnetic moment. In addition to the lifting degeneracy, the low-symmetry crystal field due to the spin disorder in SQS-PM broadens density of states (DOS) in comparison to the AFM DOS for all considered monoxides, as shown in Figure 3 . This is consistent with early work for the PM phase. 34, 43 As a result, the metal-oxygen bonding is weakened, leading to noticeable destabilizations of the SQS-PM monoxides with respect to their AFM phases. The broadening of DOS also causes the reduction of band gaps in MnO (from 1.63 eV in the AFM phase to 0.77 eV in SQS-PM) and NiO (from 2.48 eV in the AFM phase to 1.50 eV in SQS-PM). It is interesting to note that the band gaps of FeO and CoO are almost unaffected by the spin disorder. This is likely due to the fact that the gap opening in these two monoxides mainly comes from the occupation symmetry breaking of the t2g states, which is not directly related to the crystal field symmetry breaking. It is also worth noting that the monoxides' band gaps at both AFM and PM phases are significantly underestimated by SCAN, possibly due to the remaining self-interaction error. 44, 45 The band gap characteristics (i.e., whether it is a d→d or a d→s bandgap) may change after the self-interaction error in SCAN is corrected, which can alter the relative positions of the transition-metal 3d-and 4s-states at the conduction band edge. In general, the DOS curves of SQS-PM model are similar to those of the AFM model (Figure 3) , which is consistent with the experimental finding, i.e., the long-range ordering of the magnetic moments is not the driving force of the band gap opening. Instead, it is the stabilization of the local magnetic moment that opens the band gap, which is the essence of the Mott physics, 1 consistent with previous studies of local spin density approximation (LSDA) plus SIC with disordered local moment (DLM) 34 and DFT+DMFT results. 
B. The PM phases
SYMMETRY RESTORATION
As in all symmetry broken solutions 11, 12, 45 one needs to restore the global symmetry. See Ref. 46 and references therein. The telling fact is that different SQS configurations corresponding to different initial nudging all give similarly large local moments and similar band gaps. 9 Therefore, symmetry restoring linear combinations of such solutions most likely changes only little. Approaches exist for restoring symmetries after they are broken, e.g., projected unrestricted HF and CCSD in quantum chemistry, 11, 46 and nuclear physics. 12 As spontaneous symmetry breaking happens in extended systems, e.g., the AFM phase of the considered monoxides, the symmetry dilemma of getting total energy and wavefunction symmetry simultaneously correct may be less severe for solids. Properties determined by symmetries however, e.g., topological properties of materials with open d-or f-shell ions, might not be reliable from symmetry broken DFT calculations for which symmetry restoration is likely required. 
CONCLUSIONS
COMPUTATIONAL DETAILS
The SCAN functional is implemented in the Vienna Ab-initio Simulation Package (VASP). 47 We used the projector-augmented wave method, 48, 49 and a cutoff energy of 500 eV is used to truncate the plane waves. The K-meshes for Brillouin zone integration are 8×8×8 for the 4-atom unit-cell, 3×3×3 for the 64-atom supercell, and 2×2×2 for the 216-atom supercell. In minimizing the electronic structure of FeO and CoO, we found it is crucial to use the conjugate gradient algorithm to find the global minimum solution. We used the stochastic generation algorithm implemented in the Alloy Theoretic Automated Toolkit (ATAT) code 50, 51 to search for the best SQS for the 64-and 216-atom supercells. 3d 7 ) in CoO have their majority spin channels filled by five electrons, but their three-fold degenerate t2g orbitals in the minority spin channels have partial occupancy with one and two electrons, respectively. Therefore, the degeneracy of the three t2g orbitals must be lifted in order to open a bandgap across them. Figure 1(c,d) show that the bandgaps from SCAN are between one occupied t2g band and two empty t2g bands for FeO, two occupied t2g bands and one empty t2g band for CoO. Although the gap opening mechanism is similar for FeO and CoO, we find that it is much more difficult to open the bandgap of FeO. We, therefore, take FeO as an example to analyze the orbital physics and gap opening mechanism. Figure S1 (a-c) are the t2g bands of FeO calculated by density functional approximations. When orbital symmetry (see detailed discussions in the next paragraph) is enforced, a common method for reducing computational cost, neither PBE [ Figure S1 (a)], SCAN (not shown here), nor their combination with Hubbard U opens a gap across the three t2g orbitals. The degeneracy of the three t2g-derived bands along the Γ-Ζ path is protected by the orbital symmetry, which prevents a gap being opened within the singleparticle approaches. After lifting the orbital symmetry constraint, PBE opens a tiny local gap at each Kpoint [inset of Figure S1 (b)], although those local gaps are too small to result in a bandgap across the whole Brillouin zone. Finally, the SCAN meta-GGA separates one occupied t2g orbital [the a1g orbital, see Figure S1 (c)] from the other two unoccupied t2g orbitals, resulting in an insulating state.
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The gap opening in SCAN calculations is partially due to the reduction of the self-interaction error (SIE). The SIE typically makes the pd orbitals too diffuse, leading to a too small bandgap. Another important effect is related to the orbital occupation symmetry breaking: SCAN predicts that the dxy, dyz, and dxz [ Figure S1 (e-g)] orbitals have different occupation numbers of 0.332, 0.342, and 0.272 electrons, respectively. It is worth noting that there are some numerical uncertainties in counting the electron numbers based on the DFT approaches. Nevertheless, it is evident that while the dxy and dyz orbitals are near-degenerate, the dxz orbital has a smaller occupation. This t2g orbital polarization can only be captured when the constraint of orbital symmetry was removed, which can be realized by turning on spin-orbit coupling or turning off the symmetry constraint (ISYM = -1 in the VASP calculation). The linear combination of the dxy, dyz, and dxz orbitals has a1g symmetry [ Figure S1 (h)], and its orientation is approximately along [111] direction with a small deviation angle. As a result, the orbital symmetry is lower than the rock-salt lattice symmetry. In fact, the t2g orbital polarization can be directly visualized from the difference of charge densities calculated with or without the symmetry constraint [ Figure S1 Theoretically, it is interesting that SCAN captures the t2g orbital polarization well. For comparison, we plot the difference of charge distribution predicted by SCAN and PBE [ Figure S1 (j)], both without orbital symmetry constraint in the calculations. Surprisingly, this pattern in Figure S1 (j) is almost identical to that in Figure S1 (i). As PBE usually underestimates the electron inhomogeneity, our results show that SCAN is more reliable than PBE in recognizing the subtle differences of chemical environments and thus effectively distinguishing the transition-metal 3d orbital anisotropy. Table S1 shows the effect of supercell size on the FeO structure relaxation. The well-known Gtype AFM phase is conventionally simulated in a hexagonal primitive cell with two Fe atoms and two oxygen atoms. In this work, we also simulated the spin-disordered phase using the special-quasirandomstructure paramagnetic (SQS-PM) model with 64-and 256-atoms. It is surprising that the FeO SQS-PM phase have lower energies compared with the above AFM phase simulated with 4-atom cell. This is not consistent with those in MnO, NiO, and CoO (see Table 1 in the main text). Table S1 . Relative stability of FeO from different simulation models. "Un-relaxed" means that both the lattices and internal coordinates are kept to the experimental NaCl crystal structure, while "full-relaxed" means that all structural degrees-of-freedom are fully relaxed. Note that the cubic FeO 6 octahedron is distorted in the structural relaxation. For the SQS-PM phase, our simulations with the 64-atom supercell (not shown here) are qualitatively similar to the 216-atom supercell results here. The bigger (216-atom) cell is used here to better represent the spin disordering effect. The cubic 216-atom supercell is, however, incommensurate with the G-type AFM order.
Supercell effects on the FeO structure relaxation at the AFM and PM phases
Simulation models
Spin longrange ordered?
Orbital longrange ordered? The reason for the energy of the 216-atom SQS-PM being lower than the 4-atom AFM of FeO calculations can be understood by considering the effect of an additional degree of freedom, the orbital spatial order, as shown in Figure 4 (b) in the main text. The orbital is enforced to order in the 4-atom primitive cell with the G-type AFM configuration, but with larger supercells the long-range orbital ordering can be broken. We therefore simulate the two effects, spin ordering and orbital disordering for the AFM phase, using a 64-atom supercell (Table S1) . Interestingly, this model has the lowest energy among all three simulation models shown in Table S1 , indicating the critical role of orbital disorder in stabilizing the electronic energy. To directly visualize these effects, we also plot the charge density of the a1g orbital in Figure S1 , similar to Figure 4 in the main text. 
Special-quasirandom-structure for simulating the paramagnetism
The structural data of two SQS supercells (64 atoms and 216 atoms) are given in VASP-POSCAR format.
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