We consider the multiprocessor scheduling problem in which one must schedule n independent tasks nonpreemptively on m identical, parallel machines, such that the completion time of the last task is minimal. For this well-studied problem the Largest Differencing Method due to Karmarkar and Karp outperforms other existing polynomial-time approximation algorithms from an averagecase perspective. For m 3, its worst-case performance has remained a challenging open problem. We show that its performance ratio is bounded between . We also analyze the performance ratio if in addition to the number of machines, the number of tasks n is fixed as well.
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A classical scheduling problem is the problem of scheduling n tasks on m identical machines so as to minimize the completion time of the task that finishes last, where we do not allow preemptions. Using the three-field notation introduced by Graham et al. [9] the problem can be written as P C max . For this strongly NP-hard [7] problem Karmarkar and Karp propose the Largest Differencing Method (LDM) [11] . As the problem allows a PTAS [10] , LDM is not an optimal polynomial-time approximation algorithms from a worst-case perspective. It has, however, been reported as the best practical polynomial-time approximation algorithm from an average-case perspective [3, 14, 17] , where we note that a PTAS is not practically useful for a small precision ε. Therefore, it is interesting to analyze the worst-case performance of LDM both to obtain a performance guarantee and to get better insight into the weakness of the algorithm. Surprisingly enough, its worst-case performance has remained open for several years. Although for the special case that m 2, Fischetti and Martello [4] already showed that LDM has a performance ratio of 7 6 , the worst-case performance of LDM remained unknown for m 3. We will settle this issue. Definition (Multiprocessor Scheduling/ Number Partitioning). A problem instance I is defined by an integer m and a set A 1 2 n of n items, where each item j ¾ A has a nonnegative size a j with a 1 a 2 ¡¡¡ a n . Find a partition for A im i . Next, the algorithm executes n 1 iterations. In each iteration, it selects the two partial solutions from L for which d´Aµ is maximal, where d´Aµ is defined as the difference between the maximum and minimum subset sum in A. These Figure 1 . Next, the algorithm differences A 6 and A 9 . This yields partial solution A 10 5 -5 -5 with d´A 10 µ 0. After five more iterations, which are depicted in Figure 1 , we obtain A LDM ´5 4µ -´5 4 1µ -´5 3 3µ for which the maximum subset sum is 11. This partition is not optimal as the maximum subset sum of optimal partition A £ ´5 5µ -´4 3 3µ -´5 4 1µ is 10.
Related work. Yakir [19] proves for the algorithm that if m 2 and the item sizes are uniformly distributed over 0 1℄, then the expected difference between the sum of the two subsets in a partition generated by LDM is n Θ´log nµ . This implies that also the expected deviation of the cost of such a partition from the optimal cost is n Θ´log nµ . Also for m 2, the average-case perfor-mance of alternative implementations of the differencing method are studied in [1, 13, 18] . The implementations differ from LDM in the choice of the items that are selected for differencing.
For given m 2, Karmarkar and Karp [11] present a rather elaborate differencing method. The algorithm uses some randomization in selecting the two solutions that are to be differenced so as to facilitate its probabilistic analysis. For the algorithm, they prove that the difference between the maximum and minimum subset sum is at most n O´log nµ , almost surely, when the item sizes are in 0 1℄ and the density function is reasonably smooth.
Korf [12] proposes a branch-and-bound algorithm that starts with LDM and then tries to find a better solution until it ultimately finds and proves the optimal solution. Although the algorithm is practically useful for m 2, it is less interesting for m 3. Other extensions of the differencing method are given by Ruml et al. [15] and Storer et al. [16] , who present successful local search heuristics based on the differencing method.
Several polynomial-time approximation algorithms exist that are competitive to LDM. Of those, the two most popular are LPT [8] and Multifit [2] . In the former algorithm the items are assigned in decreasing order to the subset with minimum sum. Graham [8] proves that the algorithm has a performance ratio of 4 3 1 3m . In addition, Frenk and Rinnooy Kan [5] show that if the item sizes are uniformly distributed over 0 1℄, then the difference between the cost of a partition given by LPT and the optimal cost is at most O´log n nµ almost surely and O´1 nµ in expectation. Note that this is worse than the average case results for LDM.
Multifit, on the other hand, performs a binary search to find the minimum bin-capacity for which the bin-packing algorithm First Fit Decreasing (FFD) finds a feasible solution, where FFD assigns the items in decreasing order to the first bin in which they fit. Coffman, Garey, and Johnson [2] prove that the performance ratio of Multifit is [20] derives a performance bound of 13 11 and Friesen [6] shows that this bound is tight for any m 13.
Our results. We prove that the worst-case performance ratio of LDM is bounded between . This implies that opposite to its superior average-case performance, LDM has a worst-case performance that is worse than Multifit, but at least as good as LPT. We stress that the proof of our results cannot be based on the derivations given by Graham [8] , who proves the 4 3 1 3m performance bound for LPT, nor on those by Fischetti and Martello [4] , who analyze the worst-case performance of LDM for m 2.
An interesting question is whether these performance results improve if we have additional information on n, for instance if we are given that we only apply LDM on problem instances for which the average number of items per subset is small. Therefore, we study the performance ratio of LDM as a function of both m and n. For m 2, the results of Fischetti and Martello [4] imply that LDM is optimal if n 4 and that it has a performance ratio of 7 6 , otherwise. For m 3, we derive that LDM is optimal for n m · 2 and that it has a performance ratio of 
