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Abstract
Zentrale Grenzwertsätze zählen zu den bedeutendsten Resultaten der modernen Wahr-
scheinlichkeitstheorie. Sie sind unverzichtbar für grundlegende Methoden der ange-
wandten Mathematik – so auch maßgeblich für die mathematische Statistik. In der
vorliegenden Arbeit werden in einem ersten Schritt – mit den Sätzen von Moivre-
Laplace, Feller-Lévy und Lindeberg-Feller – die fundamentalen theoretischen Konzep-
te ausführlich erläutert und bewiesen. Darüberhinaus findet sich, insbesondere für den
Zentralen Grenzwertsatz von Feller-Lévy, eine kurze Diskussion der Konvergenzgüte.
Im zweiten Teil werden mögliche Anwendungsbereiche der Zentralen Grenzwertsätze
in der Inferenzstatistik aufgezeigt und mit praktischen Beispielen unterlegt. Hierbei
stehen die statistische Intervallschätzung und statistische Hypothesentests für den Er-
wartungswert im Mittelpunkt.
Diese Arbeit versteht sich als eine Art erster Überblick bzw. als Einstieg in die Thema-
tik für Studenten der Mathematik und Statistik mit maßtheoretischen Vorkenntnissen.
Schlagwörter: Zentraler Grenzwertsatz, Feller-Lévy, Lindeberg-Feller, Moivre-Laplace,
Berry-Esséen, Normalapproximation, Konfidenzintervall, Statistische Intervallschätzung,
Statistische Hypothesentests
Central limit theorems are among the most important results of modern probabili-
ty theory. They are indispensable for basic methods in applied mathematics – such as
mathematical statistics. In a first step, the fundamental theoretical concepts, as there
are the theorems of Moivre-Laplace, Feller-Lévy and Lindeberg-Feller, are comprehen-
sively presented and proven. Furthemore there is a brief discussion of the quality of
convergence, especially for the central limit theorem of Feller-Lévy.
In the second part possible areas of application in inferential statistics are pointed out
and underlined by practical examples. This work focuses thereby on statistical interval
estimation and statistical hypothesis testing for the expected value.
This work must be seen as a first overview and introduction to the subject for students
of mathematics and statistics with basic knowledge in measure-theory.
Keywords: Central Limit Theorem, Feller-Lévy, Lindeberg-Feller, Moivre-Laplace, Berry-
Esséen, Normal Approximation, Confidence Interval, Statistical Interval Estimation,
Statistical Hypothesis Testing
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1 Einleitung
Viele zufällige Größen in den verschiedensten Bereichen des alltäglichen Lebens, in Na-
tur, Technik oder auch in der Wirtschaft sind das Ergebnis einer additiven Überlage-
rung einer Vielzahl zufälliger Einzeleffekte, welche weitgehend unabhängig voneinander
wirken. So ist beispielsweise das Füllgewicht eines Kartoffelsackes nichts anderes als die
Summe des mehr oder minder zufälligen Gewichtes jeder einzelnen, darin enthaltenen
Kartoffel und der tägliche Schlusskurs einer Aktie im Allgemeinen nichts anderes als
das Ergebnis einer großen Zahl an Käufen und Verkäufen eben dieser.
Die Wahrscheinlichkeitstheorie widmet sich nun diesen Themen, indem sie die Wahr-
scheinlichkeitsverteilung solch einer additiven Überlagerung bzw. der Summe einer
großen Anzahl an einzelnen Zufallsgrößen untersucht. Dies tut sie, wie so oft in der
Mathematik, durch den Übergang zum Grenzwert, um übersichtliche Resultate zu er-
zielen.
Im Rahmen dieser Arbeit soll sich nun einem der interessantesten und praktisch bedeut-
samsten, wahrscheinlichkeitstheoretischen Resultate für diese Effekte gewidmet werden:
dem Zentralen Grenzwertsatz oder besser gesprochen den Zentralen Grenzwertsätzen.
Diese Gruppe entsprechender Sätze befasst sich nämlich mit den Bedingungen an die
zugrundeliegende Folge von Zufallsvariablen, unter denen im Grenzwert eine Normal-
verteilung erscheint. Und es wird im Verlaufe dieser Arbeit deutlich werden, dass eben
genau die additive Überlagerung ein zentrale Stellung hierfür einnimmt.
Nun stellt sich die Frage, wieso gerade die Statistik an eben diesen Resultaten in-
teressiert ist?
Ihr ist sehr häufig daran gelegen, Aussagen über Populationen oder Grundgesamtheiten
zu treffen - sei dies das Schätzen eines Parameters oder auch statistische Tests gewisser
Hypothesen bezüglich der Grundgesamtheit, welche es zu überprüfen gilt.
Leider ist es nur selten praktisch sinnvoll oder überhaupt durchführbar, alle für einen
konkreten Sachverhalt notwendigen Daten aus der jeweiligen Population zu erheben.
Um dennoch die gewünschten Rückschlüsse auf die Population zu ziehen, bedient sich
die Statistik einer oder mehrerer Stichproben, d.h. einer bestimmten Anzahl von zufälli-
gen Realisationen einer endlichen Folge von Zufallsvariablen, deren Verteilung bekannt
oder unbekannt ist.
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Damit jedoch, auf Basis dieser Stichprobe, eine Aussage über die Grundgesamtheit
getroffen werden kann, wird sehr häufig die Verteilung bzw. zumindest eine Vertei-
lungsannahme einer Stichprobenfunktion benötigt. Die Stichprobenfunktion ist eine
Funktion von Zufallsvariablen, deren Realisationen in der konkreten Stichprobe vorlie-
gen. Sie ist daher selbst eine Zufallsvariable.
Und genau hierbei kommen wesentliche Resultate der Wahrscheinlichkeitstheorie ins
Spiel, um eine Brücke von Stochastik zur Induktiven Statistik zu schlagen und vom
“Teil aufs Ganze” schließen zu können. Besonders die Frage nach der Wahrscheinlich-
keitsverteilung der zu Beginn erwähnten additiven Überlagerung einer großen Anzahl
an Zufallsvariablen spielt eine wesentliche Rolle, da viele typische und gebräuchliche
Stichprobenfunktionen als affine Transformationen einer Summe von Zufallsvariablen
konstruiert sind. Die Zentralen Grenzwertsätze zeigen somit einen Weg auf, unter be-
stimmten Bedingungen und sofern die Anzahl der einbezogenen Zufallsvariablen hin-
reichend groß ist, die Verteilung eben dieser Stichprobenfunktionen zu approximieren.
Im Folgenden soll die besondere Rolle der Zentralen Grenzwertsätze für die Statis-
tik erläutert werden. Nach einer kurzen Wiederholung des notwendigen wahrschein-
lichkeitstheoretischen Fundaments (Grundlagen der Maßtheorie werden hierbei jedoch
vorausgesetzt) wird in einem ersten Schritt eine mathematisch-theoretische Darstellung
der berühmtesten Sätze mitsamt zugehöriger Beweise vorgenommen. In einem zweiten
Schritt sollen hauptsächliche Anwendungsgebiete und -beispiele aufgezeigt werden, um
die praktische Bedeutung der Zentralen Grenzwertsätzen zu unterstreichen. Alle Aus-
führungen behandeln - aus Gründen der Vereinfachung - Zufallsvariablen und lassen
den Fall mehrdimensionaler Zufallsvektoren außer Acht.
Diese Arbeit versteht sich als eine Art erster Überblick bzw. als Einstieg in die Thema-
tik für Studenten der Mathematik und Statistik mit maßtheoretischen Vorkenntnissen.
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2 Wahrscheinlichkeitstheoretisches Fundament
2.1 Konvergenz in Verteilung
Für die Statistik ist es von großer Bedeutung, ob bzw. unter welchen Voraussetzun-
gen es eine Grenzverteilung (oder auch asymptotische Verteilung) für eine Folge von
Zufallsvariablen gibt und sofern dies der Fall ist, von welcher Art diese schlussend-
lich ist (vgl. von der Lippe (2015)). Denn besonders für die Inferenzstatistik ist es
von großem Nutzen, eine Aussage darüber treffen zu können, welche Verteilung eine
jeweilige Stichprobenfunktion, die selbst eine Zufallsvariable ist, aufweist, sofern der
Stichprobenumfang hinreichend groß ist (theoretisch asymptotisch bei n ￿→∞, prak-
tisch bereits schon approximativ bei n = 30 oder n = 50 (vgl. von der Lippe, 2015, S.8).
Das Gerüst zur Bestimmung solcher Grenzverteilungen ist das wahrscheinlichkeits-
theoretische Konzept der Konvergenz in Verteilungen, welches neben der Konvergenz
in Wahrscheinlichkeit, Fast sicheren Konvergenz sowie der Konvergenz im p-ten Mittel
eine der zentralen Konvergenzarten der Stochastik darstellt und sich besonders in den
Grenzwertsätzen wiederfindet.
Nachstehend soll eine Definition dieses Konvergenzbegriffes nach Bauer (1991) und
Foata und Fuchs (1999) erfolgen:
Definition 2.1. Sei (Xn)n∈N eine Folge von Zufallsvariablen mit X1, . . . ,Xn ∶ ⌦ → R,
die auf dem gleichen Wahrscheinlichkeitsraum (⌦,A ,P) definiert sind, wobei ⌦ eine
Menge, A eine  -Algebra in ⌦ und P ein Wahrscheinlichkeitsmaß auf A ist.
Sei weiterhin (PXn)n∈N die Folge der zu (Xn)n∈N zugehörigen Wahrscheinlichkeitsvertei-
lungen sowie X ∶ ⌦→ R eine Zufallsvariable auf eben diesem Wahrscheinlichkeitsraum
der Verteilung PX .
Man sagt, (Xn)n∈N konvergiert in Verteilung gegen das Maß PX bzw. Xn L￿→ PX , wenn
für jede stetige und beschränkte Funktion f ∶ R→ R gilt:
￿
⌦
f ○Xn(!) dP(!) ￿￿→
n→∞ ￿⌦ f ○X(!) dP(!)
Diese Definition ist jedoch in vielen Situationen sehr umständlich, weshalb folgende
Äquivalenzen festgestellt werden können (vgl. Billingsley, 1986, S. 339ff.):
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Satz 2.1. Seien (Xn)n∈N und X wie in Definition 2.1. Seien des Weiteren (Fn)n∈N und
F die jeweils zugehörigen Verteilungsfunktionen, ('n)n∈N und ' die jeweils zugehörigen
charakteristischen Funktionen, so gelten folgende Äquivalenzen:
(I) Xn
L￿→ PX
(II) ∀x ∈ R sodass P(X = x) = 0, lim
n→∞Fn(x) = F (x)
(III) ∀t ∈ R, lim
n→∞'n(t) = '(t)
Ausführliche Beweise hierzu finden sich in Bauer (1991) und Foata und Fuchs
(1999).
Man beachte bezüglich (II), dass die Menge {x ∈ R ￿ P(X = x) = 0} der Menge aller
x ∈ R entspricht, sodass x eine Stetigkeitsstelle von F ist.
Es ist wesentlich zu erwähnen, dass die Konvergenz in Verteilung keinerlei Aussage
über die Art und Weise der Zufallsvariable im Grenzwert macht, sondern lediglich
deren Verteilung präzisiert.
2.2 Grundlegende Ungleichungen der Stochastik
Innerhalb dieses Punktes sollen zwei der grundlegendsten Ungleichungen der Stochas-
tik verdeutlicht werden: die Ungleichung von Markov sowie die daraus abgeleitete Un-
gleichung von Tchebychev. Sie dienen zur Abschätzung von Wahrscheinlichkeiten und
werden sich als hilfreich in den folgenden Kapiteln erweisen. Eine detaillierte Herleitung
der Ungleichung von Markov wird in Bauer (1991) gegeben.
Satz 2.2 (Ungleichung von Markov). Sei X ∶ ⌦→ R eine Zufallsvariable auf einem
Wahrscheinlichkeitsraum (⌦,A ,P), a > 0 eine reelle Konstante sowie h ∶ R → [0,∞]
eine monoton wachsende Funktion, so gilt:
P(X ≥ a) ≤ E[h(X)]
h(a)
Korollar 2.1 (Ungleichung von Tchebychev). Sei X definiert wie in Satz 2.2. Man
wende die Ungleichung von Markov auf die Zufallsvariable Y = ￿X−E[X]￿ an und wählt
h(x) = 1R+(x) x2. Dadurch ergibt sich für a > 0 reell:
P(￿X −E[X]￿ ≥ a) ≤ E[(X −E[X])2]
a2
= Var(X)
a2
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2.3 Charakteristische Funktionen
Charakteristische Funktionen sind ein sehr praktisches und mächtiges Hilfsmittel, um
wahrscheinlichkeitstheoretische Nachweise zu führen bzw. Schlussfolgerungen zu ziehen,
denn der Zusammenhang zwischen der charakteristischen Funktion einer Zufallsvaria-
ble und ihrer Verteilung ist bijektiv. Sie charakterisieren eine Verteilung also eindeutig.
Aufgrund des Umfangs dieser Arbeit soll jedoch auf den Beweis dieser Eindeutigkeits-
eigenschaft verzichtet werden und lediglich eine Darstellung der unbewiesenen elemen-
taren Eigenschaften der charakteristischen Funktionen erfolgen (vgl. Foata & Fuchs,
1999, S. 197ff.), welche für den weiteren Verlauf hilfreich sein werden:
Definition 2.2. Sei X eine reellwertige Zufallsvariable, so ist die charakteristische
Funktion von X definiert als:
∀t ∈ R, 'X(t) = E[eitX] = E[cos(tX) + i sin(tX)]
Und entspricht somit, als Funktion einer reellen Variablen t, dem Erwartungswert einer
transformierten Zufallsvariablen.
Satz 2.3. Sei 'X die charakteristische Funktion einer reellen Zufallsvariable X, dann
gilt:
1) ∀t ∈ R ist 'X definiert und stetig;
2) ∀t ∈ R, ￿'X(t)￿ ≤ 'X(0) = 1;
3) Folgt X einer symmetrischen Verteilung, d.h. L(X) = L(−X), so ist 'X reell und
damit gerade;
4) Sei Y eine reelle Zufallsvariable deren charakteristische Funktion durch 'Y be-
zeichnet ist. Ist X ￿ Y , so gilt für beliebige messbare Abbildungen h, g: ∀t ∈ R,
'h(X)+g(Y )(t) = 'h(X)(t)'g(Y )(t);
5) Es gilt ∀t ∈ R: 'X(t) = 'Y (t)⇐⇒ L(X) = L(Y ).
Dies entspricht der bereits oben getroffenen Aussage, dass die Beziehung zwischen
Verteilung einer Zufallsvariablen und ihrer charakteristischen Funktion bijektiv ist.
Der Eindeutigkeitssatz für charakteristische Funktionen sowie alle aufgeführten Ei-
genschaften werden ausführlich in (Foata & Fuchs, 1999, S. 197-207) bewiesen. Eine
Übersicht über die charakteristischen Funktionen der üblichsten Verteilungstypen fin-
det sich im Anhang 5 (in den Tabellen 5 und 6).
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3 Theorie der Zentralen Grenzwertsätze
Wie bereits erwähnt, sind die Zentralen Grenzwertsätze eine Reihe von Sätzen, welche
sich mit den Bedingungen an eine Folge von Zufallsvariablen beschäftigen, unter denen
im Grenzwert eine Normalverteilung entsteht. Sie sind eines der wesentlichsten und
praxisrelevantesten Resultate der heutigen Wahrscheinlichkeitstheorie und unerlässlich
für die Statistik. Im vorliegenden Kapitel soll nun eine theoretische Aufarbeitung der
Zentralen Grenzwertsätze erfolgen. Hierfür werden nach einer Darstellung des Lokalen
zentralen Grenzwertsatzes von Moivre-Laplace, die Globalen zentralen Grenzwertsätze
von Feller-Lévy und Lindberg-Feller erläutert sowie abschließend Möglichkeiten zur
Bestimmung der Konvergenzgüte im Fall des Satzes von Feller-Lévy aufgezeigt.
3.1 Lokaler zentraler Grenzwertsatz von Moivre-Laplace
Der Lokale zentrale Grenzwertsatz von Moivre-Laplace ist nichts anderes als ein Spezi-
alfall des Globalen zentralen Grenzwertsatzes von Feller-Lévy, jedoch - historisch zuerst
enstanden - bietet er die Möglichkeit einer konkreten und schrittweise übersichtlichen
Heranführung an das zentrale theoretische Gerüst (vgl. Küchler (2007)).
Man betrachte eine Folge von unabhängigen und identisch bernoulliverteilten Zufalls-
variablen (Xk)k∈{1,2,...,n} mit dem Parameter p ∈ (0,1), d.h.
∀k ∈ {1,2, ..., n}, Xk ∼ Ber(p)
Dann besitzt die Summe Sn = ∑nk=1Xk bekanntlicherweise eine Binomialverteilung mit
den Parametern n und p, d.h. Sn ∼ B(n, p), und somit der Wahrscheinlichkeitsverteilung
P(Sn = k) = ￿n
k
￿ pk (1 − p)n−k =∶ b(n, p;k), k ∈ {0,1,2, ..., n}
sowie dem Erwartungswert E[Sn] = np und der Varianz Var(Sn) = np(1 − p).
Es erscheint nun die Frage naheliegend, wie sich die Verteilung der Zufallsvariable Sn
bei unbegrenzt wachsendem n, also der Zahl zur Summe hinzugefügter Zufallsvariablen,
verändert. Direkt ersichtlich ist, dass bei n →∞ zwar b(n, p;k) für festes p und k ge-
gen null konvergiert (siehe Anhang 1), jedoch gleichzeitig der Erwartungswert und die
Varianz gegen unendlich wachsen. Da dieses Ergebnis nur wenig Aussagekraft besitzt,
soll für die weitere Betrachtung Sn standardisiert werden, sodass
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￿Sn = Sn −E[Sn]￿
Var(Sn) = Sn − np￿np(1 − p)
und somit also E ￿￿Sn￿ = 0 und Var ￿￿Sn￿ = 1.
Nachstehend, in Abbildung 1, ist zu sehen, wie sich die Wahrscheinlichkeitsverteilung
einer beispielhaften standardisierten Binomialverteilung ändert, wenn n schrittweise
erhöht wird. Die Grafiken legen nahe, dass die standardisierte binomialverteilte Zufalls-
(a) n=5 (b) n=10
(c) n=50 (d) n=100
Abbildung 1: Wahrscheinlichkeitsverteilung einer standardisierten binomialverteil-
ten Zufallsvariable mit p=0,2 und verschiedenen n Hist_pdf_binomial (R 2.9.1)
variable ￿Sn gegen eine Standardnormalverteilung N(0,1) strebt. Dies soll im Weiteren
nun auch noch analytisch gezeigt werden. In Abschnitt 2.1 wurde festgestellt, dass eine
Folge von Zufallsvariablen ￿￿Sn￿n∈N genau dann und nur dann in Verteilung konver-
giert, falls die Verteilungsfunktion der Folgeglieder gegen die Verteilungsfunktion der
Grenzverteilung in jedem derer Stetigkeitspunkte konvergiert.
Satz 3.1 (Lokaler zentraler Grenzwertsatz von Moivre-Laplace). Sei p ∈ (0,1),(Xn)n∈N eine Folge von Zufallsvariablen mit Xn ∼ B(n, p) für alle n ∈ N, welche über
einem Wahrscheinlichkeitsraum (⌦,A,P) definiert ist. Dann konvergiert die Folge der
standardisierten Zufallsvariablen
Zn ∶= Xn − np￿
np(1 − p)
in Verteilung gegen die Standardnormalverteilung N(0,1).
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Beweis nach (Dehling & Haupt, 2004, S. 222ff.) und (Oevel, 2007, S.110ff.):
Es ist bekannt, dass die Verteilungsfunktion einer Standardnormalverteilung   auf
ganz R stetig ist. Es gilt somit zu zeigen, dass die Verteilungsfunktion der standardi-
sierten binomialverteilten Folgeglieder
FZn(x) = P￿￿ Xn − np￿np(1 − p) ≤ x￿￿ = P￿Xn ≤ np + x ￿np(1 − p)￿ (1)
= n￿
k=1 ￿nk￿ pk (1 − p)n−k 1{k ≤ np+x￿np(1−p)} (2)
für jedes x ∈ R gegen  (x) konvergiert.
Lemma 3.1 (Stirling-Approximation). Sei n ∈ N so gilt: n! ∼
n→∞
√
2⇡n ￿ne ￿n,
was äquivalent zur Aussage lim
n→∞ n!√2⇡n￿ne ￿n = 1 ist, d.h. beide Terme sind asymptotisch
gleichwertig.
Der Beweis dieses Lemmas kann in (Dehling & Haupt, 2004, S. 222/223) nachvoll-
zogen werden und soll hier nicht weiter detailliert werden.
Sei q = (1 − p). Man beginne mit der folgenden asymptotischen Approximation unter
Verwendung von Lemma 3.1:
￿n
k
￿ pk qn−k = n!(n − k)!k! pk qn−k ∼n→∞ pk qn−k√2⇡
￿
n
k(n − k) ￿ne ￿n ￿ ek￿k ￿ en − k￿n−k
= 1√
2⇡
￿
n
k(n − k) ￿npk ￿k ￿ nqn − k￿n−k
Aus Gleichung (2) wird doch nun deutlich, dass für alle relevanten k gilt, dass k −np ≤
const
√
n. Man setze nunmehr k = y + np mit y = k − np wodurch sich für alle hier rele-
vanten k ergibt, dass lim
n→∞ yn = limn→∞ k−npn = 0, da y ∈ O(√n) und bekanntlich √n ∈ O(n).
Es gilt somit:
3 THEORIE DER ZENTRALEN GRENZWERTSÄTZE 9
(1) ￿
n
k(n − k) =
￿
n(np + y)(nq − y) =
￿
n
n2pq + ny(q − p) − y2
= 1￿
npq ￿1 + y(q−p)npq − y2n2pq￿
∼
n→∞ 1√npq
(2) Man nutze dieselbe Vorgehensweise sowie eine Taylor-Approximation der zweiten
Ordnung des natürlichen Logarithmus im Punkt x = 0, d.h. ∀x ∈ (−",+"), ln(1+x) =
x − 12x2 + O(x2). In diesem konkreten Fall ergibt sich also für x = ynp ￿→n→∞ 0:
￿np
k
￿k = ￿ np
np + y￿np+y = ￿ 11 + ynp ￿
np+y = exp￿−np￿1 + y
np
￿ ln￿1 + y
np
￿￿
Taylor∼
n→∞ exp￿−np￿1 + ynp￿￿ ynp − y22(np)2￿￿
= exp￿−y − y2
2np
+ y3
2(np)2￿
∼
n→∞ exp￿−y − y22np￿
wobei im letzten Schritt genutzt wurde, dass y
3
2(np)2 ∈ O( y3n2 ) ⊂ O( 1√n), da bekannt-
lich y ∈ O(√n) für alle relevanten k und somit dieser Summand asymptotisch
verschwindet.
(3) Analog zu (2) verfahre man für die Approximation des dritten Faktors jedoch in
diesem Fall mit Hilfe der Taylor-Approximation von ln(1−x) im Punkt x = 0, d.h.∀x ∈ (−",+"), ln(1−x) = −x− 12x2+O(x2). Es ergibt sich in verkürzter Darstellung:
￿ nq
n − k￿n−k = ￿ nqnq − y￿nq−y = ￿ 11 − ynq ￿
nq−y = exp￿−nq ￿1 − y
nq
￿ ln￿1 − y
nq
￿￿
Taylor∼
n→∞ exp￿y − y22nq￿
Insgesamt folgt hieraus, für alle relevanten k bzw. alle k ∈ N sodass k − np ≤ x√npq,
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die asymptotische Approximation:
￿n
k
￿ pk qn−k = 1√
2⇡
￿
n
k(n − k) ￿npk ￿k ￿ nqn − k￿n−k ∼n→∞ 1√2⇡ 1√npq exp￿−(k − np)22npq ￿
⇐⇒ P￿￿ Xn − np￿np(1 − p) ≤ x￿￿ ∼n→∞ n￿k=1 1√2⇡ 1√npq exp￿−(k − np)22npq ￿ 1{k ≤ np+x√npq}
Setzt man nun zk = k−np√npq und sei kx = np + x√npq, so ergibt sich asymptotisch die
Riemann-Summe = ￿kx￿￿
k=1
1√
2⇡
exp￿−z2k
2
￿ (zk+1 − zk)￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
1√
npq
welche nun eben für n→∞ gegen das folgende Integral strebt:
￿ x−∞ 1√2⇡ exp￿−z22 ￿ dz
Es sei bemerkt, dass beim Übergang zum Grenzwert genutzt wurde, dass für die Ab-
rundungsfunktion y − 1 < ￿y￿ ≤ y gilt und somit z￿kx￿ ￿→n→∞ x.
Es folgt die Behauptung, dass die Verteilungsfunktion der standardisierten Binomial-
verteilung punktweise für alle x ∈ R gegen die Verteilungsfunktion einer Standardnor-
malverteilung konvergiert.
FZn(x) = P￿￿ Xn − np￿np(1 − p) ≤ x￿￿ ￿→n→∞ ￿ x−∞ 1√2⇡ exp￿−z22 ￿ dz =  (x)
Satz 2.1⇐￿￿￿⇒ Zn L￿→ N(0,1) ￿
Auf eine Fehlerabschätzung der Approximation soll, aus Gründen der Vereinfa-
chung, hierbei noch verzichtet werden. Oevel (2007) bemerkt jedoch, dass die Näherung
von Moivre-Laplace “einen Fehler von O( 1√
n
) aufweist. Für großes n ist die Approxi-
mation gut, falls die zu berechnenden Wahrscheinlichkeiten nicht allzu klein sind. Man
sollte aber nicht erwarten, dass die Näherungen (außer bei riesigem n) auf mehr als ei-
nige wenige Dezimalstellen genau sind. Sind die zu berechnenden Wahrscheinlichkeiten
klein, so macht sich der Fehler stark bemerkbar.”
Genaueres zur Fehlerabschätzung im allgemeinen Fall findet sich in einem späteren
Punkt.
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3.2 Globaler zentraler Grenzwertsatz nach Feller-Lévy
Im vorherigen Abschnitt wurde verdeutlicht, dass eine standardisierte B(n, p)-verteilte
Zufallsvariable mit zunehmendem n gegen die Standardnormalverteilung strebt. Die
Binomialverteilung ist doch aber nichts anderes als die Anzahl der Erfolge bei n un-
abhängigen Wiederholungen ein und desselben Bernoulli-Experimentes - oder anders
ausgedrückt, sie ist die Summe von n identischen und unabhängigen, bernoulliverteil-
ten Zufallsvariablen.
Es stellt sich nunmehr heraus, dass dies nur ein Spezialfall eines viel allgemeineren
Gesetzes ist:
Nämlich das Gesetz, dass sich jede standardisierte Summe einer Folge unabhängiger
und identisch verteilter Zufallsvariablen (Xn)n∈N für n →∞ einer Standardnormalver-
teilung annähert - und dies vollkommen losgelöst von der Verteilung der Folgeglieder.
Die Tatsache, weshalb erneut standardisierte Summen betrachtet werden, lässt sich
im Generellen damit begründen, dass sich der Erwartungswert und die Varianz einer
Summe von i.i.d. Zufallsvariablen Xi ≠ 0 P-f.s. mit i = 1, . . . , n und E[Xi] = µ sowie
Var(Xi) =  2 schreiben lassen als
E ￿ n￿
i=1Xi￿ = n￿i=1E[Xi] = nµ ￿→n→∞ ±∞
Var￿ n￿
i=1Xi￿ = n￿i,j=1Cov(Xi,Xj) unabhäng.=Bienaymé n￿i=1Var(Xi) = n 2 ￿→n→∞ ±∞
(Billingsley, 1986, S. 367) definiert den Globalen zentralen Grenzwertsatz nach Feller-
Lévy folgendermaßen:
Satz 3.2 (Globaler zentraler Grenzwertsatz nach Feller-Lévy). Sei
X1,X2, . . . ,Xn eine Familie unabhängiger und identisch verteilter Zufallsvariablen über
einem gemeinsamen Wahrscheinlichkeitsraum (⌦,A,P), sodass ∀i ∈ {1,2, . . . , n}
E[Xi] = µ sowie Var(Xi) =  2 > 0 existiert und endlich ist. Sei weiterhin
Yn ∶= n￿
i=1Xi und Zn ∶= Yn −E[Yn]￿Var(Yn) = Yn − nµ √n = √n Yn − µ 
Dann konvergiert die standardisierte Zufallsvariable Zn in Verteilung gegen eine Stan-
dardnormalverteilung, d.h.
Zn
L￿→
n→∞ N(0,1)
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Beweis nach (Küchler, 2007, S.242) und (Oevel, 2007, S.116/117):
Man nutze für den Beweis die Eigenschaften der charakteristischen Funktion. Sei nun
'Zn die charakteristische Funktion der Zufallsvariable Zn, dann gilt laut Definition∀t ∈ R,
'Zn(t) = E ￿eitZn￿ = E ￿exp￿it￿X1 +X2 + . . . +Xn + nµ √n ￿￿￿
= E ￿exp￿ it
 
√
n
((X1 − µ) + (X2 − µ) + . . . + (Xn − µ))￿￿
Satz2.3=
(4)
n￿
i=1 E ￿exp￿ it √n (Xi − µ)￿￿
Satz2.3=
(5)
￿E￿exp￿ it
 
√
n
(X1 − µ)￿￿￿n
Nach kurzer Transformation
'Zn(t) = E ￿eitZn￿ = exp￿ln ￿E ￿eitZn￿￿￿
erhält man für den inneren Term durch die Entwicklung der Exponentialfunktion als
Potenzreihe in zweiter Ordnung mit Restgliedabschätzung ￿∀x ∈ R, ex = 1 + x + 12x2 +O(x3)￿
sowie der Taylor-Entwicklung des natürlichen Logarithmus im Entwicklungspunkt x = 0
in erster Ordnung (∀x ∈ (−",+"), ln(1 − x) = −x +O(x2)):
ln ￿E ￿eitZn￿￿ = n ln￿E ￿e it(X1−µ) √n ￿￿
Potenzreihe
e-Fkt.= n ln￿E ￿1 + it
 
√
n
(X1 − µ) − t2
2 2n
(X1 − µ)2 + O ￿ 1√
n
3￿￿￿
Linear.
des
Erwart.= n ln￿￿￿￿E[1]=1 +
it
 
√
n
E[X1 − µ]￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿=0 −
t2
2 2n
E[(X1 − µ)2]￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿= 2 + O ￿
1√
n
3￿￿￿￿￿
= n ln ￿1 − t2
2n
+ O ￿ 1√
n
3￿￿
Taylor= n ￿− t2
2n
+ O ￿ 1√
n
3￿￿ = −t22 +O ￿ 1√n￿
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Es ergibt sich folglich, dass
'Zn(t) = E ￿eitZn￿ = exp￿−t22 + O ￿ 1√n￿￿ ￿→n→∞ exp￿−t22 ￿
exp￿− t22 ￿ ist doch nun aber - wie in Tabelle 6 (Anhang 5) einzusehen - die charakte-
ristische Funktion einer standardnormalverteilten Zufallsvariable X ∼ N(0,1), was aus
dem Eindeutigkeitssatz für charakteristische Funktionen (Eigenschaft (5), Satz 2.3)
folgt. Die charakteristische Funktion der standardisierten Summenvariable 'Zn konver-
giert somit gegen die charakteristische Funktion einer Standardnormalverteilung. Nach
Satz 2.1 ist dies äquivalent dazu, dass
Zn
L￿→ N(0,1) ￿
Wie Küchler (2007) bemerkt, ist der Zentrale Grenzwertsatz von Feller-Lévy somit
ein geeignetes und praktisches Hilfsmittel, um unkompliziert Näherungen von Wahr-
scheinlichkeiten zu bestimmen, welche im Zusammenhang mit unabhängigen und iden-
tisch verteilten Zufallsgrößen stehen.
Beispiel 3.1. Der Satz soll grafisch an einem Beispiel illustriert werden (Abbildung
2). In diesem Beispiel gilt, dass die Xi exponential mit Parameter ↵ = 12 verteilt sind,
d.h. Xi ∼ E(12) (vgl. Tabelle 6 in Anhang 5).
(a) n=5 (b) n=10
(c) n=50 (d) n=500
Abbildung 2: Wahrscheinlichkeitsverteilung einer standardisierten Summenvaria-
ble aus exponentialverteilten Summanden mit Parameter ↵ = 12 und verschiedenen n
SFEclt (R 2.9.1)
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3.3 Globaler zentraler Grenzwertsatz nach Lindeberg-Feller
Im vorliegenden Abschnitt soll nun noch etwas weiter gegangen werden.
Bisher wurde durch den Satz von Feller-Lévy (bzw. im Spezialfall auch durch den Satz
von Moivre-Laplace) gezeigt, dass die standardisierte Summe einer Folge von identisch
verteilten und unabhängigen Zufallsvariablen gegen die Normalverteilung konvergiert.
Nun lässt sich in vielen Anwendungsbereichen zwar die Unabhängigkeit, nicht jedoch
die identische Verteilung aller Folgeglieder rechtfertigen: Man nehme beispielsweise an,
dass physikalische Messungen durchgeführt werden sollen. Mit jeder Messung erfolgt
eine genauere Kalibrierung des Messgerätes. Die Varianzen der zu den Messgrößen ge-
hörigen Zufallsvariablen variieren daher, wodurch die Zufallsvariablen nicht identisch
verteilt sind. Dieser Fall findet sich in der Statistik und Ökonometrie häufig auch unter
der Bezeichnung Heteroskedastizität.
Allgemeinere Versionen des Grenzwertsatzes von Feller-Lévy sind somit wünschens-
wert. Im Folgenden sollen somit die Bedingungen präzisiert werden, unter denen dieser
Grenzwertsatz auch ohne die teilweise stark restriktive Annahme der identischen Ver-
teilung auskommt.
Lindeberg-Bedingung
Aus den vorherigen Betrachtungen ließ sich eventuell bereits vermuten, dass eine Folge
von Zufallsvariablen (Xn)n∈N dem Zentralen Grenzwertsatz nur dann genügen kann,
wenn “keiner der Variablen Xn einen beherrschenden Einfluss auf die Verteilung der
Summe Zn ∶= ∑ni=1(Xi−E[Xi])￿Var(X1+...+Xn) - also die standardisierte Partialsummenvariable - ausübt”
(vgl. Bauer, 1991, S. 238).
Nur was bedeutet das genau?
Dies wird nach einer mathematischen Definition der Lindeberg-Bedingung bzw. der
daraus abgeleiteten Feller-Bedingung anschaulicher werden. (Bauer, 1991, S. 239/240)
definiert die Bedingungen folgendermaßen:
Definition 3.1 (Lindeberg-Bedingung). Sei (Xn)n∈N eine Folge von paarweise un-
abhängigen Zufallsvariablen, Yn ∶= ∑nk=1Xk sowie für alle n ≥ 1, Var(Xn) =  2n > 0 und
E[Xn] = µn. Sei weiterhin s2n ∶= Var(X1 + . . . +Xn) = ∑nk=1  2k.
Man sagt, die Folge erfüllt die Lindeberg-Bedingung (L), falls gilt  2n < +∞, n ≥ 1 und
lim
n→∞ 1s2n
n￿
k=1 E ￿(Xk − µk)2￿ 1{￿Xk−µk ￿≥"sn} = 0 , ∀" > 0 (L)
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Und gilt nun die Lindeberg-Bedingung für eine Folge von Zufallsvariablen, so genügt
diese Folge auch der sogenannten Feller-Bedingung.
Korollar 3.1 (Feller-Bedingung). Erfüllt die Folge (Xn)n∈N die Lindeberg-Bedingung
(L) so folgt mit oben genannter Notation
lim
n→∞ ￿max1≤k≤n  2ks2n ￿ = 0 (F)
Die Feller-Bedingung besagt anschaulich doch nun nichts anderes, als dass jede der
Streuungen  2k mit k = 1, . . . , n für hinreichend großes n verschwindend klein ist im
Vergleich zur Streuung s2n der Summenvariable Yn (vgl. Küchler, 2007, S. 250).
Beweis nach (Küchler, 2007, S. 250):
Sei N ∶= {! ∈ ⌦ ∶ ￿Xj(!) − µ￿ ≥ "sn} sowie N c = ⌦ ￿N . Für alle j = 1, . . . , n gilt
 2j
Def.= E[(Xj − µj)2] = ￿
⌦
(Xj(!) − µj)2 dP(!)
= ￿
N
(Xj(!) − µj)2 dP(!) + ￿
Nc
(Xj(!) − µj)2 dP(!)
≤ ￿
N
(Xj(!) − µj)2 dP(!) + "2s2n = E ￿(Xj − µj)2￿ 1{￿Xj−µj ￿≥"sn} + "2s2n
und somit auch
 2j
s2n
≤ "2 + 1
s2n
n￿
k=1 E ￿(Xk − µk)2￿ 1{￿Xk−µk ￿≥"sn}
Da die Aussage für alle j = 1, . . . , n gilt, so gilt sie auch für das Maximum.
max
1≤j≤n ￿ 2js2n ￿ ≤ "2 + 1s2n n￿k=1 E ￿(Xk − µk)2￿ 1{￿Xk−µk ￿≥"sn}
Man gehe zum Grenzwert über. Laut Voraussetzung konvergiert der zweite Summand
der rechten Seite gegen Null. Da  
2
j
s2n
≥ 0 ergibt sich für alle " > 0:
lim
n→∞ ￿max1≤j≤n  2js2n ￿ ≤ "2 ⇐⇒ limn→∞ ￿max1≤j≤n  
2
j
s2n
￿ = 0
￿
Um dies noch anschaulicher zu machen, betrachte man ein weiteres Korollar, wel-
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ches sich aus der Feller-Bedingung mit Hilfe der Ungleichung von Tchebychev (Korollar
2.1) ergibt. Es besagt, dass die Wahrscheinlichkeit, dass der Quotient aus Standard-
abweichung jedes Folgegliedes und der Standardabweichung der Summenvariable Yn
größer ein beliebiges " > 0 ist, gegen null strebt. Somit beschreibt auch dieses Korollar,
den infinitessimalen Einfluss eines jeden Folgegliedes auf die Verteilung der Summe
Zn ∶= ∑nk=1 (Xk−E[Xk])sn .
Korollar 3.2 (Asymptotische Kleinheit). Erfüllt die Folge (Xn)n∈N die Feller-
Bedingung (F) so folgt mit oben genannter Notation
lim
n→∞ max1≤k≤n P￿￿Xk −E[Xk]￿sn > "￿ = 0 (AK)
Beweis:
Man nehme o.B.d.A. an, dass die Summenvariable Yn nicht P-f.s. konstant ist, denn
die Varianzen der einzelnen Summanden sind strikt positiv. Der Beweis lässt sich un-
mittelbar mit der Ungleichung von Tchebychev (Korollar 2.1) führen:
P (￿Xk −E[Xk]￿ > sn") ≤  2k
s2n"2
, " > 0 , k = 1, . . . , n (3)
￿⇒ lim
n→∞ max1≤k≤n P￿￿Xk −E[Xk]￿sn > "￿ = 0 (4)￿
Es wurde genutzt, dass die Eigenschaft (3) für beliebiges k = 1, . . . , n gilt, somit
auch für das Maximum. Man gehe dann auf beiden Seiten zum Grenzwert über und
nutze die Nichtnegativität des Wahrscheinlichkeitsmaßes sowie (F), wodurch sich eben
(4) ergibt.
Ljapunov-Bedingung
Es existiert neben der Lindeberg-Bedingung auch noch die Ljapunov-Bedingung, wel-
che hinreichend für erstere ist. Auf die Implikation soll an dieser Stelle ohne Beweis
hingewiesen werden, der Beweis kann jedoch in (Billingsley, 1986, S. 371) nachgeschla-
gen werden.
In einigen Fällen kann es eventuell einfacher sein, die Erfüllung der Ljapunov-Bedingung
nachzuweisen, weshalb diese nachstehend kurz dargestellt wird.
Definition 3.2 (Ljapunov-Bedingung). Sei (Xn)n∈N eine Folge von unabhängigen
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Zufallsvariablen, für alle n ≥ 1, Var(Xn) =  2n > 0 und E[Xn] = µn. Sei weiterhin
s2n ∶= ∑nk=1  2k.
Man sagt, die Folge erfüllt die Ljapunov-Bedingung, falls gilt  2n < +∞, n ≥ 1 und∃   > 0 sodass ∀n ∈ N, E[￿Xn￿2+ ] <∞
lim
n→∞ 1s2+ n
n￿
j=1E ￿￿Xj − µj ￿2+ ￿ = 0
Nachdem nun zwei wesentliche Bedingungen charakterisiert wurden, ist es möglich
das Hauptresultat, den Zentralen Grenzwertsatz von Lindeberg-Feller, zu formulieren
und zu beweisen. Dies erfolgt in Anlehnung an Bauer (1991).
Satz 3.3 (Globaler zentraler Grenzwertsatz nach Lindeberg-Feller). Sei (Xn)n∈N
eine Folge unabhängiger Zufallsvariablen über einem gemeinsamen Wahrscheinlich-
keitsraum (⌦,A,P), sodass ∀k ∈ {1,2, . . . , n}, E[Xk] = 0 o.B.d.A. sowie Var(Xk) =
 2k > 0 existiert und endlich ist. Sei weiterhin Yn ∶= ∑ni=1Xi und Zn ∶= Ynsn mit
sn ∶=￿Var(Zn).
Folgende Aussagen sind damit äquivalent:
(a) Die Folge genügt der Lindeberg-Bedingung (L).
(b) Es gilt der Zentrale Grenzwertsatz, d.h. Zn
L￿→
n→∞ N(0,1) und die Folge genügt
der Feller-Bedingung (F).
(c) Es gilt der Zentrale Grenzwertsatz, d.h. Zn
L￿→
n→∞ N(0,1) und die Folge genügt
der Asymptotischen Kleinheit (AK).
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Beweis nach (Kusolitsch, 2011, S. 313/314):
Es soll sich hierbei darauf beschränkt werden, die Implikation (a) ￿⇒ (b) zu zeigen.
(b) ￿⇒ (c) wurde bereits im Beweis des Korollars (3.2) gezeigt, auf die Herleitung
von (c) ￿⇒ (a) wird verzichtet.
Der Beweis kann nicht analog zum Beweis des Zentralen Grenzwertsatzes von Feller-
Lévy mit einfachen Entwicklungen der Exponential- und Logarithmusfunktion geführt
werden, da sich insbesondere die Restgliedabschätzung schwierig gestaltet. Aus diesem
Grund muss auf eine etwas komplexere Variante zurückgegriffen werden:
Es soll gezeigt werden, dass die Zufallsvariable Zn in Verteilung gegen eine Standard-
normalverteilung konvergiert, d.h. Zn
L￿→ N(0,1).
Nach Satz 2.1 kann hierfür auch gezeigt werden, dass die charakteristische Funktion
von Zn punktweise gegen die charakteristische Funktion der Standardnormalverteilung
konvergiert, also ∀t ∈ R, 'Zn(t) ￿→n→∞ e− t22 .
Dies ist nun aber äquivalent zur Aussage, dass ￿ 'Zn(t) − e− t22 ￿ ￿→n→∞ 0 und zwar für
alle t ∈ R, was nachfolgend gezeigt werden soll. Hierfür wird dieser Absolutbetrag nach
oben hin durch eine Folge abgeschätzt, welche gegen 0 konvergiert.
Man verfahre zu Beginn analog zum Beweis des Zentralen Grenzwertsatzes nach Feller-
Lévy und nutze die Eigenschaften der charakteristischen Funktion. Lediglich die Eigen-
schaft der identischen Verteilung ist hierbei nicht gegeben, weshalb man erhält, dass
'Zn(t) = ∏nk=1'Xk ￿ tsn ￿. Weiterhin wird verwendet, dass exp￿− t22 ￿ = ∏nk=1 exp￿− t2 2k2s2n ￿,
denn s2n ist - aufgrund der paarweisen Unabhängigkeit der Folgeglieder - nichts anderes
als die Summe der Varianzen der einzelnen Glieder.
∀t ∈ R, ￿ 'Zn(t) − exp￿−t22 ￿ ￿ = ￿ n￿k=1'Xk ￿ tsn￿ − n￿k=1 exp￿−t2 2k2s2n ￿ ￿ (5)
Da nun
1. nach Satz 2.3, Eigenschaft (2), ∀k, n ∈ N, ￿ 'Xk ￿ tsn ￿ ￿ ≤ 'Xk(0) = 1
2. ￿ exp￿− t2 2k2s2n ￿ ￿ ≤ 1, denn  2k > 0 und s2n > 0
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wende man Lemma 5.1 (vgl. Anhang 3) auf den Ausdruck (5) an:
￿ n￿
k=1'Xk ￿ tsn￿ − n￿k=1 exp￿−t2 2k2s2n ￿ ￿ Lemma 5.1≤ n￿k=1 ￿ 'Xk ￿ tsn￿ − exp￿−t2 2k2s2n ￿ ￿
Dreiecks-
ungl.≤ n￿
k=1 ￿ 'Xk ￿ tsn￿ − 1 + t2 2k2s2n ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
A
+ n￿
k=1 ￿ 1 − t2 2k2s2n − exp￿−t2 2k2s2n ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
B
Abschätzung des Terms B
Sei Mn ∶= max
1≤k≤n 
2
k
s2n
.
Durch Korollar 5.1 (vgl. Anhang 4) existiert ein n0 ∈ N, sodass für alle n ≥ n0,￿ t2 2k2s2n ￿ ≤ 12 . Es folgt unter Zuhilfenahme des Lemmas 5.2 (vgl. Anhang 4) und der
Feller-Bedingung (F), welche aus der Lindeberg-Bedingung folgt und somit vorausge-
setzt werden kann, dass für alle n ≥ n0
n￿
k=1 ￿exp￿−t2 2k2s2n ￿ − 1 + t2 2k2s2n ￿ Lemma 5.2≤ n￿k=1 ￿ t2 2k2s2n ￿ = t44 n￿k=1 ￿ 2ks2n ￿
2
≤ t4Mn
4
n￿
k=1
 2k
s2n
Def.= t4Mn
4
Feller
(F)￿￿￿￿→
n→∞ 0
Abschätzung des Terms A
Da o.B.d.A. angenommen werden kann, dass E[Xk] = 0 und somit Var(Xk) = E[X2k] =
 2k, lässt sich ∀k ∈ N unter Zuhilfenahme des Lemmas 5.3 (vgl. Anhang 4) schreiben
￿ 'Xk ￿ tsn￿ − 1 + t2 2k2s2n ￿ = ￿ E ￿exp￿itXksn ￿ − 1 − itXksn + t2X2k2s2n ￿ ￿
≤ E ￿ ￿ exp￿itXk
sn
￿ − 1 − itXk
sn
+ t2X2k
2s2n
￿ ￿
≤ E ￿min￿t2X2k
s2n
,
￿t￿3￿Xk￿3
s3n
￿￿
Man partitioniere dieses Integral (dies ist mehr oder minder arbiträr) und nutze die
Monotonie und Linearität des Lebesque-Integrals.
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Sei N ∶= {! ∈ ⌦ ∶ ￿Xk(!)￿ < "sn} sowie N c = ⌦ ￿N . Für alle " > 0 ist dann
≤ ￿
N
￿t￿3￿Xk(!)￿3
s3n
dP(!) + ￿
Nc
t2Xk(!)2
s2n
dP(!)
≤ ￿t￿3"sn
s3n
￿
N
X2k(!) dP(!) + t2s2n ￿NcX2k(!) dP(!)
≤ ￿t￿3"
s2n
 2k￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿≥ 0
+ t2
s2n
￿
Nc
X2k(!) dP(!)
≤ t2
s2n
￿{!∈⌦∶￿Xk(!)￿≥"sn}X2k(!) dP(!)
Lindeberg
(L)￿￿￿￿￿￿→
n→∞ 0
Da diese Abschätzung für alle k ∈ N gilt, so ergibt sich
0 ≤ n￿
k=1 ￿ 'Xk ￿ tsn￿ − 1 + t2 2k2s2n ￿ ≤ t2s2n n￿k=1￿NcX2k(!) dP(!) ￿→n→∞ 0
Unter Berücksichtigung der Abschätzungen der Terme A und B folgt die Behauptung
∀t ∈ R, ￿ 'Zn(t) − e− t22 ￿ ￿→n→∞ 0 ⇐⇒ Zn L￿→ N(0,1)
￿
Es lässt sich aus Korollar 3.1 ableiten, dass (L) nicht erfüllt ist, falls (F) nicht erfüllt
ist. Es kann daraus aber nicht geschlossen werden, dass auch der Zentrale Grenzwertsatz
nicht gilt. Denn die Lindeberg-Bedingung ist lediglich eine hinreichende Bedingung,
nicht jedoch eine notwendige. Dieser Fall soll nunmehr als Beispiel dargestellt werden
(vgl. Stoyanov, 2013, S. 186). Zuvor hingegen noch ein Satz als kurze Anmerkung zur
Invarianz der Normalverteilung (der Beweis lässt sich leicht mittels charakteristischer
Funktionen führen):
Satz 3.4 (Invarianz der Normalverteilung). Es seien n unabhängige und nor-
malverteilte Zufallsgrößen Xi ∼ N(µi, 2i ) gegeben. So gilt, dass deren Summe wieder
normalverteilt ist und zwar mit
n￿
i=1Xi ∼ N( n￿i=1µi, n￿i=1  2i ) sowie 1n n￿i=1Xi ∼ N(1n n￿i=1µi, 1n2 n￿i=1  2i )
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Beispiel 3.2. Sei (Xn)n∈N eine Folge unabhängiger Zufallsvariablen mit Xn ∼ N(0, 2n)
über einem gemeinsamen Wahrscheinlichkeitsraum (⌦,A,P), wobei  21 = 1 und  2k =
2k−2, ∀k ≥ 2.
Betrachtet man die Summenvariable Yn ∶= ∑nk=1Xk, so ist ihr Erwartungswert E[Yn] = 0
und ihre Varianz Var(Yn) = ∑nk=1  2k = 1 +∑n−2k=0 2k geom.=Summe 1 + 1−2n−11−2 = 2n−1.
Die Feller-Bedingung (vgl. Korollar 3.1) liefert
lim
n→∞ ￿max1≤k≤n  2ks2n ￿ = limn→∞ 2n−22n−1 = 12 ≠ 0
Es gelten also weder (F) noch (L). Und dennoch ist aus Satz 3.4 bekannt, dass die
Summe von n unabhängigen Normalverteilungen wieder normalverteilt ist. Die Folge
erfüllt also den Zentralen Grenzwertsatz, jedoch nicht (L). Hiermit wird konkret deut-
lich, dass (L) nur hinreichend ist.
Ein weiteres Beispiel soll nun noch einmal anschaulich aufzeigen, dass durchaus Fol-
gen unabhängiger Zufallsgrößen existieren, für die der Zentrale Grenzwertsatz nicht gilt
(vgl. Stoyanov, 2013, S. 184/185). Ist keine identische Verteilung der Folgeglieder gege-
ben, muss also zuerst die Lindeberg-Bedingung bzw. die Ljapunov-Bedingung geprüft
werden. Gelten diese nicht, so kann die Folge dem Zentralen Grenzwertsatz dennoch
genügen. Die weitere Überprüfung gestaltet sich dann jedoch komplizierter und muss
von Fall zu Fall betrachtet werden.
Beispiel 3.3. Es sei (Xn)n∈N eine Folge von unabhängigen Zufallsvariablen über ei-
nem gemeinsamen Wahrscheinlichkeitsraum (⌦,A,P), welche der folgenden diskreten
Verteilung gehorchen:
P(X1 = ±1) = 12 sowie ∀k ≥ 2 und c ∈ (0,1)
P(Xk = ±1) = 12(1 − c), P(Xk = ±k) = c2k2 , P(Xk = 0) = ￿1 − 1k2 ￿ c
Bestimmt man die Erwartungswerte und Varianzen, so erhält man ∀k ∈ N, E[Xk] = 0
und Var(Xk) = 1. Somit ergeben sich E [∑nk=1Xk] = 0 und sn ∶= Var (∑nk=1Xk) = n.
1. Erfüllt die Folge die Lindeberg-Bedingung?
∀" > 0, 1
s2n
n￿
k=1E ￿X2k￿ 1{￿Xk ￿≥"sn} = 1n n￿k=1E ￿X2k￿ 1{￿Xk ￿≥"√n}
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Sei " > 0 beliebig aber fest, so ∃n0 ∈ N sodass ∀n ≥ n0, "√n > 1 und damit:
= 1
n
n￿
k=￿"√n ￿k
2P (￿Xk￿ = k) = 1
n
n￿
k=￿"√n ￿ c = 1n ￿n − ￿"√n ￿￿ c ￿￿￿￿→n→∞ c ≠ 0
Die Folge genügt daher nicht (L).
2. Erfüllt die Folge die Asymptotische-Kleinheit?
Sei " > 0 beliebig aber fest, so ∃n0 ∈ N sodass ∀n ≥ n0 gilt
P (￿Xk￿ > "sn) = P ￿￿Xk￿ > "√n￿ = ￿￿￿￿￿￿￿￿￿
0, falls k ≤ "√n
c
k2 , sonst
also kann man das Maximum dieses Ausdruckes doch abschätzen durch
max
1≤k≤n P (￿Xk￿ > "sn) ≤ c"2n ￿￿￿￿→n→∞ 0
Die Folge erfüllt somit (AK).
Es lässt sich daraus schließen, dass die standardisierte Summenvariable Zn ∶= ∑nk=1Xk√n
unmöglich in Verteilung gegen eine Standardnormalverteilung konvergieren kann. Denn
nach Satz 3.3 ist die Erfüllung von (AK) und die Verteilungskonvergenz gegen N(0,1)
äquivalent zur Erfüllung von (L). Da nun (L) nicht gegeben ist, sehr wohl jedoch (AK),
kann die Folge dem Zentralen Grenzwertsatz nicht genügen.
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3.4 Konvergenzgüte
In den vorangegangen Abschnitten wurde gezeigt, dass eine standardisierte Summe
unabhängiger Zufallsvariablen unter bestimmten Voraussetzungen in Verteilung gegen
die Standardnormalverteilung konvergiert.
Für praktische Fragestellungen oder reale Modellierungen in denen eine Verteilungs-
annahme einer Summe von Zufallsvariablen getroffen werden soll, ist es in der Regel
unmöglich, die Zahl der Summanden tatsächlich gegen unendlich streben zu lassen.
So kann in konkreten Fällen beispielsweise nur eine bestimmte Anzahl von Messungen
durchgeführt werden oder man ist sogar nur an einer bestimmten Zahl interessiert. In
jedem Falle ist in der Praxis fast immer eine endliche Grenze gesetzt.
Aus diesem Grund spricht man im Rahmen der Zentralen Grenzwertsätze häufig von
der Möglichkeit einer Näherung des Verteilungsgesetzes der Summe durch eine Stan-
dardnormalverteilung. Und zwar genau dann, wenn die Zahl der Summanden hinrei-
chend groß ist. Dieses hinreichend groß ist selbstverständlich keine absolute oder fixe
Schranke, sondern hängt vielmehr von der gewünschten Genauigkeit der Approxima-
tion sowie der Form der Ausgangsverteilungen ab. Es muss daher von Fall zu Fall
abgewogen werden, wie groß die Zahl der Summanden gewählt werden soll.
In diesem Punkt wird ausschließlich auf den Fall des Zentralen Grenzwertsatzes von
Feller-Lévy eingegangen, bei dem die Folgeglieder nicht nur unabhängig, sondern auch
identisch verteilt sind (siehe Abschnitt 3.2).
Satz 3.5 (Berry-Esséen). Sei (Xn)n∈N eine Folge von i.i.d. Zufallsvariablen mit Er-
wartungswert E[X1] = µ, Varianz Var(X1) =  2 ∈ (0,∞) sowie einem dritten endlichen
Moment   ∶= E[￿X1￿3] <∞.
Sei weiterhin Yn ∶= ∑nk=1Xk und Zn ∶= Yn−E[Yn]￿Var(Yn) sowie FZn die Verteilungsfunktion der
Zufallsvariable Zn und   die einer Standardnormalverteilung. Dann gilt:
sup
x∈R ￿FZn(x) − (x)￿ ≤ C  2√n = K
mit einer Konstante C, für die (2⇡)− 12 ≤ C < 0,8 gilt.
Dabei ist die beste heute nachgewiesene Schranke C = 0,4748. Der Beweis des Satzes
3.5 für diese Schranke findet sich in Shevtsova (2010).
Die Annahme der Existenz des dritten Moments ist selbstverständlich restriktiv und
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schließt einige Verteilungen aus, eine allgemeinere Abschätzung konnte bisher jedoch
noch nicht bestimmt und nachgewiesen werden. Die Konvergenzordnung von O(√n)
kann im Allgemeinen nicht verbessert werden (vgl. Eichelsbacher & Löwe, 2014, S. 7).
Bemerkung 3.1. Wie beispielsweise in (Mosler & Schmid, 2004, S. 164) finden sich
in der Literatur sehr häufig die folgenden weitverbreiteten Faustregeln für eine gute
Approximation der Binomial- und Poissonverteilung durch die Normalverteilung:
a) Für eine poissonverteilte Zufallsvariable X ∼ Po( ): E[X] = Var(X) =   > 9
b) Für eine binomialverteilte Zufallsvariable X ∼ B(n, p): Var(X) = np(1 − p) > 9
In Tabelle 7 (Anhang 6) finden sich Abschätzungen der Fehler mit Hilfe des Satzes
3.5 für standardisierte Summen einiger geläufiger Verteilungen. Es wurde die Notation
des Satzes 3.5 sowie die Konstante C = 0,4748 verwendet.
Hierdurch wird verständlich, dass die Güte der Approximation sehr stark vom Vertei-
lungstyp der Summanden abhängt.
Bemerkung 3.2. (Mosler & Schmid, 2004, S. 164) weisen darauf hin, dass “sich keine
allgemeine für alle Verteilungen von X gültige Faustregel angeben [lässt]. Die weit
verbreitete Faustregel n ≥ 30 für die Anwendbarkeit des Zentralen Grenzwertsatzes ist
mit Vorsicht zu verwenden. In einigen Fällen ist sie zu restriktiv, in anderen Fällen zu
locker.”
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4 Anwendungsgebiete und -beispiele
Im ersten Teil dieser Arbeit wurde gezeigt, dass sich standardisierte Summen unabhän-
giger Zufallsvariablen – unter bestimmten Bedingungen – einer Standardnormalvertei-
lung nähern, wenn nur die Zahl der Summanden hinreichend groß ist. Die bekannteste
Version des Zentralen Grenzwertsatzes, der Satz von Feller-Lévy, besagt, dass diese
Konvergenz immer dann der Fall ist, wenn die Summanden nicht nur unabhängig, son-
dern auch noch identisch verteilt sind - und dies ungeachtet der Verteilung, welcher
sie gehorchen (vgl. Punkt 3.2). Wohingegen der Satz von Lindeberg-Feller diese Kon-
vergenzeigenschaft bereits dann bestätigt, wenn die Folge der Summanden unabhängig
ist und einer weniger restriktiven Annahme als der identischen Verteilung genügt, der
sogenannten Lindeberg-Bedingung (vgl. Punkt 3.3).
Diese Resultate sind gerade für die Statistik unabdingbar, erlauben sie es doch in vielen
Fällen, praktische Anwendungen auch dann quantitativ zu erfassen, wenn nichts oder
nur wenig über den zugrundeliegenden Zufallsmechanismus bekannt ist. Denn in einem
Satz von Messdaten oder einer Stichprobe ist es in den seltensten Fällen realistisch,
für die Messgrößen bzw. Stichprobenvariablen von konkreten Verteilungen mit bekann-
ten Parametern auszugehen (vgl. Oevel (2007)). Um dennoch unkompliziert Aussagen
über Mittelwerte, Summen oder andere Stichprobenfunktionen zu treffen, stellen die
Zentralen Grenzwertsätze ein entscheidendes Werkzeug dar.
Nach der Darstellung einiger sehr nützlicher Formeln, sollen im Weiteren Anwendungen
dieses Hilfsmittels in wesentlichen Bereichen der Statistik, der Schätz- und Testtheo-
rie, aufgezeigt sowie mit Beispielen unterlegt werden. Hierbei wird - zur Vereinfachung
- nahezu ausschließlich der Zentrale Grenzwertsatz von Feller-Lévy verwendet. Eine
Ausweitung der Konzeptionen auf den Satz von Lindeberg-Feller ist jedoch ohne große
Komplexität möglich.
Grundlagen der Schätz- und Testtheorie werden vorausgesetzt, dennoch wird jeweils
eine kurze Einleitung in die theoretischen Konstrukte gegeben.
Sei (Xn)n∈N eine Folge von Zufallsvariablen auf einem gemeinsamen Wahrschein-
lichkeitsraum (⌦,A,P), welche einem Zentralen Grenzwertsatz genügt, und Zn die
entsprechend standardisierte Summe. Nach Satz 2.1 ist die Konvergenz in Verteilung
gleichbedeutend mit der punktweisen Konvergenz der Verteilungsfunktion FZn auf ganz
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R gegen die Verteilungsfunktion einer Standardnormalverteilung  . Für hinreichend
große n ist es daher möglich, erstere durch zweitere zu approximieren. Es gilt somit für
diesen Fall: ∀x ∈ R, FZn(x) = P(Zn ≤ x) ≈  (x)
Daraus abgeleitet, beschreibt (Mosler & Schmid, 2004, S.159) nützliche und häufig
genutzte Formeln im Falle des Satzes von Feller-Lévy (man beachte, dass Yn ∶= ∑ni=1Xi
definiert wurde sowie E[Xi] = µ und Var(Xi) =  2), wobei sich diese Darstellung auch
leicht auf den Satz von Lindeberg-Feller anpassen lässt.
Korollar 4.1. Aus der Approximation durch die Standardnormalverteilung folgen die
nachstehenden Eigenschaften:
(i) ∀x ∈ R, P ￿Yn ≤ nµ + x √n￿ ≈  (x)
(ii) Bei Substitution von x ∶= y−nµ
 
√
n
, erhält man: ∀y ∈ R, P (Yn ≤ y) ≈   ￿y−nµ √n ￿
Das heißt, die Summe Yn ist annähernd normalverteilt mit Erwartungswert nµ
und Varianz n 2.
(iii) Bei Substitution von x ∶=√n y−µ  , erhält man: ∀y ∈ R, P ￿Yn ≤ y￿ ≈   ￿√n y−µ  ￿
Das heißt, der Mittelwert Yn ist annähernd normalverteilt mit Erwartungswert µ
und Varianz  2n .
(iv) Die Wahrscheinlichkeit, dass das arithmetische Mittel einer Folge von Zufallsgrö-
ßen nicht mehr als einen bestimmten Wert c > 0 abweicht, ist approximativ
∀c > 0, P ￿￿Yn − µ￿ ≤ c￿ = P ￿µ − c ≤ Yn ≤ µ + c￿ (ii)≈  ￿c√n
 
￿ − ￿−c√n
 
￿
Symm.= 2 ￿c√n
 
￿ − 1
(v) Die Wahrscheinlichkeit, dass das arithmetische Mittel einer Folge von Zufalls-
größen mehr als einen bestimmten Wert c > 0 abweicht, ist approximativ unter
Zuhilfenahme von (iv)
∀c > 0, P ￿￿Yn − µ￿ > c￿ = 1 −P ￿￿Yn − µ￿ ≤ c￿ (iv)≈ 2 ￿1 − ￿c√n
 
￿￿
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Für die weiteren Betrachtungen gilt, dass X1, . . . ,Xn genau n i.i.d. Stichproben-
variablen repräsentieren mit X = (X1, . . . ,Xn) dem zugehörigen Zufallsvektor, wel-
che auf einem gemeinsamen Wahrscheinlichkeitsraum (⌦,A,P) definiert sind sowie
x = (x1, . . . , xn) ∈ Rn deren konkrete Realisationen in einer Stichprobe. Sei weiterhin
#̂ ∶ Rn ￿→ R eine Stichprobenfunktion (geläufige Beispiele hierfür in Anhang 7, Tabelle
8). Es wird angenommen, dass n hinreichend groß ist für eine Standardnormalappro-
ximation der zentrierten und reduzierten Summe der n Zufallsvariablen.
4.1 Parametrische Intervallschätzung
Theoretisches Konstrukt
Die Statistik ist sehr häufig daran interessiert, einen Verteilungsparameter # einer
bestimmten Zufallsgröße zu schätzen. Dies kann ein Erwartungswert, eine Varianz oder
auch ein gänzlich anderer Parameter sein. Natürlich könnte man diesen Paramter, auf
Basis einer Stichprobe, direkt schätzen, d.h. eine Punktschätzung durchführen, jedoch
ist das erzielte Resultat zumeist nicht exakt. Aus diesem Grund werden häufig lieber
Intervallschätzungen genutzt, um auf einem festgelegten Signifikanzniveau bzw. mit
einer Irrtumswahrscheinlichkeit ↵, ein Konfidenzintervall [Vu(X), Vo(X)] mit
Vu(X) ∶= gu ○ #̂ (X) und
Vo(X) ∶= go ○ #̂ (X),
zu bestimmen, wobei gu und go jeweils Funktionen von R nach R sind. D.h., dass
das Intervall [Vu(X), Vo(X)] mit einer Wahrscheinlichkeit von (mindestens) 1 − ↵ den
wahren, zu schätzenden Paramter # überdeckt. Mathematisch definiert bedeutet dies,
ein Intervall [Vu(X), Vo(X)] zu bestimmen, sodass:
P (# ∈ [Vu(X), Vo(X)]) = 1 − ↵ ⇐⇒ P (Vu(X) ≤ # ≤ Vo(X)) = 1 − ↵
Da die exakte Verteilung der Xi nicht bekannt ist (es fehlt zumindest die Information
über den zu schätzenden Parameter), muss eine adäquate Stichprobenfunktion gefun-
den werden, deren Verteilung dagegen bekannt ist. Und hier kommen in bestimmten
Fällen der Zentrale Grenzwertsatz bzw. die daraus abgeleiteten Approximationen ins
Spiel.
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Erwartungswert
Bei einem Konfidenzintervall für den Erwartungswert einer Zufallsgröße, deren exakte
Verteilung nicht bekannt ist, lässt sich das Konfidenzintervall nur dann angeben, wenn
der Zentrale Grenzwertsatz zur Anwendung kommt. Dieser Fall tritt in der Praxis am
häufigsten auf, was die Rolle und die Bedeutung des Zentralen Grenzwertsatzes für
diese Art der Konfidenzintervallschätzung unterstreicht. Eine Ausnahme davon ist es,
wenn die Zufallsgröße der Grundgesamtheit normalverteilt ist, so existiert eine feinere
Verteilungsannahme, auf die hier jedoch nicht eingegangen werden soll, bzw. es muss
aufgrund der Invarianz der Normalverteilung (vgl. 3.4) nicht auf den Zentralen Grenz-
wertsatz und die damit verbundenen Approximationen zurückgegriffen werden.
Sei E[Xi] = µ, Var(Xi) =  2 sowie Yn ∶= 1n ∑ni=1Xi. Nach Korollar 4.1/(i) ist bekannt,
dass für hinreichend große n,
√
nYn−µ  appr.∼ N (0,1).
Man konstruiere somit:
P￿z↵
2
≤ √n Yn − µ
 
≤ z1−↵
2
￿ ≈ 1 − ↵ (6)
⇐￿￿￿⇒ P￿Yn − z1−↵
2
 √
n
≤ µ ≤ Yn − z↵
2
 √
n
￿ ≈ 1 − ↵
Symm.⇐￿￿￿⇒ P￿Yn − z1−↵
2
 √
n
≤ µ ≤ Yn + z1−↵
2
 √
n
￿ ≈ 1 − ↵ (7)
wobei zq das q %-Quantil einer Standardnormalverteilung beschreibt.
Das konkrete Schätzintervall, also eine Realisation des zufälligen Konfidenzintervalls,
ergibt sich als: [Vu(x), Vo(x)] = ￿x − z1−↵
2
 √
n
; x + z1−↵
2
 √
n
￿
Man kann nun nicht schlussfolgern, dass dieses Schätzintervall, mit 100(1 − ↵)%iger-
Wahrscheinlichkeit den wahren Parameter µ überdeckt, denn es ist nicht mehr vom
Zufall abhängig. Vielmehr heißt es, dass gesetzt dem Fall, man würde 100 derartige
Stichproben erheben, man erwarten kann, dass 100(1−↵) davon den wahren Parameter
überdecken. Also, dass im Mittel ein Anteil von 1 − ↵ aller so berechneten Schätzin-
tervalle dies tut. Ist nun die Varianz  2 der Stichprobenvariablen ebenfalls unbekannt,
so muss diese im Vornherein mittels einer Punktschätzung durch die erwartungstreue
Stichprobenfunktion S2 (siehe Anhang 7, Tabelle 8) bestimmt werden.
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Es sollen nun einige praktische Beispiele nach (Oevel, 2007, S.120/121) und (Köss-
ler, 2014, S. 565ff.) zur Verdeutlichung angeführt werden:
Beispiel 4.1 (Physikalische Größe). Es sei X eine physikalische Größe, welche
einer stochastischen Störung unterliegt (beispielsweise zufällige Messfehler) und im
Rahmen mehrfacher, unabhängiger Messungen versucht wird zu erfassen. Es werden
genau n = 100Messungen durchgeführt, die als Vektor x = (x1, x2, . . . , x100) geschrieben
werden können. Die ersten zehn dieser Messungen weisen die folgenden Werte auf:
99 , 100 , 103 , 99 , 102 , 100 , 98 , 101 , 102 , 101
Nun ist man am “wahren” Wert, also dem Erwartungswert der physikalischen Zufallsva-
riable E[X] = µ, interessiert und entscheidet sich, diesen mit einer Irrtumswahrschein-
lichkeit von ↵ = 0,05 zu schätzen, d.h. es soll ein Konfidenzintervall bestimmt werden.
Da überhaupt keine Information über die Verteilung der Zufallsgröße vorliegt, besteht
einzig die Möglichkeit, dass Konfidenzintervall über die Annahme der Gültigkeit des
Zentralen Grenzwertsatzes zu konstruieren (vgl. Gleichung (6)). Die Anzahl der Mes-
sungen, welche die Realisationen von 100 i.i.d. Zufallsvariablen widerspiegeln, wird mit
n = 100 als hinreichend groß für eine Näherung der standardisierten Summenvariable
durch die Standardnormalverteilung angesehen.
Man berechne das Stichprobenmittel sowie die Stichprobenvarianz dieser konkreten
Stichprobe (vgl. Tabelle 8):
x = 1
100
100￿
i=1 xi = 100,5 und s2 = 199 100￿i=1(xi − x)2 = 2,5
Da die tatsächliche Varianz der Größe X unbekannt ist, wird sie durch die Stichpro-
benvarianz abgeschätzt.
Das konkrete Schätzintervall für den wahren Parameter E[X] = µ lässt sich mit Hilfe
der Verteilungstabelle in Abbildung 4 sowie Gleichung (7) schreiben als
[Vu(x), Vo(x)] = ￿x − z0,975 s√
n
; x + z0,975 s√
n
￿
= ￿100,5 − 1,96√2,5√
100
; 100,5 + 1,96√2,5√
100
￿ = [100,19 ; 100,81]
Grafisch könnte eine mehrmalige Durchführung der Stichprobe beispielsweise wie in
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Abbildung 3 aussehen. Hierbei wurde davon ausgegangen, dass der wahre Parameter
E[X] = µ = 100,5 und die tatsächliche Varianz Var(X) =  2 = 2,45 ist, jedoch wur-
de letztere, zur Bestimmung der Konfidenzintervalle, aus den jeweiligen Stichproben
geschätzt, um den Annahmen, die zu Beginn des Beispiels gemacht wurden, zu ent-
sprechen.
Abbildung 3: Konfidenzintervalle aus 50 Zufallsstichproben entsprechend Beispiel
4.1 Confi_unif (R 2.9.1)
Beispiel 4.2 (Mittlere Füllmenge). Im Rahmen einer Produktionsüberprüfung, soll
die zu erwartende Menge an Zucker untersucht werden, die eine Maschine in eine vor-
gefertigte Packung füllt. Die Menge variiert stochastisch. Das Unternehmen befürchtet,
dass die Maschine im Mittel zu viel Zucker abfüllt, aus diesem Grund soll eine Inter-
vallschätzung für den Erwartungswert der Zufallsgröße durchgeführt werden. Hierfür
wurden n = 200 einfache Zufallsstichproben entnommen, aus denen man das Stichpro-
benmittel und die Stichprobenvarianz berechnete:
x = 1000,4 [g] und s2 = 13,6 [g2]
Über das Verteilungsgesetz der Zufallsvariable ist nichts bekannt. Die Zahl der Mes-
sungen wird als hinreichend groß für eine Normalapproximation angesehen.
Da vorallem eine Überbefüllung befürchtet wird, soll ein einseitiges Konfidenzinter-
vall bestimmt werden. Dies soll mit einer sehr geringen Irrtumswahrscheinlichkeit von
↵ = 0,01 geschehen.
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Analog zu Gleichung (6) auf Seite 28, erhält man hierfür
P￿z↵ ≤ √n Yn − µ
 
￿ ≈ 1 − ↵ Symm.⇐￿￿￿⇒ P￿µ ≤ Yn + z1−↵  √
n
￿ ≈ 1 − ↵
Und da die tatsächliche Standardabweichung der Zufallsvariable unbekannt ist, wird
diese zur Berechnung des Intervalls durch die Stichprobenstandardabweichung ersetzt.
Es ergibt sich unter Verwendung der Verteilungstabelle der Standardnormalverteilung
(Abbildung 8) und auf einem Signifikanzniveau von 1−↵ = 0,99 das folgende Schätzin-
tervall (man beachte, dass die Füllmenge nicht negativ sein kann, weshalb eine untere
Grenze existiert):
[0, Vo(x)] = ￿0 ; x + z0,99 s√
200
￿
= ￿0 ; 1000,4 + 2,33√13,6√
200
￿ = [0 ; 1001,01]
Beispiel 4.3 (Huftritt-Tote in der preussischen Armee nach). Wie (Härdle &
Vogt, 2015, S. 31/32) darstellen, wurde die berühmte Poisson-Verteilung das erste mal
1837 durch Siméon D. Poisson beschrieben, wobei seiner Analyse jedoch keine zentrale
Bedeutung im Rahmen der statistischen Datenanalyse beigemessen wurde. Erst Ende
des 19. Jahrhunderts erlangte dieser Verteilungstyp schlagartig Bekanntheit durch eine
Studie von Ladislaus von Bortkiewicz, welcher Daten über die Zahl der Toten in 14
Korps der preussischen Armee sammelte, die durch Schlag eines Pferdehufes zwischen
1875 und 1894 starben (Fotokopie des Originaldokuments der Datentabelle in Abbil-
dung 5). In seiner überzeugenden mathematischen Analyse legt Bortkiewicz nahe, dass
die Zahl ebendieser Toten in einem Korps pro Jahr erstaunlich gut durch eine Poisson-
Verteilung beschrieben werden kann. Aus diesem Grund wurde nicht selten suggeriert,
dass die Poisson-Verteilung eher den Namen “Bortkiewicz-Verteilung” tragen müsste
(vgl. Härdle & Vogt, 2015, S. 31/32).
In Tabelle 1 ist ein Ausschnitt der tatsächlichen von Bortkiewicz dokumentierten Häu-
figkeiten sowie die auf Basis einer Poisson-Verteilung mit Parameter   = 0.61 (durch
eine Maximum-Likelihood-Schätzung bestimmt bzw. durch einfache Punktschätzung
aus dem Stichprobenmittel) erwarteten Häufigkeiten aufgeführt.
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Anzahl
der Toten
Beobachtete
Häufigkeiten
Erwartete
Häufigkeiten
0 109 108,67
1 65 66,29
2 22 20,22
3 3 4,11
4 1 0,63
Tabelle 1: Beobachtete und erwartete Häufigkeiten preussischer Huftritt-Toter
Quelle: R Project for Statistical Computing - Datapackages
Doch auch eine Intervallschätzung des Parameters   wäre hier möglich. Es muss
lediglich auf die zu Beginn dieses Kapitels dargestellten Ergebnisse aus dem Zentralen
Grenzwertsatz von Feller-Lévy zurückgegriffen werden. Denn der Parameter   einer
Poisson- bzw. Bortkiewicz-Verteilung ist gleichermaßen deren Erwartungswert und Va-
rianz (vgl. Tabelle 5). Führt man also solch eine Schätzung für den Erwartungswert
auf Basis der von Bortkiewicz dokumentierten Stichprobe durch und betrachtet die
Zahl der Messungen innerhalb der Stichprobe (14 [Korps] x 20 [Jahre] = 280) als hin-
reichend groß sowie als unabhängig, so ergibt sich, analog zur Methodik der vorange-
gangen Beispiele, das folgende zweiseitige Konfidenzintervall auf einem beispielhaften
Signifikanzniveau von = 0,05:
[Vu(x), Vo(x)] = ￿x − z0,975 s√
n
; x + z0,975 s√
n
￿
= ￿0,61 − 1,96√0.61√
200
; 0,61 + 1,96√0.61√
200
￿ = [0,50 ; 0,72]
Dabei wurde die Standardabweichung s mittels der Wurzel aus der entsprechenden in
Tabelle 8 beschriebenen Funktion der Stichprobenvarianz geschätzt.
Somit findet der Zentrale Grenzwertsatz von Feller-Lévy also auch in klassisch-statistischen
Fragestellungen Anwendung und stellt ein Mittel dar, um elegant Intervallschätzungen
des Erwartungswertes aus einer Stichprobe durchzuführen, ohne weitere Informationen
über den zugrundeliegenden Zufallsmechanismus zur Verfügung zu haben.
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Beispiel 4.4 (Stichprobenumfang bestimmen). In der Praxis stellt sich nicht sel-
ten die Frage, wie groß der Stichprobenumfang sein muss, damit eine Schätzung eine
gewisse Genauigkeit vorweist. Diese Frage kann mit Hilfe einer Abschätzung durch die
Ungleichung von Tchebychev (Korollar 2.1) beantwortet werden. Ist der Stichproben-
umfang jedoch bereits hinreichend groß, so bietet eine Abschätzung unter Zuhilfenah-
me der Normalapproximation des Zentralen Grenzwertsatzes exaktere Ergebnisse (vgl.
Mosler & Schmid, 2004, S. 227).
Ist also eine konkrete Genauigkeit ", was dem halben Konfidenzintervall entspricht,
sowie ein Signifikanzniveau ↵ vorgegeben, so sei, unter der Annahme, dass n bereits
hinreichend groß ist, der minimale Stichprobenumfang:
P ￿￿Yn − µ￿ ≤ "￿ ≥ 1 − ↵ Korollar 4.1/(iv)⇐⇒ 2 ￿"√n
 
￿ − 1 ≥ 1 − ↵
⇐⇒ "√n
 
≥  −1 ￿1 − ↵
2
￿
⇐⇒ n ≥ ￿￿  −1 ￿1 − ↵2 ￿" ￿￿
2 = ￿  z1−↵2
"
￿2
Diese Formel kann man nun beispielsweise auf Beispiel 4.1 anwenden, um herauszufin-
den, wie groß der Stichprobenumfang gewählt werden sollte, wenn unter gleichbleiben-
dem Signifikanzniveau ↵ = 0,05, die halbe Breite des Konfidenzintervalls zur Schätzung
des Erwartungswertes " = 0,1 betragen soll (man nutze erneut die Stichprobenvarianz,
um die tatsächliche Varianz abzuschätzen):
n ≥ ￿z0,975 s
"
￿2 = ￿1,96 √2,5
0,1
￿2 = 961
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4.2 Parametrische Hypothesentests
Theoretisches Konstrukt
Eine andere Art statistischer Inferenz als die Schätzung bilden die Hypothentests. Sie
erlauben es, statistisch zu überprüfen, ob eine begründete Vermutung bezüglich eines
unbekannten Parameters zutrifft oder nicht.
Sei ✓ ein unbekannter Parameter der Verteilung der i.i.d. StichprobenvariablenX1, . . . ,Xn
sowie ⇥ ein Parameterraum, der die Menge aller möglichen Verteilungsparameter be-
schreibt. Seien weiterhin ⇥0,⇥1 ∈ ⇥ zwei disjunkte Partitionen. Wir nehmen hier zur
Vereinfachung an, dass ⇥1 = ⇥ ￿⇥0. (Mosler & Schmid, 2004, S. 238) definiert unter
diesen Voraussetzungen ein Testproblem, als Gegenüberstellung von
Nullhypothese H0 ∶ ✓ ∈ ⇥0 gegen Alternativhypothese H1 ∶ ✓ ∈ ⇥1
Wobei ein statistischer Hypothesentest für ein gegebenes Problem, “ein Verfahren [ist],
um in Abhängigkeit von der Stichprobe zu entscheiden, ob H0 zugunsten von H1 ab-
gelehnt werden kann oder nicht.” Hierfür ist erneut, wie bei den Schätzverfahren, eine
Stichprobenfunktion #̂ vonnöten, welche auch Teststatistik genannt wird, sowie ein
kritischer Bereich K ⊂ R, sodass:
#̂ (X1, . . . ,Xn) ∈K ￿⇒ H0 wird abgelehnt
#̂ (X1, . . . ,Xn) ∉K ￿⇒ H0 wird nicht abgelehnt
Da die Teststatistik als Stichprobenfunktion eine Zufallsvariable ist, besteht die Mög-
lichkeit, einen Fehler in der Testentscheidung zu begehen.
Testentscheidung
Wirklichkeit H0 ablehnen
H0 nicht
ablehnen
H0 richtig
Fehler 1. Art
↵
kein Fehler
H0 falsch kein Fehler
Fehler 2. Art
 
Tabelle 2: Fehler bei Hypothesentests
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Die in Tabelle 2 aufgeführten Fehler, können mathematisch definiert werden als
(vgl. Waldi, 2015, S. 217):
Fehler 1. Art ∶ P ￿#̂ (X1, . . . ,Xn) ∈K ￿ ✓ ∈ ⇥0￿ = ↵
Fehler 2. Art ∶ P ￿#̂ (X1, . . . ,Xn) ∉K ￿ ✓ ∈ ⇥1￿ =  
Hierbei wird auch deutlich, dass nicht beide Fehler gleichzeitig kontrolliert werden kön-
nen. Aus diesem Grund muss hingenommen werden, dass es in der Regel nur möglich
ist, einen der beiden Fehlerarten klein zu halten. Im Folgenden wird dies der Fehler 1.
Art sein.
Test für einen Erwartungswert – Einstichproben-Gauß- und t-Test
Man gehe von der Gültigkeit der Nullhypothese aus und nehme damit an, dass E[Xi] =
µ0. Auf Basis dessen konstruiere man eine Teststatistik
#̂1 (X1, . . . ,Xn) = √n Yn − µ0
 
welche, wie bereits bekannt, approximativ einer Standardnormalverteilung gehorcht,
sobald n hinreichend groß ist. Dies bringt, ebenso wie bei den Intervallschätzungen,
einen wesentlichen Vorteil mit sich; nämlich, dass für Stichproben mit “großem” Um-
fang ein Test auf Erwartungswert durchgeführt werden kann, vollkommen unabhängig
von der Verteilung der zu untersuchenden Zufallsgröße der Grundgesamtheit.
Tabelle 3 gibt einen Überblick über die jeweiligen Varianten und Regeln zur Testent-
scheidung auf einem festgelegten Signifikanzniveau ↵. Für Erläuterungen hierzu wird
auf (Mosler & Schmid, 2004, S. 247-249) verwiesen.
Verteilungsannahme X1, . . . ,Xn i.i.d, n hinreichend groß für ZGS,  2 bekannt
(ansonsten durch Stichprobenvarianz schätzen)
Nullhypothese H0 ∶ µ = µ0 H0 ∶ µ ≤ µ0 H0 ∶ µ ≥ µ0
Alternativhypothese H1 ∶ µ ≠ µ0 H1 ∶ µ > µ0 H1 ∶ µ < µ0
Teststatistik #̂ = √n Yn−µ0 
H0 ablehnen, falls ￿#̂1￿ > z1−↵
2
#̂1 > z1−↵ #̂1 < z↵
Tabelle 3: Übersicht zur Testentscheidung nach (Mosler & Schmid, 2004, S. 249)
für Einstichproben-Tests des Erwartungswertes
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Es soll nun ein konkretes Anwendungsbeispiel nach (Küchenhoff, 2015, S. 393/394)
gegeben werden:
Beispiel 4.5 (Blutdruck). Ein Pharmaunternehmen möchte ein Medikament auf den
Markt bringen, welches in Verdacht steht den Blutdruck zu erhöhen. Dieser Verdacht
soll vor der Markteinführung mittels einer umfangreichen Stichprobe von n = 1040 Per-
sonen untersucht werden, welche an einem geeigneten und entsprechend konstruiertem
klinischen Test teilnehmen. Die Auswahl erfolgt so, dass die Stichprobenvariablen als
unabhängig angesehen werden können. Das Erhebungsmerkmal ist die Blutdruckdiffe-
renz vor und nach der Intervention X mit Erwartungswert E[X] = µ, deren Verteilung
als stochastische Größe unbekannt ist. Es wäre besonders gefährlich, wenn davon aus-
gegangen würde, dass das Medikament den Blutdruck nicht erhöht, dies in Wirklichkeit
jedoch geschieht. Aus diesem Grund konstruiert man das Hypothesenpaar wie folgt:
H0 ∶ µ ≥ 0 und H1 ∶ µ < 0
Die Messungen ergeben ein Stichprobenmittel von x = 1,2 sowie eine Stichprobenvari-
anz von s2 = 0,6.
Um sicher zu gehen, den oben genannten Fehler zu vermeiden, wählt man ein Signi-
fikanzniveau von ↵ = 0,005. Der Stichprobenumfang wird als hinreichend groß an-
gesehen, sodass, nach dem Zentralen Grenzwertsatz, die Teststatistik näherungsweise
standardnormalverteilt ist. Nun bleibt lediglich noch, den Wert der Teststatistik für
diese konkrete Stichprobe zu ermitteln:
#̂1(x) = √1040 1,2√
0,6
= 49,96 Abb. 4￿< −2,57 = z0,005
Auf einem Signifikanzniveau von ↵ = 0,005, konnte statistisch gezeigt werden, dass die
Nullhypothese nicht verworfen werden sollte, das bedeutet, dass die Intervention einen
signifikant höheren Blutdruck nach sich zieht.
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Vergleich zweier Erwartungswerte – Zweistichproben-Gauß- und t- bzw.
Welch-Test
Häufig ist nicht nur die Überprüfung einer Annahme zum Erwartungswert einer Zu-
fallsgröße innerhalb einer bestimmten Grundgesamtheit für praktische Fragestellungen
relevant sondern vielmehr ist von Interesse, ob für ein Merkmal Unterschiede im Erwar-
tungswert zwischen zwei verschiedenen Grundgesamtheiten existieren (die zugehörigen
Zufallsvariablen sind somit unabhängig, weshalb man häufig auch von unabhängigen
Stichproben spricht).
Man betrachte nun formal zwei Stichproben mit den entsprechenden Stichproben-
variablen X1, . . . ,Xn sowie Y1, . . . , Ym. Sei weiterhin ∀k ∈ {1, . . . , n}, E[Xk] = µX ,
Var(Xk) =  2X sowie ∀i ∈ {1, . . . ,m}, E[Yi] = µY , Var(Xi) =  2Y und schließlich eben-
falls ∀(k, i) ∈ {1, . . . , n}×{1, . . . ,m}, Xk ￿ Yi. Darüberhinaus sind die Stichprobenva-
riablen innerhalb einer jeden der beiden Stichproben unabhängig und identisch verteilt.
Man definiere Xn ∶= 1n ∑nk=1Xk und Ym ∶= 1m ∑ni=1 Yi. Somit gilt E ￿Xn − Ym￿ = µX − µY
und Var ￿Xn − Ym￿ =  2Xn +  2Ym .
(Mosler & Schmid, 2004, S. 254/255) macht deutlich, dass im Falle einer Anwendbar-
keit des Zentralen Grenzwertsatzes, also bei hinreichend großem Stichprobenumfang
in beiden einfachen Zufallsstichproben, die folgende Teststatistik zu wählen ist, welche
dann approximativ einer Standardnormalverteilung gehorcht:
#̂2 (X1, . . . ,Xn, Y1, . . . , Ym) = Xn − Ym − (µX − µY )￿
 2X
n +  2Ym
approx.∼ N(0,1)
Beweis der Erfüllung des Zentralen Grenzwertsatzes:
Man zeige dafür, dass die Folge ￿ 1nX1, . . . , 1nXn,− 1mY1, . . . ,− 1mYm￿n,m∈N der Lindeberg-
Bedingung (L) genügt (vgl. Definition 3.1).
Hierfür berechne man zuerst
s2 = Var ￿Xn − Ym￿ unabh.= Var ￿Xn￿ +Var ￿Ym￿ unabh.=  2X
n
+  2Y
m
= m 2X + n 2Y
nm
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Und nun kann der zu untersuchende Term der Lindeberg-Bedingung entwickelt werden:
∀" > 0, 1
s2
￿ n￿
k=1Var￿1nXk￿1￿￿Xk−µXn ￿≥"s￿ + m￿i=1Var￿− 1mYi￿1￿￿Yi−µYm ￿≥"s￿￿
i.i.d.= 1
s2
￿n￿Var￿1
n
X1￿1￿￿X1−µX
n
￿≥"s￿￿ + m￿Var￿− 1mY1￿1￿￿Y1−µYm ￿≥"s￿￿￿
≤ 1
s2
￿n￿Var￿1
n
X1￿￿ + m￿Var￿− 1
m
Y1￿￿￿
Def.= 1
s2
￿ 2X
n
+  2Y
m
￿ = m 2X
m 2X + n 2Y + n 2Ym 2X + n 2Y
n→∞
m→∞￿￿￿￿→ 0
Die Folge genügt somit (L). Sie erfüllt folglich, nach Satz 3.3, ebenfalls den Zentralen
Grenzwertsatz. ￿
Sind die Varianzen  2X und  2Y unbekannt, was sehr häufig der Fall ist bei prakti-
schen Fragestellungen, so können diese mit Hilfe der in Tabelle 8 (Anhang 7) aufgeführ-
ten Stichprobenfunktion der Stichprobenvarianz aus jeder einzelnen Stichprobe separat
geschätzt werden. Ersetzt man die “wahren” Varianzen durch die jeweils geschätzten
Stichprobenvarianzen, so ist die Teststatistik, für hinreichend große n,m, noch immer
standardnormalverteilt.
Tabelle 4 gibt einen Überblick über die jeweiligen Varianten und Regeln zur Testent-
scheidung auf einem festgelegten Signifikanzniveau ↵. Für Erläuterungen hierzu wird
auf (Mosler & Schmid, 2004, S. 254-257) verwiesen.
Verteilungsannahme X1, . . . ,Xn, Y1, . . . , Ym unabhängig und i.i.d. je Grund-
gesamtheit, n,m hinreichend groß für ZGS,  2X , 2Y bekannt
(ansonsten durch Stichprobenvarianz schätzen)
Nullhypothese H0 µX − µY = µ0 µX − µY ≤ µ0 µX − µY ≥ µ0
Alternativhypothese H1 µX − µY ≠ µ0 µX − µY > µ0 µX − µY < µ0
Teststatistik #̂2 = Xn−Ym−µ0￿
 2
X
n
+ 2Y
m
H0 ablehnen, falls ￿#̂2￿ > z1−↵
2
#̂2 > z1−↵ #̂2 < z↵
Tabelle 4: Übersicht zur Testentscheidung nach (Mosler & Schmid, 2004, S. 255)
für Zweistichproben-Tests des Erwartungswertes
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Es soll nun ein konkretes Anwendungsbeispiel nach (Küchenhoff, 2015, S. 401/402)
gegeben werden:
Beispiel 4.6 (Radio-Hördauer Ost-West). Im Rahmen einer Marketing-Studie
einer Werbeagentur sollte untersucht werden, ob Personen in den alten Bundesländern
im Schnitt mehr Radio hören. Sei X die Hördauer in den alten Bundesländern und Y
die in den neuen, welche jeweils stochastisch sind. Für das Unternehmen, das bisher
seine Radio-Werbung in den neuen Bundesländern schaltet und diese eventuell fortan
in die alten Bundesländer verschieben möchte, wäre es verlustreich, wenn man davon
ausginge, dass in den alten Bundesländern im Mittel mehr Radio gehört wird als in
den neuen, obwohl genau dies nicht der Fall ist. Man wähle die Hypothesen
H0 ∶ µX − µY ≤ 0 und H1 ∶ µX − µY > 0
Innerhalb der Studie wurde eine Befragung unter n = 253 Personen aus den alten Bun-
desländern und m = 932 Personen aus den neuen Bundesländern durchgeführt, was zu
den realisierten Werten x = (x1, . . . , x253) und y = (y1, . . . , y932) führt. Die Stichproben
sind unverbunden, d.h. X und Y sind unabhängig. Die Befragungen ergaben:
• 11,4 h durschnittliche Hördauer in den alten Bundesländern (Stichprobenstan-
dardabweichung: 8,4h)
• 9,5 h durschnittliche Hördauer in den neuen Bundesländern (Stichprobenstan-
dardabweichung: 8,4h)
Um ganz sicher zu gehen, den oben genannten Fehler zu vermeiden, wählt man ein
Signifikanzniveau von ↵ = 0,01. Die Stichprobenumfänge werden als hinreichend groß
angesehen, sodass, nach dem Zentralen Grenzwertsatz, die Teststatistik näherungsweise
standardnormalverteilt ist. Nun bleibt lediglich noch, den Wert der Teststatistik für
diese konkreten Stichproben zu ermitteln:
#̂2(x, y) = 11,4 − 9,5￿
8,42
253 + 8,42932 = 3,19
Abb. 4> 2,33 = z0,99
Auf einem Signifikanzniveau von ↵ = 0,01, konnte statistisch gezeigt werden, dass die
Nullhypothese verworfen werden sollte, das bedeutet, dass in den alten Bundesländern
signifikant mehr Radio gehört wird.
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5 Schlussbetrachtung
Die Normalverteilung verdankt ihre universelle Bedeutung in Theorie und Praxis nicht
zuletzt den Zentralen Grenzwertsätzen. Sie definieren die Bedingungen, unter denen
eine Folge von Zufallsvariablen gegen eine Normalverteilung, oder genauer eine Stan-
dardnormalverteilung, konvergiert. Hierfür existieren verschiedene Varianten, welche
genau diese Anforderungen unter bestimmten Restriktionen konkretisieren.
Die bekannteste und am weitesten verbreitete Version – der Satz von Feller-Lévy –
besagt, dass eine Folge standardisierter Summen von identisch verteilten und unab-
hängigen Zufallsvariablen gegen eine Standardnormalverteilung strebt – und zwar für
jede mögliche Ausgangsverteilung der einzelnen Summanden.
Entdeckt wurde dieses Phänomen ursprünglich durch die Beobachtung des Verhaltens
einer standardisierten Binomialverteilung bei schrittweiser Erhöhung der Zahl der ber-
noulliverteilten Summanden. Dies führte zu einem Vorläufer und gleichzeitig Spezialfall
des Satzes von Feller-Lévy: dem Satz von Moivre-Laplace, welcher die genannte Kon-
vergenz in Verteilung eben genau für Summen von identisch bernoulliverteilen und
unabhängigen Zufallsvariablen, oder anders gesprochen einer binomialverteilten Zu-
fallsvariable, nachweist.
Da praktische Fragestellungen nicht selten die Annahme der identischen Verteilung
verletzten, jedoch dennoch eine Verteilungsannahme verlangen, ist es unabdingbar, die
Konzeption des Zentralen Grenzwertsatzes auszuweiten. Dies geschieht im Satz von
Lindeberg-Feller. Er beschreibt zwei hinreichende Bedingung, die Lindeberg-Bedingung
sowie die Ljapunov-Bedingung, unter denen die standardisierten Summen von unab-
hängigen Zufallsvariablen auch dann konvergieren, wenn sie nicht dem gleichen Vertei-
lungsgesetz gehorchen. Verkürzt dargestellt, besagen die Bedingungen, dass keines der
Folgeglieder einen beherrschenden Einfluss auf die standardisierte Summe haben darf,
asymptotisch also das Verhältnis der Varianz jedes Gliedes zur Varianz der Summen-
variable gegen null konvergiert.
Auch existieren Versionen Zentraler Grenzwertsätze, bei denen man die Annahme der
Unabhängigkeit zwischen den Folgegliedern fallen lässt und “schwache” Abhängigkei-
ten zulässt. Eine Charakteristik dieser Formen wurde in der vorliegenden Abhandlung
nicht vorgenommen, sie stellen jedoch eine Ausbaumöglichkeit des vorhandenen theo-
retischen Konstruktes dar.
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Die Konvergenzgeschwindigkeit in allen Zentralen Grenzwertsätzen kann mit O ￿√n￿
beschrieben werden, wobei der Satz von Berry-Esséen, im Falle des Grenzwertsatzes
von Feller-Lévy, eine Abschätzung der Annäherung für einen bestimmten Konvergenz-
schritt n bereitstellt, solang das dritte Moment der einzelnen Summanden existiert und
endlich ist.
Die Zentralen Grenzwertsätze besitzen eine fundamentale Bedeutung für die Inferenz-
statistik. So ließen sich Intervallschätzverfahren sowie Hypothesentests für den Erwar-
tungswert nicht normalverteilter Grundgesamtheiten ohne diese theoretischen Resulta-
te schlichtweg nicht oder nur mit komplizierten Vorbetrachtungen durchführen. Einen
wesentlichen Stellenwert nimmt hierbei der Umfang der Stichprobe ein. Denn eine Ap-
proximation von Wahrscheinlichkeiten durch die Standardnormalverteilung unter den
Bedingungen des Zentralen Grenzwertsatzes ist nur dann möglich, wenn der Stich-
probenumfang bzw. die Zahl der Summanden der standardisierten Summenvariable,
hinreichend groß ist. Trotz bekannter und weit verbreiteter Faustregeln, wie beispiels-
weise n ≥ 30, an denen sich in Anwendungsgebieten überwiegend orientiert wird, sollte
vorsichtig vorgegangen werden. Manchmal sind diese Schranken zu restriktiv, machmal
zu locker. Die Güte der Approximation hängt vor allem stark von der Ausgangsver-
teilung der Folgeglieder ab. Eine umfassende Untersuchung, was hinreichend groß für
konkrete Fälle bedeutet, sollte zweifelsohne Gegenstand weiterführender Arbeiten sein.
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Anhang 1
Sei p ∈ (0,1) und k ∈ N fest. Man zeige, dass b(n, p;k) →
n→∞ 0 für n ≥ k.
Laut Definition gilt ∀n ∈ N
0 ≤ b(n, p;k) = ￿n
k
￿ pk (1 − p)n−k = n!(n − k)!k! pk qn−k (8)
= n!(n − k)! 1k! ￿ p(1 − p)￿k (1 − p)n (9)
wobei jeder der Faktoren in der letzten Zeile positiv ist.
Zuerst soll gezeigt werden, dass ∀n, k ∈ N, n!(n−k)! ≤ nk:
Für alle n, k ∈ N gilt, dass n!(n−k)! und nk in R+￿{0} liegen und wohldefiniert sind. Man
nutze den natürlichen Logarithmus als monoton wachsende Funktion auf R+￿{0}.
ln ￿ n!(n − k)!￿ = n￿i=1 ln(i) − n−k￿i=1 ln(i) = n￿i=n−k+1 ln(i)≤ n￿
i=n−k+1 ln(n) = (n − n + k − 1) ln(n)= k ln(n) = ln(nk)
Somit folgt die Behauptung.
Und man kann dadurch aus Gleichung (9) ableiten, dass
n!(n − k)! 1k! ￿ p(1 − p)￿k (1 − p)n ≤ nk 1k! ￿ p(1 − p)￿k (1 − p)n
￿→
n→∞ 0
denn für alle p ∈ (0,1), k ∈ N ist (1 − p)n ∈ O(nk) bei n→∞.
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Die folgende Tabelle repräsentiert die Werte der Verteilungsfunktion einer N(0,1)-
verteilten Zufallsvariable in verschiedenen Punkten.
Abbildung 4: Verteilungstabelle der Standardnormalverteilung
Quelle: o.A. (2015)
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Lemma 5.1. Seien a1, . . . , an und b1, . . . , bn komplexe Zahlen mit ￿ai￿ ≤ 1, ￿bi￿ ≤ 1 für
alle i ∈ {1 . . . n}. So gilt: ￿ n
i=1 ai − n￿i=1 bi￿ ≤ n￿i=1 ￿ai − bi￿
Beweis nach (Kusolitsch, 2011, S. 312):
Man führe den Beweis mittels vollständiger Induktion.
Induktionsanfang (IA): Für n = 1 gilt trivialerweise ￿a1 − b1￿ ≤ ￿a1 − b1￿. Die Eigenschaft
ist somit gegeben.
Induktionsvoraussetzung (IV): Man nehme an, die Eigenschaft gelte für den Schritt n.
Induktionsschritt (IS): Man zeige, dass die Eigenschaft auch für den Schritt n + 1
gegeben ist. Dies erfolgt unter der Zuhilfenahme der Induktionsvoraussetzung:
￿n+1
i=1 ai − n+1￿i=1 bi￿ = ￿an+1 ￿ n￿i=1 ai − n￿i=1 bi￿ + (an+1 − bn+1) n￿i=1 bi￿
Dreiecks-
ungl.≤ ￿an+1 ￿ n￿
i=1 ai − n￿i=1 bi￿￿ +
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
(an+1 − bn+1) n￿
i=1 bi￿≤1
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿bi￿ ≤ 1≤ ￿an+1￿ ￿ n
i=1 ai − n￿i=1 bi￿ + ￿an+1 − bn+1￿
￿ai￿ ≤ 1≤ ￿ n
i=1 ai − n￿i=1 bi￿ + ￿an+1 − bn+1￿
(IV)≤ n￿
i=1 ￿ai − bi￿ + ￿an+1 − bn+1￿
= n+1￿
i=1 ￿ai − bi￿
￿
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Lemma 5.2. Sei x ∈ R und z ∈ C mit ￿z￿ ≤ 12 , so gilt folgende Ungleichung:
￿ez − 1 − z￿ ≤ ￿z￿2
Beweis nach (Kusolitsch, 2011, S. 312):
Sei ￿z￿ ≤ 12 .
￿ez − 1 − z￿ Potenzreihee-Fkt.= ￿1 + z + ∞￿
k=2
zk
k!
− 1 − z￿ = ￿ ∞
k=2
zk
k!
￿ = ￿z￿2
2
∞￿
k=3
￿z￿k
k!
⇐⇒ ￿ez − 1 − z￿ ≤ ￿z￿2
2
∞￿
k=3 ￿z￿k ￿z￿ ≤
1
2≤ ￿z￿2
2
∞￿
k=3
1
2k
Geometr.
Reihe= ￿z￿2
￿
Lemma 5.3. Sei x ∈ R, so gilt folgende Ungleichung:
￿eix − 1 − ix + x2
2
￿ ≤ min{x2, ￿x￿3}
Beweis nach (Kusolitsch, 2011, S. 312/313):
Man unterscheide die folgenden zwei Fälle:
1) Für x ∈ R sodass ￿x￿ ≥ 1 +√5:
￿eix − 1 − ix + x2
2
￿ Dreiecks-ungl.≤ ￿eix￿ + 1 + ￿x￿ + x2
2= 2 + ￿x￿ + x2
2
(∗)
≤ x2 ≤ ￿x￿3
Es wurde in (∗) genutzt, dass∀x ∈ R, ￿eix￿ = ￿ cos(x) + i sin(x)￿ = ￿cos2(x) + sin2(x) trigon.Pythagoras= 1.
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2) Für x ∈ R sodass ￿x￿ < 1 +√5:
￿eix − 1 − ix + x2
2
￿ Potenzreihee-Fkt.= ￿ ∞
k=0
(ix)k
k!
− 1 − ix + x2
2
￿ = ￿ ∞
k=3
(ix)k
k!
￿
≤ ￿x￿3
3!
+ x4
4!
= ￿x￿2 ￿￿x￿
6
+ x2
24
￿
Vorauss.≤ ￿x￿2 ￿1 +√5
6
+ (1 +√5)2
24
￿ = ￿x￿2 ￿5 + 3√5
12
￿ ≤ ￿x￿2
￿
Korollar 5.1. Aus der Feller-Bedingung (F) an eine Folge von Zufallsvariablen (Xn)n∈N ,
dass lim
n→∞ ￿max1≤k≤n  2ks2n ￿ = 0, folgt direkt
∀t ∈ R, ∃ n0 ∈ N sodass ∀n > n0 gilt t2 2k
2s2n
≤ 1
2
Beweis:
Das Korollar leitet sich direkt aus der Grenzwertdefinition für Folgen ab. Es ist daher
keine Beweisführung notwendig.
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Verteilungstyp Wertebereich X (⌦) P (X = k) E [X] Var (X) Charakt. Funktion 'X
Bernoulli
Ber(p) {0,1} pk (1 − p)1−k p p (1 − p) 'X (t) = 1 − p + p exp (i t)
p ∈ [0,1]
Binomial
B(n, p) {0, . . . , n} ￿nk￿pk (1 − p)n−k np np (1 − p) 'X (t) = (1 − p + p exp (i t))n
p ∈ [0,1]
Poisson
Po(m) N mkk! exp (−m) m m 'X (t) = exp (m (exp (i t) − 1))
m > 0
Geometrisch
G(p) N ∪ {0} (1 − p)k−1 p 1p 1−pp2 'X (t) = p exp(i t)1−(1−p) exp(i t)
p ∈ [0,1]
Uniform auf {1,2, . . . , n}
U{1,2,...,n} {1,2, . . . , n} 1n n+12 n2−112 'X (t) = 1n exp ￿i (n + 1) t2￿ sin￿n t2 ￿sin￿ t
2
￿
p ∈ [0,1]
Hypergeometrisch
H(N,n, p) {0, . . . , n} ￿Npk ￿￿N(1−p)n−k ￿￿N
n
￿ np N−nN−1np (1 − p) nicht explizit
p ∈ [0,1] und Np ∈ N
n ≤ Np und n ≤ N (1 − p)
Tabelle 5: Übersicht diskreter Verteilungstypen
N.B.   (↵) = ∫ +∞0 x↵−1 exp (−x)dx, ∀↵ > 1,   (↵) = (↵ − 1)  (↵ − 1) , ∀n ∈ N ∪ {0},   (n) = (n − 1)!,   ￿12￿ =√⇡
Verteilungstyp Dichtefunktion Verteilungsfunktion E [X] Var (X) Charakt. Funktion 'X
Uniform
U]a,b[ 1b−a 1]a,b[ (x) ￿￿￿￿￿￿￿￿￿
0 falls x ≤ a
x−a
b−a falls x ∈ ]a, b[
1 falls x ≥ b b+a2 (b−a)212 ￿
exp(i b t)−exp(i a t)
i t(b−a) t ≠ 0
1 t = 0
a, b ∈ R
ExponentialE ( )   exp (− x)1]0,+∞[ (x) ￿ 1 − exp (− x) si x > 00 sonst 1  1 2   −i t
  > 0
Normal
N (m, 2) 1√
2⇡ 2
exp ￿− 12 2 (x −m)2￿ nicht explizit m  2 exp ￿i t m − 12 2 t2￿
m ∈ R,  2 > 0
Gamma
  (↵, ✓) ✓↵ (↵)x↵−1 exp (−✓x)1]0,+∞[ (x) häufig nicht explizit ↵✓ ↵✓2 ￿ ✓✓−i t￿↵ si ↵ ∈ N ∪ {0}
↵ > 0, ✓ > 0
Beta
Beta (↵, ✓)  (↵+✓) (↵) (✓)x↵−1 (1 − x)✓−1 1]0,1[ (x) häufig nicht explizit ↵↵+✓ ↵ ✓(↵+✓)2(↵+✓+1) häufig nicht explizit
↵ > 0, ✓ > 0
Laplace
L (✓) ✓2 exp (−✓ ￿x￿) ￿ 12 exp (✓ x) falls x ≤ 01 − 12 exp (−✓ x) falls x ≥ 0 0 2✓2 ✓2✓2+t2
✓ > 0
CauchyC (✓) 1⇡ ✓✓2+x2 1⇡ ￿arctan ￿x✓ ￿ + ⇡2 ￿ existiert nicht existiert nicht exp (−✓ ￿t￿)
✓ > 0
Tabelle 6: Übersicht stetiger Verteilungstypen
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X1 ∼ n = 5 n = 10 n = 20 n = 50 n = 100 n = 500
Ber(0,2) 0.142 0.101 0.071 0.045 0.032 0.010
Ber(0,5) 0.106 0.075 0.053 0.034 0.024 0.008
Ber(0,8) 0.143 0.101 0.072 0.045 0.032 0.010
Po(1) 0.373 0.263 0.186 0.118 0.083 0.026
Po(5) 0.777 0.550 0.389 0.246 0.174 0.055
Po(10) 1.083 0.766 0.542 0.343 0.242 0.077E(1) 0.506 0.358 0.253 0.160 0.113 0.036E(5) 0.108 0.076 0.054 0.034 0.024 0.008E(10) 0.054 0.038 0.027 0.017 0.012 0.004
 (0,5; 2) 0.224 0.158 0.112 0.071 0.050 0.016
 (1; 1) 0.510 0.360 0.255 0.161 0.114 0.036
 (2; 1) 0.597 0.422 0.299 0.189 0.133 0.042
U(0,1) 0.080 0.056 0.040 0.025 0.018 0.006
U(1,10) 0.714 0.505 0.357 0.226 0.160 0.051
Tabelle 7: Abschätzung der Approximationsgenauigkeit K durch den Satz von Berry-
Esséen für verschiedene Verteilungstypen
Es sei darauf hingewiesen, dass sich die in der Tabelle gegebenen Werte als obere
Schranken für die maximale Abweichung der Verteilungsfunktionen verstehen (vgl. Satz
3.5). Erklärungen zu den jeweiligen Verteilungstypen finden sich in Anhang 5 (Tabelle
5 und 6).
ANHANG 50
Anhang 7
Es sei X1, . . . ,Xn eine einfache Stichprobe identisch verteilter und unabhängiger Zu-
fallsvariablen mit E[Xi] = µ und Var(Xi) =  2.
Die nachfolgende Tabelle enthält wichtige Stichprobenfunktionen:
Stichprobenfunktion Bezeichnung Erwartungswert Varianz
Yn = ∑ni=1Xi Merkmalssumme nµ n 2
Yn = 1n ∑ni=1Xi Stichprobenmittel µ  2n√
nYn−µ  Gauß-Statistik 0 1
1
n ∑ni=1 (Xi − µ)2 Mittlere quadratischeAbweichung bzgl. µ  2
1
n ∑ni=1 ￿Xi − Yn￿2 Mittlere quadratischeAbweichung n−1n  2
S2 = 1n−1 ∑ni=1 ￿Xi − Yn￿2 Stichprobenvarianz  2√
nYn−µS t-Statistik
Tabelle 8: Wichtige Stichprobenfunktionen
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Abbildung 5: Originaldaten preussischer Huftritt-Toter von 1875 bis 1894
Quelle: (Härdle & Vogt, 2015, S. 32)
Die Tabelle stellt die Toten durch Huftritt in der preussischen Armee dar. Dabei re-
präsentieren die Spalten die Jahre 1875-1894 und die Zeilen das jeweilige Korps der
preussischen Armee.
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