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Abstract
It is observed that the reduced density matrices corresponding to
pure states of bipartite qudits systems possess the Gram matrix struc-
ture. This observation has opened a possibility to analyse the entan-
glement in such systems from the purely geometrical point of view.
In particular a new, of the geometrical nature quantitative measure
of an entanglement has been proposed. Using the invented Gram ma-
trix approach, a version of non-linear purification of a mixed states
describing system analysed has been presented.
Keywords: pure states quantum entanglement, Schmidt decom-
position, Gram operator, gramian, generalized gramian, purification,
Cholesky decomposition, non-linear purification, geometrical aspects
of entanglement
1 Introduction
Quantum correlations contained in quantum entangled states describing com-
posite quantum systems are by no doubts one of the major resources for
several quantum information tasks [1, 2, 3, 4, 5]. One of the very interesting
feature of the quantum entanglement is its monogamy nature which means,
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roughly, that a total, available amount of quantum correlations contained
in quantum states are always of a limited capacity, depending on the very
nature of a system considered. In particular, there exist quantum states con-
taining maximal possible amount of quantum correlations and exactly these
states are often most wanted for performing several quantum protocols like:
teleportation of states, cryptographic protocols implementations and many
others. This is the main reason that the mathematical description and the
corresponding engineering technologies of preparing physically such maxi-
mally entangled states seem to be of a great importance [18]. In the case
of composite systems being in the maximally entangled state it is impossi-
ble further to entangle them with another quantum system, this monogamy
principle is the major element that defends the security of the most of the
implemented technically cryptographic protocols up to date [6].
In the case of finite dimensional systems a lot of work has been done on
the very nature of quantum entanglement [1, 2, 3, 4], the case of two-partite
systems is the best recognised situation. In the case of two-partite, finite
dimensional system being in the pure state, the Schmidt decomposition of
the corresponding pure state gives essentially all relevant information on the
corresponding quantum correlations. From the quantitative point of view
and from qualitative ((S)LOCC type, semi-order relations [2, 3, 4, 20, 21]
point of view as well. The case of many-partite systems, and also the case of
mixed (even for two-partite systems) states is much less recognised despite
to many efforts [2, 3, 4, 5, 22].
The case of two-partite systems composed from finite dimensional sys-
tems coupled with each other is being discussed in the present paper from the
Gram matrix techniques perspective. In several areas of modern research the
notion of Gram matrices is being extensively used as an important analytic
tool. The differential geometry, mathematically oriented statistics problems,
quantum chemistry and atomic physics, control theory, machine learning and
deep learning problems are some examples in which Gram matrices play an
important role [19]. Concerning Quantum Information Theory it is hardly
to show the explicite use of the Gram matrix based methods. Up to our best
knowledge the presented material here is the first systematic and serious at-
tempt to apply Gram matrices theory to analyse the quantum entanglement
phenomenon. In particular, a general form of Gram operators describing
maximally entangled pure states of such systems is being derived and the
corresponding amount of entanglement contained and defined standardly as
the von Neumann entropy of the arising reduced density matrices is calcu-
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lated.
The organization of this paper, the first of a planned series of is the fol-
lowing. In Sec. 2, mainly for the reader convience we collect some basic
mathematics notions and facts used in the next sections. Sec. 3 contains the
basic observations that the reduced density matrices of a bipartite quantum
systems possess a Gram matrix structure as based on specially chosen frames.
The first application of this fact is contained in Sec. 4 where non-linear purifi-
cation map based on the Cholesky decomposition of the corresponding Gram
matrices is being presented. In Sec. 5 a new geometrical invariants called
Gramian volumes is being introduced together with presentation of their
elementary properties included: local SU(d1) ⊗ SU(d2) invariance, mono-
tonicity under the local unitary and non-unitary operations like generalised
measurements and CP-transformations (expressed by Completely-Positive
Krauss operators) induced by interaction with environment.
2 Mathematical preliminaries
In this section we recall basic definition and notions used in the present paper.
Additionally, in Table 1 we have collected symbols which are used frequently
in the further part of this document.
2.1 Frames
For a given d ∈ N (where N denotes natural numbers) let Cd be standard,
d-dimensional Euclidean space over complex numbers denoted as C and
equipped with the standard scalar product 〈·|·〉. Any finite set Σ of vec-
tors from the space Cd will be called frame. The length of a frame Σ is
defined as cardinality of the set Σ is denoted as |Σ| and rank of Σ, denoted
as rank(Σ) is equal to the dimension of linear span formed (= lh(Σ)) from
the vectors of Σ.The set of all frames (of a given length k, i.e. the finite
subsets Σ = {ψ1, . . . , ψk} of vectors in Cd with k ≥ 1) will be denoted as
F(Cd) (resp. kF(Cd)). The subset of all frames consisting of orthogonal to
each others vectors is denoted as OF(Cd), and if moreover all vectors forming
a given frame are normalized, then the frame is named orthonormal frame
and the set of all orthonormal frames in Cd is denoted as ONF(Cd). A frame
Σ ∈ F(Cd), the linear hull of which is equal to Cd and rank(Σ) = d is called
a base. The set of all bases of Cd is denoted as B(Cd). In particular the set
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Table 1: Some symbols, notations, sets and functions used in the paper
Notation Description
R set of real numbers
C set of complex numbers
N set of integer numbers
U set of unitary operators
C, D set of vectors
M set of matrices
En, In identity matrix
A+B, A−1, sum of two matrices, inverse of matrix,
A⋆, A† conjugation of matrix, hermitian adjoint of matrix
l⊥ orthogonal complement of space l
⊗ Kronecker product of matrices or vectors
⊕ direct sum of matrices and spaces
〈·|·〉 scalar product
M algebra of matrices
Tr (A) trace of matrix A
σ(A) spectrum of matrix A (counted with multiplicities)
σsv(A) the singular values of matrix A (counted with multiplicities)
E(Cd) the set of density matrices on Cd, i.e. ρ ≥ 0 and Tr (ρ) = 1
∂E(Cd) the set of pure states on Cd
1 : n means the sequence of 1, 2, 3, . . . , n
i ∈ 1 : n means that the index i runs over the sequence 1 : n
SL(n,F) special linear group of degree n over a field F
(S)U(d) the multiplicative group of (special) unitary matrices acting in Cd
pi single permutation
Sk symmetric group of permutations
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of all bases consisting of orthogonal (and normalized) vectors is denoted as
OB(Cd) (resp. ONB(Cd)).
A canonical base of Cd consists of d vectors ei, for i = 1 : d and such that
the j-th component (of the column as written) ei is equal (ei)j = δij where δij
is discrete Kronecker delta symbol. Any vector Ψ ∈ Cd can be in an unique
way written as
Ψ =
d∑
i=1
ciei, (1)
where ci = 〈ei|Ψ〉Cd.
2.2 Matrices and vectors
The algebra of n × m size matrices over the complex numbers C (or real
numbers R) is denoted as Mn×m(C) (resp. Mn×m(R)) and Mn the square
analog. We skip sometimes the field if the matrix can be either real or
complex without changing the result.
The (i, j)-th entry of a matrix M ∈ Mn×m is referred to by (M)ij or by
mij . Let A be a matrix. Then we note A
T its transpose, by A∗ its (complex)
conjugate by A† its conjugate transpose, by A−1 its inverse (if exists, i.e. A
is nonsingular) and by det(A) we denote its determinant.
Furthermore we introduce the following special vectors and matrices. Let
En (or In) be an identity matrix of dimension n. The dimension is omitted if
it is clear from the context. Eij is the ij-th elementary 0−1 projection matrix
where zero value is in each position except value equal to one in position (i,j).
The following inner product, called Hilbert-Schmidt product introduces
a Hilbert space structure in the space of matrices:
〈M |N〉 = Tr (M †N) , (2)
for M,N ∈Mn and where Tr (·) is the matrix trace, i.e.:
Tr (M) =
∑
i∈1:n
Mii. (3)
The corresponding norm
M = Tr
(
M †M
) 1
2 , (4)
is known as the Frobenius norm.
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For any matrix A ∈Mn we introduce the vec operation, defined as:
vec(A) = (a11, . . . , an1, . . . . . . , a1n . . . , ann)
T . (5)
Then the Hilbert-Schmidt inner product can be seen as:
Tr
(
A†B
)
= 〈vec(A)|vec(B)〉
Cn
2 . (6)
A hermitian matrix A ∈ Mn(C) is called positive semi-definite which is
denoted as A ≥ 0 ) iff for any v ∈ Cd:
〈v|Av〉 ≥ 0. (7)
A matrix A is positive definite if the inequality (7) is strict for all non
zero v ∈ Cd.
Recall the eigenvalues of a square matrix A ∈Mn×n(C) are the numbers
λ ∈ C that satisfy the eigenvalue equation Avλ = λvλ for some non-zero
v ∈ Cn. The spectrum of A, which is the set of all eigenvalues, is denoted as
σ(A). The spectral decomposition of a normal matrix A ∈ Mn×n(C) is the
formula
A =
∑
σ(A)
λEvλ , (8)
where Evλ is the orthogonal projector onto the vector vλ.
The singular values of a matrix A ∈ Mn×m are the square roots of the
min(n,m) (counting multiplicities) largest eigenvalues of A+A. The singular
value decomposition of A is the following formula:
A = V DW †, (9)
where V ∈Mn, W ∈Mm are unitary and D is a diagonal matrix containing
the singular values (ordered by non-increasing size of them) on the diagonal.
From the decomposition given by Eq. (9) it follows that the rank A is the
number of its non-zero singular values.
2.3 Tensor (Kronecker) product of matrices
The tensor product of two matrices A ∈Mn×m, B ∈Mp×q is defined as
A⊗ B =


a11B . . . a1mB
...
. . .
...
an1B . . . anmB

 ∈Mpn×qm(C). (10)
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Notation concerning tensor product:
• notation ∑i=1:d1 means the ”summation over i from 1 to d1”,
• notation iα ∈ 1 : d1 means ”i from the set {1, . . . , d1}”.
A. For vectors:
Let v ∈ Cd1 , w ∈ Cd2 then v =∑i=1:d1 viei, w =∑i=1:d2 wifi, we have:
v ⊗ w =
∑
i,j
viwjei ⊗ fj =
∑
α=1:d1d2
VαE
⊗
α , (11)
where (E⊗α )β = δαβ is the canonical base of the space C
d1d2 . For α ∈ 1 : d1d2
we can decompose in an unique way:
α = (iα − 1)d2 + jα, where iα ∈ 1 : d1 and jα ∈ 1 : d2 and then Vα = viαwjα.
(12)
In particular, we have: ei ⊗ fj = E⊗α(i,j), where:
α(i, j) = (i− 1)d2 + j, i ∈ 1 : d1, j ∈ 1 : d2. (13)
B. for matrices local versus global canonical bases:
Let (Eij , i, j = 1 : d) be a system of well known 0− 1 matrices forming a
canonical base in the space Md×d(C) i.e.:
(Eij)αβ = δαiδjβ for α, β = 1 : d. (14)
If A = (aij) ∈ Mn×m(C), B = (bij) ∈Mp×q(C) then the tensor product of
A and B is given by
(A⊗B)αβ = aiαjαbiβjβ , (15)
where the indices iα, . . . , jβ have to be computed from the equations:
α = (iα − 1)p+ jα, where iα ∈ 1 : n and jα ∈ 1 : p,
β = (iβ − 1)q + jβ, where iβ ∈ 1 : m and jβ ∈ 1 : q. (16)
In particular we have the following formula: if E1ij ∈ Mn×m(C), and
E2kl ∈ Mp×q(C) are canonical bases in the corresponding space of matrices
then
E1ij ⊗ E2kl = E⊗αβ for
α = (i− 1)p+ j, where i ∈ 1 : n and j ∈ 1 : p,
β = (i− 1)q + j, where i ∈ 1 : m and j ∈ 1 : q. (17)
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2.4 Some basic properties of the Kronecker product
For the completeness of the paper and for the less experienced reader conve-
nience mainly we list some, more or less known albeit elementary properties
of the introduced tensor product of matrices and that are of some use in the
following discussion presented in the next sections.
(TP1) For any A ∈ Mn×m, B ∈Mp×q the following formulas hold true:
(i) (A⊗ B)T = AT ⊗BT ,
(ii) (A⊗ B)⋆ = A⋆ ⊗B⋆,
(iii) (A⊗ B)† = A† ⊗B†,
(iv) if A−1 and B−1 exist then (A⊗ B)−1 also exists and the equality
holds true (A⊗B)−1 = A−1 ⊗ B−1.
(TP2) For any A ∈ Mn, B ∈Mp:
(i) det(A⊗ B) = det(A)ndet(B)p,
(ii) Tr (A⊗ B) = Tr (A) Tr (B).
(TP3) For any A ∈ Mn, B ∈Mp:
σ(A⊗ B) = σ(A) · σ(B) ≡ {λAλB, λA ∈ σ(A), λB ∈ σ(B)}. (18)
And then, if
(A⊗B)ΨλAλB = λAλBΨλAλB , (19)
then ΨλAλB = ΨλA ⊗ΨλB , where AΨλA = λAΨλA and BΨλB = λBΨλB
are the corresponding eigenfunctions.
(TP4) For any A ∈ Mn×m, B ∈ Mp×q such that rank(A) = rA, rank(B) = rB
and for which the corresponding singular value decompositions are
A = VADAWA, B = VBDBWB, (20)
(see for [23]) the following SVD formula holds true
A⊗B = (VA ⊗ VB)(DA ⊗DB)(WA ⊗WB). (21)
In particular it follows from Eq. (21) that
(i) rank(A⊗B) = rArB,
(ii) σsv(A⊗B) = σsv(A)·σsv(B) ≡ {µA · µB, µA ∈ σsv(A), µB ∈ σsv(B)}.
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3 Gram matrix description of the pure states
Let d1, d2 be a given integers and let Ψ be a vector in the space C
d1 ⊗ Cd2 .
Using the canonical bases (ei) and (fj) in the corresponding spaces C
d1 , Cd2
resp., the vector Ψ can be expanded as:
Ψ =
∑
i,j
cijei ⊗ fj, cij = 〈ei ⊗ fj |Ψ〉 for i = 1 : d1, j = 1 : d2. (22)
Let {E⊗i , i = 1 : d1d2} be the canonical base of the product space Cd1 ⊗
Cd2 ∼= Cd1d2 . Then the vector Ψ can also be decomposed as
Ψ =
∑
i=1:d1d2
DiE
⊗
i , Di = 〈E⊗i |Ψ〉 for i = 1 : d1d2. (23)
Let Ψ ∈ Cd1 ⊗ Cd2 then we can write
Ψ =
∑
i,j
cijei ⊗ fj =
∑
i=1:d1
ei ⊗
( ∑
j=1:d2
cijfj
)
=
∑
j=1:d2
(∑
i=1:d1
cijei
)
⊗ fj . (24)
Using this we can define two frames:
ΓR(Ψ) = {ψRi =
∑
j=1:d2
cijfj , i = 1 : d1}, (25)
in Cd2 and of length d1 and
ΓL(Ψ) = {ψLi =
∑
i=1:d1
cijei, j = 1 : d2}, (26)
in Cd1 and of length d2.
In terms of the introduced frames we can write
Ψ =
∑
i=1:d1
ei ⊗ ψRi , (27)
or
Ψ =
∑
j=1:d2
ΨLj ⊗ fj . (28)
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Let us define the following maps:
JR : Cd1 → Cd2 , for v =
∑
i=1:d1
viei, J
R(v) =
∑
i=1:d1
viψ
R
i , (29)
and similarly
JL : Cd2 → Cd1 , for w =
∑
j=1:d2
wjfj , J
L(w) =
∑
j=1:d2
wjψ
L
j . (30)
The adjoint operation to JR, the operation (JR)† is given as:
(JR)† : Cd2 → Cd1 , 〈w|JRv〉 = 〈(JR)†w|v〉. (31)
From which it follows
(JR)†ij = 〈(JR)†fj|ei〉 = 〈fj |ψRi 〉 = cij . (32)
Similarly we can compute the matrix of the operator (JL)†
(JL)†ij = 〈(JL)†ej |fi〉 = 〈ej|ψLi 〉 = cji. (33)
Definition 1. Let Ψ ∈ Cd1 ⊗ Cd2. The right Gram operator of Ψ is defined
as:
∆R(Ψ) = (JR)† ◦ JR : Cd1 → Cd1 . (34)
Similarly, the left Gram operator of the vector Ψ is defined as
∆L(Ψ) = (JL)† ◦ JL : Cd2 → Cd2 . (35)
And finally, the Gram operator of Ψ is defined as:
∆(Ψ) = ∆R(Ψ)⊗∆L(Ψ) : Cd1 ⊗ Cd2 → Cd1 ⊗ Cd2 . (36)

Remark 1. Let Ψ ∈ Cd1 ⊗ Cd2,
Ψ =
∑
i,j
cijei ⊗ fj, (37)
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be given. Then the density matrix Q(Ψ) of the pure state |Ψ〉 (where the well
known bra and ket notation is being used) is given by the following formula:
Q(Ψ) = |Ψ〉〈Ψ| =
∑
αβ
∑
α′β′
cαβcα′β′|eα ⊗ fβ〉〈eα′ ⊗ fβ′|. (38)
Computing the corresponding reduced density matrices:
Q2(Ψ) = TrCd1 (Q(Ψ)) , Q
1(Ψ) = TrCd2 (Q(Ψ)) . (39)
It follows that Q1(Ψ) = ∆R(Ψ) and Q2(Ψ) = ∆L(Ψ).
Therefore, we conclude that the corresponding Gram matrices ∆R(Ψ) and
∆L(Ψ) have an important, physical meaning and as such they are physically
observable quantities. See, i.e. for more on this [5]. 
Example 1. Let us consider the case d1 = d2 = 2 in a more details. Let
Ψ ∈ C2 ⊗ C2 ∼= C4, Ψ = ∑α=1:4 cαE⊗α where (E⊗α )β = δαβ is the canonical
base of the space C4. The R-frame of Ψ is easy to compute:
FR(Ψ) =
(
ψR1 =
(
c1
c2
)
, ψR2 =
(
c3
c4
))
,
FL(Ψ) =
(
ψL1 =
(
c1
c3
)
, ψL2 =
(
c2
c4
))
. (40)
The corresponding Gram matrices are given as
∆R(Ψ) =
( |c1|2 + |c2|2 c1c3 + c2c4
c3c1 + c4c2 |c3|2 + |c4|2
)
,
∆L(Ψ) =
( |c1|2 + |c3|2 c1c2 + c3c4
c2c1 + c4c3 |c2|2 + |c4|2
)
. (41)
Denoting:
A = |c1|2 + |c2|2,
B = |c3|2 + |c4|2,
C = |c1|2 + |c3|2,
D = |c2|2 + |c4|2,
C13 = c1c3 + c2c4,
C12 = c1c2 + c3c4,
C31 = c3c1 + c4c2,
C21 = c2c1 + c4c3,
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we obtain the explicite formula for the full Gram matrix of the vector Ψ:
∆(Ψ) =


AC AC12 CC13 C13C12
AC21 AD C13C21 DC13
C31C C31C12 BC BC12
C31C21 DC31 BC21 BD

 . (42)

Example 2. Let Ψ = ψ1 ⊗ ψ2, where ψ1 =
∑
i=1:d1
ciei, ψ2 =
∑
i=1:d2
difi be
a separable vector in Cd1 ⊗ Cd2. Then by an easy computation:
RF (Ψ) = {ψRα = cαψ2 for α = 1 : d1},
LF (Ψ) = {ψLβ = dβψ1 for β = 1 : d2}, (43)
therefore
∆R(Ψ)αβ = 〈ψRα |ψRβ 〉 = cαcβ||ψ2||2,
∆L(Ψ)αβ = 〈ψLα |ψLβ 〉 = dαdβ||ψ1||2. (44)
Defining the following vectors C = [c1, . . . , cd1] and D = [b1, . . . , bd2 ] and
multiplying them as matrices we have the following equalities:
∆R(Ψ) = C†C and ∆L(Ψ) = D†D. (45)

It is not difficult to note the following:
Proposition 1. A vector Ψ ∈ Cd1 ⊗ Cd2 is separable vector iff there exist
two vectors (as rows) C ∈ Cd1 and D ∈ Cd2 such that ∆R(Ψ) = C†C and
∆L(Ψ) = D†D.
Proposition 2. Let Ψ ∈ Cd1⊗Cd2 . Then, the corresponding Gram operators
∆R, ∆L and ∆ have the following matrix representations in the canonical
bases (ei), (fj) and (E
⊗
k ) respectively:
∆R(Ψ)ij = 〈ψRi |ψRj 〉Cd1 for i, j = 1 : d1,
∆L(Ψ)ij = 〈ψLi |ψLj 〉Cd2 for i, j = 1 : d2. (46)
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and
∆(Ψ)ij = 〈E⊗j |∆(Ψ)E⊗i 〉 = 〈eβ1⊗fα1 |∆(Ψ)eβ1⊗fα1〉 = ∆R(Ψ)β1β2∆L(Ψ)α1α2 ,
(47)
for
i = (α1 − 1)d1 + β1, j = (α2 − 1)d1 + β2, (48)
where 1 ≤ α ≤ d2 and 0 ≤ β ≤ d1 − 1. See for formulas Eq. (12) and
Eq. (13).
Proposition 3. Let Ψ ∈ Cd1⊗Cd2 . Then, all the introduced Gram operators
connected with Ψ are hermitian and positive semi-definite , which means
that for any finite sequence αi, i = 1 : d1 of complex numbers the following
inequality holds: ∑
i,j=1:d1
αiαj∆
R(Ψ)ij ≥ 0. (49)
The minimal value equal to zero in Eq. (49) is attained , i.e dimKer(∆R(Ψ)) >
0 iff the frame RF (Ψ) has rank less then d1 , i.e the vectors Ψ
R
i forming
RF (Ψ) are linearly dependent. And similarly for the case of ∆L(Ψ) and
∆(Ψ).
Proof. Using the explicite form of the matrix elements of ΓR as given by (46)
it follows: ∑
i,j=1:d1
αiαj∆
R(Ψ)ij =
∑
i,j=1:d1
αiαj〈ψRi |ψRj 〉Cd1 =∣∣∣∣∣〈
∑
i=1:d1
αiψ
R
i |
∑
i=1:d1
αiψ
R
i 〉
∣∣∣∣∣
2
=
∑
i=1:d1
αiψ
R
i
2 ≥ 0. (50)
And similarly for the remaining cases. Non-negativity of the Gram oper-
ator ∆(Ψ) follows also from the fact that the tensor product of positive
semi-definite (positive definite) matrices is also positive semi-definite (resp.
positive definite) matrix.
Proposition 4. Let Ψ ∈ Cd1 ⊗ Cd2. Then, the following formula hold:
Tr
(
∆R(Ψ)
)
= Tr
(
∆L(Ψ)
)
= ||Ψ||2, (51)
and
Tr (∆(Ψ)) = ||Ψ||4. (52)
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Proof. From Eq. (46) is follows:
Tr
(
∆R(Ψ)
)
=
∑
i=1:d1
∆R(Ψ)ii =
∑
i=1:d1
||ψRi ||2 = ||Ψ||2. (53)
The equality Eq. (52) follows from the fact that the trace of tensor product
of operators is equal to the product of traces, see TP2 (ii) property. In
particular cases of normalized vector the corresponding traces are all equal
to 1.
Let (S)U(d) stands for the multiplicative group of (special) unitary trans-
formations of the space Cd. Then we have the following observation.
Proposition 5. Let Ψ ∈ Cd1⊗Cd2 . Then the Gram operators of Ψ as defined
above obey the following invariance properties:
(1) for any U ∈ SU(d2):
∆R((1⊗ U)Ψ) = ∆R(Ψ), (54)
(2) for any U ∈ SU(d1):
∆L((U ⊗ 1)Ψ) = ∆L(Ψ), (55)
(3) for any U1 ∈ SU(d1) and for any U2 ∈ SU(d2):
∆((U1 ⊗ U2)Ψ) = ∆(Ψ). (56)
Proof. It follows from the very definitions.
Let us start with the following presumably well known and intuitively
obvious observation.
Lemma 1. Let F1 = (v1, . . . , vk), F2 = (w1, . . . , wk) be a two k-frames in
Cd and let ∆(F1), resp. ∆(F2) are the corresponding Gram matrix of F1,
resp. of F2. Assume that ∆(F1) = ∆(F2), then there exists an unitary map
U ∈ SU(d) such that F2 = UF1.
Proof. We divide the proof into four cases:
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(Case 1a:) k = d and rank(∆(F1)) = d .
Let us start the with case k = d and d = rank(F1) = rank(F2). From
the equality ∆(F1) = ∆(F2) it follows that the angles is between pairs
of vector forming F1 and F2 are the same. Imagine as a base of C
d the
coordinate systems with axis defined as vectors forming F1. The same
imagine for the coordinate system formed from vectors of F2. Both
systems can be seen as skeletons of some rigid body which in both
cases looks like (up to some extent of course) rigid hedgehog. From the
elementary arguments it follows that one can rigidly rotate the coordi-
nate system in Cd formed by F2 into such positions the corresponding
coordinate axes will coincide with that of F1. But any rotation in C
d
is an element of SU(d) group.
(Case 1b:) k = d and rank(F1) = m < d .
Let lh(F1) be a subspace of dimension m in C
d formed by subframe
F
′
1 ⊂ F1, F ′1 = {vi1 , . . . , vim} and let F ′2 = {wi1 , . . . , wim} ⊂ F2 be the
corresponding k-subframe of F2. From the equality ∆(F1) = ∆(F2) it
follows that ∆(F
′
1) = ∆(F
′
2) and we can apply the argument used in
Case 1a and conclude that exists unitary map
U
′
: lh(F
′
1)→ lh(F ′2)
with U
′
(viα) = wiα, α = 1 : k.
(57)
But
C
d = lh(F
′
1)⊕ lh(F
′
1)
⊥, (58)
where (·)⊥ means the orthogonal complement of (·) and therefore defin-
ing, for any unitary map U⊥:
U
′⊥
: lh(F
′
1)
⊥ → lh(F ′2)⊥. (59)
Then the map U = U
′ ⊕ U ′⊥ is the desired unitary map U: Cd → Cd
and such that UF1 = F2.
(Case 2:) k < d.
Similar arguments can be used as for the (Case 1b).
(Case 3:) k > d.
Let k
′
= rank(∆(F1)) = rank(∆(F2)) and let F
′
1 = {vi1 , . . . , vik} ⊂ F1
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be such that rank(F
′
1) = k
′
), i.e. lh(F
′
1) = lh(F1) and similarly for F2.
Let F
′
2 be the spanning k
′
-subframe chosen from F2. From
∆(F
′
2) = ∆(F
′
1), (60)
it follows that there exist an unitary map U1 : lh(F
′
1) → lh(F ′2) such
that U1(vi′ ) = wi for v
′
i ∈ F1 from which it follows that in fact U1(vi) =
wi for all i = 1 : k.
Decomposing:
C
d = lh(F
′
1)⊕ lh(F
′
1)
⊥ = lh(F
′
2)⊕ lh(F
′
2)
⊥, (61)
and taking any unitary map U⊥:
U⊥1 : lh(F
′
1)
⊥ → lh(F ′2)⊥, (62)
and then
U = U1 ⊕ U⊥2 , (63)
and this concludes the proof of Lemma 3.
Example 3. Let us consider the asymmetric case C2 ⊗ C3 in more details.
Let
Ψ =
2∑
α=1
3∑
β=1
ψαβeα ⊗ fβ,
where {e1, e2}, resp. { f1, f2, f3} are the canonical basises in C2 resp. in C3.
Writing
Ψ =
2∑
α=1
eα ⊗ rα,
where
rα =
3∑
β=1
ψαβfβ ∈ C3.
Defining
jR : C
2 → C3
eα → rα ,
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and extending by linearity to the whole space C2 it is not difficult to compute
∆R(Ψ) =
[ 〈r1|r1〉C3 〈r2|r1〉C3
〈r1|r2〉C3 〈r2|r2〉C3
]
.
Similarly
∆L(Ψ) =

 〈l1|l1〉C2 〈l2|l1〉C2 〈l3|l1〉C2〈l1|l2〉C2 〈l2|l2〉C2 〈l3|l2〉C2
〈l1|l3〉C2 〈l2|l3〉C2 〈l3|l3〉C2

 ,
where
Ψ =
3∑
β=1
lβ ⊗ fβ , (64)
and
lβ =
2∑
α=1
ψαβeα ∈ C2. (65)
The following facts hold to be true:
(1) rank{l1, l2, l3} ≤ 2,
(2) det(∆l(Ψ)) = 0,
(3) σ (∆L(Ψ)) \ σ(∆R(Ψ)) = {0} .
Proof. Proof of fact (3) in Example 3.
Let
pi12 : C
2 ⊗ C3 → C3 ⊗ C2
ψ1 ⊗ ψ2 → ψ2 ⊗ ψ1, (66)
and then extended by linearity to the whole space C2 ⊗ C3 . The map
pi12 is bijective and preserving scalar product therefore pi12 is an unitary
isomorphism in between the corresponding spaces. Let Ψπ = pi12(Ψ) ∈ C3 ⊗
C2, then ∆R(Ψπ) = ∆L(Ψ). Let
Ψ =
2∑
α=1
sαeα ⊗ fα, (67)
be the canonical Schmidt decomposition of Ψ. Let us consider:
Ψ
′
=
3∑
β=1
s
′
βfβ ⊗ eβ,
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where s
′
β = sα for β ≤ 2 and s′3 = 0.
From the uniqueness (modulo kernel of the corresponding Gram operator
∆, see [2, 3]) it follows that
Ψ
′
= Ψπ, (68)
and the point (3) above follows.
Let us consider general asymmetric case d1 < d2. Preceding exactly as in
Example 3 we can prove the following proposition.
Proposition 6. Let Ψ ∈ Cd1⊗Cd2 with d1 < d2 and let ∆R(Ψ), resp. ∆L(Ψ)
be the corresponding Gram matrices of Ψ. Then:
(1) rank(∆L) ≤ rank(∆R), in fact rank(∆L) = rank(∆R),
(2) det(∆L) = 0,
(3) σ(∆L(Ψ)) \ σ(∆R(Ψ)) = {0, . . . , 0} (with d2 − d1 zeros at least1).
Now, we are ready to formulate the following result:
Proposition 7. Let ψ1, ψ2 ∈ Cd1 ⊗ Cd2 and let assume that:
(a) Let ∆R(ψ1) = ∆
R(ψ2) and rank(∆
R(ψ1)) = d2. Then there exists an
unique U ∈ SU(d2) such that ψ1 = (1 ⊗ U)ψ2. If rank(∆R(ψ1)) 6= d2
then the uniqueness part is not valid in general.
(b) Let ∆L(ψ1) = ∆
L(ψ2) and rank(∆
L(ψ1)) = d1. Then there exists an
unique U ∈ SU(d1) such that ψ1 = (U ⊗ 1)ψ2. If rank(∆L(ψ1)) 6= d1
then the uniqueness part is not valid in general.
(c) Let ∆(ψ1) = ∆(ψ2) and let rank(∆(ψ1)) = d1 · d2. Then there exists
an unique pair U1 ∈ SU(d2), U2 ∈ SU(d1) such that ψ1 = (U2⊗U1)ψ2.
If rank(∆(ψ1)) 6= d1 · d2 then the uniqueness part is no longer valid in
general.
1As explained before the notion of spectrum σ(A) of a matrix A is defined as some
quasi(multi)-set structure with multi elements (eigenvalues listed together with their mul-
tiplicities).
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3.1 Relative Gram operators
Let Ψ ∈ Cd1 ⊗ Cd2 , Φ ∈ Cd1 ⊗ Cd2 and let ΨR = (ψ1, . . . , ψd1) and ΦR =
(φ1, . . . , φd1) be R-frames of Ψ, resp. of Φ.
For α, β ∈ C we define the new vector Θ = αΨ+ βΦ ∈ Cd1 ⊗Cd2 and we
have
RF(αΨ+ βΦ) = αΨR + βΦR. (69)
Therefore, using (46) we have the following formula
∆R(αΨ+βΦ) = |α|2∆R(Ψ)+αβ∆R(Ψ|Φ)+αβ∆R(Φ|Ψ)+ |β|2∆R(Ψ), (70)
where
∆R(Ψ|Φ)ij = 〈φj|ψi〉Cd. (71)
It is clear that the identical definitions works in the case of left frames
also.
Definition 2. Let Ψ = (ψ1, . . . , ψk) and Φ = (φ1, . . . , φk) be two k-frames
in the space Cd. Then we define the relative Gram operators (equivalently
Gram matrix) of them as:
∆(Ψ|Φ)αβ = 〈φβ|ψα〉Cd. (72)
The following elementary properties of the introduced bilinear functional
∆(·|·) on the space of k-frames is listed now:
RG(1) If Ψ = Φ then ∆(Ψ|Φ) = ∆(Ψ).
RG(2) For any Ψ,Φ ∈ kF(Cd):
∆(Ψ|Φ)† = ∆(Φ|Ψ). (73)
RG(3) The self-adjoint part of ∆, denoted as s∆ is given by:
s∆(Ψ|Φ) = s∆(Ψ|Φ)) + s∆(Φ|Ψ), (74)
and then
s∆(Ψ|Φ)† = s∆(Ψ|Φ). (75)
RG(4) For any α ∈ C, any Ψ ∈ kF(Cd):
∆(αΨ) = |α|2∆(Ψ). (76)
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RG(5) For any Ψ,Φ ∈ kF(Cd):
∆(Ψ + Φ) = ∆(Ψ) + ∆(Φ) + ∆(Ψ|Φ) + ∆(Φ|Ψ), (77)
RG(6) If s∆(Ψ|Φ) ≡ ∆(Ψ|Φ) + ∆(Φ|Ψ) then ∆(Ψ) + ∆(Φ) ≥ −s∆(Ψ|Φ).
RG(7) For any U ∈ SU(k) we have ∆(UΨ|UΦ) = ∆(Ψ|Φ).
Using the notion of the graded Grassmann algebra construction Λ(Cd)
together with the corresponding exterior, antisymmetric cross product Λ the
following result can be proved [15, 16, 17].
Proposition 8. Let Ψ = (ψ1, . . . , ψk) ∈ kF (Cd), Φ = (φ1, . . . , φk) ∈ kF (Cd).
Then
det(∆(Ψ|Φ)) = 〈ψ1 ∧ . . . ∧ ψk|φ1 ∧ . . . ∧ φk〉Λk(Cd). (78)
In particular:
(i) det(∆(Ψ)) = ||ψ1 ∧ . . . ∧ ψk||2Λk(Cd),
(ii) for any k > d, det(∆(Ψ|Φ)) = 0.
4 Non-linear purification
Let Tu(l)(C
d) stands for the set of upper (resp. lower) triangular matrices of
size d× d. The following results are evident.
Lemma 2. Basic properties of triangular matrices
1. Let A,B ∈ Tu(Cd), then
(i) A +B ∈ Tu(Cd),
(ii) A ·B ∈ Tu(Cd),
(iii) if A−1 exists then A−1 ∈ Tu(Cd),
(iv) ∀c∈C c · A ∈ Tu(Cd).
2. The same results are valid if A,B ∈ Tl(Cd).
Lemma 3. Tensor products of triangular matrices
1. Let A ∈ Tu(Cd) and B ∈ Tu(Cd
′
) then A⊗ B ∈ Tu(Cd·d
′
).
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2. The same is valid if A ∈ Tl(Cd) and B ∈ Tl(Cd
′
).
Proof. Follow from the very definitions and material presented in Sec. 2.3.
Lemma 4. An algebra of upper and lower matrices
(1) The sets Tu(l)(C
d) form self-adjoint algebras of the algebra M(Cd).
(2) The sets Tu(l)(C
d), from the point of view of Lie algebra theory forms
solvable Lie subalgebras of the Lie algebra gl(Cd) of all d× d matrices.
Proof. Point (1) is obvious. For the proof of (2) we refer to [24, 25].
Let A be a strictly positive matrix from M(Cd). Then the following
Cholesky decomposition theorem is known.
Theorem 1. Cholesky decomposition theorem
1. Let A be a strictly positive matrix from M(Cd). Then there exists an
uniquely defined lower triangular matrix L ∈ Tl(Cd) and such that the
following equality holds:
A = L · L†. (79)
2. If A is only positive semi-definite then the decomposition
A = L · L†,
is still valid but the uniqueness statement on L is not longer true in
general.
Let P (Cd) stands for a cone of strictly positive d× d matrices. Then, we
define the following map:
Ch : P (Cd)→ Tl(Cd).
Cholesky map:
Ch : A −→ LA
s.t. : LA · L†A = A.
Elementary properties of Ch:
(1) Ch(αA) =
√
αCh(A), α > 0,
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(2) Ch(A+B) 6= Ch(A) + Ch(B) in general,
(3) if An → A in the norm and A ∈ P (Cd) then Ch(An) → Ch(A) in the
norm.
Example 4. Let Ψ =
∑d
i=1 ψiei ∈ Cd. Then Eψ = |ψ〉〈ψ| has the matrix
elements:
(Eψ)ij = ψjψi.
The Cholesky decomposition of the pure density matrix Eψ is given
AΨ =


0 . . . 0
...
. . .
...
0 0
ψ1 . . . ψd

 ,
i.e.
EΨ = A
†
Ψ ·AΨ.
Example 5. If Ψ ∈ Cd⊗Cd′ and Ψ is separable i.e.: Ψ = Ψ1⊗Ψ2, Ψi ∈ Cdi
then:
Ch(EΨ) = Ch(EΨ1 ⊗ EΨ2) = Ch(EΨ1)⊗ Ch(EΨ2).
Proof. Proof by straightforward computations with the use of Lemma 3.
Having in mind possible applications of the Cholesky map Ch to a realistic
physical situations one has to extend it to positive semi-definite matrices case
as well. For this goal, let, consider a d× d matrix A ≥ 0, and such
dim(Ker(A)) = dim({v ∈ Cd : Av = 0}) = k > 0.
Then, we can decompose
C
d = Ker(A)⊕ (Ker(A))⊥,
where ⊕ means the direct product and (Ker(A))⊥ is the orthogonal comple-
ment of the kernel, Ker(A) of A. Let
A↓ = A ↾ Ker(A)⊥, (80)
where the symbol ↾ means the corresponding restriction to the smaller do-
main. The restricted matrix A↓ is strictly positive and therefore by the use of
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Cholesky theorem it follows the existence of a unique lower triangular latrix
L↓ acting in d-k dimension and such that
A↓ = L↓ · (L↓)†.
According to the decomposition Cd = Ker(A) ⊕ (Ker(A))⊥ we have the
decomposition:
A =
[
A↓ 0
0 0k
]
.
Thus definining
Lo =
[
L↓ 0
0 0
]
,
we have L ∈ Te(Cd) and moreover
A = L0 · (L0)†.
The triangular matrix L0, called zero-extension of L
↓ is one of a many
possible such extensions.
Remark 2. Let (Bn)n be a sequence of strictly positive d × d matrix and
such that Bn → 0 as n → ∞ and in operator norm || · ||. Then for any n,
the matrix:
An = A+Bn > 0,
and therefore, again by the application of the Cholesky decomposition theo-
rem, for any n there exists an unique lower triangular matrix Ln and such
that
An = Ln · (Ln)†. (81)
As An → A in operator norm then as it not difficult to see from Eq. (81) that
also limn→∞ Ln = L∞ do exists and is lower triangular. Passing in Eq. (81)
with the limn→∞ operation it follows
A = lim
n→∞
An = lim
n→∞
(Ln · L†n) = L∞ · L†∞. (82)
Summarising:
Observation 1. Let A be a positive semi-definite matrix on Cd with non-
trivial kernel Ker(A) of dimension k > 0. Then for any norm convergent to
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zero sequence (Bn) of strictly positive matrices Bn there exists lower trian-
gular matrix L, such that the Cholesky decomposition
A = L · L†,
and L depends in general on the sequence (Bn) chosen.
Definition 3. An extension of the map Ch to the positive semi-definite ma-
trices set by the zero-extension method as outlined above will be denoted as
Ch0.
Without further mentioning we will always choose zero-extension decom-
position in the Cholesky decompositions.
So, let Q ≥ 0 and let L be a lower triangular matrix obtained by the
Cholesky decomposition, i.e.:
Q = L · L†.
With the matrix L we connect the following d-frame F (L) in the space Cd:
F (L) = (r1(L), . . . , rd(L)) ∈ dF (Cd), (83)
where rα(L) is the α-th raw of L. Using the d-frame F (L) we can construct
the following vector
Ψ(Q) =
d∑
α=1
eα ⊗ rα(L) ∈ Cd ⊗ Cd. (84)
Theorem 2. Let ρ ∈ E(Cd), i.e. ρ ≥ 0 and Tr (ρ) = 1. Then there exists
at least one (in fact many of it the density matrix ρ is only positive definite,
but we always choose Ch0 map in the foregoing constructions behind) vector
Ψ ∈ Cd ⊗ Cd such that:
∆R(Ψ) = ρ. (85)
Proof. First we construct the vector
Ψ =
d∑
α=1
eα ⊗ rα(L), (86)
as described in formula (84) and for ρ. Then, by the very definition of the
right Gram operator ∆R we compute easily:
∆R(Ψ)αβ = ραβ , (87)
where ραβ = 〈eβ|ρ · eα〉.
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Thus we have constructed a map:
PR : E(C
d)→ ∂E(Cd ⊗ Cd), (88)
that we call non-linear purification map:
∆R(PR(ρ)) = ρ.
The same construction applies to the left Gram operators there exists a
map:
PL : E(C
d)→ ∂E(Cd ⊗ Cd),
and such that:
∆L(PL(ρ)) = ρ.
Remark 3. Let Ψ ∈ Cd1⊗Cd2 and let ρΨ be the corresponding density matrix
ρΨ = |Ψ〉〈Ψ| ∈ E(Cd1 ⊗ Cd2). Then, applying the purification map P to ρΨ:
P (ρΨ) = |Ψ〉〈Ψ|, (89)
for some Ψ ∈ (Cd1 ⊗ Cd2) ⊗ (Cd1 ⊗ Cd2) with ||Ψ|| = 1. If L(Ψ) is the
corresponding lower triangular matrix for purification ρΨ then, if
Ψ =
∑
α=1:d1d2
e⊗α ⊗ ψ
R
α , (90)
then
(ψ
R
α )i = L(Ψ)αi, (91)
for i = 1 : d1d2.
Remark 4. For an arbitrary ρ ∈ Cd1 ⊗ Cd2 the real challenge seems to be
to read off the non-local properties of ρ from the corresponding pure state
Ψρ ∈ (Cd1 ⊗Cd2)⊗ (Cd1 ⊗Cd2) obtained by the application of the purification
map P constructed here.
5 Geometrical aspects of entanglement
Let us start with the following observation.
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Proposition 9. The two-qudit pure state
Ψ =
d1,d2∑
i,j=1
ψijei ⊗ fj ∈ Cd1 ⊗ Cd2 with d1 ≤ d2, (92)
is maximally entangled state if and only if the corresponding Gram operator
∆R(Ψ) has the following form in some (and therefore in all) orthonormal
bases {gi}:
∆R(Ψ)i1i2 =
1√
d1
δi1i2 for i1, i2 = 1 : d1. (93)
Proof. If the Gram operator ∆R(Ψ) has the form given by Eq. (93) is some
orthonormal basis {gi} then the Schmidt numbers of the state |ψ〉〈ψ| are
all equal to 1√
d1
and the corresponding entropy of entanglement is equal to
log(d1).
It is well known that commutant set of the unitary group U(d1) in the
group GL(d,C) is trivial and consists of multiplicities of the unity matrix Ed1
only. Therefore, if in some orthonormal basis ∆R(Ψ) has the representation
then is has exactly the same representation in any other orthonormal basis as
the group U(d1) acts transitively on the manifold of all complete orthonormal
frames of the space Cd1 .
Let F = (f1, . . . , fd) be a d-frame in C
d consisting of linearly indepen-
dent vectors fi and let ∆(F ) be the Gram matrix build on F , i.e. ∆(F )αβ =
〈fβ|fα〉. Let Pol(Ψ) be a parallelepiped constructed on the vectors fi com-
posing the frame F .
Lemma 5. Let F , ∆(F ) and Pol(F ) be as above. Then√
det(∆(F )) = volumed(Pol(F )), (94)
where volumed stands for the standard d-dimensional Euclidean volume of
Pol(F ).
In further part of the text the volumed will be denoted as vold for short-
hand.
Definition 4. For any Gram matrix build on the d-frame F = (f1, . . . , fd)
in Cd and equipped with standard euclidean scalar product we define gramian
of F as G(F):
G(F ) = det(∆(F )). (95)
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Lemma 6. Elementary properties of gramians, see i.e. [26].
(1) For any d-frame F = (f1, . . . , fd) in C
d:
G(F ) ≥ 0, (96)
G(F ) = 0 is valid iff the vectors fi forming the frame F are linearly
dependent.
(2) Let F ′ be a d-frame obtained from F by any of permutations of vector
composing F . Then
G(F ′) = G(F ). (97)
(3) Let F = F1 ∨ F2 be decomposed into two nontrivial frames F1 and F2.
Then
G(F ) ≤ G(F1) ·G(F2). (98)
The equality holds iff the subspaces generated by F1 and F2 are orthog-
onal to each other or one of gramians G(Fi) = 0.
(4) For any d-frame F = (f1, . . . , fd) in C
d and any i = 1 : d:
G(F ) = G(F i) · h2i , (99)
where
F i = F \ {fi} and hi = min
F i
∣∣∣∣∣
∣∣∣∣∣fi −
d∑
j 6=i
xjfj
∣∣∣∣∣
∣∣∣∣∣ . (100)
Some conclusions:
Conclusion 1. Let for some d-frame F , G(F ) = 0. Then, the exists a
principal minor of ∆(F ) which has det equal to zero.
Remark 5. All the principal minors of ∆(F ) are again Gram matrices.
Therefore the parallelepiped corresponding to the principal minor as in Con-
clusion 1 must be degenerated one.
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Conclusion 2. Iterating construction (4) at Lemma 6 we conclude that for
any sequence of indices (i1, . . . , ip), p < d, 1 ≤ iα < d and iα 6= iα′ for α 6= α′
the following recurrence is valid:
G(F s(0)) = G(F ),
G(F s(1)) = G(F s(0)) · h2s(0),
. . . . . . . . .
G(F s(α+1)) = G(F s(α)) · h2s(α), (101)
where
F s(0) = F,
F s(1) = F s(0) \ {fi0},
. . . . . . . . .
F s(α+1) = F s(α) \ {fiα},
hs(α) = min
F s(α)
∣∣∣∣∣∣
∣∣∣∣∣∣fiα −
∑
k/∈F (s(α))
xiα′fiα′
∣∣∣∣∣∣
∣∣∣∣∣∣ . (102)
Remark 6. It is worth to mention also Hadamard inequality in the present
context. For this let A ∈ M(Cd) with complex entries Aij. Matrix A can be
seen as composed of d-vectors ri(A) = (Ai1 , . . . , Aid). Hadamard inequality
says then:
| det(A)|2 ≤
d∏
i=1
||ri(A)||2,
and the equality holds true iff the system (r1(A), . . . , rd(A)) is an orthonor-
mal system of vectors or one of ri(A) is zero vector. Geometrically the
Hadamard inequality says that volume of a parallelepiped build on FA =
(r1(A), . . . , rd(A)) is never larger than the products of the length of its sides
issuing in any but fixed one vertex.
Remark 7. Let F be a k-frame with 1 < k ≤ d built an vectors g1, . . . , gk
from Cd and let ∆(F ) be the corresponding k×k Gram matrix formed on F .
Let C(F ) be the rectangular d× k matrix built from gi as columns. Then:
∆(F ) = C(F )† · C(F ), (103)
is valid.
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Lemma 7. Let A be a linear map A : Cd → Cd and F = (f1, . . . , fd) be
d-frame. Then
(i) ∆(A(F )) = A∆(F )A†,
(ii) G(A(F )) = det(A)2 ·G(F ).
Proof. By straightforward computations.
Let Ψ ∈ Cd1 ⊗ Cd2 , ||Ψ|| = 1 and where we assume at the beginning of
the foregoing discussion below, that d1 = d2 = d and moreover
rank(∆R(Ψ)) = rank(∆L(Ψ)) = d. (104)
If Ψ =
∑d
α=1 eα ⊗ Rα(Ψ) then we build parallelepiped Pol(Ψ) on the frame
RF (Ψ) = {R1(Ψ), . . . , Rd(Ψ)}. The volume vold of Pol(Ψ) is given as
vold(Pol(Ψ)) =
√
G(RF (Ψ)) =
√
det∆R(Ψ). (105)
This volume is:
(i) Id ⊗ SU(d) – invariant,
(ii) if T ∈ End(Cd) is such that ||T || ≤ 1 then vold(Pol((1 ⊗ T )Ψ)) ≤
vold(Pol(Ψ)),
(iii) supΨ vold(Pol(Ψ)) = Ψ
⋆ where Ψ⋆ = 1√
d
∑d
α=1 ei ⊗ fi.
Let us define the following map, for Ψ ∈ Cd ⊗ Cd:
Gen(Ψ) = d
√
det(∆L(Ψ)⊗∆R(Ψ))
= d
√
(det(∆L(Ψ)))d · (det(∆R(Ψ)))d
= det(∆L(Ψ)) det(∆R(Ψ))
= vol4d(Pol(RF (Ψ))).
(106)
Then:
(i) Gen is SU(d) ⊗ SU(d) invariant on ∂E⋆(Cd ⊗ Cd) = {Ψ ∈ Cd ⊗
Cd and ||Ψ|| = 1} as above, i.e.
Gen(Ψ) = Gen((U1 ⊗ U2)Ψ) for U1 ⊗ U2 ∈ SU(d)⊗ SU(d). (107)
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(ii) if Ti ∈ End(Cd), ||Ti|| ≤ 1, i = 1 : 2, then for any Ψ ∈ ∂E⋆(Cd ⊗ Cd):
Gen(Ψ) ≤ Gen((T1 ⊗ T2)Ψ). (108)
(iii) supΨGen(Ψ) = Ψ
⋆, for Ψ ∈ ∂E⋆(Cd⊗Cd) where Ψ⋆ = 1√
d
∑d
α=1 e1⊗fi.
Remark 8. The isoperimetrical problem: having a d-frame V = (v1, . . . , vd)
in Cd with the constraint: ||v1|| + . . . + ||vd|| = 1 to find the parallelepided
constructed on V denoted as Pol(V ) and such that:
sup
V
vold(P (V )) = V
⋆, (109)
as it is widely and well known has a unique solution V ⋆ = (v⋆1, . . . , v
⋆
d) such
that 〈v⋆i |v⋆j 〉 = δij · 1√d .
To proceed further with let us define the following Schmidt foliation of
the set ∂E(Cd1 ⊗ Cd2), d1 ≤ d2:
∂E(Cd1 ⊗ Cd2) = Ud1k≥0∂kE(Cd1 ⊗ Cd2), (110)
where
∂kE(C
d1 ⊗ Cd2) = {Ψ ∈ Cd1 ⊗ Cd2 : Schmidt rank of Ψ = k and ||Ψ|| = 1},
(111)
for k > 0, and
∂0E(C
d1 ⊗ Cd2) = ∅. (112)
For any Ψ ∈ ∂kE(Cd1 ⊗ Cd2), 0 < k ≤ d1 it follows that
rank(∆R(Ψ)) = rank(∆L(Ψ)) = k, (113)
and if rank(∆R(Ψ)) = k then Ψ ∈ ∂kE(Cd1 ⊗ Cd2).
If Ψ ∈ ∂kE(Cd1⊗Cd2), 0 < k ≤ d1 < d2 and let FRk(Ψ) be a subframe of
FR(Ψ) obtained by choosing, maximal subset of FR(Ψ) of k-linearly inde-
pendent vectors from FR(Ψ). Similarly we define restricted left k-subframe
LFk(Ψ) of LF (Ψ). The corresponding Gram matrices ∆
R
k (Ψ), ∆
L
k (Ψ) and
∆k(Ψ) = ∆
L
k (Ψ)⊗∆Rk (Ψ) are then constructed on the restricted k-subframes
RFk(Ψ), resp. LFk(Ψ).
Definition 5. The gramian volume map
Gen : ∂E(Cd1 ⊗ Cd2)→ [0, 1], (114)
where d1 ≤ d2 is defined by the following
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(1) if Ψ ∈ ∂0E(Cd1 ⊗ Cd2) ∪ ∂1E(Cd1 ⊗ Cd2) then Gen(Ψ) = 0,
(2) if Ψ ∈ ∂kE(Cd1 ⊗ Cd2) for 1 < k ≤ d1 then
Gen(Ψ) = k
√
det(∆Lk (Ψ)⊗∆Rk (Ψ)). (115)
Proposition 10. The gramian volume map
Gen : ∂E(Cd1 ⊗ Cd2)→ [0, 1], d1 ≤ d2, (116)
has the following properties for any 1 < k ≤ d1:
(i) Gen↾∂kE(Cd1⊗Cd2 ) is SU(k)⊗ SU(k) invariant,
(ii) If T1, T2 ∈ End(Ck) then
Gen↾∂kE(Cd1⊗Cd2 )((T1 ⊗ T2)(Ψ)) =
det(T1 ⊗ T2)(Gen↾∂kE(Cd1⊗Cd2 )(Ψ)) det(T †1 ⊗ T †2 ). (117)
(iii) Let supΨGen↾∂kE(Cd1⊗Cd2 )(Ψ) = Ψ
⋆
k then the Schmidt decomposition of
Ψ⋆k is given as
Ψ⋆k =
1√
k
k∑
i=1
ei ⊗ f i, (118)
where {ei}, {ji} ∈ CONS(Ck).
(iv) If Ψ,Ψ
′ ∈ ∂kE(Cd1 ⊗ Cd2) and
λΨ = (λ
1
Ψ, . . . , λ
k
Ψ),
λ
′
Ψ = (λ
′
1
Ψ, . . . , λ
′
k
Ψ),
(119)
are the corresponding non-zero Schmidt coefficients of Ψ, resp. of Ψ
′
and there exists a permutation pi ∈ Sk such that for all i = 1 : k
λiΨ ≤ λ
′π(i)
Ψ , (120)
then Gen(Ψ) ≤ Gen(Ψ′).
(v) If T1 ⊗ T2 ∈ SL(2,C) then Gen((T1 ⊗ T2)(Ψ)) = Gen(Ψ).
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Proof. All claims follows easily from the previously established facts. Details
are left for the potential reader.
Remark 9. The more detailed analysis of the introduced Gramians volume
will be presented elsewhere. The main focus will be put on the question
whether the Gramian volume could be used as a quantitative measure of en-
tanglement, a measure of a very intuitive geometric character [14, 3, 4].
6 Conclusions
The Gram matrix based analysis of quantum entanglement in the bipartite
qudits systems is being presented systematically and some applications of
the technique invented have been presented. One of the application include
a construction of a certain purification map based on Cholesky decomposi-
tion. The second main result consists in relating the amount of entanglement
included in a given two-qudit state with the d-dimensional, euclidean volume
of a certain parallelepiped connected with the analysed state.
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