We prove Fatou-type theorem on almost everywhere convergence of convolution integrals in spaces L p (1 < p < ∞) for general kernels, forming an approximate identity. For a wide class of kernels we show that obtained convergence regions are optimal in some sense. It is established a weak boundedness in L p (1 ≤ p < ∞) of the corresponding maximal operator.
Introduction
The following remarkable theorems of Fatou [8] play significant role in the study of boundary value problems of analytic and harmonic functions. Theorem A (Fatou, 1906) . Any bounded analytic function on the unit disc D = {z ∈ C : |z| < 1} has non-tangential limit for almost all boundary points. Theorem B (Fatou, 1906) . If a function µ of bounded variation is differentiable at x 0 ∈ T, then the Poisson integral P r (x, dµ) = 1 2π T 1 − r 2 1 − 2r cos(x − t) + r 2 dµ(t)
converges non-tangentially to µ ′ (x 0 ) as r → 1.
These two fundamental theorems, have many applications in different mathematical theories including analytic functions, Hardy spaces, harmonic analysis, differential equations and etc. There are various generalization of these theorems in different aspects. Almost everywhere convergence over some tangential approach regions investigated by Nagel and Stein [15] , Di Biase [5, 6] , Di Biase-Stokolos-Svensson-Weiss [7] . Sjögren [20, 21, 22] , Rönning [16, 17, 18] , Katkovskaya-Krotov [10] , Krotov [13] , Brundin [3] , Mizuta-Shimomura [14] , Aikawa [1] studied fractional Poisson integrals with respect to the fractional power of the Poisson kernel and obtained some tangential convergence properties for such integrals. More precisely they considered the integrals
where P r (x) = 1 − r 2 1 − 2r cos x + r 2 , 0 < r < 1, x ∈ T is the Poisson kernel for the unit disk and c(r) = 
[P r (t)]
1/2 dt ≍ (1 − r) 1/2 log 1 1 − r is the normalizing coefficient. Here, the notation A ≍ B means double inequality c 1 A ≤ B ≤ c 2 A for some positive absolute constants c 1 and c 2 , which might differ in each case.
A PREPRINT -JULY 30, 2019 Theorem C (see [20, 16, 17] ). For any f ∈ L p (T), 1 ≤ p ≤ ∞ where c α > 0 is a constant, depended only on α.
The case of p = 1 is proved in [20] , 1 < p ≤ ∞ is considered in [16] , [17] . Moreover, in [16] weak type inequalities for the maximal operator of square root Poisson integrals are established. Theorem D . Let 1 < p < ∞. Then the maximal operator
is of weak type (p, p).
In [10] weighted strong type inequalities for the same operators are established. Related questions were considered also in higher dimensions. Saeki [19] studied Fatou type theorems for non-radial kernels. Korányi [12] extended FatouFLs theorem for the Poisson-Szegö integral. In [15] Nagel and Stein proved that the Poisson integral on the upper half space of R n+1 has the boundary limit at almost every point within a certain approach region, which is not contained in any non-tangential approach regions. Sueiro [24] extended Nagel-SteinFLs result for the Poisson-Szegö integral. Almost everywhere convergence over tangential tress (family of curves) were investigated by Di Biase [5] , Di Biase-Stokolos-Svensson-Weiss [7] . In [10] and [1] higher dimensional cases of fractional Poisson integrals are studied as well.
The current paper is the development of the authors investigation in [9] . In [9] we introduced λ(r)−convergence, which is a generalization of non-tangential convergence in the unit disc, where λ(r) is a function λ : (0, 1) → (0, ∞) with lim r→1 λ(r) = 0.
(1.3)
Let T = R/2πZ be the unit circle. For a given x ∈ T we define λ(r, x) to be the interval [x − λ(r), x + λ(r)] in T. In case of λ(r) ≥ π we assume λ(r, x) = T. Let F r (x) be a family of functions from L 1 (T), where r varies in (0, 1). We say F r (x) is λ(r)−convergent at a point x ∈ T to a value A, if
Otherwise this relation will be denoted by lim r→1 θ∈λ(r,x)
We say F r (x) is λ(r)−divergent at x ∈ T if (1.4) does not hold for any A ∈ R.
There are at least two ways to interpret λ(r)−convergence. First, we can associate the function λ(r) with regions
Then λ(r)−convergence for F r (x) at some point x ∈ T becomes convergence over the region Ω x λ forF (re ix ) = F r (x). It is clear, that the non-tangential convergence in the unit disc is the case of λ(r) = c(1 − r). Second, we can think of it as one dimensional "pointwise-uniform" convergence on T, meaning that λ(r)−convergence at a point x ∈ T depends only on values of functions on λ(r, x) which contracts to x.
Denote by BV (T) the functions of bounded variation on T. Any given function of bounded variation µ ∈ BV (T) defines a Borel measure on T. We consider the family of integrals
where 0 < r < 1 and kernels ϕ r ∈ L ∞ (T) form an approximate identity defined as follows: 
Approximate identities with the above definition were investigated in [2, 11, 9] . Notation ϕ r should not be confused with the classical dilation approximate identities [23] . In case of µ is absolutely continuous and dµ(t) = f (t)dt for some f ∈ L p (T), 1 ≤ p ≤ ∞, then the integral (1.5) will be denoted as Φ r (x, f ).
Carlsson [4] obtained almost everywhere convergence result for non-negative approximate identities with regular level sets, which is defined by the following condition:
where C is some constant and L(r, s) = {x ∈ T : ϕ r (x) > s}. Theorem E (Carlsson, 2008) . Let {ϕ r (x) ≥ 0} be a non-negative approximate identity with regular level sets and
Although Theorem E gives a general connection between approximate identities and convergence regions, we will see that it can be extended to any approximate identity without regular level sets assumption. Moreover, obtained convergence regions are shown to be optimal for a wide class of kernels. Here, the optimality of convergence regions is considered within the regions Ω x λ with x ∈ T and λ(r) satisfying (1.3). More precisely, the optimality of convergence regions is understood as the optimality of the rate of λ(r) (when r → 1) ensuring almost everywhere λ(r)−convergence.
In [9] we proved that the condition Π(λ, ϕ) < ∞ with
is necessary and sufficient for almost everywhere λ(r)−convergence of the integrals Φ r (x, dµ), µ ∈ BV (T) as well as Φ r (x, f ), f ∈ L 1 (T). Moreover, we proved that convergence holds at any point where µ is differentiable for the integrals Φ r (x, dµ) and at any Lebesgue point of f ∈ L 1 (T) for the integrals Φ r (x, f ). Thus, the condition Π(λ, ϕ) < ∞ determines the exact rate of λ(r) function, ensuring such convergence. In this case the rate depends only on ϕ r ∞ . If the kernel ϕ r coincides with the Poisson kernel P r , then P r ∞ ≍ 1 1−r and the bound Π(λ, P ) < ∞ coincides with the well-known condition
guaranteeing non-tangential convergence in the unit disk. Furthermore, if we take the fractional Poisson kernel P
(1/2) r , then
and we deduce (1.1) when p = 1 with an additional information about the points where the convergence occurs.
In the same paper [9] , an analogous necessary and sufficient condition was established also for almost everywhere
where
In addition, we proved that convergence holds at any Lebesgue point of f ∈ L ∞ (T).
One can easily check that in the case of Poisson kernel P r (t), for a given function λ(r) with (1.3), the value of Π ∞ (λ, P ) can be either 0 or 1, where the condition Π ∞ (λ, P ) = 0 is equivalent to (1.6), and Π ∞ (λ, P ) = 1 coincides with lim sup
If λ(r) satisfies the condition (1.2) with p = ∞, then simple calculations show that for such λ(r) and for the square root Poisson kernel P
(1/2) r (t) we have Π ∞ (λ, P (1/2) ) = 0. Hence we deduce (1.1) when p = ∞ with an additional information about the points where the convergence occurs. Taking λ(r) = (1 − r) α with a fixed 0 < α < 1 we will get Π ∞ (λ, P
(1/2) ) = 1 − α > 0, which implies the optimality of the bound (1.2) in the case p = ∞ too.
Main Results
In this paper, we obtain similar results for the integrals
Theorem 2.1. Let {ϕ r } be an arbitrary approximate identity and λ(r) satisfies the condition Π p (λ, ϕ) < ∞ for some
The proof of this theorem is established by standard methods using weak type inequality of the associated maximal operator Φ * λ defined as
f the Hardy-Littlewood maximal function defined as follows:
Theorem 2.2. Let {ϕ r } be an arbitrary approximate identity and for some 1 ≤ p < ∞ the function λ(r) satisfies 
holds for any t > 0, where constantC does not depend on function f and t.
The following theorem reveals significance of the condition Π p (λ, ϕ) < ∞ in Theorem 2.1 with an additional constraint on kernels. Theorem 2.3. Let {ϕ r } be an arbitrary approximate identity with c ϕ > 0, where
2)
and λ(r) satisfies the condition
3)
for all x ∈ T.
As we will see in Lemma 3.6, the function ϕ * (r) satisfies
where c is a positive absolute constant. First of all, both bounds in (2.4) are accessible. For instance, if we take the Poisson kernel P r (t) then it can be checked that P * (r) ≍ 1. On the other hand, if we take the square root Poisson kernel P
(1/2) r (t), then one can show that
From the first inequality of (2.4) it follows that the condition Π p (λ, ϕ) < ∞ cannot be weaker (in other words the associated region of convergence in the unit disk cannot be larger) than
which again depends only on values ϕ r ∞ . The second inequality of (2.4) ensures that the multiplier ϕ * (r) in condition Π p (λ, ϕ) < ∞ can only weaken that condition (in other words can only enlarge the associated region of convergence in the unit disk) if we increase p, i.e. condition Π p1 < ∞ imples Π p2 < ∞, whenever 1 ≤ p 1 ≤ p 2 < ∞.
Taking into account (1.7) and (2.5), note that these results imply (1.1) when 1 < p < ∞ as well as Theorem D. Besides, for the Poisson kernel or for the square root Poisson kernel we have c ϕ = 1 > 0, and from Theorem 2.3 we conclude the optimality of the bound (1.2) for 1 < p < ∞.
Auxiliary Lemmas
We will use the following lemma in the proof of Theorem 2.3.
Lemma 3.1. Let ϕ ∈ BV (T) be a function of bounded variation and
where the convergence is uniform with respect to θ ∈ T.
Proof. Denote by ∆ 
The last term does not depend on θ and vanishes as k → ∞, which completes the proof of the lemma.
The next 3 lemmas are key ingredients of the proof of Theorem 2.2.
Lemma 3.2. Let {ϕ r } be an arbitrary approximate identity and λ(r) > 0 be any function. Then for any function
Proof. Without loss of generality we may assume that f is non-negative. Let x, y ∈ T, 0 < r < 1 such that |x − y| < λ(r). We devide the interval [λ(r), π] into [2 k−1 λ(r), 2 k λ(r)], k = 1, 2, . . . , Q = ⌈log π λ(r) ⌉ and estimate the values of ϕ r (t) by its maximum in each divided interval:
Since |x − y| < λ(r) we have
where in the last inequality we have used the following simple geometric inequlaity:
Thus we have
In the same way we get
Lemma 3.3. Let {ϕ r } be an arbitrary approximate identity and µ(r), λ(r) are some functions with
λ(r) ≤ Cµ(r)ϕ
−p * (r), for some C > 0 and p ≥ 1.
Then for any A ≥ 1 and for any function f ∈ L p (T)
Proof. Without loss of generality we may assume that f is non-negative. Using the definition of T A and JensenFLs inequality we get
To estimate the inner supremum, first note that
where C is the constant from condition 2 . Furthermore, since 
Proof. Again, we may assume that f is non-negative. Let x, y ∈ T, 0 < r < 1 and |x − y| < λ(r). If Q = ⌈log λ(r) µ(r) ⌉, we split the integral in (3.2) as follows
Then we split the domain of supremum in the followoing way: sup
Notice that the second supremum is T A f (x). To estimate the first supremum, note that |x
5) where C is the constant from the condition 2 of Lemma 3.3. On the other hand, from |x − y| ≤ Aµ(r) it follows m f (y, Aµ(r)) ≤ M f (x), which together with (3.5), (3.4) and Lemma 3.3 gives
Using (3.3) and (3.6) we get
which gives (3.2). where
where C does not depend on function f .
Proof. The proof immediately follows from applying HölderFLs inequality to the integral:
which implies (3.8) taking into account (3.7).
Lemma 3.6. If {ϕ r } is an arbitrary approximate identity, then for some r 0 ∈ (0, 1)
where c is a positive absolute constant.
Proof. Let 0 < r < 1. Using the definitions of ϕ * r (x) and ϕ * (r) we conclude
Therefore, for a fixed δ ∈ (0, π) we have
. Now, if we take δ = π/ ϕ r 2 ∞ , we get
which completes the proof of the first inequality (for example with c = 1/5), since ϕ r ∞ → ∞ as r → 1. The second inequality can be deduced from the following:
Proof of Theorems
Proof of Theorem 2.2. Without loss of generality we may assume that f is non-negative. Furthermore, we may assume thatΠ p ≥ C 
for which those assumptions would hold. Denote µ(r) = ϕ * (r)/ ϕ r ∞ and notice that
Let x, y ∈ T, 0 < r < 1 and |x − y| < λ(r). We split the integral Φ r (y, f ) as follows
First of all, from Lemma 3.2 we have sup |x−y|<λ(r) 0<r<1
Notice that from the conditionΠ p (λ, ϕ) < ∞ it follows that λ(r) ≤Π p · µ(r)ϕ −p * (r). Hence, from Lemma 3.4 we get sup |x−y|<λ(r) 0<r<1
Furthermore, using the definition of µ(r), for I 1 we obtain
To estimate I 1 we split the supremum into two parts as we did in Lemma 3.4:
Notice that the second supremum is T 1 f (x), which can be estimated due to Lemma 3.3. To estimate the first one, note
On the other hand, |x − y| ≤ µ(r) implies m f (y, µ(r)) ≤ M f (x), which together with (4.4), (4.5) and Lemma 3.3 gives sup |x−y|≤µ(r)≤λ(r) 0<r<1
Then, combining (4.2), (4.3), (4.6) and (4.1), we get
which implies (2.1).
Proof of Theorem 2.3. From (2.2) it follows that there exists r 0 ∈ (0, 1) such that Finally, using (4.12) and (4.15) we get sup θ∈λ(r k ,x) 
Final Remarks
Observe that the bound Π p (λ, ϕ) < ∞ for 1 < p < ∞ determines the exact rate of λ(r) only for approximate identities satisfying c ϕ > 0. In fact, from Lemma 3.2 and Lemma 3.5 it follows that Theorem 2.1 and Theorem 2. where q = p/(p−1) is the conjugate index of p. Thus, Theorem E is valid for any approximate identity, not necessarily non-negative and without the regular level sets assumption. One can check that in case of c ϕ = 0, the bound (5.1) can give better convergence regions than Π p (λ, ϕ) < ∞ does. However, in this case it is unclear what is the exact bound for λ(r) ensuring almost everywhere λ(r)−convergence.
