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Abstract. In this paper, we classify the RFID distance bounding
protocols having bitwise fast phases and no final signature. We also give
the theoretical security bounds for two specific classes, leaving the secu-
rity bounds for the general case as an open problem. As for the classifica-
tion, we introduce the notion of k-previous challenge dependent (k-PCD)
protocols where each response bit depends on the current and k-previous
challenges and there is no final signature. We treat the case k = 0, which
means each response bit depends only on the current challenge, as a
special case and define such protocols as current challenge dependent
(CCD) protocols. In general, we construct a trade-off curve between the
security levels of mafia and distance frauds by introducing two generic
attack algorithms. This leads to the conclusion that CCD protocols can-
not attain the ideal security against distance fraud, i.e. 1/2, for each
challenge-response bit, without totally losing the security against mafia
fraud. We extend the generic attacks to 1-PCD protocols and obtain a
trade-off curve for 1-PCD protocols pointing out that 1-PCD protocols
can provide better security than CCD protocols. Thereby, we propose a
natural extension of a CCD protocol to a 1-PCD protocol in order to
improve its security. As a study case, we give two natural extensions of
Hancke and Kuhn protocol to show how to enhance the security against
either mafia fraud or distance fraud without extra cost.
Keywords: RFID, distance bounding protocol, security, mafia fraud,
distance fraud.
1 Introduction
Radio Frequency IDentification (RFID) is a technology pervasively used in many
applications, from supply chain tracking systems to credit card payment systems.
Security is a major concern in these applications and is definitely a critical point
when tags are required to provide a proof of identity, which is the case in ap-
plications like payment, access control, ticketing, e-passport,. . . Such evolved
applications can benefit from powerful tags that implement cryptographic algo-
rithms, which are commonly block and stream ciphers. Standardized and well-
established authentication protocols can then be used, e.g., ISO/IEC 9798 or
ISO/IEC 11770.
The seminal work of Desmedt et al. [3,6,7] on relay attacks shows that mafia
fraud can defeat all the conventional authentication protocols. The mafia fraud,
in an RFID challenge-response authentication protocol, can be summarized as
follows (Fig. 1). The adversary, who aims to impersonate a legitimate prover
(tag), first gets the challenge from the verifier (reader) using a rogue tag, and
transmits it to the remote legitimate tag through a rogue reader. The adversary
then receives the corresponding response from the legitimate tag, and relays it
to the legitimate reader. It really makes sense in practice, especially when con-
sidering a payment system with point-of-sale credit card terminals, even though
the contactless credit cards are tamper resistant and certified. Feasibility and
practical considerations are addressed in [8, 10].
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Fig. 1. A mafia fraud scenario
Similar to mafia fraud, there is also another attack called distance fraud
(Fig. 2). In this attack, a party having access to the secret key persuades a
verifier that she is within a certain distance whereas she is not. Home confine-
ment based on electronic monitoring with ankle bracelets is a typical example
where distance fraud is definitely relevant. This fraud would allow the person
under monitoring to temporary leave his residence without being detected.
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Fig. 2. A distance fraud scenario
Two main approaches have been adopted so far to prevent relay-like attacks.
One of them is based on measuring the radio signal strength (RSS), so that
the verifier learns whether the prover is close to it. However, this method has a
drawback that a capable adversary can regulate the signal strength to convince
the verifier of her proximity [9]. The other important approach was introduced
by Beth and Desmedt [3], called distance bounding, based on calculating the
round trip time (RTT) of the response after a challenge is sent. The verifier
checks the distance of a prover by measuring the RTT given that the speed of
the radio signal can not exceed that of light.
Brands and Chaum proposed the first distance bounding protocol at Euro-
crypt 93 [4]. This protocol is composed of three phases; slow phase-I, fast phase,
and slow phase-II. The slow phases consist of the time-consuming operations
such as random nonce generations, commitment and signature calculations. On
the other hand, the fast phase includes non-time consuming response generations
and rapid bit exchanges. Particularly during the slow phase-II the prover has
to calculate a final signature.
Afterwards, Hancke and Kuhn proposed the first RFID-dedicated distance
bounding protocol [9], which does not involve any final signature. Then, several
distance bounding protocols based on those two protocols have been proposed
to improve security levels against mafia and distance frauds [1, 2, 5, 11–18].
In this paper, we aim at investigating how to achieve the optimum secu-
rity against mafia fraud and distance fraud without using a final signature.
We show that these two frauds are correlated and we express the trade-off be-
tween the adversary success probabilities with respect to these frauds. In other
words, we prove that, under some assumptions, protocols can be designed to en-
force the mafia or distance fraud resistance, but not both at the same time. For
that, we define and address Current Challenge-Dependent (CCD) protocols and
k-Previous Challenge-Dependent (k-PCD) protocols.
The rest of the paper is organized as follows: In Section 2, we briefly give
general definitions and summarize our contributions. Then, in Section 3, we
describe two generic attacks for CCD protocols and state the security trade-off
between mafia and distance frauds for these attacks. In Section 4, we consider
1-PCD protocols and also provide generic attacks and trade-off between mafia
and distance frauds. In Section 5, we introduce the notion of natural extension
on CCD protocols and apply two extensions on an existing CCD protocol to
enhance the security. Lastly, in Section 6, we give a brief discussion and conclude
the paper with some open problems.
2 General Notions, Definitions and Our Contributions
In this paper, we mainly focus on the distance bounding protocols appropriate
to RFID systems in which there is no final signature. These protocols are gener-
ally composed of two phases: a slow phase and a fast phase. In the slow phase,
both parties constitute the session secrets (for example, the session secret in the
HK protocol presented in Appendix A consists of two registers) that are used to
produce response bits during the fast phase. Throughout the fast phase, both
parties use the same response generating function which produces a response by
using the session secrets and given a challenge value.
In what follows we study on how to achieve the optimum security against
mafia fraud and distance fraud. For that, we first define a class of protocols
without a final signature and, in which each response bit depends on the current
challenge. It is described below.
Definition 1 (Current Challenge-Dependent (CCD) Protocol). Let f :
F
m+1
2 → F2 be a Boolean function. A CCD protocol P is a distance bounding
protocol that satisfies the following properties:
– During the fast phase, each response bit ri is computed as ri := f(ci, yi0, . . . ,
yim−1), where ci is the i-th challenge bit and (y
i
0, . . . , y
i
m−1) is the i-th string
of the session secret shared by both prover and verifier for i = 1, . . . , n, where
n is the number of rapid bit exchanges.
– There is no final slow phase.
The protocol P is denoted as f(ci, yi0, . . . , yim−1) → ri CCD protocol. The func-
tion f is called the response function of the protocol P.
One popular example of CCD protocols is Hancke and Kuhn (HK) protocol [9].
The protocol is explained in detail in Appendix A. The response function of the
protocol can be described as the following Boolean function:
f(ci, yi0, y
i
1) = ci · yi1 ⊕ (1⊕ ci) · yi0 = yici (1)
where ⊕ and · are the addition and the multiplication operations of the binary
Galois Field respectively.
Let us denote PEmaf the success probability of correctly guessing one bit re-
sponse for mafia fraud of an attack E, and similarly PEdis for distance fraud of
an attack E. The security levels of a given protocol P are defined as follows.
Definition 2. Pmaf (P) = maxE PEmaf and Pdis(P) = maxE PEdis. That is,
Pmaf (P) is the maximum of PEmaf over all the mafia fraud attacks E mounted
on P, and similarly Pdis(P) is the maximum of PEdis over all the distance fraud
attacks E mounted on P.
The security levels of HK protocol are given as 3/4 for both mafia and distance
frauds for the attacks given in [9] and Appendix A, respectively. So Pmaf (HK) ≥
3/4 and Pdis(HK) ≥ 3/4. It has been an open question that these security levels
are optimum for CCD protocols. Also, it is not known whether it is possible to
improve the security level against mafia fraud without sacrificing the security
level against the distance fraud and vice versa. In general, we have the following
open questions for CCD protocols:
– What is the best security levels for both mafia fraud and distance fraud
among all CCD protocols?
– What is the optimum achievable security level for mafia fraud of a CCD
protocol?
– For a CCD protocol, what is the minimum value of Pmaf if Pdis is ideal (i.e.
1
2 )?
The above-mentioned questions are answered in this paper. We first describe
two generic attacks for mafia and distance frauds that can be mounted on all
CCD protocols. Then, we show that there is a trade-off between mafia fraud
and distance fraud, namely Pmaf (P) + Pdis(P) ≥ 3/2. We also prove that for
any CCD protocol there is a security limit concerning the mafia fraud such that
Pmaf (P) ≥ 3/4 for any CCD protocol P . As a consequence of this result we
show that if Pdis(P) = 1/2 then the protocol is completely vulnerable to mafia
fraud (i.e., Pmaf (P) = 1).
In order to improve the security levels against these frauds without using a
final signature, we introduce the notion of k-Previous Challenge Dependent (k-
PCD) protocol, in which each response bit depends on the current and the k
previous challenges during fast phase. We define k-PCD protocol as follows.
Definition 3 (k-Previous Challenge-Dependent (k-PCD) Protocol). Let
g : Fm+k+12 → F2 be a Boolean function. A k-PCD protocol P is a distance
bounding protocol that satisfies following properties
– During the fast phase, each response bit ri is computed as ri := g(ci, . . . ci−k,
yi0, . . . , y
i
m−1) where cj is the j-th challenge bit and (yi0, . . . , yim−1) is the i-th
string of the session secret shared by both prover and verifier for i = 1, . . . , n,
where n is the number of rapid bit exchanges.
– There is no final slow phase.
The protocol P is denoted as g(ci, . . . , ci−k, yi0, . . . , yim−1) → ri k-PCD protocol.
The function g is called the response function of the protocol P.
Remark 1. From Definitions (1) and (2), a CCD protocol is a k-PCD protocol
for k = 0.
We provide security analysis of 1-PCD protocols. In order to analyze the
security against mafia and distance frauds, we present two generic attacks which
can be mounted against all 1-PCD protocols. We show that, there is also a
trade-off between the security levels of mafia fraud and distance fraud such that
Pmaf (P) + Pdis(P) ≥ 5/4 for any 1-PCD protocol P . Let us remark that, this
trade-off curve lies below that of CCD protocols. Therefore, we propose a natural
extension concept in order to provide a 1-PCD protocol from a CCD protocol.
We claim that, the security of existing CCD protocols can be improved by ap-
plying natural extension without using a computationally expensive phase (e.g.
a final signature). Moreover, we illustrate two natural extensions on HK pro-
tocol to make the protocol more secure against all the known attacks. For the
first version, we achieve Pdis(HK ′) ≥ 1/2 and Pmaf (HK ′) ≥ 3/4, and for the
second one Pdis(HK ′′) ≥ 5/8 and Pmaf (HK ′′) ≥ 5/8, in which both versions are
optimum among 1-PCD protocols. Finally, we conclude the paper with several
conjectures and open problems related to k-PCD protocols.
3 Optimal Security Limits for CCD Protocols
In this section, we show the security trade-off between mafia and distance frauds
for CCD protocols. In order to analyze the security against mafia and distance
frauds, we consider the characteristics of the response function f used in a CCD
protocol. We assume that all the challenges and the shared session secrets, which
are used to compute response bits, are uniformly random. For a given response
function f, let us define the sets:
A = {y = (y0, y1, . . . , ym−1) ∈ Fm2 : f(0, y0, . . . , ym−1) = f(1, y0, . . . , ym−1)},
B = {y = (y0, y1, . . . , ym−1) ∈ Fm2 : f(0, y0, . . . , ym−1) = f(1, y0, . . . , ym−1)}.
Let us denote a and b as the cardinalities of the sets A and B, respectively.
Then, a + b = 2m. We describe a generic distance fraud attack which can be
mounted on all CCD protocols given in Algorithm 3.1.
Algorithm 3.1. A Generic Distance Fraud Attack For CCD Protocols(n)
n: Number of rounds
for i ← 1 to n
then
⎧
⎪⎪
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t ← f(0, yi0, . . . , yim−1) + f(1, yi0, . . . , yim−1)
if t = 0
then Send 0
else if t = 2
then Send 1
else
then Send a random bit
We also describe a generic mafia fraud attack that can be mounted on all the
CCD protocols. During the slow phase, the adversary relays the messages (e.g
nonces or commitments etc.) between the verifier and the prover. Then, during
the fast phase she executes the attack described in Algorithm 3.2. We assume
that, the protocol is public. So, a and b can be computed during the off-line
phase.
Algorithm 3.2. A Generic Mafia Fraud Attack For CCD Protocols(n, a, b)
n: Number of rounds
flip: Deciding on flipping the response
if b ≤ a
then flip← 1
else flip← 0
for i ← 1 to n
do
{
Send a random challenge c′i ∈ {0, 1} to the prover
Record the prover’s response r′i
/*Then, Mafia continues the protocol with the verifier*/
for i ← 1 to n
do
⎧
⎪⎪
⎪⎪⎪⎨
⎪
⎪⎪⎪⎪⎩
record i-th challenge of the verifier in ci
if c′i = ci
then Send r′i
else Send r′i ⊕ flip
The following statement gives a trade-off between mafia fraud and distance
fraud for CCD protocols.
Theorem 1. Let P be a f(ci, yi0, . . . , yim−1) → ri CCD protocol. Assume that
ci and yijs used during the fast phase of P are uniformly random. Then, (i)
Pmaf (P) ≥ 3/4, and (ii) Pmaf (P) + Pdis(P) ≥ 3/2.
Proof. Let us first consider the distance fraud attack described in Algorithm
3.1. For any challenge ci, the adversary always produces a correct response if
yi0, y
i
1, . . . , y
i
m−1 are in the set B. Otherwise, i.e., when they are in the set A, she
successfully predicts the response with a probability of 1/2 because ci, and yij s
are uniformly random. Thus, the success probability of Pdis for the attack given
in Algorithm 3.1 is equal to
b
2m
· 1 + a
2m
· 1
2
=
a + 2b
2m+1
=
1
2
+
b
2m+1
.
Concerning the mafia fraud attack given in Algorithm 3.2, let the adversary
receive the r′i responses from the prover for her predicted challenges c
′
i. Then,
she executes the attack against the verifier. Since cis are randomly produced by
the verifier, there are two equally likely cases. (a) If ci = c′i the adversary knows
the answer then sends r′i. (b) If ci = c′i she has to predict the response bit ri.
The probability that r′i and ri are equal is
b
2m
, and that are not equal is
a
2m
.
The adversary chooses the larger probability in order to decide whether she flips
the response bit (i.e., r′i ⊕ 1). Then, we have Pmaf =
1
2
· 1 + 1
2
·max{ a
2m
,
b
2m
}.
Since a + b = 2m, max{ a
2m
,
b
2m
} ≥ 1
2
and this implies that Pmaf ≥ 34.
If b ≤ 2m−1 (b ≤ a), then, Pmaf = 12 +
a
2m+1
for the attack. So, we have
Pdis + Pmaf =
3
2
. On the other hand, when b ≥ 2m−1 (b ≥ a), Pmaf = 12 +
b
2m+1
≥ 3
4
. Thus, Pdis(P) + Pmaf (P) ≥ 32 . 	unionsq
The first part of Theorem 1 indicates that there is a security limit for CCD
protocols concerning the mafia fraud, and the second part attests the security
trade-off between mafia and distance frauds. Figure 3 depicts the trade-off curve
between the success probabilities of these frauds for any CCD protocol.
Fig. 3. The trade-off curve between distance and mafia frauds for CCD protocols
One interesting result of Theorem 1 is that CCD protocols cannot attain the
ideal security level against the distance fraud without being vulnerable against
mafia fraud. This is stated in Corollary 1.
Corollary 1. For a CCD protocol P, if the security level for the distance fraud
is ideal (i.e. Pdis(P) = 1/2) then, Pmaf (P) is 1.
Proof. The probability Pdis(P) satisfies the condition in Theorem 1, so
Pmaf (P)=3/2− 1/2 ≥ 1. 	unionsq
Remark 2. Recall that the security levels of the HK protocol against the mafia
and distance frauds are both 3/4. Security levels of HK protocol lie on the trade-
off curve.
4 Optimal Security Limits for k-PCD Protocols
In this section, we analyze the security of k-PCD protocols. We first describe
the several neighborhood concept that is useful for the distance fraud analysis.
Then, we introduce two generic attacks for the mafia and the distance frauds
that can be mounted on all 1-PCD protocols.
While designing k-PCD distance bounding protocol, there are n-round one-
bit challenge/response during fast phase. There is an exceptional case for the
first round of this phase. In the first round, the verifier sends k initial challenges
before sending c1. For example, in the first round of a 1-PCD protocol, the
verifier first sends c0 and c1 then waits for r1.
4.1 Security Regions for Distance Fraud
Let us consider an adversary who tries to cheat on the distance against a verifier.
While producing a response bit ri, the adversary may use some of the received
previous challenges in her attack. This can increase the success probability of
the attack. However, receiving the challenges earlier depends on how far the ad-
versary is away from the verifier. Therefore, in order to make the attack analysis
simpler, we describe three spherical regions (Z1, Z2, Z3) in which the adversary
can communicate with the verifier (see Figure 4). Let d1 be the maximum radius
of Z1 that is the legal authentication region, and t1 be the elapsed time for a
signal to travel the distance d1. Z2 is the annulus region between two concentric
spheres with radius of d1 and d1 + d2 where d2 ≥ k · d1, and k = 0, 1, 2, . . .. Z3
is the outside of Z2. We assume that the speed of the signal is constant.
Fig. 4. Regions for distance fraud
When the adversary is in the region Z1, she always accesses to all the chal-
lenges and produces valid responses on time. However, when the distance be-
tween the adversary and the verifier is d1 + δd (δd > 0), any signal traveling this
distance takes t′1 > t1, i.e., t
′
1 = t1 + δt. In order to run her attack successfully,
the adversary should send each current response (ri), at least 2δt before receiv-
ing the current challenge (ci). When δt > k · t1, she is in region Z3, she should
send the response ri before receiving ci, ci−1, . . . , ci−k. However, when the ad-
versary is in Z2, she accesses some of the previous challenges to send ri. This
may increase the attacker’s success probability. As a result, while analyzing the
security of a k-PCD protocol against distance fraud, the region of the adversary
should be considered.
In the next subsection, we focus on the security of k-PCD protocols against
mafia and distance frauds when k = 1. To make the analysis easier for distance
fraud, we assume that the adversary is in Z3.
4.2 Security Trade-off for 1-PCD Protocols
Let g be the function that outputs the response bit ri from the challenges ci−1, ci
and the precomputed session secrets yi0, y
i
1, . . . , y
i
m−1. The function g is executed
n times to form the whole set of responses. For y = (y0, y1, . . . , ym−1) ∈ Fm2 , let
αy be
αy =
∑
ci∈{0,1}
ci−1∈{0,1}
g(ci, ci−1, y)− 2.
Also, we define the following sets:
A = {y ∈ Fm2 : |αy| = 2},
B = {y ∈ Fm2 : |αy| = 1},
C = {y ∈ Fm2 : αy = 0},
where | · | denotes the absolute value.
Algorithm 4.1. A Generic Mafia Fraud Attack For 1-PCD Protocols(n, a, c)
n: Number of rounds
flip: Deciding on flipping the response
Send a random challenge c′0 ∈ {0, 1} to the prover
if c ≥ 3a
then flip← 1
else flip← 0
for i ← 1 to n
do
{
Send a random challenge c′i ∈ {0, 1} to the prover
Record the prover’s response r′i
/*Then, Mafia continues the protocol with the verifier*/
Record first challenge of the verifier cp
for i ← 1 to n
do
⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
record i-th challenge of the verifier in ci
if c′i = ci and c
′
i−1 = cp
then Send r′i
else Send r′i ⊕ flip
cp ← ci
The set A includes the session secrets that produce the same response bit for any
ci and ci−1. The set B consists the session secrets that produce the responses,
majority of them are equal, for any ci and ci−1. The set C contains the session
secrets that produce the responses, half of them are equal, for any ci and ci−1.
Let us denote a, b and c as the cardinalities of the setsA, B, and C, respectively.
Then we have a + b + c = 2m. We assume that all the challenges and the
precomputed session secret bits, which are used to compute response bits, are
uniformly random.
Algorithm 4.2. A Generic Distance Fraud Attack For 1-PCD Protocols(n)
n: Number of rounds
cp ← {0, 1}
for i ← 1 to n
then
⎧
⎪⎪⎪⎪⎪⎪⎪⎪
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎪⎪⎪⎪⎪⎪⎩
if αyi = 1
then
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Send 1
if g(0, cp, yi0, . . . , y
i
m−1) = 1
then cp ← 0
else cp ← 1
else if αyi = −1
then
⎧
⎪
⎪⎪⎨
⎪⎪
⎪⎩
Send 0
if g(0, cp, yi0, . . . , y
i
m−1) = 0
then cp ← 0
else cp ← 1
else
then
{
Send g(0, cp, yi0, . . . , y
i
m−1)
cp ← 0
cp ← ci
We introduce a generic mafia fraud attack and a generic distance fraud attack
which can be mounted on all 1-PCD protocols. The mafia fraud attack and the
distance fraud attack, given in Algorithm 4.1, Algorithm 4.2 are the extensions
of the the attacks given in Algorithm 3.2 and Algorithm 3.1 to 1-PCD protocols,
respectively. The values a, b, and c are computed during the off-line phase from
the function g. Given a response generating function g, the cardinalities are
computed as the expected number of elements in each set. In addition, during
the slow phase the adversary relays the messages (e.g. nonces or commitments)
between the verifier and the prover.
The following statement defines a security bound for mafia fraud in any rapid
bit exchange round of the 1-PCD protocols and gives a trade-off between Pdis
and Pmaf for 1-PCD protocols. The statement is obtained by computing Pmaf
and Pdis of the Algorithm 4.1 and 4.2, respectively.
Theorem 2. Let P be a f(ci, ci−1yi0, . . . , yim−1) → ri 1-PCD protocol. Assume
that cis and yijs used in the fast phase of the protocol P are uniformly random.
Then Pmaf (P) ≥ 5/8, and Pmaf (P) + Pdis(P) ≥ 5/4.
Proof. Considering distance fraud attack depicted in Algorithm 4.2, for any chal-
lenge value, the adversary can always guess a correct response if yi is in the setA.
If it is in the set B, she can predict the response with probability 3/4. However,
if it is in the set C, she can predict the response with probability 1/2. Therefore,
the success probability Pdis for this attack is computed as follows:
Pdis =
a
2m
· 1 + b
2m
· 3
4
+
c
2m
· 1
2
=
1
2
+
2a + b
2m+2
. (2)
Considering the mafia fraud attack described in Algorithm 4.1, let an adversary
first query the prover with predicted challenges c′i and get the corresponding
responses r′i. Then, the adversary carries out the attack against the verifier. The
adversary knows the correct response (i.e., r′i = ri) if ci−1 = c
′
i−1 and ci = c
′
i.
The probability of this event is 1/4 since all the challenge bits are produced
uniformly random. For the remaining cases, the adversary has to predict the
corresponding response bit ri.
The attacker has to predict the response bit ri corresponding to a different
pair of challenge bits (ci, ci−1). If the corresponding session secret yi is in the
set A, then the probability that ri = r′i is 1 by definition. This probability
reduces to 1/2 if yi is in the set B since this happens only if both the input
vectors (ci, ci−1, yi) and (c′i, c
′
i−1, y
i) produce the same response even though
the vectors are not equal. Similarly, the probability is 1/3 if yi is in the set C.
Then, the probabilities that ri = r′i are deduced straightforward.
The attacker has two strategies for predicting a response value corresponding
to a different pair of challenge bits.
(i) She sends the same response value received from the prover (r′i) and the
success probability of mafia fraud (Pno−flipmaf ) is computed as follows.
Pno−flipmaf =
1
4
+
3
4
· ( a
2m
· 1 + b
2m
· 1
2
+
c
2m
· 1
3
)
=
1
2
+
4a + b
2m+3
. (3)
(ii) She sends the complement of the response value and the success probability
of mafia fraud with this strategy is computed as follows.
P flipmaf =
1
4
+
3
4
· ( a
2m
· 0 + b
2m
· 1
2
+
c
2m
· 2
3
)
=
1
4
+
3b + 4c
2m+3
. (4)
Both Pno−flipmaf and P
flip
maf probabilities depend on the characteristic of function
g. The adversary chooses the larger probability. Hence, we get
Pmaf = max(P
no−flip
maf , P
flip
maf )
=
1
2
+
b
2m+3
+ max(
4a
2m+3
,
2c− 2a
2m+3
). (5)
When c ≥ 3a, we have P flipmaf ≥ Pno−flipmaf . So,
Pmaf =
1
2
+
b + 2c− 2a
2m+3
=
5
8
+
c− 3a
2m+3
≥ 5
8
. (6)
Then we have Pdis + P
flip
maf = 1 +
2 · (a + b + c) + b
2m+3
≥ 5
4
for the attacks in
Algorithms (4.1) and (4.2). On the other hand, if c ≤ 3a, then Pno−flipmaf ≥ P flipmaf .
Hence,
Pmaf =
1
2
+
4a + b
2m+3
=
5
8
+
3a− c
2m+3
≥ 5
8
. (7)
In this case, we have Pdis + P
no−flip
maf = 1+
8a + 3b
2m+3
=
5
4
+
b + 2 · (3a− c)
2m+3
≥ 5
4
.
Hence, (6) and (7) yield that the success probability of mafia fraud cannot be
less than 5/8. Thus, Pmaf (P) + Pdis(P) ≥ 54 . 	unionsq
Figure 5 compares the trade-off curves for 1-PCD and CCD protocols, between
the success probabilities of mafia and distance frauds. The figure shows that, the
trade-off curve for 1-PCD is closer to the ideal security than the curve for CCD
protocols. Another interesting result of the theorem is that 1-PCD protocols can
attain the ideal security level against the distance fraud while Pmaf ≥ 3/4.
Fig. 5. Comparison of the trade-off curves for CCD and 1-PCD protocols
Corollary 2. For a 1-PCD protocol P, if the security level for the distance fraud
is ideal (i.e Pdis(P) = 1/2) then, Pmaf (P) ≥ 3/4.
Proof. The probability Pdis(P) satisfies the condition in Theorem 2, so Pmaf
(P) ≥ 5
4
− 1
2
=
3
4
. 	unionsq
4.3 Simulation
We implement four different 1-PCD response generating functions on HK proto-
col structure. We simulate the attacks given in Algorithms 4.1 and 4.2 for each of
them. The simulation for each protocol is repeated 220 times with fresh nonces.
We have shown that the experimental results, which are shown in Table 1, are
in parallel with the results in Theorem 2.
Table 1. The simulation results for success probabilities of mafia fraud and distance
fraud
a b c Pmaf Pdis
1 0 3 0.6247 0.6249
2 1 1 0.7813 0.8124
0 0 4 0.7498 0.4996
0 4 0 0.6251 0.7500
5 Enhancing Security of CCD Protocols by Extending to
1-PCD
In the previous section, we have shown that 1-PCD protocols can provide better
security than the CDD protocols. In this section, we aim to give a method to
ameliorate the security of CCD protocols by extending them to 1-PCD proto-
cols. We first introduce the notion of a natural extension. Then, we apply this
extension on an existing protocol to show the security enhancement.
Let P be a CCD protocol with the response function f(ci, yi0, . . . , yim−1) → ri
and P ′ be a 1-PCD protocol with the response function g(ci, ci−1, yi0, . . . , yim−1)
→ r′i. We give the definition for a natural extension of a CCD protocol to provide
a 1-PCD protocol as follows.
Definition 4 (Natural Extension for CCD to 1-PCD). P ′ is called a
natural extension of P if g(ci, ci−1, yi0, . . . , yim−1) is a Boolean function of the
variables f(Q(ci, ci−1), yi0, . . . , y
i
m−1) and T (ci, ci−1), where Q and T are Boolean
functions of two variables.
The objective of the natural extension is not to propose a new distance
bounding protocol but enhancing the security level of a given protocol via ex-
tending its response function by using simple polynomial arithmetic. We want
to show that the security level can be improved without using a computationally
expensive final signature.
We study HK protocol as an example of CCD protocols which has the security
levels as 3/4 against both mafia and distance frauds. We provide two natural
extensions on this protocol: (i) The first version is to provide the ideal security
level for distance fraud (i.e., 1/2), and (ii) The second one is to achieve the best
security against mafia fraud (i.e. 5/8) among 1-PCD protocols.
5.1 A Natural Extension of HK Protocol for Improving Distance
Fraud Resistance
In order to obtain the ideal security against distance fraud, we construct a re-
sponse generating function such that a = 0, b = 0 and c = 4 (see Equation
(2)). Therefore, we extend the response function of the original HK protocol
(see Equation 1) by choosing Q(ci−1, ci) = ci and T (ci−1, ci) = ci−1. We have
the extended response function as follows.
g(ci, ci−1, yi0, y
i
1) = f(ci, y
i
0, y
i
1)⊕ ci−1
= ci · yi1 ⊕ ((1⊕ ci) · yi0)⊕ ci−1
= yici ⊕ ci−1 (8)
Equation (8) shows that, we obtain the natural extension by only XORing the
original HK protocol’s response function with ci−1. In what follows, we analyse
this extended version-1 to show the security enhancement of distance fraud.
Security analysis of extended version-1. As stated in Section 4, we apply
the generic attacks for mafia fraud and distance fraud on extended protocol as
follows.
Considering the mafia fraud attack described in Algorithm 4.1, the adversary
uses the strategy of sending complement of the response received from the tag
when she does not guess the challenges correctly since c ≥ 3a . Therefore, by
using Equation (4) the success probability of mafia is computed as Pmaf =
1
4
+
3 · 0 + 4 · 2m
2m+3
=
3
4
.
While considering the distance fraud attack given in Algorithm 4.2 three
regions should be taken into account as described in Section 4.
– In region Z1, the prover can access all the challenges and there is no attack.
– In Z2, the prover can access ci−1 challenge but she has no knowledge on
ci while sending ri. She can compute two different ri values using session
secrets. In the first case, the adversary can always send a valid response ri
when yi0 = y
i
1. In other case, she guesses ri value with probability of 1/2
when yi0 = yi1. Hence, the distance fraud probability for a single challenge-
response is 1/2 · 1 + 1/2 · 1/2 = 3/4. Therefore, it is concluded that when
the prover is in Z2 the security of the extended version is equivalent to the
original HK protocol.
– In Z3, the prover is not able to access both ci−1 and ci challenges while
computing the response ri. Equation (2) yields Pdis = 1/2.
5.2 A Natural Extension of HK Protocol for Improving Mafia
Fraud Resistance
We apply another natural extension for HK protocol to obtain an optimum se-
curity level for mafia fraud among 1-PCD protocols (i.e. Pmaf = 58 ). Considering
the Equations (6) and (7), we construct a response function that satisfies c = 3a,
also a = 1, b = 0 and c = 3. The natural extension on the response function is
given below.
g(ci, ci−1, yi0, y
i
1) = f(ci, y
i
0, y
i
1)⊕ f((1⊕ ci−1), yi0, yi1)
= yici ⊕ yic¯i−1 , (9)
where c¯i−1 is the complement of ci−1 (i.e. 1⊕ ci−1).
Security analysis of extended version-2. While analyzing the mafia fraud
attack described in Algorithm 4.1, the adversary may use any of the strategies
described in Section 4 since c = 3a. Therefore, both Equations (6) and (7) yields
that, Pmaf = 5/8.
Considering the distance fraud in region Z2, the security level is same as the
original HK protocol (i.e. 3/4) since the response function becomes same as in the
HK protocol when the adversary receives ci−1. In Z3, the prover cannot access
both ci−1 and ci challenges while computing the response ri. By using Equation
(2), the success probability of distance fraud is calculated as Pdis = 5/8.
6 Discussion and Open Problems
In this paper, we have classified the low-cost RFID distance bounding protocols
having no final signature and introduced the notion of CCD protocols and k-
PCD protocols. We have shown that there is a trade-off between the security
levels of mafia fraud and distance fraud for both CCD protocols and 1-PCD
protocols. We have constructed trade-off curves by introducing generic attacks
mounted on CCD protocols and 1-PCD protocols. On the other hand, there are
several questions left open. The most natural questions may be the following
ones:
– Are the attacks given in Algorithm 3.1 and Algorithm 3.2 the best generic
attacks mounted on CCD protocols? In other words, is there a trade-off curve
lying above the curve Pmaf + Pdis = 3/2 for CCD protocols?
– Similar question for 1-PCD protocols can be given as: Is there a trade-off
curve lying above the curve Pmaf + Pdis = 5/4 for 1-PCD protocols?
We conjecture that the both curves deduced in the paper are the best trade-off
curves. That is, the answer to the both questions above seems to be “no”. Apart
from the security analysis of CCD protocols and 1-PCD protocols, it is still an
open question to construct trade-off curves for k-PCD protocols where k > 1.
In general, we expect the security to be enhanced when k is increased. More
formally, we have the following conjecture:
Conjecture 1. The best trade-off curve for k1-PCD protocols lies above the best
trade-off curve for k2-PCD protocols where k1 < k2.
The most general question may be how far the security is enhanced when k is
increased. Could we attain the ideal security when k is large enough? We have
the following conjecture for this:
Conjecture 2. Pmaf + Pdis tends to 1 when k and n both tends to infinity.
In summary, we claim that the security levels approach the ideal security when
k is increased. If it is really true, then the next question is how fast Pmaf +Pdis
tends to 1? For practical purpose, it must be quite fast and we believe it is really
fast.
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A Hancke and Kuhn’s Protocol
Hancke and Kuhn [9] proposed a simple and efficient distance bounding protocol
that has been used as a key-reference in RFID context. Hancke and Kuhn’s
protocol consists of two phases: Slow phase and fast phase (or rapid bit exchange
phase). As depicted in Figure 6 the protocol steps are as follows.
Slow phase – The prover and the verifier exchange randomly generated nonces.
From these nonces and a shared secret x both party compute two n−bit registers
y0 and y1, using a pseudo-random function h. These registers are used as session
secrets during the fast phase.
Fast phase – The verifier sends a random challenge ci to the prover, then the
later replies with ri, by using the challenge and shared session secrets such that
f(ci, yi0, yi1) = yici , where i = 1, 2 . . . n. For each rapid bit exchange the verifier
measures the round trip time Δti. After n rapid bit exchanges the verifier checks
the correctness of ri’s and Δti ≤ tmax where n is the security parameter and
tmax is the maximum allowed time delay for each rapid bit exchange.
Verifier (x)
NV ∈R {0, 1}∗
Prover (x)
NP ∈R {0, 1}∗
y0||y1 := h(x,NV , NP )
||y0|| = ||y1|| = n
NV 
NPff
Start fast phase
for i = 1 to n
Pick ci ∈R {0, 1}
Start clock ci 
riff
f(ci, y
i
0, y
i
1) = ci · yi1 ⊕ (1⊕ ci) · yi0
ri := f(ci, y
i
0, y
i
1)
Stop clock
End fast phase
Check r1, r2, . . . rn
and Δti ≤ tmax
Fig. 6. Hancke and Kuhn’s protocol
Distance Fraud Analysis. Let P be the prover who carries out the attack,
and V be the verifier who wants to be sure that P is inside the authentication
region. P can compute all session secrets (i.e. two n − bit registers) as soon as
they exchanged the nonces. During the rapid bit exchange, P should send a
response ri before receiving the challenge ci in order to accomplish the attack.
She computes two response ri values using two registers. In half of the cases,
they are the same and P always sends the correct ri. In the remaining cases, they
are not the same and P correctly predict ri value with probability 1/2. Hence,
for any i, P sends a valid ri corresponding to the challenge ci with probability
1
2 · 1 + 12 · 12 = 34 . Since n rounds occurs during the fast phase, the success
probability of the attack is (34 )
n.
