A multi-class discriminative motif finding algorithm for autosomal genomic data. (c2015) by Wehbe, Gioia Wahib
  
 
LEBANESE AMERICAN UNIVERSITY 
 
 
 
 
 
A Multi-class Discriminative Motif Finding Algorithm for 
Autosomal Genomic Data 
 
By 
 
Gioia Wahib Wehbe 
 
 
 
 
 
 
A thesis 
submitted in partial fulfillment of the requirements  
for the degree of Master of Science in Computer Science 
 
 
 
 
 
 
 
 
School of Arts and Sciences 
December 2015 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2015 
Gioia Wehbe 
All Rights Reserved 



 v 
 
DEDICATION 
To my loving parents, Wahib Wehbe and Rita Achi Wehbe, for sacrificing all 
they had to provide me with the best education. I dedicate this thesis to you for always 
believing in me and for being there for me through the ups and downs of my academic 
journey. This success is your success. I hope I make you proud and I hope that life 
allows me to make up for at least a small part of what you have done for me. After all, it 
has been proven that there is no known way to pay back all what you have offered me in 
polynomial time. 
 vi 
 
ACKNOWLEDGMENT 
 
I would first like to thank my advisor, Dr. Georges Khazen. This work would not 
have been possible without his brilliant ideas and accurate advice. I am very thankful for 
all that he has taught me on the professional and personal level. But most of all, I would 
like to thank him for his understanding, patience and support during my difficult times. 
Working with such a humble and extremely successful scientist was a privilege and 
honor to me. I would also like to thank my committee members, Dr. Danielle Azar, Dr. 
Faisal Abu Khzam and Dr. Pierre Zalloua for giving me their precious time and valuable 
comments. 
Moreover, a big thank you goes to the Computer Science and Mathematics 
Department that has been my home for around seven years. This department has 
provided me with a lot of opportunities as an undergraduate student and research 
assistant, a graduate student and graduate assistant, a full-time staff member and a part-
time faculty member. I am grateful to have known, learnt from and worked with all 
faculty and staff members in this department. Moreover, I would like to thank my fellow 
computer science and bioinformatics students who have also become my friends. Their 
ambition, perseverance and intelligence have been such a motivation, inspiration and 
challenge to me which gave me the strength to go on. 
Furthermore, I cannot but thank my colleagues at work for being a great support 
and for filling up for me when I took leaves to study. Also, thanks to Jalal Possik for 
being very helpful when I was using the labs for my experiments. 
And finally, thanks to my parents, family, and friends who endured this long 
process with me, always offering support and love. But most of all, I would like to 
deeply thank my fiancé, Pierre Abboud, who had to suffer a lot with my bad temper, 
constant breakdowns, ongoing nagging and four and a half years of stay-at-home week 
ends. Weirdly enough, he seemed to enjoy each and every second of it and was always 
there to cheer me up when I was down and to celebrate with me every time my code ran 
with no errors. He was my escape, my refuge and my source of strength to finish this 
stressful work. Thank you for this.  
 vii 
 
A Multi-class Discriminative Motif Finding Algorithm for 
Autosomal Unphased Genomic Data 
 
Gioia Wahib Wehbe 
 
ABSTRACT 
 
A lot of advancement has been made in the field of population genetics in the 
past decade. New technologies, such as Next-Generation Genome Sequencing, can now 
provide huge amounts of data in little time.  Big initiatives such as the International 
Hapmap Project and the 1000 Genome project are making use of these technologies to 
provide the scientific community with a detailed genetic reference from different 
populations. The challenge now is to develop fast and accurate computational methods 
to analyze this huge amount of data.   
Identifying genetic signatures that can distinguish between populations is one of 
the major concerns nowadays. A lot of work has been done to analyze variations within 
the human genome, and more specifically at the Y-chromosome level, in order to better 
understand the evolution of the human species.  However, learning about the variability 
of the complete human genome is inevitable in order to fully understand the genetic 
evolution of Homo sapiens. Unfortunately, finding such conserved regions on autosomal 
chromosomes is still in its infancy as it has proven to be very difficult due to the high 
rate of recombination on these chromosomes. In addition, implementing feasible 
computational methods for such enormous data is by itself another challenge.  
Aiming to tackle these obstacles, we have derived a new computational method 
in order to identify conserved regions of Single Nucleotide Polymorphisms (SNPs) on 
autosomal chromosomes that are differentiable in different populations. Our algorithm 
first performs a feature selection step to define differentiable SNPs. Then, it searches for 
population discriminative motifs or differentiable sequence of SNPs, by implementing 
Probabilistic Suffix Trees data structures. 
We initially tested the efficiency and performance of our method on several 
simulated datasets and then applied it on a real genomic data that has different 
populations from the Middle East and North Africa (MENA) region. Interestingly, our 
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method was able to identify the inserted motifs in the simulated data with a precision of 
90% and a sensitivity of 80% on average. Additionally, it was able to identify several 
differentiable regions in the real data set and on different chromosomes. However, we 
noticed that chromosomes 1, 3 and 6 had the highest occurrence rate of differentiable 
motifs (9, 8 and 6 motifs respectively). Our Feature Selection step out-performed 
SPLSDA, a state-of-the-art feature selection technique known for its speed, both at the 
computational time and precision levels. Our method is the first to identify multi-class-
specific 'regions' rather than random subsets of Single Nucleotide Polymorphisms on 
unphased Genomic SNP data. These discriminative motifs can be further studied to 
understand their role both at the evolutionary and disease levels. 
 
Keywords: Population Classification, Motif Finding, Feature Selection, Suffix Trees, 
Genome Autosomal Data, Single Nucleotide Polymorphisms.  
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Chapter 1  
 Introduction 
 
Chromosomes are thin organelles found in the nucleus of the human cell and 
carry DNA which are molecules that define the biological identity and uniqueness of 
every individual. The human genome consists of 23 pairs of chromosomes (a total of 46) 
where chromosomes of the same pair look alike but one of them carries the DNA 
inherited from the father while the other carries those inherited from the mother. 
Recombination is the shuffling between the paternal and maternal chromosomes in order 
to produce a new unique offspring. This applies to the 22 autosomal chromosomes; for 
chromosome pair number 23, the sex chromosomes (XX, XY), things are different [1].  
The male Y chromosome is known for its inhibition of recombination. All 
chromosomes undergo recombination at any point except for the X and Y chromosomes 
in male individuals, those only recombine at their tips. The chunk of the Y chromosome 
that includes the sex-determining genes is conserved in males during evolution [1]. Due 
to these trades of the sex chromosomes, a lot of studies and discoveries were made 
possible in population genetics [2]. 
Nucleotides (A, C, T and G) are the constituents of DNA, they come in pairs (A-
T or C-G) and are known as a base-pairs. It is estimated that the human genome has a 
total of 3.2 billion base-pairs [3], 99.9% of which are identical among different 
individuals. Although the percentage difference is quite small (~0.1%), the resulting 
number of differing base-pairs is massive and approximated to be 3.2 million. These 
differences are the result of mutations that occurred throughout the evolution of the 
human species. The majority of these differences are considered Single Nucleotide 
Polymorphisms (SNPs) if they occur at a frequency rate of at least 1%. Their count is 
estimated to be around 1.4 million [3]. Thus, SNPs are the replacement of one single 
nucleotide (A, C, T or G) in a DNA sequence with another nucleotide causing the 
genomes of individuals to be different at this specific location. As previously mentioned, 
this replacement occurs due to mutations that are inherited throughout evolution [4-6].  
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Evolution has also led to the variation of the human genetic arrangement. 
Nevertheless, most SNPs are known to be conserved from generation to generation 
during evolution. This variation as well as the conservative characteristic of SNPs raises 
the interest in researching SNP data which gives insights into significant historical 
events [7-9] and several studies such as inferring ancestry, determining individuals’ 
phenotypes, analyzing the association of sequence variations with diseases and last but 
not least identifying population-specific SNP signature regions [10-13]. The latter is the 
area of interest of this work.  
Identifying genetic signatures that are differentiable between populations is one 
of the major concerns nowadays. Scientists have succeeded in analyzing variations 
within the human genome in order to better understand the evolution of the human 
species by studying uni-parentally inherited chromosomes, namely the Y-chromosome 
and the Mitochondrial DNA (mtDNA) [14-17].  This played a crucial role in studying 
the evolution of the species and learning about the geographical structure of populations. 
Nevertheless, information learned from these markers is still insufficient as it depicts 
only one side of the ancestry [18] . Therefore, learning about the variability of the 
complete human genome is inevitable in order to fully understand the genetic evolution 
of human species [2]. Unfortunately, finding such conserved regions on autosomal 
chromosomes is still in its infancy as it has proven to be very difficult due to the high 
rate of recombination on these chromosomes which is not the case on sex chromosomes 
as previously explained.  
A valuable attempt to discover differentiable genomic regions on autosomal 
chromosomes is Haplotype Inference. Studies have shown that if one SNP is inherited 
from one generation to the other, a series of neighboring variants are usually inherited 
with it. This is known as Linkage Disequilibrium (LD) [19-21]. The set of correlated 
SNPs that are inherited together within an LD area is known as a haplotype [21]. 
Clusters of haplotypes, haplogroups, have been successfully used to classify genomic 
sequences into different populations [22]. The problem here is that in order to extract 
haplotypes, the genomic sequences must be phased. Phasing is the process of identifying 
which allele belongs to which chromosome copy (paternal or maternal) for every base 
 3 
 
pair, and this step is very costly. The challenge that we took is to see if we can find such 
conserved class-specific regions in unphased SNP data. 
The hypothesis that we test in this thesis is that patterns of SNPs can be extracted 
from the complete unphased human genome and are differentiable between different 
classes of populations. Identifying these differentiable patterns on autosomal 
chromosomes will help us verify that there exits regions that are characteristic to one 
class, even though these autosomal chromosomes exhibit high cross over rate as opposed 
to the Y chromosomes. We believe that finding such discriminative patterns of SNPs, 
called motifs, can offer an accurate way of population classification and we hope that 
these conserved SNP motifs might have some biological significance that can reflect on 
the human health and evolution. Additionally, this will also allow us to perform 
correlation analysis between our motifs and the genetic signatures found on sex 
chromosome as well as haplotypes found on autosomal chromosomes with the 
possibility of discovering new haplotypes.  
The organization of this thesis in what follows is as such: Chapter 2 is a literature 
review about Population Classification, Discriminative Motif Finding, Feature Selection 
and Probabilistic Suffix Trees which provides a strong foundation and background that 
is required for a better understanding of the proposed algorithm. Chapter 3 describes the 
problem at hand from a computational perspective.  Chapter 4 provides a detailed 
description of both the simulated and real data sets used in this study. Chapter 5 
describes the two phases of our proposed algorithm, feature selection and motif finding. 
Chapter 6 presents all the results obtained from benchmarks on simulated and real data 
which is followed by a discussion of our findings in Chapter 7. We finally end with a 
conclusion and some recommendations for future work in Chapter 8.  
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Chapter 2  
    Background and Previous Work 
 
2.1 Population Classification 
Today’s advanced technologies, such as high density genotyping and next 
generation sequencing, have allowed the generation of data for the complete human 
genome [22]. Studying such datasets can give us a broader picture of the origin of 
individuals based on both the paternal and maternal lineages [18]. Unfortunately, 
computational complexity and finding an ideal statistical model are difficulties that have 
not been completely resolved yet [22]. 
One of the methods used to study the structure of populations is Principle 
Component Analysis (PCA), which is a non-parametric approach [23]. In PCA, a 
similarity or contingency matrix is defined first. Different methods of defining the 
similarity matrix have been considered in the literature e.g.  [22]. In general, every entry 
in the matrix depicts the similarity between two individuals, thus every component 
signifies a pattern of structure. By plotting the principle components, distinct clusters as 
well as aligned points can be noticed. The formers represent the genetically different 
populations while the latters indicate the presence of admixture which is the 
interbreeding between completely distinct populations [24-26]. Nonetheless, analyzing 
such plots is not as straightforward as it seems and can sometimes be misinterpreted due 
to several complications [24, 27]. Some popular implementations of PCA used in 
population genetics include the package MMM [28], smartpca v9003 [29] and 
EIGENSTRAT [25, 29]. 
Model-based approaches have also proven to be very efficient in determining 
population structure which is the sub-divisions of a population. Such models include 
STRUCTURE [30] and ADMIXTURE [31]. The earliest model-based approach upon 
which other methods were built is STRUCTURE, which assumes the existence of K 
populations each characterized by a selection of allele frequencies for every SNP 
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location [30]. The population to which an individual belongs is then estimated 
probabilistically through a Bayesian model [30]. ADMIXTURE is a faster extension of 
STRUCTURE; it uses the same statistical model and estimated parameters as 
STRUCTURE does, but goes in the direction of optimizing likelihood rather than 
sampling the posterior distribution which STRUCTURE achieves using a Markov chain 
Monte Carlo algorithm (MCMC) [31]. MCMC methods build a Markov Chain, which is 
a sequence of states where the probability distribution of the next state depends on the 
current state only irrespective of the ones preceding it. Then, these methods sample 
probability distributions based on this chain. ADMIXTURE implements a block 
relaxation algorithm, proposed by de Leeuw-1994 [32], which is accelerated by a novel 
quasi-Newton method for maximizing the likelihood. This high-dimensional 
optimization approach is, by nature, faster than high-dimensional MCMC, and thus, 
allows ADMIXTURE to learn from a much larger set of markers [31]. Model-based 
approaches are comparable to PCA since they offer more interpretable and detailed 
results. 
One weakness of the previously mentioned approaches has been addressed by 
Daniel L. et al, 2012 whose work was embodied in the widely applied tools 
Chromopainter and fineSTRUCTURE [22]. This drawback is characterized by the fact 
that the current PCA and model-based approaches consider markers individually and 
irrespective of their location in the genome [22]. In reality, most adjacent genetic 
markers are correlated and thus inherited together. These markers are only separated due 
to recombination which creates Linkage Disequilibrium (LD) points at the population 
level. Therefore, studying chunks of common SNPs rather than independent markers can 
give more insight on evolution and ancestry. One way of taking advantage of linkage 
disequilibrium is by studying haplotypes, which is the approach that has been 
successfully adopted by Daniel L. et al, 2015. Haplotypes have proven to be significant 
in the study of population structure [33, 34]. Simply stated, Chromopainter “paints” 
every area on an individual’s chromosome with a color corresponding to the ancestor it 
inherited the area from, based on haplotype phase. A “coancestry matrix” is then 
constructed to represent matching haplotypes (colored areas) between different 
individuals. This matrix is used as the similarity matrix of PCA in order to determine 
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population structure. In case no markers were found to be in Linkage Disequilibrium, the 
matrix will resemble the individual-SNP similarity matrix used in the regular PCA 
approaches [22]. fineSTRUCTURE is a model-based implementation of the LD-reliant 
approach that applies an MCMC similar to that of STRUCTURE but using the 
previously described “coancestry matrix”. Combined, Chromopainter and 
fineSTRUCTURE not only superseded previous popular approaches mainly by refining 
clustering due to exploiting LD, but also, offered simplicity of results analysis, and 
speed compared to model-based approaches, as well as an increase in the number of 
population classes allowed [22].  
Although Chromopainter and fineSTRUCTURE are nowadays widely and 
successfully used to determine population history [35-37], these methods are not 
flawless. The main problem in these haplotype-based approaches is that haplotype 
inference in itself is still open for further optimization and researchers are still working 
to find better methods, so any error occurring at the phasing step will be propagated to 
the haplotype inference step and not corrected for. It is true that a lot of advancement has 
been witnessed in the area of determining haplotype phase exemplified by the fully 
fledged software tools, PHASE [38-41], fastPHASE [42] and IMPUTE2 [43]. 
Nonetheless, these methods are probabilistic and time consuming, thus add to the 
computational burden of determining population structure through 
Chromopainter/fineSTRUCTURE. Not to mention that runtime is already a big issue in 
such software tools especially that they deal with high-throughput genomic data. In 
addition, none of the previously described approaches clearly states the exact location of 
the similarities between individuals which distinguishes them from other individuals. 
The main purpose of the previously mentioned methods is to determine structure of 
populations and thus neglect the importance of specifying which chunks of SNPs are 
unique to a specific class of individuals.  
In order to address all the previously mentioned weaknesses, we came up with a 
new method that looks into unphased SNP datasets and reports common aligned sub-
sequences of markers that are differentiable for each population. These differentiable 
areas can later be used for classification of populations. Due to its independence from 
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haplotypes, and because it is preceded by feature selection and implemented using suffix 
trees, we are hoping that our motif finding method, when extended into a classifier, will 
perform faster than the currently known population classification algorithms. Our 
approach was inspired from the idea of Discriminative Motif Finding which is clarified 
in the following section.  
2.2 Discriminative Motif Finding 
Motifs in DNA sequences are areas of these sequences that allow the prediction 
of clusters of co-expressed genes or their properties such as Transcription Factor binding 
[44]. Although motifs are usually associated with discovering Transcription Factor 
Binding Sites (TFBS); nevertheless, they are not limited to this and can indicate any 
other predictive property [44]. The motif finding problem can be treated as either 
discrete or continuous [44]. In the continuous version of the problem, the purpose is to 
simply indicate the presence of these motifs [45-47] rather than perform clustering or 
grouping based on them [48]. Discriminative Motif Finding is the discrete handling of 
the problem where it is transformed into a classification problem and the purpose is to 
find motifs that can distinguish between different classes of sequences [44]. In order to 
use the previously mentioned discriminative methods, the problem is usually converted 
into a binary classification problem by introducing a background model which is a set of 
sequences with no motifs in them e.g. [45-47]. 
Looking at Discriminative Motif Finding from the previously described 
perspective, we can easily map our population classification problem to it. Our purpose 
is to find “motifs” that can characterize every population and distinguish it from the 
others. The difference is that our data in population clustering is a set of genomic SNP 
sequences rather than DNA sequences. To the best of our knowledge, there is no 
previous work that applies motif finding on SNP genomic data, this work is the leader in 
this context.  
Several methods have been proposed for Discriminative Motif Finding. Some of 
the earliest approaches include DIPS [49], DME [50], and DEME [51]. DIPS uses 
heuristic hill climbing to optimize an objective function based on a probabilistic score 
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that measures the number of motifs found in a sequence [49]. These motifs are 
represented by a PWM, a position-weight matrix, popularly used to enumerate the 
probability distribution of motifs [52]. DME [50] adopts the likelihood of the sequences 
knowing their class label as an objective function and achieves discrimination by 
manipulating predefined PWMs in order to optimize the sequence likelihood [50]. 
DEME uses the same objective function as DME but implements a conjugate gradient 
algorithm to study PWMs for optimization [51]. All these methods share the problem of 
computational complexity for optimization and thus only work on small datasets [53].  
Newer methods consider simpler models aiming to accommodate for larger 
datasets. One such technique is exemplified by DREME [54] which is a discriminative 
extension of the popular motif finder, MEME [55]. DREME employs Regular 
Expressions (REs) for representing motifs which speeds up search since its heuristic 
estimates Fisher’s P-value to measure the importance of restricted candidate motifs 
(REs) rather than looking into the complete sequence [54]. Our method resembles 
DREME in its feature selection step and also uses p-values to evaluate the significance 
of every SNP locations. Details of this step are clarified in section 5.1. 
DECOD [56] compares PWMs to k-mers (all possible substrings of length k in 
the dataset) and selects those that match k-mers in the positive set (sequences know to 
carry the motif) rather than the negative set (sequences with no motifs) [56]. It speeds up 
its algorithm by using a deconvolution method that considers high frequencies of k-mers 
that actually include motifs [56]. DECOD is designed for high-throughput data but it is 
not efficient for largely-gapped motifs [57]. 
XXmotif is another recent tool that identifies seed motifs (a set of preliminary 
motifs used to find other motifs in their search space), then, it computes p-value 
enrichments of 5-mer seed patterns, and finally it merges selected PWMs based on their 
enrichment p-value [58]. XXmotif is not as fast as the previously described methods; 
therefore, it is usually used on small datasets or for seeding in other optimization 
approaches [59]. 
 9 
 
Dispom is also a novel approach that is distinguished from the previously 
mentioned ones by the fact that it considers the positional distribution of predicted 
motifs as well as various motif lengths. Integrating these two features in discriminative 
motif discovery has proven to improve the accuracy of prediction compared to some of 
the most popular available methods [60]. Our motif finder also integrates these two 
features which adds to its sources of strength.   
Another newly nascent work describes an exhaustive search technique known as 
SeAMotE. It is an iterative algorithm that starts with a pool of seed motifs generated 
from the IUPAC alphabet (Amino acid and nucleotide base codes proposed by the 
International Union of Pure and Applied Chemistry), it probabilistically selects enriched 
(statistically significant) differentiable motifs based on their coverage (number of 
occurrences) in the positive set as opposed to the negative one, and then it generates new 
motifs from the selected seeds by adding one IUPAC character to the end of each seed. 
The algorithm continues to iterate as such until one or more generated motifs have 
coverage in the positive set that exceeds a certain threshold. Benchmarks show that 
SeAMotE (accuracy of 80.9) outperformed DREME (accuracy of 78.3) in terms of 
prediction performance [61]. 
All of the previously described methods deal with binary classification problems 
in order to identify TFBS. Nevertheless, discriminative motif finding has other important 
applications where multi-class classification is required. One such problem is the protein 
sequence classification problem where one must search for discriminative motifs in 
primary protein sequences that can associate each sequence to its corresponding 
functional family and thus help in defining its function or subcellular localization [62].  
Compared to binary classification, very few multi-class classification approaches 
exist for solving the protein sequence classification problem. In its early stages, methods 
such as one-versus-the-rest [63, 64] and pairwise comparison [65, 66] have been adopted 
in order to decompose multi-class problems into binary ones. Nevertheless, in the case 
of distinguishing between multiple classes, one should take notice of the negative set 
since, for example, the absence of a certain motif might characterize one of the distinct 
families [62, 67, 68]. Moreover, sets of preserved motifs in different families may 
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intersect, which diminishes their discriminative value and affect the classification 
accuracy [62, 68]. Some of the newly developed multi-class discriminative motif finding 
techniques that somehow do account for the previously mentioned constraints include 
those proposed by Lin et al., 2011 [67]; Ma & Chan, 2010 [62]; Siddharthan, 2008 [68] 
and Srinivasan et al., 2013 [69]. Our approach takes these cases into consideration as 
clarified in Chapter 5. 
Whether in binary or multi-class classification, the discovered conserved motifs 
in all the previously described methods are independent of their location on the DNA or 
protein sequences. In the case of inferring population structure, the common patterns 
have to possess the same SNP location in the sequences for them to be considered 
motifs. For this reason, applying the same approaches already adopted for DNA and 
protein motif finding on SNP motif finding is not possible, and therefore, we had to 
come up with a completely new method that uses feature selection followed by 
probabilistic suffix trees. In addition, the available motif finding methods are still weak 
in terms of computational complexity and prediction efficiency and very few consider 
multiple classes, especially when high-throughput data is in question. Therefore, this 
area is still open for optimization and our method not only promises to add to the 
literature in the field of population genetics, but might also propose a new perspective 
for finding discriminative motifs in DNA and protein sequences. 
2.3 Feature Selection 
Feature selection (FS) in general is a dimensionality reduction technique that 
consists of selecting a meaningful subset of variables from a larger dataset in order to 
allow the processing of huge data. There are several popular dimensionality reduction 
methods such as Principle Component Analysis (PCA) [13, 70], Random Projections [5] 
and Information Theory [13] techniques, but unlike FS, these approaches modify the 
actual values of the original variables which makes it difficult for experts in the studied 
field to analyze the reduced dataset [4, 5]. Moreover, further processing of the reduced 
dataset in some applications might require the real values of the variables to be 
preserved which is the case in our problem.  
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Some Feature Selection methods have adopted dimensionality reduction 
techniques similar to the ones listed above but then added another step for the selection 
of variables from the original dataset based on the projected components [71, 72]. One 
such technique is sparse Partial Least Squares Discriminant Analysis (SPLSDA) [73]. 
This method uses Partial Least Square (PLS) Discriminant Analysis which is a statistical 
technique similar to Principle Component Analysis where highly correlated variables are 
projected to one variable called a component. The difference is that PLSDA predicts the 
components based on a linear regression model fitted using the least square approach 
whereas PCA relies on the minimum variance. The variable selection step added in 
SPLSDA is a Lasso penalization method that selects sparse loading vectors (or 
variables) based on the predicted components. SPLSDA uses feature selection for 
sequence classification. We have used the feature selection part of this method to 
benchmark against our feature selection part of the algorithm which will be further 
discussed in section 6.1. 
Feature Selection has proven to be a pretty challenging machine learning and 
data mining problem [13] yet its vitality is irrefutable, especially in the field of 
Bioinformatics. The extremely huge size of the datasets is the major difficulty in the 
field of Bioinformatics no matter what the application in question is [74]. Therefore, 
many feature selection techniques have immerged and made the analysis of such 
enormous datasets possible [4]. However, the advantages of FS are not limited to time 
complexity optimization; it has also proven to be efficient in terms of improving model 
accuracy when supervised classification is the problem to be solved; especially that the 
field suffers from data with small sample sizes which makes the learning process even 
harder [4, 74]. 
Feature selection methods used in Bioinformatics have been applied for the 
analysis of protein/DNA sequences [48], microarrays [75] and mass spectra [76]. 
Incorporating this approach in investigating SNP datasets is relatively new compared to 
the previously mentioned applications but is very promising [4]. SNP selection can go 
into the direction of selecting a subset that can give insights in many aspects including 
genotype-phenotype association [5], disease-gene association [3] and most importantly 
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population classification which is our area of interest [13]. In this context, almost all 
SNP selection methods target the goal of finding the smallest possible subset of SNPs 
that can best classify the individuals into different categories [4]. In contrast to this 
paradigm, we integrate feature selection as a predecessor to our motif finding approach 
not aiming for the least number of informative SNPs whatsoever; rather, we only care to 
decrease dimensionality for faster computation without affecting classification 
performance. In fact, having a very small set of differentiable SNPs in our case might 
make it difficult to find patterns in the following step of our algorithm.  
Available methods of feature selection for supervised learning can be 
characterized by the relationship between the feature selection step and the classifier [4]. 
The simplest category of FS techniques is independent of the classifier where the SNPs 
are ranked and selected depending on a relevance score computed probabilistically (such 
as F-statistics [77] or t-test [78]); then the classification model is built on the selected 
features [4]. These are known as filter techniques and are the most dominant in the 
literature for several reasons but mainly due to their simplicity in data representation and 
reduced computational complexity [4, 13]. Some of the most popular filter techniques 
include, but are not limited to those described in the works of Park et al., 2007 [12]; 
Rosenberg et al., 2003 [79]; Rosenberg, 2005 [11]; Tibshirani et al., 2002 [80] and Zhou 
& Wang, 2007 [6].  
On the other hand, wrapper and embedded techniques for feature selection are 
those that have the feature selection step built-in within the classification model. These 
methods heavily rely on the classification model at hand where the model is built and 
tested iteratively in order to optimize the classification capabilities of the feature set and 
thus choose the optimal one which is specific to the classification model at hand [4]. 
This dependency is a disadvantage since most classification models are very greedy in 
terms of runtime which can cause feature selection to become a burden rather than a 
runtime optimizer [4, 73]. In addition to this, these techniques have shown a higher risk 
of over-fitting compared to filter methods [4]. These methods are also widely used but 
are less common than filter techniques [4]. Examples of wrapper and embedded methods 
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include the work of Breiman, 2001 [81]; Guyon & Elisseeff, 2003 [82]; Lê Cao et al., 
2007 [83]; Lê Cao et al., 2009 [84] and Tibshirani et al., 2002 [80]. 
Still, wrapper techniques remain under demand due to their multivariate 
capabilities [4]. Multivariate feature selection approaches take into account the 
dependability between different features which is very important in SNPs due to 
Linkage Disequilibrium. All wrapper and embedded approaches take this SNP-SNP 
interaction into consideration which gives them an advantage over filtering techniques 
that are known to be univariate (each feature is evaluated independently of the others) 
[4]. Disregarding feature dependencies may highly affect the classification performance 
and here we confront a tradeoff between time efficiency offered by filter univariate 
techniques and classification accuracy offered by wrapper multivariate techniques [4]. 
Luckily, this compromise can be overcome by the development of solutions that 
can account for both, speed and accuracy. One proposition is to use filter univariate 
techniques to rapidly select a small SNP subset and then use this subset as input to 
wrapper methods in order to reduce their runtime [4]. However, such ensemble models 
still suffer from excess computational overhead even though they improve a bit on the 
complexity of wrapper techniques [4]. Even better, some researchers have come up with 
multivariate filter techniques and finding such techniques has recently become a hot 
topic in the field of Bioinformatics [4]; unfortunately, this method is very rare for 
analyzing SNP sequences and more popular on microarray data [85-90]. One filter 
multivariate example is described by Shah & Kusiak, 2004 [91]. 
The feature selection step proposed in our algorithm could be considered as a 
filter multivariate technique. The filtering is achieved by using the Chi-squared test to 
compute the p-value as a score to select candidate discriminative SNPs. Saha et al., 
2013, compute the p-value of every SNP using a Chi-square test in order to evaluate the 
efficiency of their feature selection algorithm [5]. This validates the importance of the 
Chi-square test in selecting significant SNPs. Since adjacent SNPs are known to be 
highly correlated, we allow the selection neighboring SNPs having a weak p-value score 
in order to obtain areas of differentiable SNPs. These areas are later on mined for 
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differentiable motifs using Probabilistic Suffix Trees. This data structure is described in 
the following section.  
2.4 Probabilistic Suffix Trees 
A Tree is a nonlinear data structure which stores elements and links them to each 
other in a complex manner (Figure 1). Every element is represented by a ‘node’, and 
elements are linked to each other by ‘edges’. Nevertheless, links/edges in a tree cannot 
form a cycle; otherwise, it becomes a cyclic graph. The number of edges coming out of a 
node is called the ‘degree’ of a node. For instance, the degree of ‘n1’ in Figure 1is 2. 
Nodes with degree 0 are called ‘leaves’; otherwise, they are considered ‘internal nodes’. 
The top-most node in a tree is called the ‘root’. A ‘path’ is a sequence of a subset of 
nodes from a tree that are linked linearly. A tree can be traversed either from root to 
leaves or vise-versa. A tree where the direction of traversal is specified is known as a 
‘directed’ tree. 
 
Figure 1 An example of a basic tree datastructure 
 
A Suffix tree of string S (Figure 2) is a tree data structure that represents all the 
suffixes of S, i.e. all possible substrings of S that end with the last character in S. It is a 
rooted directed tree where the number of leaves equals the length of the string S and the 
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degree of every internal node is, at most, the number of characters in the alphabet 
forming S. The characteristic that mostly defines a suffix tree is the fact that every path 
from the root to a leaf represents one of the suffixes of string S [92]. 
There are many representations for suffix trees that date back to 1968 when 
Morison et al. first defined Patricia trees which give an implicit definition of Suffix 
Trees [93]. This data structure was officially introduced in 1973 for pattern matching 
[94, 95]. The suffix tree variant that we use in our solution is the Probabilistic Suffix 
Tree (PST) [96, 97]. This variant of the suffix tree was first introduced indirectly by 
Rissanen in 1983, revisited more formally by Ron et al., 1996 and then modified by 
Bejerano & Yona, 2001 whose PST version we refer to in this paper. Most traditional 
suffix trees aim to enumerate all available suffixes of a string [92]. This is not the main 
purpose of a probabilistic suffix tree. Instead, most probabilistic suffix trees undergo 
different levels of pruning, filtering, in order to choose a significant subset of suffixes 
[98]. This is one of the differences between probabilistic suffix trees and the general 
suffix trees [96]. More differences and similarities will become clearer as we formally 
define a probabilistic suffix tree in what follows.  
A Probabilistic Suffix Tree (PST) of string S (Figure 2) is a tree data structure 
where every edge is labeled with a character of the alphabet that string S is built from. 
Every node is labeled with the string formed by the concatenation of the characters on 
the edges when traversing the tree from that node to the root (the root is labeled with the 
empty string e). Having said that, one difference between the representation of a PST 
and a regular suffix tree is that in the former, suffixes are represented by the ‘reverse’ of 
the string obtained by traversing every path from the root to a leaf, and every path from 
a leaf to the root in a PST represents a prefix of the string S. In other words, a PST of 
string S can be considered a sub-tree of the suffix tree generated for the inverse of string 
S [96].   
To guarantee that no two paths represent the same suffix/prefix in a PST, no two 
edges coming out of the same node can be labeled with the same character. Thus, every 
node acts like a divergence point leading to all possible distinct characters in string S 
that might precede the string represented by that node. So like in the classical suffix tree, 
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the degree of every internal node of a PST is at most the size of the alphabet forming S. 
Another similarity is that the maximum depth of the tree in both versions is the length of 
the string S and every level of the tree indicates the length of the suffixes/prefixes 
represented by the nodes at that level. The main addition that a PST has over a classical 
suffix tree is that every node carries the probability distribution of its label in S followed 
by each of the alphabet’s characters. These frequencies can later be used to identify 
highly represented suffixes [96] and to prune the tree as needed. An example of a 
probabilistic suffix tree for string S=1-2-1-0-0 is shown in Figure 2.The vector next to 
the node labeled 0, for example, indicates that the probability of 0 to be followed by 0 in 
the string S is 0.25, the probability of it to be followed by 1 is also  0.25 and finally, the 
probability for it to be followed by 2 is 0.  
 
Figure 2 An example of a Probabilistic Suffix Tree (PST) data structure for string S=1-2-1-0-0 
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When dealing with datasets of various strings S, a PST representation 
enumerates all suffixes available in all the sequences of the dataset. Moreover, the 
probability distribution vectors of the suffixes are computed over all the dataset and 
along the complete sequence length and not only in one sequence. The PST 
representation that we use in this research work is very similar to the one we just 
described but with a few modifications which are listed below: 
- The dataset sequences are categorized and the conditional probabilities of the 
suffixes are computed on sequences of every class label separately. 
- The suffixes we are looking for are position-specific so their conditional 
probabilities are computed over the same locations of the sequences and not 
at any location in the dataset. 
- The suffixes we are looking for are bound by several conditions and thus 
different levels of pruning are applied. 
The details of our PST-building algorithm are clarified in section 5.2.1. and 
Figure 3 shows a sample probabilistic suffix tree generated by our own algorithm. In 
order to get clearer plots, we have eliminated the edge labels and used them as node 
labels instead of labeling the nodes with a long string for the corresponding suffix. Thus, 
the suffix of every node ‘n’ can be obtained by concatenating the labels of the nodes on 
the path from ‘n’ to the root. The box below every node represents the probability 
distribution of the node’s suffix in the different classes of the dataset sequences.  
The below tree (Figure 3) is built for a simulated dataset with sequences from 6 
different classes (populations) and for an area with a known inserted motif 0-2-2-0-0-0 
that corresponds to class 3. As previously mentioned, our resulting PSTs are pruned 
PSTs based on certain conditions that can be specified by the user, one of them is the 
threshold probability per class below which a suffix is not added to the tree. This 
justifies the missing bars in the boxes which indicate that the suffix’s frequency for the 
corresponding class is less than the minimum frequency we allow. Similarly, a missing 
suffix (e.g.: 0-2-2-0-0) is a suffix with a probability less than the minimum probability in 
sequences of all classes. In our implementation, we add a node to a certain branch as 
long as the probability of the obtained suffix is higher than the threshold probability. If 
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the probability of the resulting suffix drops, we do not add the node; nevertheless, the 
suffix will be reconsidered when extending the tree to a deeper level (longer suffixes). 
This node might get added if the addition of the one after it caused the frequency of the 
resulting suffix to exceed the threshold. This way we are accounting for the possibility 
of mutations in our search. Further details of our implementation will be discussed in 
section 5.2.1. 
 
Figure 3 An example of a modified Probabilistic Suffix Tree (PST) generated by our algorithm 
Suffix trees have many applications in string processing algorithms that have 
been discussed in several surveys and books [92, 95]. Because a lot of the 
Bioinformatics problems rely on string processing, these data structures have become 
very popular in Bioinformatics and they have been successfully used to solve many 
problems in the field such as the exact string matching problem and the lowest common 
ancestor problem [92]. Suffix trees have also been used for error correction in next-
generation sequencing implemented in the tools SHREC [99] and Hybrid-SHREC [100]. 
MUMmer [101] and OASIS [102] are suffix-tree-based algorithms for sequence 
alignment where the problem was reduced to the exact string matching problem.  
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Several motif finding methods have also incorporated suffix trees to find 
regulatory sites or promoter sequences in DNA and protein data [103-108]. None of 
these methods used PSTs to identify discriminative motifs in SNP data which is our 
intended goal. When it comes to Probabilistic Suffix Trees, an efficient use of them in 
the field of Bioinformatics was described by Bejerano & Yona who used PSTs to model 
protein families; this has exposed the potential of PSTs as predictive models efficient for 
classification. An implementation of PSTs based on the algorithm proposed by Bejerano 
& Yona, 2001 [96] and their predecessors Ron et al., 1996 [97] is found in the R 
package called PST [109]. Our implementation is a variation of this package based on 
the modifications we described above. 
Several techniques other than suffix trees have been adopted for string 
processing applications in Bioinformatics. Dynamic programming, rule-based 
approaches, seed extension approaches and parsing approaches have been used for 
pattern matching in compression [110]. For sequence alignment, hash tables are also 
popular [111]; nevertheless, suffix trees have proven to be more efficient in some 
aspects according to Kurtz et al., 2004. K-spectrum and MSA-based methods have been 
used for error correction in next-generation sequencing [112]. Graphs have also been 
used as data structures for motif finding where computational graph algorithms such as 
maximal clique partitioning and vertex cover have been applied [113, 114]. PSTs in turn 
have come as a replacement for hidden Markov chains to build efficient statistical 
models where memory is an issue [96], which is the case in most of the Bioinformatics 
applications due to the high-throughput data.  
Although all the above mentioned approaches have contributed extensively to the 
field, suffix trees have always had distinguished popularity for string processing in the 
biological context. The main advantage of suffix trees over other indexing methods such 
as hashing is that it is space efficient. It requires only linear space to store all the suffixes 
of a string [95]. Memory complexity for suffix trees can be even further optimized by 
using suffix arrays [115] (also known as PAT arrays [116]) which are a compressed 
version of suffix trees in terms of space [117]. Moreover, suffix trees have a logarithmic 
depth and in the worst case, it is linear in the length of the addressed string [95] which 
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speeds up suffix traversal. In addition, suffix trees have proven to be the best indexing 
method for genome sequences since they represent repetitive sub-sequences in one path 
and are memory-efficient for very long sequences, two characteristics that are abundant 
in genomic data [117, 118]. According to Grossi & Italiano, 1993, the power of suffix 
trees can also be highlighted by the fact that it has been redefined again and again in the 
literature in several variants and under different names such as the compacted bi-tree 
[94], the prefix tree [119], the PAT tree and PAT array [116], the suffix array [115], the 
cactus suffix array [120], the dynamic suffix array [121], the SB-tree [122] and the 
Probabilistic Suffix Tree [96, 97, 123] which is the version we are concerned with. Even 
the directed acyclic word graph (DAWG) and minimal suffix and factor automata [124-
126] can be mapped to a suffix tree [115].  
PSTs, specifically, have proven to be good predictive models that have been used 
successfully in classification of proteins and identification of conserved regions [96]. 
The results in [96] showed that the PST-based algorithm performs as good as hidden 
Markov models while it outperforms pairwise methods such as Gapped-BLAST. The 
strength of the PST algorithm presented in [96] for classification is that it does not 
require any Biological prior knowledge about the dataset. It simply finds conserved 
patterns that are statistically significant for prediction [96]. Finally, an advantage worth 
mentioning about PSTs as opposed to HMMs is the fact that they are variable in length 
and subject to pruning which reduces computational cost thus allowing a higher order of 
the model [127]. 
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Chapter 3  
Description of the Problem 
 
The purpose of this research work is to derive an algorithm that identifies 
discriminative patterns, motifs, in high-throughput genomic sequences. The sequences 
correspond to human autosomal chromosomes and can be classified into two or more 
categories, such as ethnicity, nationality etc. This problem can be divided into two sub-
problems. The first is to minimize the size of the dataset by selecting a meaningful 
subset of features, in our case SNPs. The second part consists of extracting patterns that 
are differentiable between classes, in our case populations.     
3.1 Feature Selection Problem 
Most Bioinformatics applications nowadays are being preceded by a feature 
selection step aiming to reduce the size of the studied dataset while maintaining the 
performance of the application that follows. We can formally define the general Feature 
Selection Problem as such:  
Given a dataset with c columns, select c’ columns that are a subset of c 
such that the size of c’ is the smallest possible and the elements of c’ are 
significant for the data analysis step that will follow.  
Any data mining or machine learning technique can then be applied to the subset 
data resulting from feature selection and for several purposes. The purpose in our case is 
discriminative motif finding, which is the second part of the problem, and it will be 
discussed in the following section. Thus, our problem is to define which columns, SNP 
locations, can be considered significant to our motif finding algorithm and which are the 
columns that can be eliminated without any harm and loss of information. 
Since our motif finding algorithm searches for patterns instead of single 
locations, unlike the typical feature selection problem, our problem is not to find the 
smallest possible subset of meaningful SNPs; rather, we hope to find a subset that forms 
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regions in the dataset where discriminative motifs might be found while preserving the 
advantage of feature selection for dimensionality reduction. Moreover, at this stage of 
our problem, we do not care to which class every region is unique. All we worry about at 
this phase is to identify the regions that have high chances of carrying a motif and 
eliminating all the remaining locations to optimize runtime. 
3.2 Motif Extraction 
The second part of the problem consists of identifying the differentiable motifs 
and associating them to the class label they correspond to. A differentiable motif is a 
pattern that can be found in high or low frequencies at a certain region on the 
chromosomes and in sequences of the same class/population. This same pattern cannot 
be highly frequent at the same region for all different classes. Having said that, part 2 of 
the problem can be formulated as follows:  
For each differentiable area, find the longest possible pattern of SNPs with the 
highest/lowest possible frequency in sequences of the same class; this frequency 
has to be greater than a predefined threshold frequency.  
Thus, a motif is characterized by the pattern of SNPs it is formed of, the 
locations it covers on the chromosome and the class label it is differentiable for. To 
finalize the formulation of the problem, it is important to clarify the following 
conditions: 
1- If the frequency of a certain pattern exceeds the threshold frequency in the 
sequence sets of all different classes/populations, this pattern is not 
considered a motif since it cannot differentiate between individuals of at least 
2 classes/populations.  
2- It is not possible for motifs to overlap in location if they correspond to the 
same class. If motifs of the same class are subsets of each other in terms of 
pattern and location, only the longest one is considered a motif.  
3- Motifs of different classes/populations can overlap in location. 
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The difference between our motif finding problem and the common motif finding 
problem for proteins and DNA data is that our problem is location specific. That is, it 
requires searching for highly represented patterns in a common region of the sequences 
rather than searching the whole sequences’ length, which is the case in the regular motif 
finding problem.  
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Chapter 4  
Description of the Data 
 
It is very important to distinguish between two types of genomic data for the 
purpose of this research work, genotype data and phased haplotype data. Every 
individual inherits two copies of the same chromosome, one from the father and one 
from the mother. Thus, every SNP location is represented by two alleles, a paternal one 
and a maternal one. The genotype data does not specify which allele is inherited from 
which parent, whereas the phased haplotype data distinguishes between the alleles 
inherited from parent 1 and those inherited from parent 2 by listing both sequences 
separately [6]. For example, a sequence in a genotype data set can be represented as 
such:  
CC CT AA GG CG AA AG 
Reading this sequence tells us that the individual is homozygous (same allele 
from both parents) for allele C at location 1 while it is heterozygous (different alleles 
from each parent) at location 2. However, we cannot tell which of C or T comes from 
the mother’s side for instance. This representation can be further simplified in a numeric 
format which reduces the memory size of the data. The major allele is the allele that is 
found in the majority of individuals in the population at a given location, the minor 
allele (less frequent allele) for this location is the mutant allele. Consequently, every 
SNP location in the above genotype sequence can be represented by one of three values 
(genotypes) 0, 1 or 2 where: 
i. 0 indicates the homozygous major allele. In this case, no mutation was 
inherited from any of the parents. For example, the above individual has 
two As (AA) at location 3, assume that A is the major allele for this 
location; AA can be replaced with 0 since no mutation was inherited from 
neither the father nor from the mother. 
ii. 1 indicates the heterozygous allele.  In this case, one mutation was 
inherited from only one of the parents. For example, the above individual 
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has a CT genotype at location 2, assume that C is the major allele for this 
location; CT can be replaced with 1 since one mutation was inherited 
from the parent with a T allele for this location. 
iii. 2 indicates the homozygous minor allele. In this case, two mutations were 
inherited from both parents. For example, the above individual has two 
Gs (GG) at location 4, assume that C is the major allele for this location; 
GG can be replaced with 2 since two mutations were inherited from both, 
the father and the mother. 
Below is an example of a numeric representation of the above sequence: 
CC CT AA GG CG AA AG 
0    1    0     2     1    0     1 
In the genotypic representation of SNP data, we cannot specify the sequence of 
alleles found on the chromosome strand inherited from the mother for these locations, 
nor can we identify the father’s strand. This information is not important in genotype 
data. The purpose of phasing is to provide such information for cases where it is 
important by representing every genomic sequence with a pair of sequences, one for 
each parent. To illustrate, the above genotypic sequence is represented in a phased data 
set as follows:  
Parent 1: C T A G C A A 
Parent 2: C C A G G A G  
After phasing, we can now distinguish that allele T at location 2 was inherited 
from parent 1 whereas allele C belonged to the second parent (Parent 2) of this 
individual. Even though some of the best population classification methods rely on 
phased data (refer to Chapter 2 Section 2.2), we would like to investigate whether it is 
possible to identify differentiable patterns between different populations using unphased 
data and thus reducing the runtime burden and computational complexity of the 
problem. 
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Based on this hypothesis, all genomic datasets that we used in this thesis are 
unphased genotype SNP datasets with a numeric representation. Rows are sequences of 
0s, 1s or 2s representing the genotypes of different individuals, and columns correspond 
to chromosome locations where Single Nucleotide Polymorphisms (SNPs) are found. 
The sequences in these datasets are aligned, that is, SNPs found at the same locus on a 
chromosome belong to the same column in a tabular representation of the data. 
Moreover, every sequence is labeled with a certain class. This class can represent the 
ethnic group, race, disease or any other categorical attribute that we might need to learn 
about the individuals. An example of the data is shown in Table 1. To facilitate the 
understanding of the problem and methods, we will refer to the sample data in the below 
table for examples throughout the thesis. 
 
Loc. 1 Loc. 2 Loc. 3 Loc. 4 Loc. 5 Loc. 6 Loc. 7 
Class 
Label 
Seq. 1 0 1 1 2 1 0 0 3 
Seq. 2 1 0 1 2 1 0 1 3 
Seq. 3 0 2 1 2 1 0 2 3 
Seq. 4 1 1 1 2 1 0 1 3 
Seq. 5 2 0 1 2 1 0 0 3 
Seq. 6 0 2 1 2 1 0 0 3 
Seq. 7 1 1 1 0 1 0 0 3 
Seq. 8 2 0 1 2 1 0 2 3 
Seq. 9 0 1 2 1 2 1 1 2 
Seq. 10 2 1 0 0 0 0 1 2 
Seq. 11 0 2 2 0 1 0 0 2 
Seq. 12 0 1 0 1 0 2 2 2 
Seq. 13 1 0 1 2 0 2 1 2 
Seq. 14 2 0 0 0 2 0 0 2 
Seq. 15 1 2 1 2 1 2 1 2 
Seq. 16 0 0 2 0 2 2 0 1 
Seq. 17 2 0 1 0 0 0 1 1 
Seq. 18 1 1 1 1 1 0 1 1 
Seq. 19 2 1 0 1 0 1 0 1 
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Loc. 1 Loc. 2 Loc. 3 Loc. 4 Loc. 5 Loc. 6 Loc. 7 
Class 
Label 
Seq. 20 0 2 0 2 1 1 0 1 
Table 1 A sample SNP genomic dataset.Rows represent sequences. Columns represent SNP locations. The last 
column represents class labels. Sequencese of the same class have the same color. Darker colors represent a 
motif.  
In section 4.1, we will describe in detail how we simulated genotype data in 
order to test and benchmark our method, while section 4.2 describes the real data that we 
used.  
4.1 Simulated Data 
We have generated our own datasets that resemble real genotype data, and then 
we inserted our own motifs in the sequences. The data is a set of randomly generated 
sequences of 0s, 1s and 2s and every sequence ends with a numeric class label. In 
reality, the homozygous major allele (0) is the most frequent since it carries no mutation, 
the heterozygous allele (1) is less frequent since it has 1 mutation and the least frequent 
allele is the homozygous minor allele (2) since it inherits 2 mutant alleles. To preserve 
this characteristic, we chose what genotype to append to the sequence based on the 
following probabilities: 
- 0 → 0.8 
- 1 → 0.15 
- 2 → 0.05 
Then every sequence was randomly labeled with one of the class labels based on pre-
specified probabilities for each class. 
 We then add our own motifs in order to properly assess whether we are able to 
detect them or not. Having placed the motifs ourselves, we can easily check if our 
algorithm is able to extract them at the correct locations or not. For this, we generate 
random motifs which are short sequences of 0s, 1s and 2s. Unlike the generation of long 
sequences, the occurrence of 0, 1 or 2 in a motif is equi-probable since this allows a 
bigger variety of motifs. For every class label, we generate a set of motifs that are 
specific for this class. In the same dataset, we assign the same number of motifs for each 
class. Similarly, the length of all the motifs found in the same dataset is fixed for a given 
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simulated data in order to assess the effect of the motif length on the performance of the 
algorithm. We then generate a random location for every motif to be inserted in the 
sequences while maintaining the following conditions: 
1- Motifs of the same class cannot overlap in location. 
2- No two motifs have the same sequence of genotypes.  
So for every sequence, we insert the motifs that have been generated for the class this 
sequence belongs to, at the position specified for the motif.  
Moreover, in order to introduce noise in our datasets, we allowed mutations and 
the none-occurrence of some of the motifs in the sequences. For mutation, motifs are 
allowed a certain mutation rate that we specify  which is common to all motifs in the 
same dataset. This mutation rate is for single-point mutations and applying it to each and 
every location in the motif results in a higher overall mutation rate than what is 
expected. Therefore, we divided the mutation rate passed as a parameter by the length of 
the motif. So every location in a motif has a probability of 𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑅𝑎𝑡𝑒/
𝑀𝑜𝑡𝑖𝑓𝐿𝑒𝑛𝑔𝑡ℎ to be replaced by a different genotype. This different genotype can be 
any of the remaining genotypes in equal chance. So if the location to be mutated has a 
genotype of 0, it has a 50% probability to be replaced by 1 and a 50% probability to be 
replaced by 2. Additionally, every motif has a probability of none-occurrence. This 
probability is the same for all motifs in the same dataset and it allows some of the motifs 
not be inserted in some of the sequences.     Table 2 below is an example of motifs and 
their details for the generation of a sample dataset.  
Class Motif Start Location ProbaNoneOcc MutationRate 
1 1-2-1-0 3 0.1 0.03 
2 1-1-0-2 10 0.1 0.03 
3 0-1-2-1 25 0.1 0.03 
          Table 2 An example of motifs to be inserted in a simulated dataset their location, their 
probability of none occurrence and their mutation rate. 
There are many variables in a dataset that can influence the performance of an 
algorithm. The most important variables that might affect the performance of our 
algorithm are the following: 
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1- SeqLength: Length of the sequences in a dataset; that is the number of 
columns. 
2- NumSeq: Number of Sequences in a dataset; that is the number of rows. 
3- NumClasses: Number of classes upon which the sequences can be classified. 
4- MotifsPerClass: Number of motifs that are specific to every class; that is the 
maximum number of motifs allowed in every sequence. 
5- MotifLength: Length of motifs in the dataset. 
6- MutationRate: The probability of mutating locations in a motif. 
7- ProbaNoneOcc:  The probability of eliminating a motif from a sequence. 
We wanted our data to resemble real data as much as possible and we did not 
want it to be rigid; instead, we tried to consider all possible characteristics real genomic 
datasets might have. Therefore, we decided to generate several datasets where each 
dataset differs from the others by only one parameter. This way, we can experiment on 
all possible combinations of the variables and assess the effect of each one of these 
variables/parameters on the performance of our algorithm. 
So for every parameter, we decided on a list of possible values. We chose these 
values to increase in a regular pattern so we can easily visualize the effect of the 
parameters on performance. Table 3 below summarizes the different values we gave for 
each parameter. 
Parameter Variable Values Fixed Values 
SeqLength 2000,4000,8000,16000 8000 
NumSeq 1000,2000,3000,4000,5000 6000 
NumClasses 2,6,10,14 6 
MotifsPerClass 1,2,3,4,5 1 
MotifLength 5,10,15,20,25 5 
MutationRate 0.01,0.02,0.03,0.04,0.05 0.03 
ProbaNoneOcc 0.05,0.1,0.15,0.2,0.25,0.3 0.1 
Table 3 Values used for parameters to generate the simulated datasets 
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The values are chosen to be as realistic as possible based on what real datasets 
might look like, but in some cases we also included extreme values to consider best case 
and worst case scenarios (e.g.: ProbaNoneOcc=0.3).For every variable value in the 
above table, we generated a new dataset while fixing the values of all the other 
parameters to the fixed values listed in Table 3. 
The selection of the fixed values was based on the preliminary results we 
obtained when testing our algorithm on datasets with median/average fixed values. So 
for example we chose to fix MotifsPerClass to 3 since it is the median among its 
variable values (1, 2, 3, 4, 5). We then looked for the value that gave the best results for 
every parameter and chose it to be the fixed value for our final benchmarks. We fixed 
the value with the best results since we did not want to mistaken the effect of a bad fixed 
value with the influence of the variable parameters on the performance of our algorithm. 
As we have previously mentioned, every class occurs with a certain probability 
in our simulated datasets. When the number of classes is fixed to 6 , the probability of 
occurrence for every class from 1 to 6 is set to 0.15, 0.15, 0.20, 0.20, 0.20, 0.10 
respectively. We chose close but none identical frequencies for the 6 classes in order to 
simulate a realistic balanced dataset where the distribution of classes is not exactly 
identical. When the number of classes is the variable, we cannot use the above vector of 
distributions for any value of NumClasses; we have to generate a new distribution vector 
based on the number of classes in each dataset. To simplify the implementation and to 
allow any value for the NumClasses variable, we have set the frequency of every class to 
1/NumClasses. 
Now the problem that we faced in the case of the NumClasses variable is that if 
we fix the size of all datasets to 6000 sequences, the number of sequences per class will 
differ drastically between the datasets with different number of classes. Consequently, 
the performance of the algorithm will surely drop for the large values of NumClasses 
which is an effect of the decrease in the number of sequences per class rather than the 
increase in the number of classes. To illustrate, assume a dataset with 2 classes, the 
frequency of every class is 1/NumClasses= ½ = 0.5 which gives 3000 sequences per 
class for a dataset of 6000 sequences. On the other hand, for a dataset where the number 
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of classes is 14, for instance, the frequency of every class is 1/14 = 0.07 which gives 
around 428 sequences per class for a dataset of 6000 sequences. This difference in the 
number of sequences per class is misleading and prevents us from evaluating the actual 
effect of the NumClasses parameter on the performance. To overcome this issue we had 
to fix the number of sequences per class rather than the overall number of sequences in 
the case of the NumClasses variable. We have chosen to fix it to 300 sequences per 
class, so the total number of sequences in every dataset is NumClasses*300. 
All of the previously described process for data generation has been automated 
by a user-friendly R script that can be easily amended to simulate any kind of datasets, 
with different parameter values, and not only genomic datasets. We have also written a 
script that generates all the different combinations of input parameters from which the 
variety of testing datasets have been generated. 
4.2 Real Data 
Our real data analysis was conducted on a subset of the genomic sequences used 
by Haber et al., 2013 to study the population structure of the Levant and the relationship 
between religion and the genetic distribution among Levantine populations [128]. We 
have chosen to analyze the data sampled from individuals belonging to various 
nationalities. The original sub-dataset had 835 samples distributed on different 
nationalities as shown in Table 4. 
Class Label Nationality Number of Sequences 
1 Lebanese 774 
2 Syrian 17 
3 Palestinian 23 
4 European 1 
5 Jordanian 17 
6 Iraqi 2 
14 Unknown 1 
Total 7 classes 835 Sequences 
Table 4 Details of the raw databefore filtering out sequences with low-frequency nationalities  
After removing rare and undefined sequences (sequences labeled as European, 
Iraqi and unknown), we were left with a dataset of 831 sequences distributed among 4 
classes as per Table 5. 
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Class Label Nationality Number of Sequences 
1 Lebanese 774 
2 Syrian 17 
3 Palestinian 23 
5 Jordanian 17 
Total 4 classes 831 Sequences 
Table 5 Details of the real dataset after filtering out sequences with low-frequency nationalities 
The complete genome of these 831 individuals was sequenced forming a dataset 
of SNP locations where 3 represents the homozygous major allele, 2 represents the 
heterozygous allele and 1 represents the homozygous minor allele. These correspond to 
0, 1 and 2 respectively in our simulated data. Missing genotypes were represented with a 
0. This annotation is imposed by the ‘snpStats’ R package [129] we used to convert the 
genomic sequences from the Plink [130] format to a SNP matrix format.  
The dataset was divided into sub-datasets, one for each chromosome, using Plink 
[130] in order to facilitate analysis of the data. We have worked on the 22 autosomal 
chromosomes and the number of SNPs in each dataset representing these chromosomes 
is summarized in Table 6. 
Chromosome Number of SNPs 
Chromosome 1 59487 
Chromosome 2 57949 
Chromosome 3 47430 
Chromosome 4 40606 
Chromosome 5 42272 
Chromosome 6 48510 
Chromosome 7 38317 
Chromosome 8 37202 
Chromosome 9 32974 
Chromosome 10 39258 
Chromosome 11 36831 
Chromosome 12 35722 
Chromosome 13 27963 
Chromosome 14 23436 
Chromosome 15 21776 
Chromosome 16 22893 
Chromosome 17 20372 
Chromosome 18 21800 
Chromosome 19 15211 
Chromosome 20 18526 
Chromosome 21 10292 
Chromosome 22 10531 
Total Number of SNPS 709358 
Table 6 Number of SNPs in the dataset in the autosomal chromosomes 
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Chapter 5  
     Methods 
Our algorithm consists of two phases. The first phase is a feature selection 
technique that minimizes the dimensionality of the data by identifying differentiable 
areas. In the second phase, we implemented a motif finding algorithm using 
Probabilistic Suffix Trees in order to identify motifs and associate them with their 
corresponding class. Below is a detailed description of the method with examples based 
on the below sample data that we have already presented in Chapter 4. 
 Loc. 1 Loc. 2 Loc. 3 Loc. 4 Loc. 5 Loc. 6 Loc. 7 Class Label 
Seq. 1 0 1 1 2 1 0 0 3 
Seq. 2 1 0 1 2 1 0 1 3 
Seq. 3 0 2 1 2 1 0 2 3 
Seq. 4 1 1 1 2 1 0 1 3 
Seq. 5 2 0 1 2 1 0 0 3 
Seq. 6 0 2 1 2 1 0 0 3 
Seq. 7 1 1 1 0 1 0 0 3 
Seq. 8 2 0 1 2 1 0 2 3 
Seq. 9 0 1 2 1 2 1 1 2 
Seq. 10 2 1 0 0 0 0 1 2 
Seq. 11 0 2 2 0 1 0 0 2 
Seq. 12 0 1 0 1 0 2 2 2 
Seq. 13 1 0 1 2 0 2 1 2 
Seq. 14 2 0 0 0 2 0 0 2 
Seq. 15 1 2 1  2 1 2 1 2 
Seq. 16 0 0 2 0 2 2 0 1 
Seq. 17 2 0 1 0 0 0 1 1 
Seq. 18 1 1 1 1 1 0 1 1 
Seq. 19 2 1 0 1 0 1 0 1 
Seq. 20 0 2 0 2 1 1 0 1 
Table 7 The sample SNP genomic dataset represented in Table 1. Columns highlighted in yellow represent 
differentiable locations. Column labels highlighted in red represent a differentiable area. 
5.1 Phase 1: Feature Selection 
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We will start our explanation of this phase by defining basic terms that we use in 
our algorithm. We define the ‘Class Relative Frequency’ of a genotype as the relative 
probability of a genotype, at a given column (SNP location), for each of the classes. In 
other words, The Class Relative Frequency of genotype x for class y at location z is the 
number of occurrences of x in column z for rows labeled with class y, divided by the 
total number of rows labeled with y. For instance, in Table 7 the Class Relative 
Frequency of genotype 2 at location 4 for class label 2 is 0.285.  
A ‘Differentiable Location’ is a location that has the Class Relative Frequency of 
one of the genotypes either very high or very low in one of the classes compared to its 
relative frequency in the remaining classes. For example, location 4 in Table 7 is 
considered differentiable since the Class Relative Frequency of genotype 2 with class 
label 3 (0.875) is very high compared to its Class Relative Frequency for class 1 (0.2) 
and class 2 (0.285). This unique distribution of genotypes on the classes for a certain 
location is what makes this location meaningful or useless for our motif finding 
algorithm. And in order to capture this analysis of the distribution of genotypes on 
classes in a statistical manner, we have performed a Chi Square Test for every location 
(SNPs), in order to measure the level of significance of the locations.   
A location (or column) is considered as ‘Statistically Significant’ if there is a 
significant difference in distribution of its genotypes on the classes that is if some 
genotype frequencies are exceptionally high or exceptionally low for a specific class and 
not the others. Moreover, this difference should occur commonly and regularly on a 
large population, and not by chance. The probability for this unique difference or 
distribution NOT to occur is measured by a statistical value called the ‘p-value’. The 
lower the p-value, the more statistically significant this column is. The ‘Level of 
Significance’ is the threshold p-value below which the column is considered statistically 
significant. The universally accepted value for the level of significance is 0.05. The 
Level of Significance that we used in our algorithm is a scaled version of the universal 
value. We will elaborate on this later on in this section.  
The ‘Chi Square Test’ [131-133] is a statistical test that measures how well a set 
of actual values fits the theoretical expectation of these values. We have used this test to 
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compute the p-value of every column to decide whether it is statistically significant or 
not. The Chi Square Test assumes a ‘Chi Square Distribution’ of the data which is the 
sum of the square of Random Variables sampled from Standardized Normal 
Distributions (Mean=0, Variance=1). The number of sampled random variables is the 
‘Degree of Freedom’ of the Chi Square distribution 
Consequently, we can now show how we computed the p-values of every location by 
using the Chi Square test on our categorical data. We will do this using an example. 
Consider location 4 in Table 7 and the corresponding class labels found in the last 
column: 
1- Generate the ‘Contingency Table’ that summarizes the actual counts 
(ActualCount) of individuals having a certain genotype for every class at location 
4. Going back to our definition, to compute the Class Relative Frequency, we 
divide the frequency of a certain genotype per class by the total number of 
genotypes of this class, this is called normalization. For the contingency table, 
however, we do not perform normalization, we only compute the counts: 
  Genotypes 
  0 1 2 
C
la
ss
es
 1 2 2 1 
2 3 2 2 
3 1 0 7 
 
2- Compute the total count per genotype and per class: 
  Genotypes Class 
Totals   0 1 2 
C
la
ss
es
 1 2 2 1 5 
2 3 2 2 7 
3 1 0 7 8 
Genotype 
Totals 
6 4 10 
 
 
3- Compute the ‘expected‘ count for every Genotype-Class combination, assuming the 
distribution of the Class Totals (Last column): 
 36 
 
a. Compute the percentage of individuals having class 1, 2 and 3: 
  Genotypes Class 
Totals   0 1 2 
C
la
ss
es
 
1 2 2 1 
5 
25% 
2 3 2 2 
7 
35% 
3 1 0 7 
8 
40% 
Genotype 
Totals 
6 4 10  
 
b. Compute the ExpectedCounts in every cell by multiplying the total of its 
corresponding column but the total of its corresponding row and dividing 
it by the overall total: 
  
  Genotypes Class 
Totals   0 1 2 
C
la
ss
es
 1 
2 
1.5 
2 
1 
1 
2.5 
5 
25% 
2 
3 
2.1 
2 
1.4 
2 
3.5 
7 
35% 
3 
1 
2.4 
0 
1.6 
7 
4 
8 
40% 
Genotype 
Totals 
6 4 10 
 
 
 
c. Compute the Chi Square statistic which is: 
 
𝑋2 = ∑
(𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝐶𝑜𝑢𝑛𝑡𝑠 − 𝐴𝑐𝑡𝑢𝑎𝑙𝐶𝑜𝑢𝑛𝑡𝑠)2
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝐶𝑜𝑢𝑛𝑡𝑠
= 
 
( 1.5 − 2 )2
1.5
+
( 1 − 2 )2
1
+
(2.5 − 1 )2
2.5
+
(2.1 − 3 )2
2.1
+
(1.4 − 2 )2
1.4
+
(3.5 − 2 )2
3.5
+
(2.4 − 1 )2
2.4
+
(1.6 − 0 )2
1.6
+
(4 − 7 )2
4
+= 8.02 
 
d. Compute the Degree of Freedom (df) for a contingency table Chi Square 
test which is defined as follows: 
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𝑑𝑓 = (𝑛𝑟𝑜𝑤 − 1)(𝑛𝑐𝑜𝑙 − 1) = 
(3 − 1)(3 − 1) = 4 
e. Knowing the Chi Square statistic value (𝑋2) and the Degree of Freedom 
value (df), we can obtain the corresponding p-value which is 
approximately 0.04. 
We apply this test to each and every location in the data set and calculated the p-
value of every column. Because we are repeating the Chi-square test for every SNP 
location, we cannot use the standard significance level used for one test which is 0.05. 
Instead we need to do a Bonferroni correction that is we normalize this value by the 
number of SNPs (number of tests) in the dataset in order to obtain a feasible level of 
significance; we call it the ‘Threshold p-value’: 
𝑻𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 𝒑 − 𝒗𝒂𝒍𝒖𝒆 =
0.05
𝑁𝑢𝑚𝑆𝑁𝑃𝑠
 
 Furthermore, because the p-values obtained are usually very small numbers, we 
scale them in order to facilitate the visualization and comparison of the values. A 
‘Scaled p-value’ is: 
𝑺𝒄𝒂𝒍𝒆𝒅 𝒑 − 𝒗𝒂𝒍𝒖𝒆 = |log10(𝑝 − 𝑣𝑎𝑙𝑢𝑒)| 
Similarly, a ‘Scaled Threshold p-value’ is the scaled value of the ‘Threshold p-
value’, using the same formula above. By the definition of the scaling formula and the 
threshold p-value that we described above, a column is considered significant if its 
‘scaled p-value’ is ‘greater or equal’ to the ‘scaled threshold p-value’. For example, let’s 
consider the p-value of column 4 obtained in the above example which is approximately 
0.04: 
𝑺𝒄𝒂𝒍𝒆𝒅 𝑻𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 𝒑 − 𝒗𝒂𝒍𝒖𝒆 = |log10 (
0.05
𝑁𝑢𝑚𝑆𝑁𝑃𝑠
)| = |log10 (
0.05
7
)| = 1.15 
𝑺𝒄𝒂𝒍𝒆𝒅 𝒑 − 𝒗𝒂𝒍𝒖𝒆 𝑜𝑓 𝑐𝑜𝑙𝑢𝑚𝑛 4 = |log10(0.04)| = 1.39 
1.39 ≥ 1.15 
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Therefore, column 4 is significant, i.e. differentiable, since its scaled p-value is greater 
than the scaled threshold p-value. 
A ‘Differentiable Area’ is a set of differentiable locations that are consecutive or 
at least close in proximity. So after selecting all the differentiable locations as described 
above we need to categorize SNPs that are close to each other into the same region. For 
this, we iterate through them and compute the distance between the column indexes of 
every 2 successive differentiable locations. If the distance (absolute value of the 
difference) is less than or equal to 5, the 2 locations are added to the same differentiable 
area along with the missing locations in between; otherwise, the second SNP location is 
added to a new differentiable region. We allow a margin of 5 for the distance between 
two differentiable SNPs in order to correct for possible error in the feature selection 
algorithm where some SNPs belonging to a motif might have a low p-value due to 
mutations, for example. We still add up to 5 consecutive missed locations to the same 
differentiable area in order to look into them for a possible motif in the next step. We 
have chosen a value of 5 since it gave the best results in experiments. This window is a 
parameter in our algorithm and the best value for it can be further studied (refer to 
chapter 8).  
For similar reasons, we extend every area with 1 location from the left and 1 
location from the right. For example, area [3:6] in Table 7 is a differentiable area since 
columns 3, 4 and 6 are differentiable. This area is extended to [2:7]. The window on the 
extremities is also a parameter that can be modified by the user. We chose a window of 
1 since this prove to give the best results in our experiments. As previously mentioned, 
by adding these locations that have been previously identified as none-differentiable 
(locations 2, 5 and 7), we are allowing the reconsideration of some False Negatives that 
might result due to mutations in the motifs by revisiting these location in the motif 
finding step which we will describe next.  
5.2 Phase 2: Motif Finding  
The differentiable areas that we identified in the previous step are the series of 
locations or column indexes in which candidate motifs might be found. Motif finding is 
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the process of searching these areas for highly represented patterns (motifs) and 
associate these motifs to their corresponding class. This is achieved by building a PST 
from every differentiable area. The motifs found by the PST then undergo several levels 
of pruning. This procedure is described in the following steps: 
1. For every differentiable area: 
a. Extract the columns forming the current differentiable area from the 
complete dataset. 
b. Extract the class labels column which is the last column in the 
complete dataset. 
c. Given the sub-dataset and the class labels, generate a Probabilistic 
Suffix Tree (PST). The PST algorithm will be explained in the 
following section. 
d. Get all suffixes and their corresponding classes from the PST 
algorithm. 
e. Prune the suffixes that are subsets to longer suffixes. 
f. Prune every suffix that corresponds to (is differentiable in) more than 
one class. 
g. For every class, if there is more than 1 suffix corresponding to it in 
the current differentiable area: 
i. Keep the longest suffixes of length L, and prune all the shorter 
suffixes 
1. If there is more than one suffix with length L, check if 
they overlap in location: 
a. If they DO NOT overlap in location, keep them 
all 
b. If they overlap in location, prune the motifs 
with the lowest frequency while breaking ties 
randomly. 
h. Prune  motifs of length less than 4 (the minimum length is a 
parameter that can be specified by the user) 
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i. Compute the fold differences between the frequencies of the motif in 
every pair of classes. 
j. Prune motifs with a fold difference that is less than 0.5 and greater 
than 2 (the upper and lower bound of the fold difference are 
parameters that can be specified by the user). 
k. Output final list of motifs with their corresponding class and their 
class frequency. 
5.2.1 Probabilistic Suffix Tree Algorithm 
We have used the algorithm proposed by Bejerano & Yona, 2001 [96] to build our 
Probabilistic Suffix Trees (PST), but we have modified it so it takes into account the 
frequency of the substrings per location (per column) rather than in the whole dataset. 
We will describe the modified algorithm by starting with the below definitions. We will 
illustrate with examples based on the sub-dataset representing only the differentiable 
area found in Table 7 (columns 2 till 7). This updated dataset representing the 
differentiable area only is shown in Table 8. 
 DIFF. 
Loc. 2 
DIFF. 
Loc. 3 
DIFF. 
Loc. 4 
DIFF. 
Loc. 5 
DIFF. 
Loc. 6 
DIFF. 
Loc. 7 
Class  
Label 
Seq. 1 1 1 2 1 0 0 3 
Seq. 2 0 1 2 1 0 1 3 
Seq. 3 2 1 2 1 0 2 3 
Seq. 4 1 1 2 1 0 1 3 
Seq. 5 0 1 2 1 0 0 3 
Seq. 6 2 1 2 1 0 0 3 
Seq. 7 1 1 0 1 0 0 3 
Seq. 8 0 1 2 1 0 2 3 
Seq. 9 1 2 1 2 1 1 2 
Seq. 10 1 0 0 0 0 1 2 
Seq. 11 2 2 0 1 0 0 2 
Seq. 12 1 0 1 0 2 2 2 
Seq. 13 0 1 2 0 2 1 2 
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 DIFF. 
Loc. 2 
DIFF. 
Loc. 3 
DIFF. 
Loc. 4 
DIFF. 
Loc. 5 
DIFF. 
Loc. 6 
DIFF. 
Loc. 7 
Class  
Label 
Seq. 14 0 0 0 2 0 0 2 
Seq. 15 2 1 2 1 2 1 2 
Seq. 16 0 2 0 2 2 0 1 
Seq. 17 0 1 0 0 0 1 1 
Seq. 18 1 1 1 1 0 1 1 
Seq. 19 1 0 1 0 1 0 1 
Seq. 20 2 0 2 1 1 0 1 
Table 8 The Differentiable Area dataset, which corresponds to highlighted area in Table 7  
A substring_matrix (Table 9) is a matrix of all possible substrings of length l 
found in a differentiable area dataset (Table 8). Consider the first sequence in the above 
differentiable area dataset. All possible substrings of length l=3, for example, in this 
sequence are:  
1-1-2-1-0-0 
1-1-2 1-2-1 2-1-0 1-0-0 
These are the values of the first row in a ‘substring matrix’ of length l=3 substrings. 
Finding all such substrings for every sequence in the differentiable area matrix, we get 
‘substring matrix’ in Table 9. 
 
Start Loc. 2 Start Loc. 3 Start Loc. 4 Start Loc. 5 Class Label 
Seq. 1 1-1-2 1-2-1 2-1-0 1-0-0 3 
Seq. 2 0-1-2 1-2-1 2-1-0 1-0-1 3 
Seq. 3 2-1-2 1-2-1 2-1-0 1-0-2 3 
Seq. 4 1-1-2 1-2-1 2-1-0 1-0-1 3 
Seq. 5 0-1-2 1-2-1 2-1-0 1-0-0 3 
Seq. 6 2-1-2 1-2-1 2-1-0 1-0-0 3 
Seq. 7 1-1-0 1-0-1 0-1-0 1-0-0 3 
Seq. 8 0-1-2 1-2-1 2-1-0 1-0-2 3 
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Start Loc. 2 Start Loc. 3 Start Loc. 4 Start Loc. 5 Class Label 
Seq. 9 1-2-1 2-1-2 1-2-1 2-1-1 2 
Seq. 10 1-0-0 0-0-0 0-0-0 0-0-1 2 
Seq. 11 2-2-0 2-0-1 0-1-0 1-0-0 2 
Seq. 12 1-0-1 0-1-0 1-0-2 0-2-2 2 
Seq. 13 0-1-2 1-2-0 2-0-2 0-2-1 2 
Seq. 14 0-0-0 0-0-2 0-2-0 2-0-0 2 
Seq. 15 2-1-2 1-2-1 2-1-2 1-2-1 2 
Seq. 16 0-2-0 2-0-2 0-2-2 2-2-0 1 
Seq. 17 0-1-0 1-0-0 0-0-0 0-0-1 1 
Seq. 18 1-1-1 1-1-1 1-1-0 1-0-1 1 
Seq. 19 1-0-1 0-1-0 1-0-1 0-1-0 1 
Seq. 20 2-0-2 0-2-1 2-1-1 1-1-0 1 
Table 9 A substring matrix for substrings of length 3 found in the differentiable area dataset in Table 8.  
A ‘state matrix’ (Table 10) is a matrix of all the states (0, 1, 2 or $ for the empty 
state to represent the end of a string) that come after substrings of length l in the 
Differentiable Area dataset (Table 8). For example, the substrings of l=3 of sequence 1 
(Table 9) are followed by the below states in the Differentiable Area data (Table 8): 
1-1-2 1-2-1 2-1-0 1-0-0 
1 0 0 $ 
This list of states is the first row of the state matrix that corresponds to substring 
matrix of length l=3 (Table 9). Finding all such states for every sequence (row) in the 
differentiable area dataset (Table 8) and its corresponding substring matrix (Table 9), we 
get the below state matrix (Table 10).  
 
 
 
 State State State State Class 
 43 
 
Substring.1 Substring.2 Substring.3 Substring.4 Label 
Seq. 1 1 0 0 $ 3 
Seq. 2 1 0 1 $ 3 
Seq. 3 1 0 2 $ 3 
Seq. 4 1 0 1 $ 3 
Seq. 5 1 0 0 $ 3 
Seq. 6 1 0 0 $ 3 
Seq. 7 1 0 0 $ 3 
Seq. 8 1 0 2 $ 3 
Seq. 9 2 1 1 $ 2 
Seq. 10 0 0 1 $ 2 
Seq. 11 1 0 0 $ 2 
Seq. 12 0 2 2 $ 2 
Seq. 13 0 2 1 $ 2 
Seq. 14 2 0 0 $ 2 
Seq. 15 1 2 1 $ 2 
Seq. 16 2 2 0 $ 1 
Seq. 17 0 0 1 $ 1 
Seq. 18 1 0 1 $ 1 
Seq. 19 0 1 0 $ 1 
Seq. 20 1 1 0 $ 1 
Table 10 A state matrix representing the states that can follow the substrings in Table 9.  
Class Relative Frequency (CRF): similar to the definition of the Class Relative 
Frequency of a genotype that was described in section 6.1, the CRF of a substring m for 
class y at location z is: 
𝑓𝑟𝑒𝑞(𝑚 )𝑖𝑛 𝑐𝑜𝑙𝑢𝑚𝑛 𝑧 𝑓𝑜𝑟 𝑟𝑜𝑤𝑠 𝑙𝑎𝑏𝑒𝑙𝑒𝑑 𝑤𝑖𝑡ℎ 𝑐𝑙𝑎𝑠𝑠 𝑦
total number of rows labeled with 𝑦
 
So the CRF of substring 1-2-1 starting at location 2 for class 3 is 7/8 = 0.875 (Table 9). 
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Start Loc. 2 Start Loc. 3 Start Loc. 4 Class Label 
Seq. 1 1-1-2-1 1-2-1-0 2-1-0-0 3 
Seq. 2 0-1-2-1 1-2-1-0 2-1-0-1 3 
Seq. 3 2-1-2-1 1-2-1-0 2-1-0-2 3 
Seq. 4 1-1-2-1 1-2-1-0 2-1-0-1 3 
Seq. 5 0-1-2-1 1-2-1-0 2-1-0-0 3 
Seq. 6 2-1-2-1 1-2-1-0 2-1-0-0 3 
Seq. 7 1-1-0-1 1-0-1-0 0-1-0-0 3 
Seq. 8 0-1-2-1 1-2-1-0 2-1-0-2 3 
Seq. 9 1-2-1-2 2-1-2-1 1-2-1-1 2 
Seq. 10 1-0-0-0 0-0-0-0 0-0-0-1 2 
Seq. 11 2-2-0-1 2-0-1-0 0-1-0-0 2 
Seq. 12 1-0-1-0 0-1-0-2 1-0-2-2 2 
Seq. 13 0-1-2-0 1-2-0-2 2-0-2-1 2 
Seq. 14 0-0-0-2 0-0-2-0 0-2-0-0 2 
Seq. 15 2-1-2-1 1-2-1-2 2-1-2-1 2 
Seq. 16 0-2-0-2 2-0-2-2 0-2-2-0 1 
Seq. 17 0-1-0-0 1-0-0-0 0-0-0-1 1 
Seq. 18 1-1-1-1 1-1-1-0 1-1-0-1 1 
Seq. 19 1-0-1-0 0-1-0-1 1-0-1-0 1 
Seq. 20 2-0-2-1 0-2-1-1 2-1-1-0 1 
Table 11 A substring_matrix for substrings of length 4 found in the differentiable area dataset in Table 8.  
Conditional Class Relative Frequency (CCRF): the CCRF of a substring m for 
class y at start location z given that it is followed by a state (genotype) s is: 
𝑪𝑹𝑭(𝒎. 𝒔) 
Where m.s is substring m concatenated with state s. 
 For example, the CCRF of substring 1-2-1 given that it is followed by state 0 for 
class = 3 and start location = 2 is the CRF of 1-2-1-0 in column 2 is 7/8=0.875 (Table 
11). 
 45 
 
The ‘Contingency Matrix’ of a certain location (column), given a class c, is a 
table where the rows are labeled with the distinct substrings found at the current column, 
the columns are labeled with the distinct states that can follow the substrings. The values 
of this matrix are the CCRF for every substring-state combination. The last column in 
the matrix is the CRF of every substring which is the sum of its CCRF for all the states. 
For example, the Contingency Matrix of substrings of length 3 at location 2 for class 3 
(Table 12) is shown below. 
 0 1 2 CRF 
1-0-1 0.125 0 0 0.125 
1-2-1 0.875 0 0 0.875 
                Table 12 An example of a contingency table 
‘Pmin’ is the minimum CRF of the substring for it to be added to a probabilistic 
suffix tree. It is the minimum frequency for a substring to be considered a differentiable 
motif and thus added to the list of candidate differentiable motifs called the ‘suffix list’. 
We made this value a parameter that can be specified by the user. We have set this 
parameter to 0.8 in our experiments. 
The probabilistic suffix tree (PST) data structure has been defined in section 2.4. 
In our implementation of this data structure, we can define a PST as a “list of lists” 
where every index i represents a level of the tree and points to a ‘PST node list’ (list of 
nodes at this level). Furthermore, every level i indicates the length of the suffixes found 
at this level. The root of a suffix tree (first element in the list, node at level 0) is a NULL 
‘PST node’ with an empty string e. Figure 4 is an example of the PST of the 
differentiable area presented in Table 8. 
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Figure 4 An example of the PST representation using the Differentiable Area dataset in Table 8 
A ‘PST node list’ is a list of PST nodes found at the same level l of a PST and 
representing suffixes of the same length l. A ‘PST node’ is an object that represents a 
suffix and its details. It contains the following information: 
- the suffix 
- the start location(s) it was found at in the differentiable area dataset (Table 8) 
- the frequency of the suffix in every class, for every start location, in the 
differentiable area dataset (Table 8) 
- its Child nodes or NULL if it is a leaf 
Figure 5 shows the details of the colored nodes (Figure 4) with respect to the 
differentiable area dataset in Table 8. 
 
Figure 5 An example of 2 nodes from Figure 4and their details  
Thus the ‘parent’ of a node with suffix s of length l and at level l in the PST is a 
PST node representing the prefix of s of length l-1 and at level l-1 in the PST. For 
example, the parent of node 10 in the PST of Figure 4 is the node 1. 
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Now that the key terms are clear, we can continue to describe the algorithm we used to 
build the PST we just defined.  
Given a differentiable area dataset (e.g. Table 8) with sequences of length L, and 
a vector containing the class labels of the sequences where the number of different 
classes is G: 
1. For every length l starting from l=0 till l=L 
a. If l=0 
i. Create a PST_node_list from one node: the NULL PST_node  
ii. Add the PST_node_list at level l in the PST 
b. If l > 0:  
i. Initialize a PST_node_list 
ii. For every class g starting from g=1 till g=G 
1. Get all sequences with class label g to create dataset d  
2. Create a length l substring_matrix from dataset d 
3. Create a state_matrix corresponding to the 
substring_matrix 
4. For every column i in the substring_matrix and its 
corresponding column in the state_matrix 
a. Generate the contingency_matrix 
b. For every substring m in the contingency_matrix 
i. If CRF(m) ≥ Pmin  
1- Create a PST_node from the 
following details:  
a. m: the substring 
b. i: the position of m 
c. g: the class of m 
d. CRF(m): the frequency of 
m 
e. Children=NULL (leaf) 
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2- Add the PST_node to the current 
PST_node_list 
3- Merge nodes with the same suffix 
m in the PST_node_list 
c. Repeat for next substring m in the 
contingency_matrix 
iii. Repeat for next class g 
c. If PST_node_list is empty (no suffix of length l was found to be highly 
frequent in any of the classes at any of the positions) 
i. Output PST 
ii. Exit 
d. If PST_node_list is NOT empty 
i. Add the PST_node_list at level l in the PST 
ii. Set the children of nodes at level l-1 to their corresponding child 
nodes at level l in the PST 
2. Repeat for next length l 
5.2.2 Fold Change Pruning 
As previously mentioned in the motif finding general pseudo-code (section 5.2), 
motifs predicted by the PST are then exposed to pruning based on their fold change 
(steps i and j in the pseudo-code of section 5.2). For every motif, the relative frequency 
of it in sequences of every class is computed. Then, the relative frequency of the motif in 
class 1, for example, is divided by its relative frequency in class 2 to get the fold 
difference of this motif for these 2 classes. This is done for every motif and for every 
possible pair of classes.  
To decide whether to prune a motif or keep it, we look at its fold changes in 
every class. These values indicate how many times more the motif is found in one class 
as opposed to the other; thus, how differentiable a motif is. So if the motif has a fold 
difference that is greater than 2 or less than 0.5 for at least 1 pair of classes (the motif is 
found twice as many times in one class compared to the other), it is considered to be 
differentiable enough and thus we keep it. Motifs that do not meet these conditions are 
eliminated since they are not differentiable enough to any of the classes. The upper and 
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lower bound (2 and 0.5 respectively) for the fold difference of a motif are parameters 
that can be specified by the user. We have chosen these values for them by 
experimentation. 
5.3 Algorithm Complexity 
The time complexity of an algorithm shows how much the size of the input data 
affects its runtime. By the size of the input data we mean the length of the sequences (𝑺) 
and the number of sequences in the dataset (𝑵). Our feature selection step is bound 
by𝑶(𝑵𝑺), but 𝑵 is much smaller than 𝑺 (𝑵 <<<<< 𝑺) since high-through-put 
genomic datasets are known for extremely long sequences but a small sample size. For 
example, the real datasets that we test on in this thesis have 831 sequences with a 
minimum sequence length of around 10,000 and can reach to more than 59,000 SNPS 
for 1 chromosome (Table 6). Therefore, we can say that in practice the complexity of the 
feature selection step is linear in terms of 𝑺, that is 𝑶(𝑵𝑺), and in cases where N is 
much smaller than S, the complexity can be  of the order 𝑶(𝑺). This is the first part of 
our algorithm; the second part is motif finding. 
The motif finding step is mostly affected by the PST-building algorithm. The 
order of complexity for building a probabilistic suffix tree using the algorithm we 
adopted from Bejerano & Yona, 2001 is 𝑶(𝑳𝑺𝟐) where 𝑺 is the length of the dataset 
sequences, and 𝑳 is the limit of the PST depth [96]. In our implementation, we do not 
limit the depth of the resulting PST, growing of the PST stops when the resulting motifs 
are not differentiable anymore or when the complete sequence length is reached (section 
5.2). Moreover, we do not build the PST on the complete length of the dataset (𝑺); 
rather, we build it on the length (𝒅) of a differentiable area and it is repeated 𝒕 times 
where 𝒕 is the number of differentiable areas. Therefore, the order of complexity of 
building a PST in our implementation is 𝑶(𝒕𝒅𝟐) and thus, it is independent of the 
dimensionality of the input dataset. This can be verified by analyzing the nested loops of 
the motif finding algorithm shown in section 5.2. 
Consequently, the overall complexity of our complete algorithm (feature 
selection and motif finding combined) is: 
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𝑶(𝑵𝑺 + 𝒕𝒅𝟐) 
Where d is the length of the differentiable areas, S is the length of the complete 
sequences in the input dataset, t is the number of differentiable areas and N is the 
number of sequences in a dataset. So in the worst case, the algorithm has a quadratic 
runtime. Nevertheless, the worst case occurs when the length of the differentiable area is 
equal to whole sequence length; that is if the whole sequence is a motif, and this can 
never happen. In fact, the time complexity of the motif finding phase (𝒕𝒅𝟐) is negligible 
with respect to the time complexity of feature selection (𝑵𝑺). That’s because the runtime 
of our motif finding algorithm is independent from the dimensionality of the data. It only 
depends of the size of the differentiable areas found that is equivalent to the size of the 
motifs. It is also affected by the number of motifs. The length of the motif and the 
number of motifs are both very small numbers compared to the length of the sequences; 
furthermore, they have no correlation with the sequence length (refer to results on real 
data in chapter 6). Consequently, 𝒕𝒅𝟐 ≪≪≪  𝑵𝑺 and it is rather constant compared to 𝑺. 
Thus, we can say that the order of complexity of our algorithm is linear in the length of 
the sequences, i.e.: 
𝑶(𝑵𝑺) 
To further verify our analysis, we have compared the effect of the sequence 
length on the runtime of each part of the algorithm (feature selection, motif finding and 
the complete algorithm) and we plotted the curves to compare the results (Figure 6). The 
results show that the runtime of feature selection increases linearly with the increase in 
sequence length while that of motif finding remains constant; therefore, the runtime of 
the complete algorithms is similar to that if feature selection and is thus considered 
linear in the order of the sequence length (Figure 6). 
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Figure 6 The effect of sequence length on the runtime of the algorithm  
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Chapter 6  
Benchmarks and Results 
 
6.1 Simulated Data 
Experiments to test the performance of our algorithm have been conducted on 
simulated data. We have evaluated each phase of our algorithm separately since the 
mode of evaluation differs. For feature selection, we have benchmarked against a recent 
feature selection algorithm known by SPLSDA [73]. We could not find a comparable 
discriminative motif finding algorithm to benchmark against, none of the available 
methods were position specific, nor do they output the motifs with their location and 
corresponding class; they only classify the sequences which are DNA or protein 
sequences and not SNP sequences. We have run experiments to test the effect of the 
variation of 7 major characteristics of a dataset. These variable parameters of a dataset 
are: Motif Length, Number of Motifs per Sequence, Probability of None-occurrence of a 
motif, Mutation Rate of a motif, Number of Sequences, Length of Sequences and 
Number of Classes.  
Our problem is not essentially a classification or a prediction problem; it is 
simply pattern finding where the patterns are class-specific. However, we were able to 
map each phase of our problem to a binary classification problem as described in the 
sections below. Having done this, we were able to compute the Accuracy, Sensitivity, 
Specificity, Precision, Negative Predictive Value and J-index to evaluate our 
benchmarks. For each variable parameter, we have plotted the curves representing the 
average variation of each of these statistics as a function of the variable parameter 
values.  
The results were reported for training and testing after performing 10-fold cross 
validation for 50 runs in order to test for over-fitting. For this we randomly partition 
every dataset into a 10% partition for testing and a 90% partition for training. We take 
the larger dataset partition, we train our algorithm on it by performing 10-fold cross 
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validation and we report the results obtained on the test fold as the training results. We 
then test the motifs obtained by our algorithm from training by validating them on the 
corresponding unseen testing partition (10% partition) and we report these results as the 
testing results. This partition-train-test procedure is repeated over 50 runs.  
In addition to the previously mentioned statistical measures, we have plotted 
ROC curves to evaluate how well our method can discriminate between motif and none-
motif regions. The ROC curves are plots of the variation of the TP (True Positive) rate 
verses the FP (False Positive) rate measured at different cut-offs and averaged over 
several runs. We have generated such a plot for every value of the different variable 
parameters for both training and testing.  
We have also benchmarked for time on Core i7 machines with a CPU speed of 
3.4 GHz and 8 GB RAM, running a Window 7 Professional 64-bit operating system. For 
this we implemented a version of the algorithm with no I/O. We ran the algorithm over 
the complete datasets (the testing and training folds combined) while timing every 
function of our algorithm to test for bottlenecks for further optimization on runtime. We 
have plotted the variation of the runtime in seconds averaged over 100 runs, as a 
function of the different values of every variable parameter. We have generated such 
plots for every section of our algorithm. We present here only two types of plots: the 
feature selection runtime and the overall runtime. Sample runtime plots for some of the 
remaining components of the algorithm will be included in the appendix. 
6.1.1 Feature Selection Phase 
We have compared our feature selection step to the feature selection technique 
proposed in [73] where they test their methods on DNA data, protein data and SNP data. 
The latter is the application of our concern. The purpose of feature selection in this paper 
is mainly to differentiate sequences between different classes/populations by finding 
indicative feature sets, irrespective of what these features are and where they are located. 
Their method is distinguished by its speed and graphical representation; however, its 
computational performance on high-throughput data, such as SNP data, was not as 
promising as it was on the smaller protein and DNA data. Their algorithm is 
implemented in an R package called mixOmics [134]. We have applied their method to 
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select significant SNPs and output their locations since we only care about this part of 
the algorithm and not the classification part. The algorithm has two parameters to tune; 
we define them and justify their values below: 
- Number of Components: We have set the number of components to be the 
number of motifs that have been inserted in the data for each class, multiplied 
by the number of classes (𝑵𝒖𝒎_𝑪𝒍𝒂𝒔𝒔𝒆𝒔 ×  𝑴𝒐𝒕𝒊𝒇𝒔_𝒑𝒆𝒓_𝑪𝒍𝒂𝒔𝒔). This 
way we have specified a component for each differentiable area possibly 
found in the data. In [73], the authors recommend to set the number of 
components to 𝑵𝒖𝒎_𝑪𝒍𝒂𝒔𝒔𝒆𝒔 − 𝟐, we have tried this but it did not give 
results as good as our selection of  the number of components. 
- Number of Variables per Component: In [73], the authors state that there is 
no ideal way to choose the value of this parameter; it all depends in the 
problem. We chose the number of variables per component to be the length 
of the motifs inserted in the data. This way we guarantee that the total 
number of variables to be selected by SPLSDA will be the closest possible to 
the actual number of features found in the data, this way we can guarantee 
the best coverage of features by SPLSDA. When testing on the number of 
components recommended in [73], we have tried to set the number of 
variables to the length of the motifs multiplied by the number of motifs per 
class in order to maintain the best possible coverage of all differentiable 
location; nevertheless, this did not give a better performance than our 
selected parameters as previously mentioned.  
It is important to clarify that these parameters are known because we are working 
on simulated data that we have built ourselves. If we need to apply this algorithm on real 
data, only the number of classes is known, we have no idea how many motifs we have or 
how long they are; therefore, we might need to run the algorithm several times with 
different combinations of these parameters and then choose the best results. This is a 
disadvantage of SPLSDA compared to our algorithm in our area of application. But after 
all, SPLSDA was not built for the exact same purpose as our algorithm and we are only 
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using it to benchmark; thus, we can have dataset-dependent parameters that give the best 
possible results that we aim to top. 
For this phase, we want to check if the algorithm is correctly identifying columns 
to be differentiable or not. Thus, we are somehow classifying the columns in our dataset 
to two classes, differentiable or none-differentiable. Based on this, we define the 
following: 
 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃): the number of columns that have been identified as 
differentiable by our algorithm and are truly part of an actual motif. 
 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 (𝑇𝑁): the number of columns that have been identified as 
none-differentiable by our algorithm and are truly NOT part of an actual motif. 
 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝐹𝑃): the number of columns that have been identified as 
differentiable by our algorithm but are truly NOT part of an actual motif. 
 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 (𝐹𝑁): the number of columns that have been identified as 
none-differentiable by our algorithm but are truly part of an actual motif we have 
inserted in our simulated data. 
 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃
𝑅𝑒𝑎𝑙𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
  =
𝑇𝑃
𝑇𝑃+𝐹𝑁
= 𝑇𝑃 𝑟𝑎𝑡𝑒 
 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁
𝑅𝑒𝑎𝑙𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
=
𝑇𝑁
𝑇𝑁+𝐹𝑃
  
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
=
𝑇𝑃
𝑇𝑃+𝐹𝑃
 
 𝑁𝑒𝑔_𝑃𝑟𝑒𝑑_𝑉𝑎𝑙𝑢𝑒 =
𝑇𝑁
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
=
𝑇𝑁
𝑇𝑁+𝐹𝑁
 
 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁
𝑇𝑜𝑡𝑎𝑙
=
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 
 𝐽 − 𝑖𝑛𝑑𝑒𝑥 = 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 +  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 –  1 
The results we got show that for all of the variables, we get almost 100% 
Accuracy, 100% Negative Predictive Value and 100% Specificity for both SPLSDA and 
our algorithm, SNP-DMF (SNP Discriminative Motif Finder) in both training and 
testing (refer to appendix). This is due to the nature of the data and our problem which is 
characterized by a very small number of positives as opposed to the negatives since we 
have few short motifs in very long sequences. The statistics that depict more accurately 
the performance of the algorithms for this problem are Sensitivity and Precision that’s 
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because they compare the TPs found to the actual positives and to the predicted 
positives. The algorithms’ performance in predicting positives is what we really care 
about in our evaluation. The J-index also varies for all tests but in the same way that 
sensitivity varies since Specificity is the same for all benchmarks as previously 
explained. For all these reasons, we will only present and analyze the plots of results for 
precision and sensitivity since they are the most indicative. We have included the plots 
of accuracy and J-index in the appendix to verify the above claims. 
1- Precision 
Figure 7-Figure 13 show the variation in the precision of both algorithms on 
training and testing for each variable parameter. The results for training and testing in 
the below experiment are almost exactly the same all the time for both algorithms. In all 
the experiments, SNP-DMF scores close to a 100% precision. It performs as well as 
SPLSDA when experimenting on Motif Length (Figure 7), Mutation Rate (Figure 8), 
Probability of None-occurrence (Figure 12) and Sequence Length (Figure 13). However, 
in other cases, SNP-DMF out performs SPLSDA.  
For very low values of the Number of Sequences (1000) and the Number of 
Classes (2), precision of SPLSDA drops (Figure 11 and Figure 10 respectively). We 
believe that the cause of the drop for datasets with 2 classes is also due to a small sample 
size as the number of sequences in two-class datasets is 2x300=600 which is minimal for 
learning. Also, SPLSDA’s precision drops as the number of Motifs per Class increases 
(Figure 8). These results are due to the fact that SPLSDA predicts a lot of FPs compared 
to our algorithm where these are almost negligible. This is a key strength in our 
algorithm. Moreover, the standard deviation of precision of SPLSDA is relatively high 
whereas SNP-DMF shows very low standard deviation and thus is more stable than 
SPLSDA (e.g. Figure 8). Finally, our algorithm is not influenced at all by any of the 
variables and its precision remains constant in all cases. SPLSDA on the other hand 
proved to be affected negatively by some variables in terms of precision, especially large 
numbers of motifs per class (Figure 8). 
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Figure 7 The variation of the precision of feature selection as a function of the motif length for SNP-DMF and 
SPLSDA 
 
Figure 8 the variation of the precision of feature selection as a function of the number of motifs per class for 
SNP-DMF and SPLSDA 
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Figure 9 The variation of the precision of feature selection as a function of the mutation rate for SNP-DMF and 
SPLSDA 
 
Figure 10 The variation of the precision of feature selection as a function of the number of classes for SNP-
DMF and SPLSDA 
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Figure 11 The variation of the precision of feature selection as a function of the number of sequences for SNP-
DMF and SPLSDA 
 
Figure 12 The variation of the precision of feature selection as a function of the probability of none occurrence 
of the motifs for SNP-DMF and SPLSDA 
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Figure 13 The variation of the precision of feature selection as a function of the sequence length for SNP-DMF 
and SPLSDA  
 
2- Sensitivity 
In addition to precision, we have evaluated the sensitivity of the algorithms. The 
corresponding plots are presented in Figure 14 till Figure 20. These figures show that 
our algorithm outperforms SPLSDA or matches it in the majority of the cases with a 
couple of exceptions where it performed barely worse than SPLSDA (Mutation 
Rate=0.03 in Figure 16 and Sequence Length=4000 Figure 20). The exquisite 
performance of SNP-DMF is observed in the plots of the Probability of None 
Occurrence parameter (Figure 19) and the Motifs per Class parameter (Figure 15) where 
its sensitivity exceeds that of SPLSDA by 10 to 25%. A 30% difference is also observed 
for a Number of Classes of 2 (Figure 18) which is most probably due to the small sample 
size as explained in the previous section. Besides all of this, the plots further confirm the 
stability of SNP-DMF due to the small standard deviations. 
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The effect of the parameters on the performance of the algorithms is rather 
random in most of the cases due to the randomness of the datasets. However, certain 
patterns can still be noticed for some of the parameters. For example, SPLSDA seems to 
be negatively affected by the Number of Motifs in terms of its sensitivity and not only in 
its precision (Figure 9). Our algorithm’s sensitivity, on the other hand, tends to increase 
as the Number of Motifs Increases (Figure 15). Moreover, the sensitivity of both 
algorithms slightly drops as the Number of Classes increases (Figure 17). It also tends to 
decrease as the Probability of None-occurrence of a motif increases which is normal 
(Figure 19). The sensitivity is also affected negatively by the increase in the Sequence 
Length for both methods (Figure 20).  
The drop in the sensitivity of SNP-DMF is due to missing some of the positive 
locations (high FNs and low TPs). At this phase, we only care about identifying the area 
where motifs might exist; therefore, we included the missing locations that are near the 
TP locations in the differentiable areas that will be mined for motifs in the following 
step. We explain how we select the FNs to keep in section 5.1 when we define a 
differentiable area. Consequently, having a high rate of FNs in the feature selection step 
is no problem since these will be reconsidered in the following phase of the algorithm. 
The problem is that if the FNs happen to be in the same region, a whole differentiable 
area will be missed. This will be reflected in the evaluation of the motif finding phase. 
Luckily, the results have shown that the FNs we are obtaining are usually scattered on 
different regions in most of the cases and they do not affect the motif finding algorithm. 
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Figure 14 The variation of the sensitivity of feature selection as a function of the motif length for SNP-DMF 
and SPLSDA 
 
Figure 15 The variation of the sensitivity of feature selection as a function of the number of motifs per class for 
SNP-DMF and SPLSDA 
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Figure 16 The variation of the sensitivity of feature selection as a function of the mutation rate for SNP-DMF 
and SPLSDA 
 
Figure 17 The variation of the sensitivity of feature selection as a function of the number of classes for SNP-
DMF and SPLSDA 
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Figure 18 The variation of the sensitivity of feature selection as a function of the number of sequences for SNP-
DMF and SPLSDA 
 
Figure 19 The variation of the sensitivity of feature selection as a function of the probability of none occurrence 
of motifs for SNP-DMF and SPLSDA 
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Figure 20 The variation of the sensitivity of feature selection as a function of the sequence length for SNP-DMF 
and SPLSDA 
3- ROC curves 
Figure 21 through Figure 27 show sample ROC curves for each variable 
parameter on the testing folds only. We have generated the ROC curve for every 
possible value of every parameter but we present here only a few of them. In fact, our 
algorithm showed very good discriminative capabilities for all the values; in addition, 
the variation in the ROC curves of different values is similar to the effect of the 
parameters on the performance of the algorithm which can be observed in the sensitivity 
figures (Figure 14-Figure 20). We notice that in all cases, the area under the ROC curve 
is more than 85% of the total area as opposed to a random model (diagonal like with 
50% area), which indicates that the algorithm’s discriminative abilities are extremely 
good. It reaches a 97% for the number of sequences variable of value 4000 (Figure 25). 
These results further validate the efficiency and reliability of our algorithm. 
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Figure 21 The ROC curve for feature selection run on the testing dataset with motif length = 10  
 
Figure 22 The ROC curve for feature selection run on the testing dataset with number of motifs per class = 4 
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Figure 23 The ROC curve for feature selection run on the testing dataset with mutation rate= 0.02 
 
Figure 24 The ROC curve for feature selection run on the testing dataset with number of classes = 2 
 68 
 
 
Figure 25 The ROC curve for feature selection run on the testing dataset with number of sequences = 2 
 
Figure 26 The ROC curve for feature selection run on the testing dataset with probability of none occurrence 
of a motif = 0.15 
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Figure 27 The ROC curve for feature selection run on the testing dataset with sequence length = 4000 
4- Runtime 
Our benchmarks on time (Figure 28-Figure 34) show that motif length, mutation 
rate and probability of none occurrence have no effect what so ever on the runtime of 
our feature selection algorithm which takes less than 25 seconds as opposed to the 35 
seconds required by SPLSDA to complete (Figure 28, Figure 30 and Figure 33 
respectively). 
Additionally, for the number of motifs per class parameter, our feature selection 
algorithm also outperforms SPLSDA. The latter requires around 35 seconds in the best 
case which increases linearly as the number of motifs per sequence increases (Figure 
29). On the contrary, the time complexity of SNP-DMF is not related at all to the 
number of motifs. It takes approximately 20 seconds to find all the differentiable 
locations using SNP-DMF no matter how many they are (Figure 29). As a matter of fact, 
the number of motifs contributes to the selection of the number of components 
parameter in SPLSDA as previously explained in the beginning of section 6.1.1. The 
more components, the more projections need to be done to find the features. This is 
probably the reason behind the significant effect of motifs per class variable on the 
runtime of SPLSDA. 
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Furthermore, the runtime of both feature selection algorithms increases as the 
number of classes increase. Nevertheless, SPLSDA has a quadratic increase whereas 
SNP-DMF increases linearly. But in all cases, SNP-DMF has a much better runtime than 
SPLSDA all the time except when the number of classes is two; however, the difference 
in time for this case is negligible (2 seconds) (Figure 31). It is worth noting that the 
increase in the runtime of SNP-DMF is not related to the number of classes as much as 
it’s associated to the number of sequences which is increasing as the number of classes 
increases since we have set the number of sequences per class to 300 for this parameter 
(refer to section 4.1). For SPLSDA, on the other hand, the quadratic increase is actually 
a result of both, the increase in the number of classes and the number of sequences. In 
fact, the number of classes parameter contributes to the number of components 
parameter of the SPLSDA algorithm and thus affects its runtime like the number of 
motifs parameter does. Add to this the overhead of the increase in the number of 
sequences and we get the polynomial performance of the algorithm (Figure 31).  
When we benchmarked for the number of sequences in the datasets, we got a 
linear increase in the runtime of both algorithms (Figure 32). This further confirms the 
quadratic increase in the runtime of SPLSDA as a function of the number of classes and 
reassures us that the runtime of SNP-DMF is more affected by the number of sequences 
rather than the number of classes since we got similar slopes in both plots. But most 
importantly, SNP-DMF still outperforms SPLSDA on larger datasets. 
The sequence length has proven to be the most influential on the runtime which 
makes sense since the p-value is computed for each and every column. The longer the 
sequences, the more columns we have and the more time it will take to compute the p-
values. This causes the runtime to increase linearly with the length of the sequences for 
SNP-DMF. Nevertheless, our algorithm still performs better than its competitor, 
SPLSDA, which also shows a linear runtime with respect to the sequence length (Figure 
34). 
The overall observation about the runtime benchmarks, and probably the most 
important observation, is that SNP-DMF has a much faster runtime than SPLSDA which 
is a state of the art feature selection algorithm known for its speed. SNP-DMF proved to 
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be about one and a half times as fast as SPLSDA with performance that is comparable 
and mostly better than its opponent. This is a very powerful characteristic of our 
approach especially in its application on high-throughput Biological data.  
 
Figure 28 The variation of the runtime (in sec.) of feature selection as a function of the motif length for SNP-
DMF and SPLSDA 
 
Figure 29 The variation of the runtime (in sec.) of feature selection as a function of the number of motifs per 
class for SNP-DMF and SPLSDA 
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Figure 30 The variation of the runtime (in sec.) of feature selection as a function of the mutation rate for SNP-
DMF and SPLSDA 
 
Figure 31 The variation of the runtime (in sec.) of feature selection as a function of the number of classes for 
SNP-DMF and SPLSDA 
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Figure 32 The variation of the runtime (in sec.) of feature selection as a function of the number of sequences for 
SNP-DMF and SPLSDA 
 
Figure 33 The variation of the runtime (in sec.) of feature selection as a function of the probability of none 
occurrence of a motif for SNP-DMF and SPLSDA 
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Figure 34 The variation of the runtime (in sec.) of feature selection as a function of sequence length for SNP-
DMF and SPLSDA 
6.1.2 Motif Finding Phase 
As previously mentioned, we could not find any motif finding algorithm that 
works on SNP data. All the available methods are for protein or DNA sequences and the 
location of the motifs is not important in these. Therefore, we found nothing to compare 
our algorithm to at this level. Nevertheless, we still plotted similar results to the ones 
discussed in the previous section in order to evaluate our SNP-DMF algorithm and study 
the effect of every variable parameter on motif finding.  
We have mapped our motif finding problem to a classification problem in order 
to allow the evaluation of its performance. We are classifying all possible available 
motifs in the sequences as discriminative motifs or none-discriminative motifs. A motif 
is considered discriminative if it meets the following three conditions: 
- It matches one of the actual motifs with a string distance of maximum 2. The 
string distance used is a generalized Levenshtein (edit) distance giving the 
minimal number of insertions, deletions and substitutions needed to 
transform one string into another.  
- It corresponds to the same class as the matching actual motif. 
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- It has the same locations, or subset of the locations, of the matching actual 
motif. 
Thus, every motif predicted by our algorithm is characterized by the sequence of 
genotypes, the location of this motif in the sequence and the class label this motif 
corresponds to. Having said that, we can now explain how we have evaluated the 
performance of our algorithm by defining some key statistics we used and illustrating 
them with an example. 
Assume a sequence 120010 of length S=6 where 12 and 01 are motifs of length 
m=2 in this sequence. All possible motifs of length m that can be found in the above 
sequence are: 12, 20, 00, 01 and 10 which are 5 in total; thus, this total can be computed 
using the formula: 
𝑻 = 𝑺 − 𝒎 + 𝟏 = 𝟔 − 𝟐 + 𝟏 = 𝟓 
Now assume that our algorithm predicted the motifs 20 and 01 in the above 
example, and assume, for simplicity, that these two motifs have the same class as the 
actual motifs (in red) and are located respectively at locations 2 and 4 in the sequence. 
We can now define the True Positives (TP), False Positives (FP), True Negatives (TN) 
and False Negatives (FN) for this phase of our algorithm: 
 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝑇𝑃): The number of predicted motifs that meet all three 
conditions stated earlier. In our example, predicted motif 01 matches one of the 
actual motifs, has the same class label as the matching actual motif and is located 
at the same location as the matching actual motifs. Therefore, the number of 
TP=1.  
 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 (𝐹𝑃): The number of predicted motifs that violate at least one 
of the three conditions stated previously. Predicted motif 20 does not match any 
of the actual motifs, consequently, the number of FP=1. If the algorithm had 
predicted a motif 01 with the same class as the actual motif but with location 6 
instead of 4, for example, this would have also been counted as a FP. Similarly, 
if it had predicted this same motif at location 4 but with a different class label, 
the number of FPs is incremented.   
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 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 (𝐹𝑁): The number of actual motifs that have NOT been 
predicted by our algorithm. That is the number of actual positives minus the 
number of TP. The number of actual positives or actual motifs in our example is 
2 and the number of TP is 1, therefore, the number of FN is 1 which is the actual 
motif 12 that our algorithm completely missed. 
 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 (𝑇𝑁): The number of possible motifs that are not actual motifs 
and that our algorithm correctly did not predict. In fact, the number of TNs is the 
number of all remaining possible motifs, i.e.: 𝑇 − (𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁) = 5 −
(1 + 1 + 1) = 2. In our example, these 2 FNs correspond to the candidate motifs 
00 and 10. 
Based on these counts, we evaluate the Accuracy, Sensitivity, Specificity, 
Precision, Negative Predictive Value and J-index as defined in section 6.1.1. Like the 
feature selection algorithm, our motif finding phase has a full 100% Accuracy, 
Specificity and Negative predictive value as well as a J-index curve that matches the 
sensitivity curve. The justification of these observations is already discussed in the 
previous section. Like we did for feature selection, we will only discuss the curves 
obtained by the variation of precision and sensitivity as a function of each of the variable 
parameters on both training (dashed red line) and testing (regular red line). For the 
runtime evaluation, we present in this section the runtime curves of our complete 
algorithm (feature selection and motif finding) rather than motif finding only. We did 
this to get the big picture of how our algorithm is performing as a whole in terms of 
runtime while maintained the ability to evaluate the effect of motif finding separately 
since we know the shape of the curves of the feature selection step (Section 6.1.1). 
Finally, we evaluate the ROC curves of motif finding in the same manner we did for 
feature selection. All the details are discussed in the following subsections. 
1- Precision 
The precision of motif finding in the different datasets is shown in Figure 35 till 
Figure 41. We can notice that for a probability of none occurrence greater than 0.25, the 
precision was not plotted in Figure 40. That’s because the algorithm did not find any 
positive locations (FP=0 and TP=0) which is expected since motifs were rarely inserted 
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for these cases and thus a division by 0 takes place when computing precision for these 
few values. However, for those cases where precision was plotted, the results are very 
promising and almost perfect (100%) for all the variables whose variation doesn’t seem 
to affect the performance of our algorithm in terms of precision (Figure 35 till Figure 
41). A small drop in the precision can be noticed for a MotifsPerClass = 5 (Figure 36), 
but still, motif finding maintains a very high precision. 
 
 
Figure 35 The variation of the precision of motif finding as a function of the motif length 
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Figure 36 The variation of the precision of motif finding as a function of the number of motifs per class  
 
Figure 37  The variation of the precision of motif finding as a function of the mutation rate  
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Figure 38 The variation of the precision of motif finding as a function of the number of classes 
 
Figure 39 The variation of the precision of motif finding as a function of the number of sequences 
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Figure 40 The variation of the precision of motif finding as a function of the probability of none occurrence of a 
motif 
 
Figure 41 The variation of the precision of motif finding as a function of the sequence length 
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2- Sensitivity 
The true positive rate is also good in our motif finding algorithm. It is above 75% 
in most of the cases (Figure 42-Figure 48). We notice a drop in the sensitivity of our 
motif finder when the probability of none-occurrence of a motif is 20% or more (Figure 
47). This result is expected since the motifs are found in very low frequency and in fact 
they cannot be considered motifs anymore. A similar but less dramatic drop is seen for 
high mutation rates of 3% and 4% due to the same effect that the probability of none-
occurrence parameter has (Figure 44). A very small number of sequences also affects the 
performance negatively (see number of sequences = 1000, Figure 46). The Motif Length 
plot shows that the longer the motif the higher the sensitivity thus long motifs are easier 
to find for our approach (Figure 42). The number of classes, the sequence length and the 
number of motifs per class have no distinguished trend in their effect on the sensitivity 
of our algorithm (Figure 45, Figure 48 and Figure 43 respectively). 
 
Figure 42 The variation of the sensitivity of motif finding as a function of the motif length 
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Figure 43 The variation of the sensitivity of motif finding as a function of the number of motifs per class 
 
Figure 44 The variation of the sensitivity of motif finding as a function of the mutation rate 
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Figure 45 The variation of the sensitivity of motif finding as a function of the number of classes 
 
Figure 46 The variation of the sensitivity of motif finding as a function of the number of sequences for 
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Figure 47 The variation of the sensitivity of motif finding as a function of the probability of none occurrence of 
a motif 
 
Figure 48 The variation of the sensitivity of motif finding as a function of the sequence length 
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3- ROC curves 
Similar to the ROC curves of the feature selection step (section 6.1.1 part 4) the 
results on training and testing for motif finding are very similar and thus we present the 
plots for testing only (Figure 49-Figure 55). Generally speaking, all ROC curves we 
obtained have an AUC greater than 0.8 except for very high rates of probability of none 
occurrence (0.2 or more) where it drops to 50% which is expected as the motifs are not 
inserted anymore. We only present here the best case ROC curve for every parameter 
since the variation in the discriminative ability of the algorithm with respect to different 
values of every parameter can be analyzed from the sensitivity plots presented in section 
6.1.2 part 2, Figure 42Figure 48. In the best cases, the area under the ROC curve reached 
90 to 100% as shown in Figure 49-Figure 55. This shows how well our algorithm is 
capable of distinguishing differentiable motifs. The very high AUCs compared to those 
obtained in the feature selection step shows that even though the feature selection step 
misses a few of the differentiable locations, our motif finding algorithm corrects for this 
and identifies the differentiable motifs unaffected by the missed locations while 
benefitting from the time improvement feature selection provides. 
 
Figure 49 The ROC curve for motif finding run on the testing dataset with motif length = 15  
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Figure 50 The ROC curve for motif finding run on the testing dataset with number of motifs per class = 4 
 
Figure 51 The ROC curve for motif finding run on the testing dataset with mutation rate = 0.02  
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Figure 52 The ROC curve for motif finding run on the testing dataset with number of classes = 10 
 
Figure 53 The ROC curve for motif finding run on the testing dataset with number of sequences is 5000 
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Figure 54 The ROC curve for motif finding run on the testing dataset with probability of none occurrence of a 
motif = 0.05 
 
Figure 55 The ROC curve for motif finding run on the testing dataset with sequence length = 4000  
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4- Runtime 
Figure 56 shows that our algorithm takes a maximum of 175 seconds (around 3 
minutes) to finish considering the worst case scenario found in Figure 56 and detailed 
below: 
- Motif Length = 25 
- Number of Classes = 6  
- Number of motifs per class = 1 
- Number of sequences = 6000 
- Length of the sequences = 8000 
- Probability of None occurrence = 10% 
- Mutation Rate = 3% 
Naturally, the variation in the mutation rate does not affect the runtime of the 
algorithm what so ever (Figure 58). The Probability of none occurrence also barely 
affects the runtime; however, in cases where a lot of noise is introduced in the data (the 
probability of none occurrence is very high), the runtime might drop or increase 
randomly since this causes the algorithm to either identify shorter chunks of the motifs 
or split the actual motifs in parts. The first scenario causes the algorithm to complete 
faster since shorter motifs are faster to find. On the other hand, the second scenario can 
increase the runtime since the more motifs identified, the more differentiable areas we 
get; and the more times the tree-building algorithm is repeated. This is the reason behind 
the peak for the probability of none occurrence value of 0.25 (Figure 61).  
Moreover, the runtime increases linearly as the number of motifs per class 
increases (Figure 57). This increase is caused by the motif finding part of the algorithm 
since the feature selection part shows constant runtime for this parameter (Figure 29). 
This increase is due to the increase in the number of regions in which we are searching 
for class-specific motifs, similar to what we explained above. For every additional 
differentiable region, we are executing a new iteration of the motif finding algorithm 
which includes building a PST.  
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Similarly, the number of sequences has a linear effect on the runtime (Figure 60) 
which is the result of feature selection rather than the motif finding step whose runtime 
is almost constant with respect to the number of sequences (refer to appendix). The 
motif finding step is less affected by the number of sequences since it works on the 
subset of sequences for every class rather than all the sequences. 
The number of classes causes a linear increase of the runtime plot (Figure 59). 
This curve is the effect of both feature selection and motif finding. The motif-finding 
runtime increases linearly as a function of this parameter for the same reasons explained 
when analyzing the number of motifs parameter and that is the increase in the number of 
times the PST algorithm is repeated. 
For sequence length, we have looked at the runtime plot measured for the motif 
finding step separately and noticed a constant effect on the performance (refer to 
appendix) since we are working on differentiable areas of the data rather than the 
complete length of the sequences. On the other hand, the plot of the sequence length for 
feature selection (Figure 34) has a linear curve which is expected for feature selection 
since we are computing the p-values of locations over the whole length of the sequences 
(for every column). Therefore, the linear curve of the overall runtime is the result of the 
feature selection step (Figure 62). This was previously discussed when analyzing the 
time complexity of the algorithm in section 5.3 (Figure 6). 
On the contrary, the motif length affects the motif finding step while maintaining 
constant runtime for feature selection thus resulting in an quadratic curve for the overall 
runtime of the algorithm (Figure 56). Motif length is the most influential parameter on 
the runtime of the motif finding algorithm. It causes the runtime to ascend quadratically 
with the increase in its value. The quadratic effect of the motif length goes back to the 
tree building part of the motif-finding algorithm since every time we are building a tree 
from a differentiable area we are executing a nested loop where the outer loop iterates 
through the length of the differentiable area and for every length, it iterates through all 
possible substrings of this length. Luckily, the motif length tends to be very small 
compared to the complete sequence and thus an quadratic algorithm is feasible for such 
small sequences. This shows the importance of the feature selection step in optimizing 
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the time of our search algorithm since building the search trees on the complete 
sequences is unfeasible. 
 
Figure 56 The variation of the runtime (in sec.) of SNP-DMF as a function of the motif length 
 
Figure 57 The variation of the runtime (in sec.) of SNP-DMF as a function of the number of motifs per class 
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Figure 58 The variation of the runtime (in sec.) of SNP-DMF as a function of the mutation rate for 
 
Figure 59 The variation of the runtime (in sec.) of SNP-DMF as a function of the number of classes 
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Figure 60 The variation of the runtime (in sec.) of SNP-DMF as a function of the number of sequences 
 
Figure 61 The variation of the runtime (in sec.) of SNP-DMF as a function of the probability of none 
occurrence of a motif 
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Figure 62 The variation of the runtime (in sec.) of SNP-DMF as a function of the sequence length 
5- Fold Change 
We present in Table 13, sample predicted motifs on a simulated with 6 classes 
and 1 motif per class. These results are for 1 fold, 1 run of the algorithm on the unseen 
testing data. The table includes the motifs, their majority class, the motif length and the 
fold differences for every pair of classes. Extremely large fold differences (999999) 
represent an infinite number resulting from a division by a frequency of 0. Negative 
numbers (-1) indicate a non-numeric value resulting from the division of two 
frequencies of 0. Since the data was built to include differentiable motifs, not much 
pruning due to fold change occurs on the simulated data since the frequency of every 
predicted motif tends to zero in all of the classes except for its majority class, thus 
resulting in fold changes that are within the range. 
Table 13 Sample predicted motifs and their fold changes in a simulated dataset 
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6.2 Real Data 
As previously described in section 4.2, our real data consists of whole genome 
sequences for 831 individuals belonging to 4 different nationalities: Lebanese, Syrian, 
Jordanian and Palestinian. These sequences were split column-wise into 22 datasets 
corresponding to the 22 autosomal chromosomes and excluded the positions that 
correspond to the Y and X chromosomes. We have run our motif-finding algorithm on 
each of these datasets specifying the minimum motif length parameter to be 4 and the 
fold change lower bound and upper bound to be 0.5 and 2 respectively. The algorithm 
successfully discovered 68 discriminative motifs detailed in Table 14. We then used 
BioMart – Ensembl [135] to get the exact chromosome positions of each SNP in the 
motifs in order to visualize their location on the chromosomes by plotting them in the 
form of circular plots which are presented in section 6.2.2. 
Chrsm Motif 
Motif 
Length 
Majority 
Class 
Lebanon 
Freq 
Syria 
Freq 
Palestine 
Freq 
Jordan 
Freq 
Chrsm1 3-3-3-3 4 2 0.58 0.88 0.43 0.65 
Chrsm1 3-3-3-3 4 2 0.53 0.88 0.35 0.59 
Chrsm1 3-3-3-3 4 2 0.64 0.88 0.57 0.41 
Chrsm1 3-3-3-3 4 3 0.71 0.41 0.83 0.76 
Chrsm1 3-3-3-3-3 5 2 0.7 0.88 0.57 0.41 
Chrsm1 3-3-3-3-3 5 2 0.67 1 0.65 0.47 
Chrsm1 2-3-2-2-2 5 2 0.47 0.82 0.26 0.47 
Chrsm1 3-3-3-3-3-3 6 2 0.59 0.82 0.61 0.35 
Chrsm1 3-3-3-3-3-3-3-3-3-3-3 11 3 0.63 0.41 0.87 0.65 
Chrsm2 3-3-3-3 4 2 0.48 0.82 0.39 0.47 
Chrsm2 3-3-3-3 4 2 0.62 0.82 0.57 0.29 
Chrsm2 3-3-3-3-3-3-3-3-3 9 2 0.51 0.88 0.57 0.24 
Chrsm2 3-3-3-3-3-3-3-3-3-3-3 11 2 0.64 0.82 0.61 0.35 
Chrsm3 3-3-3-3 4 2 0.62 0.88 0.35 0.47 
Chrsm3 3-3-3-3 4 2 0.61 0.88 0.43 0.59 
Chrsm3 3-3-3-3 4 5 0.69 0.59 0.39 0.82 
Chrsm3 3-3-2-3 4 5 0.47 0.29 0.65 0.82 
Chrsm3 3-3-3-3-3 5 2 0.64 0.94 0.43 0.53 
Chrsm3 3-3-3-3-3 5 2 0.65 0.82 0.7 0.35 
Chrsm3 3-3-3-3-3 5 3 0.68 0.59 0.83 0.35 
Chrsm3 3-3-3-3-3-3-3-3-3 9 2 0.48 0.82 0.52 0.29 
Chrsm4 3-3-3-3 4 5 0.49 0.59 0.43 0.88 
Chrsm4 3-3-3-3 4 5 0.44 0.47 0.39 0.82 
Chrsm5 3-3-3-3 4 2 0.53 0.94 0.43 0.47 
Chrsm5 3-3-3-3 4 2 0.53 0.82 0.39 0.35 
Chrsm5 3-3-3-3-3 5 2 0.52 0.94 0.39 0.47 
Chrsm5 3-3-3-3-3 5 2 0.44 0.82 0.3 0.47 
Chrsm5 3-3-3-3-3-3-3-3-3-3 10 5 0.61 0.76 0.39 0.82 
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Chrsm Motif 
Motif 
Length 
Majority 
Class 
Lebanon 
Freq 
Syria 
Freq 
Palestine 
Freq 
Jordan 
Freq 
Chrsm6 3-3-3-3 4 2 0.76 0.94 0.74 0.35 
Chrsm6 3-3-3-3 4 3 0.53 0.35 0.87 0.65 
Chrsm6 3-3-3-3 4 5 0.71 0.47 0.35 0.82 
Chrsm6 2-3-3-3-2 5 2 0.42 0.82 0.52 0.35 
Chrsm6 3-3-3-3-3-3 6 2 0.52 0.94 0.39 0.47 
Chrsm6 3-3-3-3-3-3-3-3-3 9 3 0.71 0.76 0.83 0.41 
Chrsm7 3-3-3-3 4 3 0.58 0.53 0.83 0.29 
Chrsm7 3-3-3-3 4 3 0.65 0.35 0.83 0.59 
Chrsm7 3-3-3-3-3 5 2 0.44 0.82 0.35 0.24 
Chrsm8 3-3-3-3 4 2 0.65 0.82 0.74 0.35 
Chrsm8 3-3-3-3 4 3 0.67 0.41 0.83 0.53 
Chrsm9 3-3-3-3 4 2 0.48 0.82 0.7 0.29 
Chrsm9 3-3-3-3 4 2 0.51 0.82 0.57 0.29 
Chrsm9 3-3-3-3 4 2 0.49 0.82 0.39 0.65 
Chrsm9 3-3-3-3-3 5 2 0.4 0.82 0.52 0.29 
Chrsm9 3-3-3-3-3 5 3 0.72 0.41 0.83 0.71 
Chrsm10 3-3-3-3 4 2 0.37 0.82 0.39 0.47 
Chrsm10 3-3-3-3-3 5 3 0.58 0.35 0.87 0.35 
Chrsm10 3-3-3-3-3-3-3 7 2 0.55 0.82 0.65 0.35 
Chrsm11 2-3-3-3 4 2 0.47 0.82 0.78 0.35 
Chrsm11 3-3-3-3-3 5 3 0.62 0.76 0.83 0.41 
Chrsm11 3-3-3-3-3-3-3-3 8 5 0.43 0.35 0.43 0.88 
Chrsm12 3-3-3-3 4 3 0.63 0.41 0.83 0.47 
Chrsm12 3-3-3-3 4 3 0.61 0.59 0.83 0.41 
Chrsm13 3-2-3-2 4 2 0.5 0.88 0.52 0.29 
Chrsm13 2-3-3-2 4 2 0.43 0.82 0.48 0.29 
Chrsm14 3-3-3-3-3-3 6 5 0.5 0.29 0.7 0.82 
Chrsm15 __ __ __ __ __ __ __ 
Chrsm16 3-3-3-3-3-3 6 5 0.66 0.71 0.39 0.82 
Chrsm17 3-3-3-3-3 5 2 0.56 0.82 0.74 0.35 
Chrsm17 3-3-3-3-3-3 6 2 0.55 0.82 0.39 0.53 
Chrsm17 3-3-3-3-3-3-3-3 8 2 0.73 0.88 0.78 0.35 
Chrsm17 3-3-3-3-3-3-3-3 8 2 0.51 0.88 0.43 0.65 
Chrsm17 3-3-3-3-3-3-3-3-3-3-3-3-3-3 14 3 0.61 0.76 0.83 0.41 
Chrsm18 3-3-3-3 4 2 0.57 0.82 0.57 0.35 
Chrsm18 3-3-3-3-3 5 2 0.76 1 0.78 0.47 
Chrsm19 3-3-3-3 4 2 0.64 0.94 0.7 0.41 
Chrsm19 3-3-3-3-3-3-3-3 8 2 0.64 0.82 0.52 0.29 
Chrsm20 3-3-3-3-3 5 2 0.67 0.82 0.57 0.35 
Chrsm21 3-3-3-3 4 2 0.59 0.82 0.61 0.35 
Chrsm21 2-2-2-2-2-2-2-2-3-3 10 5 0.44 0.24 0.39 0.82 
Chrsm22 __ __ __ __ __ __ __ 
Table 14 The list of motifs and their details discovered by our algorithm in the real data 
6.2.1 Predicted Motifs 
Table 14 consists of a list of all predicted motifs with their length, the 
chromosome they are found in, the class that each motif can best discriminate and the 
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frequency of each motif in all classes. The predicted motifs lengths range between 4 and 
14. Most predicted motifs are of lengths 4 or 5 (50 out of 68); longer motifs are less 
frequent. It is also well noticeable that the homozygous major allele (genotype 3) 
overshadows the other alleles (Figure 63) in the motif sequences which is expected since 
the homozygous major allele is usually more frequent in genomic sequences compared 
to the other alleles. The homozygous minor allele (genotype 1) is the rarest in real 
genomic sequences therefore it was not found in any of the motifs. The heterozygous 
allele (genotype 2) is found at a frequency of 0.023 distributed over 7 motifs including 
the one predicted in chromosome 21 of length 10 and a majority of heterozygous alleles 
(2-2-2-2-2-2-2-2-3-3). This motif is found at a frequency of 0.83 in sequences of the 
Jordanian class (class 5) which is at least twice its frequency in other classes. We believe 
that this motif is important and a good candidate for further studies because this finding 
shows that although heterozygous alleles are relatively rare, they are found in abundance 
for 83% of the individuals belonging to the Jordanian nationality (class 5) that carry this 
motif while most other nationalities don’t have it that frequently. 
 
Figure 63 The relative frequency of the genotypes 1, 2 and 3 in all the discovered motifs 
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The distribution of the number of motifs found for each chromosome is shown in 
Figure 64. We notice that no motifs were found in chromosomes 15 and 22. The 
algorithm identified a maximum of 9 motifs per chromosome, namely in chromosome 1. 
On average, 3 motifs we discovered per chromosome. We can clearly conclude that the 
total number of SNPs per chromosomes i.e. the length of the chromosome (Table 6) has 
no correlation with the number of motifs found on it. 
 
Figure 64 The distribution of the number of motifs found in each chromosome in the real data 
Finally, it is worth mentioning that most of the motifs predicted (44 motifs) were 
found to be most frequent in class 2, Syrians. Another 14 were found to be most frequent 
in class 3, Palestinians, and the remaining 10 were found to be most frequent in class 5, 
Jordanians. None of the predicted motifs were found to be highly frequent in class 1, 
Lebanese. This indicates that the absence of the predicted motifs is what distinguishes 
the Lebanese nationality. This puts the Lebanese population in a different category from 
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the other populations. Some of the motifs that can best distinguish the Lebanese 
population from the Syrian, Jordanian and Palestinian populations are listed in Table 15 
with the corresponding fold difference between the pair of populations. These motifs are 
rare in the Lebanese population when they are abundant in the other populations. 
Chrsm Motif 
Motif 
Length 
Other 
Population 
Fold 
Difference 
Chrsm11 3-3-3-3-3-3-3-3 8 Jordanian 0.488636364 
Chrsm2 3-3-3-3-3-3-3-3-3 9 Jordanian 2.125 
Chrsm2 3-3-3-3 4 Jordanian 2.137931034 
Chrsm19 3-3-3-3-3-3-3-3 8 Jordanian 2.206896552 
Chrsm6 3-3-3-3 4 Jordanian 2.171428571 
Chrsm17 3-3-3-3-3-3-3-3 8 Jordanian 2.085714286 
Chrsm6 3-3-3-3 4 Palestinian 2.028571429 
Chrsm10 3-3-3-3 4 Syrian 0.451219512 
Chrsm9 3-3-3-3-3 5 Syrian 0.487804878 
Table 15 The list of motifs that can differentiate between the Lebanese population and the other populations 
6.2.2 Motif Locations and Frequencies 
In this section, we represent the circular plots that display the motifs on the 
chromosomes (Figure 65-Figure 84). Every figure corresponds to a different 
chromosome, and every chromosome is characterized by a set of 6 concentric circles 
that we are going to number from 1 to 6, starting from the outer-most circle, in order to 
facilitate the description of the plot: 
1. The black outer-most circle represents the chromosome itself. 
2. The grey-shaded circle is where the motifs are plotted at their actual location, each 
colored with the color of its corresponding class (refer to legend). 
3. The circle carrying the red bars represents the relative frequency of each motif in 
the Lebanese class. 
4. The circle carrying the green bars represents the relative frequency of each motif in 
the Syrian class. 
5. The circle carrying the blue bars represents the relative frequency of each motif in 
the Palestinian class. 
6. The circle carrying the yellow bars represents the relative frequency of each motif 
in the Jordanian class. 
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The thin black vertical radius indicates the start of the chromosome and the 
motifs are ordered clockwise on the plot based on the base-pair locations in increasing 
order. In some cases (Chromosomes 3, 5 and 13) the motif base-pair positions are very 
close that they overlap and look like 1 motif when plotted. For these cases, we have 
plotted the bars of one of the motifs (the one with the smaller base-pair position) in a 
lighter color and a thicker width so we can clearly distinguish it from its close neighbor. 
These figures clearly show how motifs that are discriminative for Syrians for 
example have a relative frequency that is very high in this class (more than 0.8) while its 
frequency is significantly low in at least one of the other classes. Moreover, observing 
these figures does not give any notion of a pattern in the distribution of the motifs on the 
chromosome. A motif can be found anywhere on a chromosome and its location is 
basically random. Similarly, the type of the motif relative to its location is also 
considered random. In other words, motifs belonging to the same class are not 
necessarily consecutive on the chromosome nor do motifs of different classes always 
alternate. 
 
Figure 65 Circular plot of chromosome 1 
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Figure 66 Circular plot of chromosome 2 
 
 
Figure 67 Circular plot of chromosome 3 
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Figure 68 Circular plot of chromosome 4 
 
 
Figure 69 Circular plot of chromosome 5 
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Figure 70 Circular plot of chromosome 6 
 
 
Figure 71 Circular plot of chromosome 7 
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Figure 72 Circular plot of chromosome 8   
 
 
Figure 73 Circular plot of chromosome 9 
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Figure 74 Circular plot of chromosome 10 
 
 
Figure 75 Circular plot of chromosome 11 
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Figure 76 Circular plot of chromosome 12 
 
 
Figure 77 Circular plot of chromosome 13 
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Figure 78 Circular plot of chromosome 14 
 
 
Figure 79 Circular plot of chromosome 16 
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Figure 80 Circular plot of chromosome 17 
 
 
Figure 81 Circular plot of chromosome 18 
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Figure 82 Circular plot of chromosome 19 
 
 
Figure 83 Circular plot of chromosome 20 
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Figure 84 Circular plot of chromosome 21 
 
6.2.3 Motif Clustering and Fold Change 
As previously mentioned, we have filtered the predicted motifs based on their 
fold change and kept only those with a fold change that is greater than 2 or less than 0.5 
for at least one pair of classes. Here, we attempt to cluster the final predicted motifs 
verses their fold change for all possible pairs of classes. As a reminder and for 
clarification, the fold change of motif i for classes 1 (Lebanese) and 2 (Syrians), for 
example, is its relative frequency in class 1 divided by its relative frequency in class 2 
(1div2). We perform Hierarchical Clustering with average Linkage and using Euclidean 
distance for clustering both, the distinct pairs of classes being compared and the motifs. 
We used the R function, heatmap.2, in the gplots [136] package to plot the heatmap of 
the clustered motifs verses their fold differences, both ordered based on clustering.  
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Figure 85 The heatmap of the clusters of fold change (x-axis) versus the clusters of chromosomes (y-axis) 
The resulting heatmap is presented in (Figure 85). The x-axis consists of all 
possible class combinations for which the fold change was computed (1div2, 1div3, 
1div5, 2div3, 2div5 and 3div5). The y-axis has the list of all predicted motifs labeled 
with the chromosome each was found on. The order of the values on the x-axis and y-
axis is based on the clustering as previously mentioned. The color gradient represents 
the values of the fold changes which range between approximately 0.2 and 3.6. 
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Extremely low and extremely high values of fold change were colored in bright red and 
bright green respectively since they indicate a really good discriminative ability of the 
motif for the 2 classes compared. For example, a fold change of 0.5 for 1div2, 
discriminated by motif i indicates that motif i is found twice as many times in class 2 
(Syrians) compared to class 1 (Lebanese). The closer the fold change value gets to 1, the 
less discriminative effect the motif has to distinguish between classes, and  the darker 
the color gets until it reaches black to indicate neutrality for a fold change of 1. We have 
selected some of the motifs that have extremely high or extremely low fold change and 
listed their chromosome locations in Table 16. 
Chrsm Motif 
Motif 
Length 
Majority 
Class 
Max 
Fold  
Change 
Min 
Fold  
Change 
rsID 
Chrsm3 3-3-2-3 4 5 (2div5) 1.62 0.35 
rs456070-rs6769465-rs376511-
rs13097123 
Chrsm11 3-3-3-3-3-3-3-3 8 5 (2div5) 1.23 0.40 
rs1867306-rs1894160-rs10741843-
rs11025617-rs2165735-rs1465968-
rs4331088-rs16906446 
Chrsm14 3-3-3-3-3-3 6 5 (2div5) 1.72 0.35 
rs1543518-rs11550452-rs7146310-
rs2025258-rs4982867-rs2295977 
Chrsm21 2-2-2-2-2-2-2-2-3-3 10 5 (2div5) 1.83 0.29 
rs4819128-rs914231-rs914232-
rs2330183-rs3788200-rs1051266-
rs3177999-rs4819130-rs9982270-
rs2010540 
Chrsm1 2-3-2-2-2 5 2 (2div3) 3.15 0.55 
rs4654361-rs10915185-rs10799119-
rs6682357-rs10799120 
Chrsm2 3-3-3-3-3-3-3-3-3 9 2 (2div5) 3.67 0.58 
rs11883439-rs1881204-rs6754248-
rs11890623-rs16825257-rs4973111-
rs10203187-rs10177317-rs10184640 
Chrsm7 3-3-3-3-3 5 2 (2div5) 3.42 0.54 
rs17170863-rs7455242-rs17170864-
rs17170870-rs1559463 
Chrsm13 3-2-3-2 4 2 (2div5) 3.03 0.57 
rs11616663-rs9526812-rs2277447-
rs9526814 
Table 16 List of motifs with the highest/lowest fold change and their corresponding rsIDs 
A vertical analysis of the heatmap shows that the fold difference between 
Lebanese and Palestinians tends to a dark color compared to the other pairs of classes 
which indicates that the motifs found cannot clearly discriminate between these classes. 
The clustering of the class pairs shows that 2div3, 1div2 and 1div3 are clustered together 
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(we will call this cluster 1) while 2div5, 1div5 and 3div5 form another cluster (we will 
call it cluster 2). Like 1div3, 2div3 and 1div2 tend to darker colors compared to the other 
cluster. The brightest colors are mostly found in cluster 2 which combines all fold 
differences of the Jordanian class with the remaining classes. This shows that motifs that 
can discriminate between the Jordanians and all other nationalities (cluster 2) are more 
indicative than those that are discriminative among the Lebanese, Syrians and 
Palestinians (cluster 1) since very few motifs with very high or very low fold change 
(bright colors) are found in cluster 1. 
The heatmap can also be clustered into two clusters in terms of fold change 
dissimilarity among the motifs (horizontally). We will call these 2 main horizontal 
clusters the ‘upper cluster’ and the ‘lower cluster’. The upper cluster can be identified as 
the set of motifs that have very large fold change values for Jordanians and Syrians. It 
also shows larger fold changes for Jordanians compared to the Lebanese and 
Palestinians as well when compared to the lower cluster. The lower cluster is the larger 
cluster and it can be considered the cluster where the fold difference is less significant 
compared to the upper cluster. Nevertheless, this cluster contains two sub-groups, the 
ones closest to the upper cluster, that can be considered unique since the first one has 
bright green colors (high fold change values) for Syrians compared to Palestinians and 
the second one has bright red colors (low fold change values) for Syrians compared to 
Jordanians. 
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Chapter 7  
   Discussion 
 
Our purpose in this thesis was to prove that there are conserved regions in the 
human genome that can distinguish one population from the other. Our focus was 
finding such regions on autosomal genomic data since autosomes, unlike sex 
chromosomes, are more of a challenge as they undergo high rates of recombination; 
plus, there is still a lot to learn from them. Moreover, we hoped to find these 
differentiable regions by applying a discriminative motif finding technique on unphased 
SNP sequences. Finally, we wanted an approach that is time efficient while maintaining 
good quality results in order to compete with similar available methods and to hopefully 
resolve the time constraints of dealing with high-through-put genomic data. 
The findings in this paper reassured that class-specific conserved regions that we 
call motifs do exist on autosomal genomic sequences. We were able to find 68 such 
motifs that can distinguish individuals from four Middle Eastern countries by their 
nationality (Table 14). These motifs are distributed over 20 of the autosomal 
chromosomes as shown in Figure 65-Figure 84. We have proven that extracting 
conserved regions from unphased SNP data is possible and these motifs can be really 
informative and interesting for further studies. For example, we have discovered that 
most of the motifs found are usually formed of homozygous major alleles and only few 
regions carrying the heterozygous allele are conserved (section 6.2.1). The Jordanian 
population has proven to be the most distinct from all other population based on the 
clustering of the fold differences shown in the heatmap in Figure 85. Moreover, the 
results show that motifs that are highly frequent in the Syrian, Palestinian and Jordanian 
population are rare in the Lebanese population which indicates that the Lebanese 
genomic composition is highly distinct from the other populations.  
This finding comes in line with one of the conclusions reached in the work of 
Haber et al., 2013 [128] from whom we used the data under analysis. They have 
performed population clustering of their data using fineSTRUCTURE and 
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ChromoPainter which look at the haplotype composition of every sequence. The 
resulting population tree shows that the Lebanese population goes back to European and 
Central Asian origin whereas Syrians, Palestinians and Jordanians belong to a different 
cluster [128]. Their results also show that Palestinians, Jordanians and Syrians have 
more haplotype chunks inherited from Africans and Middle-Eastern compared to the 
other Levantine populations studied, including Lebanese.    
Furthermore, we have validated that our method is stable and accurate in 
identifying the differentiable motifs since we were able to detect them in different 
simulated datasets with a sensitivity of around 80% and a precision of 90% or more. Our 
feature selection step also outperformed SPLSDA, a state-of-the-art algorithm, with a 
sensitivity and precision up to 25% higher than those of SPLSDA for some of the 
simulated datasets. In some of the cases, our algorithm performed slightly better on 
testing than it did in training, which is not an expected observation. This can be seen 
mainly in the sensitivity figures in Chapter 6. Nevertheless, this is no symptom of over-
fitting what so ever since the difference is negligible and tending to be identical between 
training and testing in most of the cases. But more importantly, the sensitivity and 
precision of training are always within the standard deviation of that of testing which 
makes such results valid and acceptable. The reason behind the slight drop in the results 
of training goes back to the fact that more randomness in the sequences is allowed when 
doing 10-fold cross validation in training as opposed to the randomly partitioned testing 
dataset. This randomness might cause a low performance in some of the cases and such 
cases are more probable to occur in training compared to testing. In other words, 
averaging 10 × 50 different values (10 folds by 50 runs i.e. 500 different training/testing 
folds) will most probably give a smaller average compared to averaging 50 values (only 
50 runs for testing, i.e. only 50 different testing partitions).  
In terms of runtime, our feature selection step was able to beat SPLSDA by far 
and almost always. SNP-DMF is almost 1.5 times faster than SPLSDA for feature 
selection with a precision and sensitivity that are comparable to its opponent. That’s 
because our Chi-square technique is much simpler than SPLSDA. The latter projects the 
variables on components using logistic regression which is a very complicate statistical 
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model compared to a simple Chi-square test. Another step is then added in order to 
predict the features based on the projected components while SNP-DMF selects the 
features in a single step by computing their p-values using a Chi-square test. In fact, 
although SPLSDA is known for its speed, benchmarks conducted by its authors showed 
that it does not perform on SNP data as well as it does on smaller protein and DNA 
datasets [73].  
As simple as our method is, it still performed as good as and sometimes better 
than SPLSDA. According to the authors of SPLSDA, this method’s performance is 
highly dependent on the choice of its parameters (the number of variable and the number 
of components) which have proven to be very difficult to tune and the best value for the 
number of variables parameter is still an open problem and requires experts’ knowledge 
[73]. This is probably the reason behind the drop in precision and sensitivity of SPLSDA 
in some of the cases. Another disadvantage that SPLSDA has over SNP-DMF is that 
according to Le Cao et al., 2011, their method does not work on unbalanced classes 
whereas SNP-DMF can accept unbalanced datasets and has identified several features on 
our real dataset which is unbalanced (section 6.2).  
More importantly, the results on runtime prove that our algorithm is built to 
handle high-through-put genomic datasets and it is fast enough that it takes it less than a 
minute to identify 6 motifs for 6 different classes in a dataset of 6000 sequences of 
length 16000 each (Figure 62). It is worthy of mentioning that our feature selection 
technique can be used as an independent dimensionality reduction technique for 
optimizing other known algorithms. Moreover, we believe that our implementation is 
open to further optimization on runtime especially using parallel computing which will 
be further discussed in chapter 8.  
Our work offers a pioneering and promising paradigm in population genetics. It 
is the first to introduce the use of unphased data in pattern finding for population 
classification. All the available methods rely on haplotype inference and our results 
show that it is worth putting some effort in deriving methods to analyze unphased data 
as it might open the door to several new discoveries and more efficient and feasible tools 
for analyzing large genomic data. In terms of Discriminative Motif Finding, our work is 
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the first to combine such methods with population genetics. There is no other method 
that we know of that performs motif finding on SNP data. The outcome of our work 
shows that incorporating motif finding methods in population genetics can result in new 
computational solutions for many open problems in the field. 
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Chapter 8  
     Conclusion and Future Work 
 
Finding differentiable conserved regions in genomic sequences is a hot topic in 
the field of population genetics. Many such regions have been successfully identified on 
the sex chromosomes; nevertheless, it is crucial to expand the search space to analyze 
the complete genome even if autosomal chromosomes undergo high rates of 
recombination and are difficult to analyze. Haplotype inference is one way to identify 
areas on autosomes that are inherited together and thus conserved throughout evolution. 
Clustering these haplotypes into haplogroups specific to different classes adds the 
differentiable characteristic to these haplotypes. However, these methods require 
phasing of the data which means more time and space constraints. We presented here the 
first algorithm that works on unphased SNP data to find conserved class-specific 
regions. Our approach is also the pioneer in applying Discriminative Motif Finding on 
SNP sequences rather protein and DNA sequences.  
Our discriminative motif finding algorithm incorporates two steps: Feature 
Selections followed by the PST algorithm for motif finding. The purpose of our feature 
selections step is dimensionality reduction by selecting only the SNPs that are 
significant to our search. These were identified based on their p-value which was 
computed using a Chi-square test. This step was benchmarked against SPLSDA, a 
popular feature selection algorithm known for its speed. Our algorithm out-performed 
SPLSDA in terms of runtime while maintaining comparable sensitivity and precision 
that are as good as or even better than those of SPLSDA in some of the cases. We have 
built Probabilistic Suffix Trees in the second phase of our algorithm to find the motifs 
and their corresponding classes. We were able to identify the motifs in our simulated 
data with around 80% sensitivity and a precision that reaches more than 90%. 
Benchmarks have also shown that our algorithm is suitable for analyzing large genomic 
datasets and it extracts all the motifs in a fraction of a minute. We finally tested our 
algorithm on a real dataset representing the genomic sequences of 831 individuals 
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coming from 4 different nationalities in the MENA region. Our method successfully 
identified 68 motifs and represented them graphically. 
Further studies can be done on these predicted motifs. We are interested in 
analyzing the biological significance of each of these areas starting by identifying on 
which region of the chromosome each motif is located (intronic, exonic…). We would 
also like to apply phasing to our predicted motifs and then compare them to haplotypes 
that can be predicted by available haplotype inference methods. It would be interesting 
to check whether the regions we identified on unphased SNP data overlap with 
haplotype regions inferred on phased data or are these regions distinct? This way we can 
either verify the differentiability of our motifs or if they are not related to predicted 
haplotypes, we can attempt to use them to infer new haplotypes. It would also be 
interesting to apply our method to sex chromosomes as well and compare our findings to 
available studies on these chromosomes. 
Although our approach has proven to be successful by all means, it is still open 
for further improvements and extensions. One such improvement on the level of runtime 
is incorporating knowledge of Linkage Disequilibrium in order to split the sequences 
into different LD areas, and then we can parallelize our algorithm to work on the 
different areas at once. Moreover, dissecting our algorithm into different functions to 
evaluate runtime has revealed to us that the work horse of our algorithm is the tree-
building function. It takes around 25 seconds to build the tree and extract the motifs of 
one single differentiable area is in the worst case (for motif length = 25). However, it 
takes only a fraction of a second in most of the cases (refer to plots in appendix). 
Repeating this procedure for each differentiable area sequentially causes the 
computational time to peak drastically. Since we are repeating the exact same steps for 
each area independently, we believe that we can easily parallelize this section of our 
code which can optimize the run time significantly without bargaining on the search 
performance what so ever. If we do this, the number of classes and the number of motifs 
per class will have barely any effect on the runtime of our algorithm. Another part of our 
code that can be parallelized is the feature selection step where we can apply the Chi-
square test on the different columns in parallel rather than iterating through them.  
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In terms of precision and sensitivity, there is one parameter that we can look into 
which might further improve the performance of our algorithm. This parameter has been 
described when we defined a differentiable area in our feature selection step (section 
5.1). It is the window for number of allowed missing SNPs between 2 differentiable 
locations beyond which they are considered to belong to different areas. So a 
differentiable area can have up to 5 FN locations in its middle. We have fixed this value 
to 5 based on experimentation. We believe that this value should be related to the 
position of the motifs on the chromosomes with respect to LD and it should be 
dependent on the length of the motif in one way or another. We might consider changing 
this value or the way we are categorizing differentiable locations into areas in a second 
version of our algorithm. 
It would also be interesting to test our algorithm on other widely used real 
datasets such as the ones generated by the 1000 Genome Project and the International 
Hapmap Project for example. We are curious to learn about the motifs our algorithm can 
identify on such datasets and to analyze the biological significance of these motifs or 
probably try to infer new haplotypes from them as previously mentioned. The next step 
from here, we believe, is to come up with a sequence classification algorithm based on 
the motifs found. The method proposed in this work can then be expanded in order to 
train a predictive model using labeled sequences. Then this model can look for the 
differentiable motifs in unlabeled sequences and classify them based on the presence or 
absence of these differentiable motifs in them. Being able to derive an efficient 
population classification technique for high-throughput unphased SNP data could be a 
very important advancement in the field of population genetics and could compete with 
current popular population classification techniques such as ChromoPainter and 
FineSTRUCTURE. 
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Appendix 
 
 
Figure 86 the variation of the runtime (in sec.) of motif finding for 1 differentiable area as a function of the 
motif length 
 
Figure 87 the variation of the runtime (in sec.) of motif finding for 1 differentiable area as a function of the 
number of motifs per class 
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Figure 88 the variation of the runtime (in sec.) of motif finding for 1 differentiable area as a function of the 
number of the mutation rate 
 
Figure 89 the variation of the runtime (in sec.) of motif finding for 1 differentiable area as a function of the 
number of classes 
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Figure 90 the variation of the runtime (in sec.) of motif finding for 1 differentiable area as a function of the 
number of sequences 
 
Figure 91 the variation of the runtime (in sec.) of motif finding for 1 differentiable area as a function of the 
probability of none occurrence of a motif 
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Figure 92the variation of the runtime (in sec.) of motif finding for 1 differentiable area as a function of the 
sequence length 
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Figure 93 the variation of the runtime (in sec.) of the motif finding phase as a function of the motif length 
 
Figure 94 the variation of the runtime (in sec.) of the motif finding phase as a function of the number of motifs 
per class 
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Figure 95 the variation of the runtime (in sec.) of the motif finding phase as a function of the mutation rate 
 
Figure 96 the variation of the runtime (in sec.) of the motif finding phase as a function of the number of classes 
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Figure 97 the variation of the runtime (in sec.) of the motif finding phase as a function of the number of 
sequences 
 
Figure 98 the variation of the runtime (in sec.) of the motif finding phase as a function of the number of the 
probability of none occurrence of a motif 
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Figure 99 the variation of the runtime (in sec.) of the motif finding phase as a function of the sequence length 
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Figure 100 the variation of the accuracy of feature selection as a function of the motif length for SNP-DMF and 
SPLSDA 
 
Figure 101 the variation of the accuracy of feature selection as a function of the number of motifs per class for 
SNP-DMF and SPLSDA 
 142 
 
 
 
Figure 102 the variation of the accuracy of feature selection as a function of the mutation rate for SNP-DMF 
and SPLSDA 
 
Figure 103 the variation of the accuracy of feature selection as a function of the number of classes for SNP-
DMF and SPLSDA 
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Figure 104 the variation of the accuracy of feature selection as a function of the number of sequences for SNP-
DMF and SPLSDA 
 
Figure 105 the variation of the accuracy of feature selection as a function of the mutation rate for SNP-DMF 
and SPLSDA 
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Figure 106 the variation of the accuracy of feature selection as a function of the sequence length for SNP-DMF 
and SPLSDA 
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Figure 107 the variation of the J-index of feature selection as a function of the motif length for SNP-DMF and 
SPLSDA 
 
Figure 108 the variation of the J-index of feature selection as a function of the number of motifs per class for 
SNP-DMF and SPLSDA 
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Figure 109 the variation of the J-index of feature selection as a function of the mutation rate for SNP-DMF and 
SPLSDA 
 
Figure 110 the variation of the J-index of feature selection as a function of the number of classes for SNP-DMF 
and SPLSDA 
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Figure 111 the variation of the J-index of feature selection as a function of the number of sequences for SNP-
DMF and SPLSDA 
 
Figure 112 the variation of the J-index of feature selection as a function of the probability of none occurrence of 
a motif for SNP-DMF and SPLSDA 
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Figure 113 the variation of the J-index of feature selection as a function of the number of sequences for SNP-
DMF and SPLSDA 
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Figure 114 the variation of the accuracy of motif finding as a function of the motif length for SNP-DMF 
 
Figure 115 the variation of the accuracy of motif finding as a function of the number of motifs per class for 
SNP-DMF 
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Figure 116 the variation of the accuracy of motif finding as a function of the mutation rate for SNP-DMF 
 
Figure 117 the variation of the accuracy of motif finding as a function of the number of classes for SNP-DMF 
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Figure 118 the variation of the accuracy of motif finding as a function of the number of sequences for SNP-
DMF 
 
Figure 119 the variation of the accuracy of motif finding as a function of the probability of none occurrence of 
a motif for SNP-DMF 
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Figure 120 the variation of the accuracy of motif finding as a function of the sequence length for SNP-DMF 
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Figure 121 the variation of the J-index of motif finding as a function of the motif length for SNP-DMF 
 
Figure 122 the variation of the J-index of motif finding as a function of the number of motifs per class for SNP-
DMF 
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Figure 123 the variation of the J-index of motif finding as a function of the mutation rate for SNP-DMF 
 
Figure 124 the variation of the J-index of motif finding as a function of the number of classes for SNP-DMF 
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Figure 125 the variation of the J-index of motif finding as a function of the number of sequences for SNP-DMF 
 
Figure 126 the variation of the J-index of motif finding as a function of the probability of none occurrence of a 
motif for SNP-DMF 
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Figure 127 the variation of the J-index of motif finding as a function of the sequence length for SNP-DMF 
 
 
 
 
 
