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Introduction
Interaction of ions in matter has been a field of great interest throughout the history of physics, critical to many significant discoveries, for example the discovery of atomic structure resulting from the Geiger-Marsden experiment [1] . The stopping in matter of fast ions travelling at velocities ≫ 0 , where 0 is the Bohr velocity equal to 2.19 × 10 6 m∕s, is relatively well-understood. The differential energy loss of these ions in gaseous media, such as in a Bragg detector (BD), can be described with the Bethe-Bloch formula, which gives the stopping power ( ) based on ion velocity and charge. Experimental methods for extracting proton number information from the energy loss maximum, i.e. the Bragg peak, have been proposed by Gruhn et al. [2] and used extensively in many nuclear physics experiments and applications [3] [4] [5] [6] . Ion velocities below or around the Bohr velocity may be insufficient to fully ionize the atom [7] , resulting in electronic screening of the nuclear charge and possible electron exchange with the gas. Subsequent variation of the effective charge of the ion prevents a Bragg peak from forming in the energy loss profile. This is the case for fission fragments (FF), which typically have velocities of the same order of magnitude as the Bohr velocity. Comparative examples of energy loss profiles simulated in SRIM-2013 [8] for typical light fragments are shown in Fig. 1 . All the fragments in the figure have kinetic energy-to-mass ratios of 1 MeV/amu. Panel (a) shows the effect of increasing range with increase in mass for three krypton isotopes. * Corresponding author. E-mail address: nikolay.sosnin@manchester.ac.uk (N.V. Sosnin) .
FFs are produced with a large range of masses and atomic numbers, and panel (b) of Fig. 1 demonstrates the difficulty in distinguishing energy loss profiles of three typical 235 U fragments, 90 36 Kr, 95 38 Sr and 100 40 Zr. The nuclear charge yields of FF are required to understand the fission process and for a multitude of applications, therefore a variety of methods have been developed to measure these independent charge yields, that is nuclear charge before FF undergo radioactive decay. For unaccelerated FF, such methods frequently involve the use ofor X-ray spectroscopy [9] [10] [11] , but these techniques result in yields that depend on knowledge of the level schemes. Alternatively, E-E telescopes can be used [12] [13] [14] . Such telescopes rely on energy loss similarly to Bragg peak spectroscopy, however E-E telescopes are typically limited by their charge resolution and can only measure charge yields in the light fragment group up to ≈ 42 [15] , and up to ≈ 52 [16] if a calorimetric low-temperature detector is used. Since fission is a result of competition between electrostatic and nuclear force, the information on the charge distribution is critical in understanding the dynamics of a nucleus undergoing fission, as well as informing models of the fission process [10, 17] . Charge yields have significant implications for nuclear energy applications, where they have direct application to nuclear waste composition [18] , reactor heating [19] , as well as providing input towards addressing the reactor antineutrino anomaly [20] . Furthermore, measurements of FF in correlation with neutrons [21, 22] and gamma rays [23, 24] in fission have been a subject of continued interest. Large detector assemblies, such as the SpecTrometer for Exotic Fission Fragments (STEFF) [25] , use BDs to provide FF information. Developing a methodology for extracting proton number information from the BD signals would greatly benefit the potential of such spectrometers and the data provided for fission models. In order to develop such a methodology, a BD-based spectrometer called Fission Fragment Identification (FiFI) arm was constructed at the University of Manchester, UK, and used in an experimental campaign measuring FF from thermal neutron induced fission of 235 U at ILL, using the constant velocity FF beam provided by the Lohengrin facility. BD digitized waveforms for various Lohengrin settings were stored and analysed in an effort to construct a functional form that can be used for calibrating BDs and extracting the FF using differential energy loss and range. Examining the FF stopping process using pulse shape analysis of stored waveforms allows for an investigation of the details of the stopping without reliance on prominent features such as the Bragg peak.
Fission fragment identification arm
FiFI is composed of two sections: a time-of-flight (ToF) section and a BD. A diagram of the setup is presented in Fig. 2 . The ToF section, located between volumes B and C, relies on two timing detectors separated by a 1-metre flightpath. The START and STOP timing detectors, positioned in volumes B and C, are identical microchannel plate (MCP) assemblies. The assemblies feature thin foils marked D, an electrostatic mirror, marked E, and a MCP denoted with F. The foils are made of ≈ 0.3μm formvar, coated in 370 Å aluminium. The foils are circular with a diameter of 8 cm, deposited on a steel grid of thin wires (0.2 mm diameter) with a 1 cm × 1 cm square lattice and a transparency of ≈96%. When FF pass through the foil, some of the electrons ejected from the foil may be backscattered. The backscattered electrons are redirected upwards by an electrostatic mirror, which is a grid of 20micron thick wires held at a potential of 4 kV, and has a transparency of ≈97.2%. The electron current is then multiplied by Hamamatsu F1942-04 MCPs [26] held at 2 kV potential. The resulting timing resolution of the ToF section of FiFI is 1.2 ± 0.1 ns measured using alpha particles. For the data presented in this work, the ToF section of the device was not used and its foils were removed in order to avoid FF straggling.
The BD on FiFI is a cylindrical volume containing 12 field-shaping rings, a Frisch grid and an anode. The chamber is filled with 100 mbar of isobutane gas and is isolated from the vacuum of the ToF section using a 0.5 μm Mylar window covered with a steel collimator, denoted with letter G in Fig. 2 . The collimator contains a thin rectangular slit that is 4 cm long and 0.8 cm wide. The BD anode (located at position H in Fig. 2 ) is held at a potential of 1.4 kV, the Frisch grid at 1.2 kV and the field-shaping rings are held at potential increments of 100 V. The grid and the anode (and all the field-shaping rings) are separated by 1 cm spacers. The Frisch grid comprises a series of parallel 20 μm thick wires at a separation of 2 mm. Frisch grid and anode signals are routed through Cooknell EC572 charge sensitive preamplifiers and full signal traces were recorded using CAEN V1724 ADCs. For 80 MeV incident FF, the energy resolution of the BD is ≈500 keV.
FiFI at Lohengrin
In order to establish the response of the BD, a source of FF with known charge states was necessary. The Lohengrin separator [27] is a unique device, which can provide intense beams of selected fragments with an excellent mass and energy resolution. Fragments are produced by fission taking place in a thin layer of fissile material ( 235 U in the case of this work) exposed to a neutron flux of 5 × 10 14 cm −2 s −1 inside the high-flux reactor at ILL. Neutron-induced fission fragments recoil from the target layer with their kinetic energy obtained in the fission process, and, due to electron stripping in the layer and its 0.25 μm nickel cover foil, emerge as highly ionized (typical from 17 to 26) ions. These ions travel through the Lohengrin beamline, where a dipole magnet and electric condenser field act to select a beam of FF based on their ∕ and ∕ ratios. Here is the mass of the fragment, is the kinetic energy, and is the ionic charge. FF time of flight through Lohengrin is ≈2 μs [27] , a time that is shorter than fragment half lives, meaning that Lohengrin beams at the focal plane comprise only FF that have undergone prompt neutron emission, and not − decays or delayed neutron emission. The fragments selected by Lohengrin arrive at the focal plane with a known velocity and separated by mass/energy. Since FF are emitted with different ionic charges, the beam at the focal plane will contain FF with a number of different mass and energy combinations. Moreover, each FF mass setting will contain several isobars. Nonetheless, for typical Lohengrin beam settings the separation between adjacent selected mass or energy FFs can be easily resolved by the BD. More importantly, the combination of known velocity and a variety of states of the Lohengrin beams makes Lohengrin ideal for testing the stopping power dependence on .
FiFI was installed at the focal plane of Lohengrin and operated for 14 days, collecting ionization traces from 60 different Lohengrin setting combinations, where the timing foils were removed to prevent FF straggling. Amongst the 60 setting combinations, some were in the symmetry region and are not used in the analysis here due to poor statistics, which reduces the number of settings combinations ultimately used to 40.
Several digital filters have been applied to the anode waveforms. A combination of differentiator and infinite integrator filters was used to zero the baseline and remove low-frequency noise, and a low-pass 6-pole Chebyshev filter was used to filter out high-frequency noise. A ballistic deficit correction was applied during the extraction of maximal energy loss to compensate for the decay time of the charge-sensitive preamplifier. A Moving Window Deconvolution filter [28] was used for extracting the maximal amplitude of the pulses. Lastly, a Frisch Letter D marks the location where the mesh supporting the emission foil is located. Letter E denotes the plane onto which the electrostatic mirror is attached. The MCP is located at letter F. Note that the timing detector in the diagram is shown upside down compared to its actual orientation inside FiFI. An expanded view of the BD is shown in the bottom right corner. The mylar window is at letter G, followed by a gas-filled volume containing the field-shaping rings, the Frisch grid and an anode (position H). ToF foils were removed during data collection for the results presented in this work.
grid inefficiency correction has been applied to the anode signal in accordance with the method of Göök [29] . The grid inefficiency was found to be 8.8%.
The FF energy was taken as the maximum amplitude of the corrected anode signals and a resulting typical spectrum is shown in Fig. 3 for Lohengrin settings of = 80 amu, = 20 and = 80 MeV. Using such energy spectra, matrices were constructed of FF energy against average signal shape. Such matrices allowed gating on mass peaks, such as the ones in Fig. 3 , to produce average FF waveforms for various single masses and energies, but containing contributions from several isobars. A typical gated waveform was averaged over 8000 FF. The averaged pulse shapes and their derivatives were used to extract three parameters:
, which corresponds to the anode signal maximum, ∕ | , which is a maximum anode current related to maximal energy loss, and 10−90 , which is the 10% to 90% risetime of the anode signal. These parameters correspond to the fragment energy, maximum energy-loss, and range respectively. A typical anode signal with its derivative is shown in Fig. 4 .
The parameters extracted from the pulses have been used to examine the pulse shape dependence on fragment . The energy and energy-loss parameters have been combined in a ratio defined as
where division by serves to reduce systematic errors due to gain of the anode over the experimental campaign, since and ∕ | will both be affected by any drift in the anode gain in similar ways. This parameter depends on , and , hence in order to remove the mass dependence, the Lohengrin mass setting is used to produce the final parameter
(2) The multiplication by kinetic energy setting from Lohengrin is intended to cancel out the mass dependence, while retaining any electromagnetic effects in energy deposition (such as charge exchange) by a fragment, which have been introduced to the parameter through the division by the extracted directly from the pulse. Since the range is also proportional to , the risetime parameter 10−90 was also adjusted by scaling it by FF to normalize it in mass, producing the final quantity used in the analysis = 10−90 .
(3) ( ) 2 and were plotted against velocities for a variety of FF masses and energies to extract velocity and -dependence of the two parameters. The parameters are shown in Fig. 5 where solid line fits show the resulting separation based on the given mass peaks' assigned average fragment proton number̄.̄values were assigned based on charge yields from JEFF 3.1 [30] by performing a yield-weighted average for 7 atomic numbers with the highest yield for a given FF mass. Despite the contribution of several atomic numbers tō, the distribution of proton numbers contributing to any given mass selection is typically dominated by one single or at most two values (a typical yield-weighted standard deviation in̄is ≈0.2). Both data sets feature results extracted from thē= 39 fragments, which arrived at a similar ∕ ratio with the heavy FF beam. 1 This allowed extending the data for the light fragments to lower velocities than typical. Thē = 39 data have been a convenient test of the average proton number separation, since it is evident, that if the trends for this fragment mass were extrapolated to typical light fragment velocities, the line would pass where expected, i.e. between̄= 38 and 40. The present experiment relied on high statistics provided by the intense FF beams at Lohengrin, while for many types of experiments it would be useful to assign based on individual FF ionization traces. Using the separation of the lines for different values of̄and assuming noise levels of 1% of in a trace, an estimated uncertainty was calculated to be ≈4% for the both parameters, although estimate for varied between 3.5% and 4.5% for different fragments and velocities, while the ( ) 2 estimate varied between 1% and 6%, and showed greater sensitivity to velocity. The fits were performed to the data to produce a functional form for future Z investigation using BDs. Previous efforts to fit the effective charge of FF during stopping have been considered as a possible component of the fitting form for energy loss, such as the Bethe-Bloch equation. A form for calculating equilibrium chargēbeen proposed by Betz et al. [32] and successfully applied to gas-filled recoil separators [33, 34] . The dependence of̄on and of the FF takes the form
where is an experimentally-determined constant that depends on the gas and the FF, and is close to 2 ∕3. has been measured for several 1 For thick uranium targets spending a long time in the high flux region part of the target material may diffuse into the Ti backing [31] . Ions released from deeper in will lose more energy and create a low energy tail to the natural fission fragment kinetic energy distribution. gases by Betz et al. [32] and is typically slightly larger than 1, which means that as velocity goes to zero, equilibrium chargēdoes not approach zero. In the case of this work, where the FF fully stop in the gas (in contrast to a gas-filled separator) and become neutral, a power law dependence was chosen to fit the data. The fit has the form
for fitting against velocity, and
for the ( ) 2 fit against velocity. Here , , and are fitted constants. The more complicated functional form shown in Eq. (6) was chosen, since fitting the ( ) 2 parameter with the simpler form of Eq. (5) resulted in reduced chi-squared of ≈9, motivating the introduction of the parameter. Conversely, functional form shown in Eq. (6) was also used to fit the parameter, however these more complicated fits showed no significant improvement. The fits to the two data sets are shown in Fig. 5 in solid lines: ( ) 2 results are on the left and results are on the right. The velocities were calculated based on Lohengrin settings for given FF energy and mass and corrected for energy loss in the gas window using SRIM toolkit [8] . While SRIM is known to calculate only an approximate value of energy loss in the relevant ion energy region, the change in velocity postcorrection constituted ≲10%, and if SRIM result is accurate within 20% [35] , then the correction introduces at most 2% uncertainty in the result, which was deemed acceptable. A further discussion of SRIM calculation reliability is given below. The fits to the chosen parameters as a function of corrected velocity are shown overlayed on the data in black solid lines. The fit to converged with reduced chi-squared 2 . ≈ 2 and the fit to ( ) 2 converged with 2 . ≈ 4. The final values of the fit parameters are summarized in Table 1 . The scaling parameter shows a large uncertainty (in excess of 100% for the ( ) 2 fit). This can be attributed to the fitting covariance in the parameters following the introduction of the degree of freedom, which is demonstrated by a small uncertainty in the scaling of , where parameter was not used.
The resulting values of the parameters for varyinḡand the trends in their behaviour were compared to those extracted SRIM, since it is frequently used in research and industry to simulate the stopping of ions in matter. SRIM calculations for the stopping of ions at FF velocities are performed using the Lindhard-Scharff-Schiøtt (LSS) formalism [36] . SRIM simulations of energy loss and ranges for all the FF (except̄= 39) used in the analysis of Lohengrin data were combined with electron drift velocity to obtain simulated and ( ) 2 parameters. Drift velocity was measured to be 3.119 ± 0.068 cm/μs for an ionization chamber with identical reduced field and fill gas settings to FiFI. The details of the process of extraction of electron drift velocities are presented in the work by S. Bennett et al. [37] . The plots of the resulting parameters against FF velocity are shown in dashed lines in Fig. 5 for ( ) 2 on the left and on the right. Both of the calculated parameters exhibit non-monotonic behaviour with̄. SRIM is not an open-source toolkit, so the specific cause of discrepancies is hard to identify, however a likely reason lies in SRIM simulating fully ionized FF without accounting for possible initial population of electron states, which will strongly affect the subsequent energy loss through electron exchange, which is key to calculate stopping powers in the FF velocity domain. It is clear from both parts of Fig. 5 , that SRIM does not reproduce the parameters accurately. The trends in the risetimes appear to have the right overall increasing behaviour with velocity and consistently higher values for all the fragments. The ( ) 2 calculation does not reproduce the data trends at all. There, the data show an increase in ( ) 2 with increasing velocity for all fragments, but SRIM results only show such trends for the heavy fragments, while for light fragments the values of the energy-loss parameter are mostly constant. The values of both parameters calculated by SRIM disagree for heavy fragments, and there is disagreement between the data and the simulation for the risetime-like parameter for the light fragment group as well. The energy loss-like parameter values are similar for some of the light fragment group results and simulations at higher velocities. A closer agreement in this region is unsurprising, since more data would be available for this region as inputs for SRIM. The divergence between SRIM and the data for the risetime-like parameter in this region can be attributed to the difference in the definition of range, as SRIM calculates the range of FF as a depth in gas where FF is fully stopped, while the data only considers the 10% to 90% signal risetime. Furthermore, differences in the behaviour of the two measured parameters relative to SRIM need not show the same trends, since maximal energy loss will be computed in SRIM at a point, whereas range is a result of an integral. This difference in calculation may result in different predictions produced by SRIM relative to the available data.
The investigation by Filliatre [35] of SRIM performance in calculating ranges and energy loss in argon by 252 Cf fission fragments exhibited the opposite SRIM trends, whereby the simulated ranges were overestimated by 10%-20% and energy loss was underestimated by up to 23%. The work in Ref. [35] relies on measurements of range performed by M. Pickering and J.M. Alexander [38] and energy loss measurements by M. Forte et al. [39] . The comparison between the measurements of energy loss presented here and in the work by Forte et al. is difficult due to different method of extracting energy loss, since it is averaged over the FF range in Ref. [39] , whereas the current work uses maximal energy loss.
The range measurements in Ref. [38] used a 252 Cf source, fission fragments from which travelled into a volume of fill gas through a collimator and a nickel window. The fill gases considered in that work are hydrogen, helium, neon, and argon. The stopped fragments were swept by an electric field applied perpendicularly to the fragment track, and deposited onto an aluminium foil. The foil was then cut into strips and gamma-ray spectroscopic techniques were applied using a Ge(Li) detector to identify the species of -decayed fission products, while the position of the strip was used to measure range. The differences in fill gases between the current work and Ref. [38] mean that the absolute ranges will be different, and differences in proton numbers due to decay mean that the comparison of the behaviour of different charge states cannot be made. Furthermore, Pickering and Alexander do not present the results for any of the same mass nuclei as this work except = 97, which in the case of this work was measured at uncharacteristically low energies due to scattering. Nonetheless, a general trend of ranges with mass can be considered.
Reduced ranges (range multiplied by fill gas density) have been deduced for a gas density of 0.233 ± 0.001 mg/cm 3 , which was found based on the ideal gas law and assigned an uncertainty determined by variations in gas pressure observed during the campaign (≈0.3 mbar). Reduced ranges were calculated based on the 10% to 90% risetime of the filtered and averaged anode signals multiplied by the electron drift velocity, which was the dominant contributor to the reduced range uncertainty. A list of ranges and maximal energy losses measured in this work is given in Table 2 (both sets of values are scaled by gas density).
A plot of reduced ranges against nuclear mass for the current data and the data of Pickering and Alexander is presented in Fig. 6 . The reduced range values are broadly of the same magnitude as the results in Ref. [38] , however the results presented by Pickering and Alexander show a more pronounced decrease with increasing fission product mass. The data presented in this work appear to have ranges that reduce only marginally with increasing mass within the uncertainties. The current data for reduced ranges rely on the 10% to 90% anode risetime for calculating ranges, whereas the data of Pickering and Alexander is based on the final position of the fission fragment before being swept by the electric field onto the foil. This difference in measurement technique may mean that for a full comparison of the values, the current data would need to be scaled. The overall trend of both the current data and the results by Pickering and Alexander is decrease in range with increase in mass, which is expected, since the more massive FF travel at lower energies and also typically have higher atomic number, which will cause them to have lower range in gas. SRIM confirms the overall ordering of the range dependence on fill gas, although it fails to reproduce the values of either Ref. [38] or the current work. Indeed as suggested by the work of Filiatre et al. SRIM does underestimate the ranges of the work of Pickering and Alexander, and as indicated in Fig. 5 the ranges of the current data set are overestimated, however this difference can be accounted for with some scaling parameter that would compensate for different methods for interpreting the range.
FF ranges deduced from the risetime parameter were compared with ranges calculated by integrating the differential energy loss. There was an overall agreement to ≈20% on average between the risetime calculations and the energy loss integral, and the difference was the greatest (≈30%) for the lightest FF (̄=32) and for the three heavy fragments. The disagreement of the two calculations suggests that the form of the fit cannot be safely extrapolated to low FF velocities at better than 20% accuracy and is only applicable at the narrow velocity range used for fitting.
Conclusion
Measurements using the FiFI spectrometer have been performed at the Lohengrin separator at ILL in order to characterize the response of Fig. 6 . Reduced ranges presented in this work compared to measurements by Pickering and Alexander [38] for several fill gases. The current work relied on isobutane as fill gas, while the work in Ref. [38] presented measurements for neon (magenta), argon (red), helium (purple) and hydrogen (blue). The data from this work shown in the figure above correspond to Lohengrin settings with the most likely energies for a given mass as determined by count rate and have their energies highlighted in red in Table 2 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
BDs to 235 U fission fragments in varying charge states. Fragments were selected based on their mass, kinetic energy and charge to produce beams of known composition. Ionization signal traces were collected and filtered using calibrated digital filters. Two parameters were extracted from the filtered anode signals gated in mass and energy. The energy loss-like and the risetime-like parameters, ( ) 2 and , were plotted against fragment velocity to examine their dependence on charge in analogy to the Bethe-Bloch formula. The resulting plots show these parameters exhibit a strong dependence on Z. Fission fragment ranges in isobutane were also calculated based on anode signal risetimes and are presented in Table 2 .
Similar plots were produced by applying the energy loss-like and the risetime-like parameters to simulated results from SRIM-2013. The simulation results were found to disagree with the experimental work both quantitatively and in general trends with increasing velocity for the energy loss-like parameter. The experimental trends are similar in SRIM and the experiment for the risetime-like parameter, however there is still a considerable quantitative disagreement. Moreover, for certain fragment charge ranges SRIM exhibits non-monotonic behaviour unlike the experimental data.
The calibration fits for extractinḡare currently being investigated using 252 Cf in order to assess their performance with a fission fragment source without pre-selected mass, energy and effective charge. The technique will be applied to the measurements by extracting the FF mass from the energy and velocity measurements, calculating the energy loss and risetime parameters, and mapping the calibration functions onto the distributions of the parameters as a function of velocity in order to assign a likely -value for a given mass.
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