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Abstract - In this paper, we extend the eigenfil- 
ter approach to solve general least-squares approxima- 
tion problems with linear constraints. Such extension 
unifies previous work in eigedlters and many other 
filter design problems, including spectral/spatial filter- 
ing, one-dimensional or multidimensional filters, data 
independent or statistically optimal filtering, etc. With 
this approach, various filter design problems arc. 1 trans- 
formed into problems of finding an eigenvector of a pos- 
itive definite matrix that is determined by filter design 
specifications. This approach has the advantage that 
many filter design constraints can be incorporat.ed eas- 
ily. A number of design examples are presented to show 
the usefulness and flexibility of the proposed approach. 
1. INTRODUCTION 
The eigedlter approach for designing linear-phase FIR 
filters in the least-squares sense was introduced in [l]. 
This method minimizes a quadratic measure E’ of the 
error in the passband and stopband, which can be ex- 
pressed in the form E = bTRb. The matrix R is a real 
symmetric positive-definite matrix and the real vector 
b is related to filter coefficients in a certain way. Un- 
der the constraint that bTb = 1, the filter coefficients 
contained in b are then computed by finding the eigen- 
vector of R corresponding to its smallest eigenvalue. 
This approach requires very simple computation and 
has the advantage that both time and frequency do- 
main constraints can be incorporated. The eigenfilter 
approach has been generalized to design filters having 
arbitrary response [2], Hilbert transformers and differ- 
entiators [3], [4], and two-dimensional (2D) filters (51, 
In this paper, we will apply the eigenfilter approach 
to general approximation problems. This will unify all 
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previous work and extend the e igedter  approach as 
well. Suppose we have a least-squares approximation 
problem together with some linear constraints. We will 
show that such a problem can be reformulated into 
a problem of minimizing E = wtPw, where wt de- 
notes the transpose conjugate of the vector w, and 
P is a Hermitian positive-definite matrix. Then, the 
unknown vector w which minimizes E can be found 
by computing the eigenvector of P corresponding to 
the smallest eigenvalue. We will also show how to 
incorporate various constraints into this minimization 
scheme. With such formulation, various kinds of filter 
design problems can be solved. These include: one- 
dimensional (1D) and multidimensional (MD) filters, 
spectral/spatial filters with arbitrary sensor array ge- 
ometry [7], [8], [9], statistically optimal filters [7], [8], 
etc. A number of design examples will be presented. 
2. EIGEN-APPROACH FOR 
LEAST-SQUARES APPROXIMATION 
PROBLEMS 
Consider the following approximation problem, which 
turns out to be general enough to cover many filter 
design problems. Suppose we want to approximate a 
given function g(z) (possibly complex function) defined 
for real z E X, by using the linear combination of a set 
of N functions bo(z),bl(z), .. . , b~-l(z) which are also 
well-defined in X. Let w:, the conjugate of tun, be 
the weights of such linear combination. With w denot- 
ing the vector [tug ‘w1 ~ ~ - 1 1 ~  and b(z) denoting 
[bo(z) b l ( z )  ... b~-l(z)]~, the result of such a linear 
combination can be expressed as 
N-1 
f(z) wtb,(z) = wtb(z). (1) 
n=O 
By properly choosing w, we want to make f(z) ‘close’ 
to g(z) for z E X. We now reformulate this prob- 
lem into an eigenvector problem. First, we add the 
331 
normalization constraint E,"=" 1wn12 = I,  or wtw = 
1. The purpose of this constraint will become clear 
later. Under this constraint, we have no control of 
the 'scale' of f(x) any more. Therefore, we shall make 
f(x)/f(xo) approximate g(a)/g(ao), where 20 is a ref- 
erence point in X .  Equivalently, we minimize the fol- 
lowing quadratic error measure 
Using (l), we can rewrite E as 
(3) 
where 
We can see that PI = P, i.e., P is a Hermitian ma- 
trix. Also, the error E = wtPw is positive for any 
nonzero w, so P is positive-definite. (It can be positive- 
semidefinite if there exists w such that E = 0, which 
implies that the approximation can be made exact.) 
Therefore, all the eigenvalues of P are real and positive. 
According to the Rayleigh-Ritz theorem [lo], the vector 
w which minimizes E = wtPw under the constraint 
wtw = 1 is the eigenvector of P corresponding to the 
smallest eigenvalue. Such eigenvector can be computed 
using the power method [lo], [l]. When the ratio be- 
tween the two smallest eigenvalues of P is sufficiently 
large, this method converges very fast. Hence, the re- 
quired computation complexity is relatively low, com- 
pared with other approximation schemes which usually 
involve matrix inversion operations. 
Scaling f(z): Since we have made f(x)/f(zo) ap- 
proximate g(z)/g(zo), we should scale the resulting 
f(z) properly to get the final solution. We can see 
that the final solution which approximates g(z) should 
The choice of 20: In (2), we need to choose xo such 
that g(x0) # 0. If g(z) = 0 for all x in X ,  we simply 
let E = szEx lf(x)I2dz, which can be written as 
be f(z)g(xo>/f(zo). 
2 
E = / Iwtb(x)l dx = wtPw, (5) 
X € X  
where P = JXEx b(z)b(z)tdx. Then, this becomes a 
quadratic form which can be minimized by finding the 
eigenvector with the smallest eigenvalue. 
Generalization of (2): The variable x may be a 
1D scalar or an MD vector. For the MD case, the 
integral in (2) should be rewritten as a multiple inte- 
gral. The variable x can also be a discrete variable, 
and hence X becomes a discrete domain. In this case, 
the integral of (2) should be replaced by a summation. 
3. INCORPORATING OTHER 
CONSTRAINTS 
The main advantage of the eigenfllters is that various 
time or frequency domain constraints can be incorpo- 
rated [l]. We will show that the generalized eigen- 
approach mentioned in the previous section has the 
same advantage. 
For example, suppose we want to minimize the ap- 
proximation error E and at the same time minimize 
some other quadratic form of w, say wtQw where Q 
is Hermitian and positive-definite. We can achieve this 
by minimizing 
El = (1 - a)wtPw + awtQw 
= wt!(l- a): + aQJw, (6) 
S 
where the parameter a controls the weight of this addi- 
tional constraint. Then, we simply compute the eigen- 
vector of S with the smallest eigenvalue. 
In some occasions, we want to minimize the approx- 
imation error E with some linear constraints on w. 
With M denoting the number of constraints, we can 
express these constraints as Cw = d, where C is a 
M x N matrix and d is an M x 1 vector. 
Casel: d = O  
All the vector w satisfying Cw = 0 can be written 
as w = Fa, where the columns of F form a basis of the 
subspace orthogonal to the row space of C [ll]. So, 
minimizing wtPw under the constraint Cw = 0 is the 
same as minimizing at Ft PFa without any constraints. 
Hence, we only have to compute the eigenvector of 
FtPF. Instead of doing this, we can also minimize 
the energy of Cw, which is lCwI2 = wtCtCw. This 
becomes a quadratic form that can be incorporated as 
in (6). 
Case2: d # O  
For this case, instead of satisfying Cw = d exactly, 
we can try to approximate d* using C*w*, the linear 
combination of columns of C'. Then, this constraint 
itself becomes an approximation problem. To see this, 
let X be the discrete domain {0,1,. . . , M - l}, bn(z) 
be the (x,n)-th element of C*, and g(x) be the x-th 
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element of d'. Using the scheme described in Section 2, 
we can approximate g(z) with 
N-1 N-1 
n=O n=O 
4. APPLICATIONS TO FILTER DESIGN 
AND DESIGN EXAMPLES 
By properly choosing the functions bn(z), various filter 
design problems can be formulated into least-squares 
approximation problems. For example, letting; b, (z) 
be cos(wn), we can design Type 1 linear phase FIR fil- 
ters [l]. For the 2D case, taking z to be the 2D vector 
[WO w1IT, and letting bn(z) be cos (w~n~)  cos(w1n1), we 
obtain the 2D linear-phase e igedter  approach as de- 
scribed in [5] and [6]. Therefore, previous 1D or 2D 
eigenfilter approaches are indeed unified by the gener- 
alized eigen-approach. 
Spatial filtering, which finds applications in beam- 
forming [7], [8], [9] can also be achieved using the eigen- 
approach. All we need to do is to find the appropriate 
functions b,(z). We now present two examples to show 
this. 
Design Example 1: Narrow-band linear array 
Consider a linear array having N sensors spaced at 
one-half wavelength as shown in Fig. 1. The output of 
the n-th sensor is weighted by w: to produce the (overall 
output. The gain of this sensor array with respect to a 
uniform plane wave arriving at angle 8 is 
N-1 
f(B) = w~[exp(-jn7~sin8)] = wtb(8), (8) 
So, the appropriate bn(z)  functions for this problem are 
bn(8) = exp(-jnlrsin8). In fact, the vector b(8) ob- 
tained above is the so-called steering vector or direction 
vector [7], [8]. Then, we can use the eigen-approach to 
compute the proper weights w;. For the case N = 16, 
suppose we want to 'steer' the array to an arrival an- 
gle of 20". We can achieve this by constraining the 
gain to be unity for 8 = 20" and minimizing the en- 
ergy elsewhere using the eigen-approach. Fig. 2 shows 
the resulting gain versus 8. Similar to [l], it is possi- 
ble to make the response equiripple by putting proper 
weighting function in (2). 
Design Example 2: Arc array with delay lines 
An array with attached delay lines can provide both 
spatial and spectral filtering. In general, the response 
of such an array, which is a function of both the ar- 
rival angel 8 and the frequency w ,  can be expreased as 
n=O 
where .,(e) is the time delay (due to propagation and 
tap delays) of point at which the weight w: is applied. 
Consider the case of an mc array with delay lines, as 
shown in Fig. 3, where R is the radius of the arc and 
a,,, denotes the angle of the m-th sensor. It can be 
shown that 
R .,,,,e(e) = --[cOso - cos(am - e)] - ms (io) 
C 
for the e-th tap of the m-th sensor. In this expression, c 
is the speed of the wave, and T, is the unit delay in the 
delay lines. In our experiment, we choose an arc array 
with ten sensors, each attached with ten taps. The a,,, 
are chosen to be 0", 2', 4', 6", 8', lo', -2", -5", -8', 
and -11'. Note that the sensors do not have to be 
equi-spaced for the eigen-approach to work. Using the 
eigen-approach, we can approximate the response to be 
unity in the range 41" 5 8 5 49" and 0.47~ 5 w 5 0.87~ 
and minimize the response around 6 = 0" (e.g., if we 
want to suppress some interference coming from that 
angle). Fig. 4 shows the response resulting from the 
optimized weights. Although we show only the case of 
data independent filtering, statistically optimal filter- 
ing can be achieved similarly. 
5. CONCLUSIONS 
In this paper, we have proposed a generalized eigenfilter 
approach which unifies all previous work in eigenfilters. 
Due to its generality, many filter design problems, 1D 
or MD, spectral or/and spatial, data independent or 
statistically optimal, can be solved using this method. 
We have also presented a number of design examples 
to illustrate the usefulness and flexibility offered by the 
proposed approach. 
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Fig. 1. A linear array. 
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Fig. 2. Gain of a linear array. Fig. 4. Gain of an arc array with delay lines. 
334 
