Analysis and optimization of the stereo-system with a four-mirror adapter by Wang, R. et al.
J O U R N A L  O F
T
O
R
H E  E U R O P E A N  
P T I C A L  S O C I E T Y
A PID  PU B LIC AT IO N S
Journal of the European Optical Society - Rapid Publications 3, 08033 (2008) www.jeos.org
Analysis and optimization of the stereo-system with a
four-mirror adapter
Rong Wang
rong.wang@postgrad.manchester.ac.uk
School of Mechanical, Aerospace, and Civil Engineering, the University of Manchester, Manchester
M13 9PL, UK
Xiaoyan Li College of Optical and Electronic Science and Technology, China Jiliang University, Hangzhou 310018,
China
Yang Zhang School of Mechanical, Aerospace, and Civil Engineering, the University of Manchester, Manchester
M13 9PL, UK
Stereo imaging is becoming an important diagnostic tool in many practical applications throughout the industries. In the diagnostic
procedure two views are used to provide in-depth information of the observing object. The conventional two-synchronized-camera systems
used in most applications, pose difficulty to people new to the applications, especially when off-the-shelf cameras have to be used. In
this article, several commonly used single camera stereo systems are reviewed and studied. The stereo system with a four-mirror adapter
in particular is analyzed, whereafter an improvement is made to achieve the maximum field of view (FOV) of the stereo system with the
four-mirror adapter. [DOI: 10.2971/jeos.2008.08033]
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1 INTRODUCTION
With fast development in computer vision techniques, since
the late 1970s, stereo imaging has been playing a significant
role as a three dimensional diagnostic approach in practical
applications. Stereo imaging simply uses two views obtained
from different view angles to extract and recover the out-of-
plane information of the subject through the three dimen-
sional reconstruction of the subject. It has the advantage of
being non-intrusive as most of the optical diagnostic meth-
ods do. In addition to that, the in-depth information of in-
terest which is offered by three dimensional reconstruction of
the stereo image pairs provides full-scale knowledge of the
structure. Apart from three dimensional reconstruction, stereo
imaging techniques have been practiced in various engineer-
ing applications as a vision-based method to measure param-
eters, such as particle motion and velocity in stereo particle
image velocimetry (SPIV) [1]–[3], stereo particle tracking ve-
locimetry (SPTV) [4]–[6] and stereo particle image displace-
ment velocimetry (SPIDV) [7, 8].
In stereo imaging, two images of the subject are taken at dif-
ferent view angles, whereafter corresponding features in the
images are extracted, matched and processed to obtain in-
depth information about the subject via certain algorithms.
One common means of obtaining stereo image pairs is to use
two synchronized cameras. The two cameras are either fixed
in lateral displacement known as translation systems or in an-
gular displacement known as rotational systems [9].
In translation systems as indicated in Figure 1, the optical axes
A1 and A2 of the two cameras are parallel to each other. As-
suming the two cameras have exactly the same parameter set-
ting the two images with the same magnification of di/do will
be formed on the two co-plane image planes (in reality, there
will be certain slight differences in image magnifications as
unavoidable dissimilarities exist between the two cameras).
Evident limitations of the translation system are the small
“common area” and this area of interest, shown as the region
in shadow, being off-axis of angle θ to the cameras
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FIG. 1 A translation system.
Rotational systems attain a larger “common area” and this
area is more centered in both cameras’ FOV (Figure 2). How-
ever, since each object point is of different distances to the two
lens plane, images of the same magnifications can not be ob-
tained from the cameras. Moreover various image points bear
defocus errors to different extent in the two images. The non-
even magnifications and considerable defocus errors result in
gradient intensity dissimilarities that may influence the corre-
lation procedure in reconstruction. A pre-assumption made in
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FIG. 2 A rotational system.
the common correlation technique used in points matching, is
that the gradient intensity of a pixel in the first image is close
to its corresponding one in the second image [10].
Two-camera stereo systems in stereo imaging guarantee bet-
ter spatial resolution and a comparatively wider common
FOV than stereo optical systems of single cameras do. How-
ever slight differences of cameras’ specifications such as fo-
cal length zoom level and exposure time, are unavoidable be-
tween two cameras and will thus bring difficulty in establish-
ing correspondences between the two images [11]. In addi-
tion, the synchronization mechanism between the two cam-
eras could be expensive and complicated. In the 50s of last
century, many manufacturers produced stereo camera sets
of two lenses. One big issue with these camera sets is that
135 mm film was commonly employed to make stereo slides,
which makes it impossible to be processed with digital image
processing techniques. Nowadays these off-the-shelf cameras
are difficult to obtain, especially for novice users.
More researches and implementations have turned to single-
camera stereo optical systems in which different external de-
vices are incorporated to the camera. Various arrangements
are used to capture two different views of the same subject.
This study reviews some representative single-camera stereo
systems. Then the optical principle and limitations of the four-
mirror stereo system are thoroughly analyzed. Afterward an
improvement to the four-mirror stereo system’s performance
is proposed; results of the simulation using optical software
are also presented.
2 A REVIEW OF EXISTING STEREO
SYSTEMS WITH A SINGLE CAMERA
2.1 Stereo systems to watch sti l l objects
Nishimoto and Shirai [12] proposed a configuration, as indi-
cated in Figure 3, of a single camera with a glass plate being
placed in front of the camera. The rotating axis of the glass
plate is orthogonal to the camera’s optical axis. Images are
takenwhen the plate rotates to different positions a and b. This
method has also been adopted by Gao and Ahuja in their re-
cent study [13] to capture stereo pairs for three dimensional re-
construction. The device in principle is similar to two-camera
stereo systems in lateral displacement. The optical axis shifts
slightly according to different refraction paths through the
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FIG. 4 A single camera stereo system with two outer mirrors and a rotating mirror.
glass plate in different positions and remains parallel. How-
ever this system is only applicable to static subjects.
The problem of limited application to static subject also ex-
ists in the system described in Teoh and Zhang’s work [14].
The configuration is shown in Figure 4; two outer mirrors are
fixed at 45◦ relative to the lens plane. A third mirror is placed
in front of the camera lenses and it rotates clockwise and an-
ticlockwise by 90◦ in sequence to get stereo image pairs. Rays
go through the reflections on the side when the third mirror
becomes parallel to the outer mirror on the defined side and
form the respective imaging optical path.
In most practical situations, objects being observed and diag-
nosed are three dimensional and constantly in dynamic mo-
tion, such as flame. Thus two images are required to be taken
simultaneously.
2.2 Complicated stereo systems
One mechanism that uses one camera to obtain two concur-
rent images was proposed by Gosthasby and Gruver [15]. As
displayed in Figure 5, twomirrors being placed symmetrically
to the optical axis in front of the camera produces two virtual
cameras in a rotational displacement. The whole arrangement
is shown in Figure 6 whilst M represents a point in object field.
It’s noticeable that the optical axis of camera lenses should not
be co-plane with the normals of the two mirror planes, so that
the camera can be avoided appearing in the images. The dis-
advantage of the system is it is complicated to align the mir-
rors with the camera, and it would also be difficult to handle
and relocate the system during the observation while keeping
several parts relatively static in positions.
Based on the above single-camera stereo system using two
plane mirrors, Nene and Nayar proposed three similar-
structured stereo systems [16] using different shaped mirrors:
elliptical, hyperbolic and parabolic as shown in Figure 7. O
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is the optical centre of the camera. m1, m2 are the images
of a point in object field denoted by M. In Figure 7(a), two
elliptical mirrors are in the positions that the two further
focuses of the mirrors coincides with the point O. In Fig-
ure 7(b), two hyperbolic mirrors are arranged in the way that
the exterior focuses of the mirrors coincide with the point
O. In the structure of two parabolic mirrors in Figure 7(c),
the axes of two mirrors are parallel to the optical axis of the
camera. These three systems of non-planar reflecting surfaces
provide wider FOVs than the planar mirror system does.
However, the calibration of the arrangement is complicated,
particularly in systems of elliptical and hyperbolic mirrors
since the optical centre of a zooming lens camera is difficult to
locate. Additionally non-planar mirrors need high precision
and are of high cost.
2.3 Compact stereo system
The following two systems are both applicable to objects in
motion, and are easy to realize and compact to handle in prac-
tical experiments.
Lee et al. proposed a novel single-camera stereo system [18]
using a biprism in front of the camera as shown in Figure 8.
The camera lenses are simply substituted by a single piece of
lens. The cross-section of the biprism is an isosceles triangle,
the two side surfaces of equal length forming an angle α to the
base plane. Rays from the object proceed through the biprism
and are split into two optical paths by coming out of differ-
ent side-surfaces. Two views of the subject via different op-
tical diffraction paths are imaged by the camera. Assuming
the material’s index of refraction is n, the rays entering and
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FIG. 7 Three stereo systems proposed by Nene and Nayar using (a) ellipsoidal, (b)
hyperboloidal and (c) paraboloidal mirrors.
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FIG. 8 Image forming of the biprism stereo.
leaving the prism cause double refractions, which change the
directions of rays. The angle variation γ of the ray’s direction
as indicated in Figure 9 is then found as follows
γ =θ2 − α+ θ1
= arcsin
[
sin α
√
n2 − sin2 θ1 − sin θ1 cos α
]
+ θ1 − α. (1)
The equation reveals that the rays have nonlinear angle
change owing to beam splitting though the biprism. In
addition, rays have different displacement along y direction
during the biprism, due to the different incident angles
and the different optical paths for each entry point. Serious
distortion exists in the images of the biprism stereo system for
nonlinear angle variation and different lateral displacement
and straight edges of the object appear curving in the picture.
Another big problem with the biprism is the colour aber-
ration. Both the distortion and the color aberration become
more serious when the angle α increase further.
The single camera stereo system with the four-mirror stereo
adapter [17] is relatively a more mature architecture for stereo
imaging. This four-mirror stereo adapter has been extensively
applied in stereo imaging technique or study [20, 21] and they
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FIG. 9 Angle change after double refractions.
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FIG. 10 Angle change after double refractions.
are still available in the market from several manufacturers.
Figure 10 demonstrates a real stereo adapter attached to the
front of the camera lens.
3 ANALYSIS OF SYSTEMS WITH
FOUR-MIRROR STEREO ADAPTER
3.1 Basic principle of stereo adapter of
four mirrors.
A simple and an illustrative geometry of a four-mirror stereo
adapter with the camera lenses is displayed in Figure 11. Sim-
ilarly, the camera lenses are simply substituted by a single
piece of lens. The stereo adapter directs the rays from the
object to the image plane from two different view directions
through the four mirrors. The two inner mirrors are fixed and
tilted at 45◦ relative to the lens plane, by which way they form
an orthogonal angle. The outer mirrors are set almost parallel
to the respective inner mirrors but with a discrepancy angle δ.
Supposing a ray incident on the outer mirror on the right side
as indicated in Figure 12, it is then reflected by the outer and
inner mirrors successively and eventually emerges into the
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FIG. 11 The geometry of the four-mirror stereo adapter with the camera.
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FIG. 12 Angle variation α after two reflections.
camera lenses with an angle variation α to its original direc-
tion. The angle variation α of the ray direction and the dis-
crepancy angle δ has the following relationship
α = 2δ. (2)
This is valid for all rays entering the adapter and undergoing
two reflections afterwards.
3.2 Optical Structure and FOV of the
System
The four-mirror stereo adapter with the camera can be seen
as a system of two virtual cameras, the positions of which are
easily obtained using the law of reflection. Taking the group
of mirrors on the right side as an example, again as shown
in Figure 13, we define the intersecting corner of the two in-
ner mirrors as point C, the optical centre of the real camera as
point O, the right outer mirror as RO and the right inner mir-
ror as RI . The distance from point C to mirror RO in horizontal
direction is m, and the distance from C to O is n.
The virtual camera, of optical centre O′, is symmetrical to the
camera O regarding to the line along RI . Similarly the virtual
camera O′′ is obtained using the symmetry of the camera O′
about the line along RO According to Eq. (2), the angle α be-
tween optical axes of O′′ and O is twice of the discrepancy
angle δ between the outer and inner mirrors.
Distance l fromO′′ along its optical axis to RO and the distance
f from O′′ to optical axis of the camera O can be described by
the equations
l = m+ n (3)
f = l ∗ sin α+m = (m+ n) ∗ sin (2δ) +m (4)
Figure 14 shows the optical structure of the camera with two
virtual cameras, k1 and k2 are the optical axes of two virtual
cameras respectively. The baseline, equivalently known as the
distance between optical centers of two virtual cameras, is 2 f
Since two virtual cameras share the FOV of the camera and
have equal sized images adjacent on the real image plane, each
of camera contains half of the real camera’s FOV.
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FIG. 13 Obtaining the virtual camera O′′ on the right side.
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FIG. 14 Optical structure of two virtual cameras.
3.3 FOV of the system and the nearest
observable stereo point
We assume half angle of the real camera’s FOV is w. l1 and k1
represent the edge rays along the FOV of the virtual camera
O1 while l2 and k2 represent the edge rays along the FOV of
the other virtual camera O2. The overlapping of two virtual
cameras’ FOV, as indicated by the deep shadow region, is the
common observing area of the stereo system.
Angle α between ki, (i = 1, 2) and optical axis of the real cam-
era defines the half angle of the stereo system’s FOV. Rays k1
and ray k2 intersect on the optical axis of the real camera at
point Pwhich indicates the nearest observable point along the
optical axis that is observable. The distance e between P and
the intersecting corner C of two inner mirrors is
e =
m
tan α
=
m
tan 2δ
. (5)
The region within the distance between P and C and sur-
rounded by k1 and k2 is a blind area of the system. The object
in this area can not be imaged by both virtual cameras.
4 DIFFERENT ARRANGEMENTS FOR
DIFFERENT OBSERVING OBJECTS
Themajor problems encountered in the four-mirror stereo sys-
tem are its limited FOV and the blind area surrounded by the
nearest observable stereo point P and the two optical axes k1
and k2 of the virtual cameras. In this section several arrange-
ments of the stereo-adapter with different discrepancy angle
δ are proposed adapting to different situations. Similarly, we
assume the half angle of the camera’s FOV is w, accordingly
each half of the system has a FOV of w
4.1 Arrangement of maximum fixed FOV
As shown in the Figure 15(a), lines l1 and k1 indicate the FOV
of the left half of the stereo system and lines l2 and k2 indicate
the FOV of the right half. In order to get a common view of
maximum fixed FOV, lines l1 and k2 should be parallel and so
are the lines l2 and k1as shown in Figure 15(a). The FOV of the
system is restricted by rays k1 and k2 to be w, and will not be
truncated by rays l1 and l2. The nearest observable stereo point
in this arrangement is e = mtan(w/2) =
m
tan θ . The discrepancy
angle δ between the outer and inner mirrors should be set as
δ= w/4.
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FIG. 15 (a) Arrangement of fixed maximum FOV; (b) Arrangement of fixed width view;
(c) Arrangement of restricted field depth.
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4.2 Arrangement of f ixed-width view
For a closer observable stereo point and a wider FOV near this
observable stereo point, the system could be modified as in
Figure 15(b), in which rays l1 and l2 are parallel to each other,
and the angle between rays k1 and k2 is 2w. In this arrange-
ment, the discrepancy angle δ between the outer and inner
mirrors is δ= w/2.
The nearest observable stereo point to the intersecting corner
of two inner mirrors is e = mtan 2w and the FOV nearby this
nearest observable point is 2w. The view depth is also unlim-
ited in this arrangement; however the width of the view is
limited by rays l1 and l2 and is fixed to the length of baseline.
4.3 Arrangement of restr icted field depth
When the discrepancy angle δ between the outer and inner
mirrors increased from δ=w/2, the common view of the stereo
system becomes a restricted area as shown in Figure 15(c).
The distance between the nearest observable stereo point and
the intersecting corner of two inner mirrors will be reduced;
though the width of the view is smaller than the baseline. This
arrangement can be adapted to the case where the observed
object is of small dimension.
5 SIMULATION OF STEREO SYSTEM WITH
AN ADAPTER OF FOUR MIRRORS
A four-mirror adapter according to the dimension of Pentax
stereo-adapter (as shown in Figure 16), a comparatively com-
monly available adapter in the market, with the camera lenses
are simulated in TracePro as shown in Figure 17 The surface
properties of four mirror surfaces are set to be perfect mirror
of 100% reflectance with no scattering. The discrepancy angle
between the outer and inner mirrors is 3.5◦. According to Eqs.
(1) and (3), the half angle of the system’s FOV is 7◦, and the
approximate length between the nearest observable point and
the corner of two inner mirrors is 198 mm.
In the simulation, three objects are placed along the optical
axis of the system with different distances to the corner of
two inner mirrors. The blue object is placed at the distance
400 mm which is sited in common viewing place; the red ob-
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FIG. 16 Dimensions of the Pentaxt stereo adapter.
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FIG. 17 Simulation of the four-mirror adapter with the camera lenses.
ject is placed at the distance 198 mmwhich is the approximate
distance of the first observable point of the system. The green
object is positioned at the distance 72.5 mm where belongs to
the blind area of the system.
Figure 18 gives the ray tracing result, and Figure 19 presents
the irradiance map consisting two clear blue images on two
sides and a red object just observed at the middle point of the
image. The green object which belongs to the blind area is in-
visible in the image.
X
Y
Z
 
FIG. 18 Ray tracing of the stereo system with a four-mirror adapter.
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FIG. 19 Irradiance map of the stereo system with a four-mirror adapter of discrepancy
angle 3.5◦.
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FIG. 20 Irradiance map of the stereo system with a four-mirror adapter of discrepancy
angle 10◦.
In the second simulation case, the discrepancy angle between
outer and inner mirrors is changed to 10◦. The length between
the nearest observable point and the corner of two inner mir-
rors is roughly computed to be 72.5 mm. The irradiance map
of CCD sensor is shown in Figure 20, the images of the blue
and the red objects move to the side, and the green object
which once was invisible appears in the middle of both semi-
images.
6 CONCLUSION
In the study, introduction was made about the two-
synchronized-camera systems broadly used in researches
and applications. Then different configurations of the stereo
system with a single camera has been reviewed, several
of which are restricted to the cases where the observed
objects must be still. The four-mirror stereo optical system
was particularly analyzed. The FOV of the stereo system
is constrained by the discrepancy angle between the outer
and inner mirrors and there is a blind area near the stereo
adapter along the optical axis. Several arrangements have
been proposed to improve the FOV according to different
situations. Simulation of the system has been given to prove
the result. The system is inexpensive and easy to operate in
the experiments. Moreover in the system, the two images are
taken at exactly the same time, which make its adoptable in
observation of dynamic objects.
ACKNOWLEDGEMENTS
Rong Wang would like to thank the School of Mechanical,
Aerospace and Civil Engineering, the University of Manch-
ester for providing the PhD scholarship.
References
[1] D. H. Barnhart, R. J. Adrian, and G. C. Papen, “Phase-conjugate
holographic system for high resolution particle image velocimetry”
Appl. Opt. 33, 7159–7170 (1994).
[2] R. G. Racca, and J. M. Dewey, “A method for automatic particle
tracking in a three-dimensional flow field” Exp. Fluids. 6, 25–32
(1988).
[3] J. C. Kent, A. Mikulec, L. Rimai, A. A. Adamczyk, S. R. Mueller, R.
A. Stein, and C. C. Warren, “Observation on the effects of intake-
generated swirl and tumble on combustion duration” SAE Tech.
Pap. 892096 (1989).
[4] M. Virant, and T. Dracos, “3D PTV and its application on Lagrangian
motion” Meas. Sci. Tech. 8, 1539–1552 (1997).
[5] A. Cenedese, J. H. Cushman, and M. Moroni, “Application of 3D-
PTV to track particle moving inside heterogeneous porous media”
Int. J. Eng. Sci 41, 337–370 (2003).
[6] M. Nishimura, I. Ueno, K. Nishino, and H. Kawamura, “3D PTV mea-
surement of oscillatory thermocapillary convection in half-zone
liquid bridge” Exp. Fluids 38, 286–290 (2003).
[7] S. K. Sinha, “Improving the accuracy and resolution of particle
image or laser speckle velocimetry” Exp. Fluids 6, 67–68 (1988).
[8] V. Gauthier, and M. L. Riethmuller, “Application of particle image
displacement velocimetry (PIDV) to complex flows: measurements
of the third component” in Particle Image Displacement Velocime-
try 6, 44 (1988).
[9] A. K. Prasad, “Stereoscopic particle image velocimetry” Exp. Fluids
29, 103–116 (2000).
[10] O. Faugeras, “Stereo Vision” in Three-dimensional computer vi-
sion, a geometric viewpoint Chap. 6 (MIT Press, London, 1993).
[11] D. H. Lee, and I. S. Kweon, “A novel stereo camera system by a
biprism” IEEE T. Robotic. Autom. 16, 528–541 (2000).
[12] Y. Nishimoto, and Y. Shirai, “A feature-based stereo model using
small diparities” in Proc. Computer Vision and Pattern Recognition
192–196 (1987).
[13] C.Y. Gao, and N. Ahuja, “A refractive camera for acquiring stereo
and super-resolution images” in Proc. Computer Vision and Pat-
tern Recognition 2, 2316–2323 (2006).
[14] W. Teoh, and X. D. Zhang, “An inexpensive stereoscopic vision
system for robots” in Proc. Int. Conf. Robotics. 1, 186–189 (1984)
[15] A. Goshtasby, and W. A. Gruver, “Design of a single-lens stereo
camera system” Pattern Recogn. 26, 923–937 (1993).
[16] S. A. Nene, and S. K. Nayar, “Stereo with mirrors” in Proc. Int.
Conf. Computer Vision 1087–1094 (1998).
[17] M. Inaba, T. Hara, and H. Inoue, “A stereo viewer based on a
single camera with view-control mechanisms” in Proc. Int. Conf.
Intelligent Robots and Systems 1857–1864 (1993).
[18] D. H. Lee, I. S. Kweon, and R. Cipolla, “A biprism-stereo camera
system” in Proc. Computer Vision and Pattern Recognition 1, 82–
87 (1999).
[19] T. Scheimpflug, “Improved method and apparatus for the system-
atic alteration or distortion of plane pictures and images by means
of lenses and mirrors for photography and for other purposes” GB
Patent No. 1196. (1904).
[20] S. Nijdam, J. S. Moerman, T. M. P. Briels, E. M. van Veldhuizen, and
U. Ebert, “Stereo-photography of streamers in air” Appl. Phys. Lett.
92, (2008).
[21] W. B. Ng, and Y. Zhang, “Three-dimensional visualization of dif-
fusion flame shapes under acoustic excitation using stereoscopic
imaging and reconstruction technique” Exp. Fluids 34, (2003).
08033- 7
