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Background: Several deterministic and stochastic combinatorial optimization
algorithms have been applied to computational protein design and homology
modeling. As structural targets increase in size, however, it has become necessary
to find more powerful methods to address the increased combinatorial complexity. 
Results: We present a new deterministic combinatorial search algorithm called
‘Branch-and-Terminate’ (B&T), which is derived from the Branch-and-Bound
search method. The B&T approach is based on the construction of an efficient
but very restrictive bounding expression, which is used for the search of a
combinatorial tree representing the protein system. The bounding expression is
used both to determine the optimal organization of the tree and to perform a
highly effective pruning procedure named ‘termination’. For some calculations,
the B&T method rivals the current deterministic standard, dead-end elimination
(DEE), sometimes finding the solution up to 21 times faster. A more significant
feature of the B&T algorithm is that it can provide an efficient way to complete the
optimization of problems that have been partially reduced by a DEE algorithm. 
Conclusions: The B&T algorithm is an effective optimization algorithm when
used alone. Moreover, it can increase the problem size limit of amino acid
sidechain placement calculations, such as protein design, by completing DEE
optimizations that reach a point at which the DEE criteria become inefficient.
Together the two algorithms make it possible to find solutions to problems that
are intractable by either algorithm alone.
Introduction
Significant advances in protein design [1,2] and protein
sidechain homology modeling [3] have arisen from the
application of optimization algorithms and specialized
potentials to the sidechain placement problem. In these
calculations, one searches for the set of sidechain confor-
mations that produce the global minimum energy confor-
mation (GMEC) for the given protein backbone. The
energies of sidechain interactions are evaluated using
empirically based energy potentials and, to reduce the
complexity of the calculation, the set of possible sidechain
orientations is discretized into statistically representative
conformations called rotamers [4,5].
The search for the optimal selection of sidechain rotamers
for a specified protein fold is necessarily a combinatorial
optimization problem; an exhaustive search through all
combinations is intractable. As such, the problem has been
approached by several different methods, including
Monte Carlo [6,7] and simulated annealing [8], mean-field
[9,10], and dead-end elimination (DEE) [11–14]. In par-
ticular, DEE methods have emerged as powerful tools for
more difficult protein design calculations, in which the
optimal sidechains are selected from rotamers of many dif-
ferent amino acids [1,2].
There are optimizations, however, for which DEE algo-
rithms are not sufficient, due to either the nature of their
energy distributions or their sheer size. For example, the
optimization of long hydrophilic sidechains on β sheets is
typically composed of large numbers of rotamers with
interaction energies that are very small in magnitude.
DEE is able to reduce the combinatorial size of the
problem significantly at the outset, but, soon after, elimi-
nation becomes inefficient, relying entirely on computa-
tionally expensive DEE doubles calculations [12,14].
This behavior is also observed in the later stages of very
large calculations, when after several rounds of unification
[15] further eliminations become difficult and the
number of super-rotamers at super-residue positions
becomes very large. To complete such calculations, a
technique consisting of exhaustive combinatorial build-
up aided by DEE has been described [3]. However, as
the effectiveness of the elimination criteria is poor in
these cases, it is advantageous to construct a method that
is not dependent on them.
To address these difficult optimization problems, we have
developed an enhanced version of a Branch-and-Bound
(B&B) algorithm [16] that we have dubbed ‘Branch-and-
Terminate’ (B&T). B&B algorithms comprise a subclass
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of backtrack algorithms that utilize information about
costs (or energies) of complete and partial solutions. Back-
track algorithms are commonly used in atomic-level simu-
lations to construct self-avoiding chains, and they have
been used in protein design to engineer metal-binding
sites into proteins [17]. 
B&B algorithms are commonly applied to theoretical combi-
natorial and scheduling problems, and, more recently, to
combinatorial problems of structural biology ranging from
sequence alignment [18] and structural comparison [19], to
macromolecular packing [20], ligand design [21] and,
recently, protein tertiary structure prediction [22]. Regarding
the study of protein sidechains, Samudrala and Moult [23]
have described a graph-theoretic approach to the closely
related problem of comparative modeling, in which they
represent the search as a clique-finding problem that they
solve using a B&B algorithm. In addition, Leach and Lemon
[24] have used a B&B algorithm (called ‘A*’) to explore the
conformational energy surface of protein sidechains.
It is straightforward to formulate the sidechain optimiza-
tion problem for direct optimization by a B&B algorithm.
All that is necessary is to describe the problem as a search
of a combinatorial tree where one searches for the single
path through the branches that corresponds to the GMEC
set of rotamers. The B&B algorithm is effective because it
simultaneously prunes the tree while searching; each
branch is tested with a quantitative bounding expression
before being searched.
In implementing a B&B algorithm for sidechain selection,
we have incorporated some novel algorithmic techniques
that increase the optimization speed dramatically. First, we
describe a bounding function that maximizes the efficiency
of pruning for problems in which the total energy can be
decomposed into interactions between pairs of rotamers. We
also describe a process we call ‘termination’, in which we use
the bounding function to deterministically remove rotamers
at all amino acid positions, thereby reducing the overall size
of the tree before searching. Termination is additionally
effective when performed at every level of recursion of the
search, sometimes increasing the overall speed of the opti-
mization by an order of magnitude. Last, we demonstrate
how the energetic information produced by the termination
process can be used to determine the optimal search order
for the remainder of the tree. Because termination effec-
tively replaces the usual bounding process, the resulting
breadth-first algorithm is called ‘Branch-and-Terminate’.
We also describe a variation of the B&T method that can
rapidly find approximate solutions close to the GMEC.
The description of the B&T algorithm that follows is 
tailored for rotamer selection, but the algorithm can in
fact be generalized to any combinatorial optimization
problem in which all the interaction energies are
pairwise and precomputable. The bounding expression
we describe is similarly general.
Although the B&T algorithm can be used by itself, greater
benefit can often be obtained by using it in concert with a
DEE algorithm. Together, the algorithms can solve opti-
mization problems much more quickly than either can
accomplish alone. This may make it possible to quickly
find the GMEC for protein design problems that were
previously insoluble by either algorithm.
Results
Branch-and-Bound
When a combinatorial tree is used to describe the
sidechain optimization problem, the root of the tree is
placed at the top and branches extend downwards. Each
level of depth of the tree corresponds to an amino acid
position, and each node represents a particular rotamer
choice at that position. Thus a path that extends all the
way from the tree root through all levels of branches to a
leaf describes a complete rotamer sequence. The problem,
then, is to search for the path corresponding to the
sequence with the lowest energy.
A partial path from the root describes a rotamer sequence
that is incompletely specified. Alternatively, the path can
be interpreted physically as specifying a unique composite
rotamer, or ‘super-rotamer’, that occupies a subset of the
amino acid positions. Extending the path deeper into the
tree corresponds to appending additional rotamers to the
super-rotamer, which can be repeated until all positions
are specified. According to this interpretation, a full search
of the tree would entail the construction of all possible
super-rotamers to completion.
It is often possible, however, to determine that a particular
partially specified super-rotamer is not part of the GMEC.
In such a case, it is unnecessary to explore any combina-
tions that would result from building up the super-rotamer
further. Applied recursively, such observations prune sub-
trees from nodes throughout the tree, thereby enabling an
exhaustive search without complete enumeration of all
possible super-rotamers.
The pruning determination is accomplished by comparing
a lower energy bound for the partially specified rotamer
sequence to a known reference energy. Given a reference
energy of any plausible sequence, it must be true that the
energy of the GMEC is less than or equal to the energy of
any plausible sequence:
(1)
One may therefore deduce that the global minimum does
not contain a particular super-rotamer upon observing that
referenceGMEC EE ≤
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the energy Esuper,best of the sequence resulting from optimal
completion of the candidate super-rotamer is greater than
the reference energy: 
(2)
Finding the optimal completing sequence, however, can
be as difficult as the original problem, so we instead con-
struct an expression for a lower energy bound, Esuper,bound.
The expression is constructed to compute an inexpensive
lower energy bound based on the partially specified
sequence, as well as on the rotamers that are available at
the unspecified positions. By definition, the bound must
satisfy the inequality
(3)
With this quantity in hand, we may prune any subtree for
which we observe that the lower bound is greater than the
reference energy:
(4)
This is the bounding criterion. The B&B algorithm con-
sists of an exhaustive traversal of the combinatorial tree,
applying this criterion to each node as it is encountered.
Whenever the search produces a complete path with an
energy lower than the current reference energy, the refer-
ence energy is updated. In this way, the effectiveness of
the bounding criterion is increased over the course of the
optimization. Moreover, upon completion of the search,
the reference energy is the global minimum energy. The
corresponding sequence is also stored during each update,
which produces the corresponding GMEC.
Bounding expression
The successful implementation of a B&B type of algo-
rithm depends largely on the construction of the bounding
expression. A bounding expression that is very stringent
will produce lower bounds that are high in energy, and
therefore will result in more subtrees that can be pruned
by the bounding criterion. The size of the resulting tree
will be smaller than one pruned by a less stringent expres-
sion, and the search will be faster. It is therefore important
to design the bounding expression to most fully utilize the
sequence information available.
On the other hand, stringency is obtained at the cost of
time. A maximally stringent bound might prune all sub-
trees except for the one containing the global minimum,
but it would take an impractical amount of time to
compute. It is therefore also necessary to temper strin-
gency with speed considerations in order to obtain
a bounding expression that is properly balanced for 
efficient searching.
We describe the construction of such a bounding expres-
sion in the Materials and methods section. Given a
partially constructed super-rotamer and the available
rotamers at the remaining positions, the approach is to
utilize the corresponding energetic information as fully as
possible while keeping the computational order of the
bounding expression constant. The result is a novel,
highly effective bounding expression that provides the
basis for the remaining B&T techniques.
The form of the resulting expression has an additional
advantage: it isolates those parts of the expression that are
identical for rotamers on the same level of a subtree. Thus
it is possible to further increase the efficiency of the
search by precomputing these shared quantities as each
group of nodes is encountered, rather than redundantly
evaluating the entire bounding expression for every
unique node. This method is described in the Materials
and methods section.
Termination
The enhancements of the B&T algorithm relative to the
B&B method are based on a process called ‘termination’.
Because all the pairwise interactions are precomputable,
the organization of the combinatorial tree is arbitrary (i.e.
there is no specific order in which different amino acid
positions must be assigned to different levels of the tree).
The organization of the tree can, however, have a signifi-
cant influence on the speed of the calculation. For
example, a greater reduction in the size of the search is
derived from pruning a branch at the root of the tree
rather than pruning a branch closer to the leaves. Placing a
branch at the leaves that would be pruned if placed at the
root would be inefficient because the same pruning step
would necessarily be repeated for every leaf.
In fact, it commonly occurs that all amino acid positions
have some rotamers that could be pruned if placed at the
root of the tree. To circumvent the potential loss of effi-
ciency, we implement a preprocessing procedure before
determining the tree organization. This procedure consists
of temporarily considering each amino acid position to be
at the root level and checking if any of its rotamers can be
immediately pruned. All rotamers pruned from root posi-
tions may be completely discarded for the remainder of
the optimization, and are dubbed ‘terminated’ to reflect
this fact. The result is an overall reduction of the tree size
prior to searching, making the optimization faster.
The selection of the word ‘terminate’ is intended to be
contrasted with ‘eliminate’, which is used to describe
rotamers that are analogously discarded by using the
DEE criterion. Indeed, many of the same rotamers are
referencedsuper,boun EE >
dsuper,bounsuper,best EE ≥
referencesuper,best EE >
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discarded. As with DEE, termination may be performed
iteratively until no further rotamers are terminated. Itera-
tive termination is executed as the preprocessing step
before search of the tree.
Recursive termination
Although termination serves as an effective preprocessing
step, the hallmark of the B&T algorithm is that termina-
tion is employed at every level of recursion. At any point
of the search, the rotamers defined at levels above the
level of the current amino acid position may be considered
a root comprised of a single, partially specified super-
rotamer. Termination, then, consists of temporarily con-
sidering each of the rotamers at all the remaining positions
as candidates for the next appendage of the super-rotamer
and applying the bounding criterion to each one. All
rotamers terminated this way may be discarded from the
optimization of the subtree with this partially specified
super-rotamer root. 
In contrast, the recursive step in a B&B search consists of
the application of the bounding criterion to the rotamers at
only one amino acid position. The benefits of the extra
reductions in the sizes of subtrees far outweigh the costs
of calculation of extra bounds for termination. The result-
ing increase in efficiency makes the B&T search signifi-
cantly faster than a similarly constructed B&B search.
We have observed that it is not necessary to perform itera-
tive termination at every level of recursion, unlike termi-
nation preprocessing. A single iteration per branch
generally yields the best performance.
Search order
When traversing the combinatorial tree, it is necessary to
determine the order in which to explore rotamers at each
position and the sequence in which to explore the differ-
ent positions. For both cases, we utilize the bounding
energies calculated for each rotamer during termination.
We have observed an empirical correlation between low
bounding energy and membership in the GMEC; there-
fore, the rotamers at each position are searched in order of
increasing bounding energy. Conducting the search in this
way increases the chance that solutions close to the
GMEC are found quickly, thereby providing stringent ref-
erence energies early in the calculation.
With respect to the ordering of the different positions, we
construct a heuristic based on both the termination
bounding energies and the size of the rotamer lists. In a
conventional tree search, the positions should be orga-
nized in order of increasing number of rotamers per posi-
tion in order to minimize the total number of nodes in the
tree. However, in a B&T search, there are other organiza-
tion schemes that favor high-level pruning by termination
that reduce the tree size more significantly. We use the
bounding energy of the top-ranked (lowest bounding
energy) rotamer at each position to indicate which posi-
tions are likely to restrict the rest of the system, and con-
sequently favor high-level termination if placed at the
super-rotamer root. Because the minimum operators at a
node are applied over a set including the subset corre-
sponding to the subtree nodes, bounding energies of
subtree nodes must be higher than or equal to their parent
nodes. Therefore, placing positions with high lowest-ener-
gies at the top of the tree promotes high bounding ener-
gies for their descendents. Because the rotamer lists of a
subtree can be significantly different from those of its
parent, residue ordering is performed at every level of
recursion depth. 
We have observed that an optimal ordering can be
obtained by combining energetic and list-size sorting cri-
teria using the following heuristic. Positions are sorted in
descending order according to a rank index, as computed
by the expression
(5)
where N is the number of rotamers at the position, Etop is
the bounding energy of the top-ranked rotamer of that
position, and Etop,min and Etop,max are the minimum and
maximum top-ranked bounding energies of all positions,
respectively. The expression 1/(1 + lnN) is constructed to
produce an attenuated weighting inversely proportional to
the number of rotamers that evaluates to unity when
N = 1. The quantity f is selected to control the relative
weighting of the two criteria. A value of zero for f corre-
sponds to sort based entirely on the number of residues
per position, and a value of one produces a ranking based
entirely on bounding energies. 
Approximate algorithm
A solution that is very close to the GMEC sequence can
be found very rapidly by using an approximate variation of
the B&T method. Approximate calculations are particu-
larly useful for providing a fast way to obtain low reference
energies for exact B&T optimizations. Moreover, the
approximate calculation is often sufficient to produce the
GMEC energy.
The approximation is based on the observation that the
GMEC rotamers are often among those with the lowest
termination bounding energies according to the bound-
ing expression (Equation 21 in Materials and methods
section). This indicates that the bounding expression
has predictive properties. To rapidly find an approxi-
mate solution, the ranked rotamer lists are arbitrarily
truncated after the preprocessing termination step and
top,mintop,max
top,mintop
EE
EEf
N
f
−
−
+
+
−=
ln1
1)(1indexRank 
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the B&T search is conducted on the abbreviated set
of rotamers.
A more reliable solution can be found by repeating the
approximate optimization with more lenient truncation,
using the solution from the preceding run for the initial
reference energy.
DEE preprocessing
Perhaps the most practical use of the B&T algorithm is to
complement DEE when dealing with optimization prob-
lems that are too difficult to solve using either algorithm
alone. In such cases, the algorithms are used in succession.
DEE is used to eliminate rotamers and to perform unifica-
tion until the optimization reaches iterations that are inef-
ficient. Inefficiency typically occurs after several
unifications when the total number of rotamers and
unified super-rotamers becomes very large (>5000) and
very few eliminations result even from lengthy Goldstein
doubles calculations. At this stage, the DEE optimization
is aborted, and the state information is transferred to a
B&T implementation. Rotamer lists and energy tables are
transferred directly, including references to unified super-
rotamers, which are transparently represented as ordinary
rotamers in the B&T algorithm.
An additional performance improvement is obtained by
also passing the list of dead-ending pairs (DEPs). DEPs are
pairs of rotamers (or super-rotamers) the members of which
cannot simultaneously exist in the GMEC. These pairs
may therefore be safely omitted from the minimum opera-
tors in Equation 21 (see Materials and methods section). 
Benchmarks
To assess the generality of the B&T approach, different
incarnations of the algorithm were applied to benchmark
problems representing different structural classes, as
described in the Materials and methods section. Optimiza-
tion times were heavily dependent on the sorting heuris-
tic, as shown in Figure 1. The performance improvement,
as measured by dividing the total optimization times,
ranged from a factor of three for the case of the β sheet to
a factor of over 40 for the ‘mixed’ case. Remarkably, very
similar values of the sorting factor f produced the fastest
optimization times for all structural classes. Initially,
values at intervals of 0.1 were tested, but as all benchmark
cases exhibited minima near f = 0.1, values at intervals of
0.01 were sampled near this value. At this level of refine-
ment, the different cases had different optimal sorting
factor values, but a value of f = 0.08 was close to optimal
for all of them. We also observe that optimizations with
the fastest times had the fewest nodes in their pruned
combinatorial trees.
The total calculation times for the benchmarks using a
sorting factor of 0.08 are competitive compared to times of
a highly optimized DEE algorithm, and are significantly
faster than the optimized B&B search (Table 1). For the
β-sheet surface and the small core-boundary calculations,
the B&T method is approximately 20 times faster than
DEE. For the mixed case, it is nearly eight times faster.
For the α-helical case, however, the B&T method is more
than two times slower. This is likely to be a reflection of
the linear topological arrangement of the system, in which
it is difficult to select positions to place at the tree root
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Figure 1
Total optimization time versus value of sorting method for (a) the mixed
structural type and (b) the β-sheet surface benchmark cases. Sorting
is determined by the value of the factor f in Equation 5. The cases
exhibit different dependencies on the value of the sorting factor, but
both have minima in the vicinity of f = 0.08. This trend is observed for
all cases (not shown).
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that both restrict large parts of the system and are them-
selves restricted.
The approximate form of the algorithm proved to be
exceptionally effective. For the four cases above, B&T
calculations that used only the 30 top-ranked rotamers at
each position all took less than 15 s and produced the
correct GMEC solutions. For the more difficult core-
boundary case, the calculation took 5 min, and also pro-
duced the correct GMEC solution. For this case, a more
aggressive calculation using only the top 15 rotamers at
each position took 25 s and produced a solution with an
energy which was in error by less than 1%. This energy
was used as the initial bound for the remaining calcula-
tions on the system.
To illustrate the potential for combining DEE and B&T
methods by way of DEE preprocessing, we selected a
problem computable by either algorithm to enable us to
perform quantitative comparisons. In practice, however,
the technique is applied to problems that are not currently
computable in reasonable computer time by either algo-
rithm, for which the benefit is obviously much greater.
Figure 2 illustrates the total calculation times partitioned
into DEE and B&T times for optimization of the difficult
benchmark consisting of core and boundary residues. The
calculations differ in the amount of time allotted to DEE
reduction before completion with the B&T algorithm. At
the best timing, the combined algorithms complete the
optimization eight times faster than DEE alone. More-
over, we have observed that, in practice, the B&T method
is generally effective at completing large problems that
DEE can reduce to as high as 1030 remaining sequences.
Discussion
We have described a deterministic search method for
rotamer optimization and have demonstrated that for
some cases it is as fast as the current standard algorithm
for protein design, and for other cases it is much faster.
The success of the B&T method rests on the construc-
tion of a novel pairwise bounding expression, which is
used both to perform termination and to supply ener-
getic information with which to determine the search
order. Although the algorithm is tailored to protein
systems, it can be generalized to any problem that can be
similarly described.
Although the B&T algorithm is quite effective when used
alone, it is perhaps more important that it increases the
problem size limit of DEE calculations by providing an
efficient way to complete optimizations for which elimina-
tion criteria have become less effective at removing
rotamers. This makes it possible to perform optimizations
on larger proteins and on systems with large numbers of
interacting residues.
The size limit may be raised even higher once the limi-
tations of the approximate form of the algorithm become
better understood. For the benchmark cases, the approx-
imate algorithm found the GMEC solutions up to a
thousand times faster than either of the exact methods.
Even the DEE implementation to which the B&T
method is compared incorporates some conservative
approximations in the form of high-energy threshold
rejection (HETR) criteria [3]. Analogous techniques
may provide a way to construct a faster, approximate
B&T algorithm with clearly defined accuracy. Along the
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Table 1
Benchmark times.
Benchmark cases
Small core boundary* α Surface β Surface Mixture Core boundary
Total times (min)
DEE† 177.4 2.2 40.5 101.6 1154.0
B&B‡ 70.7 294.8 44.4 544.9 > 30,000§
B&T# 8.4 6.1 2.1 13.0 745.8
B&T component times (min)
Preprocessing 0.1 0.1 0.1 0.4 0.6
Search 8.3 6.0 2.0 12.4 744.8
Approximation¶ 0.2 0.4
B&T total nodes 3829 1697 1546 845 34,634
*Refers to the benchmark comprised of a small set of core and
boundary positions. †DEE was performed using the speed
enhancements described in [13] and [14]. ‡The B&B algorithm uses
the novel bounding expression and includes termination
preprocessing. §For the difficult core boundary case, the incomplete
B&B optimization was aborted after 30,000 min. #Total B&T time is
computed as the sum of the approximation, preprocessing and search
times. ¶An approximate B&T algorithm was used to obtain initial
bounds for the mixture and difficult core boundary cases. These
calculations used only the top thirty rotamers at each position
according to their bounding energy.
same line of reasoning, truncation based on bounding
energies might be an effective replacement for HETR
cutoffs in DEE.
There is also room for improvement in the heuristic for
determining search order. Heuristics that are even more
effective may exist that make use of structural information
in addition to energetics and size considerations.
In addition, we are currently exploring features of the
B&T algorithm that are common to all backtrack searches.
First, it is possible to exhaustively sample the amino acid
and rotamer sequence space near the GMEC. This is
accomplished by modifying the algorithm so that it
refrains from lowering the initial minimum energy upon
finding low-energy combinations [24]. The result is a full
enumeration of all sequences with energies below the
specified initial minimum energy, provided that this
energy is close enough to the GMEC energy that the cal-
culation remains tractable.
Also, it is straightforward to adapt backtrack algorithms for
parallel computation by dispatching branches to different
computational nodes. We observe a scaling efficiency
between 60 and 80%, depending on the type of problem.
Another advantage of the tree representation is that it
makes it possible to estimate how much time the opti-
mization will require. This is accomplished using a well-
known tree estimation technique [25] in which statistics
are compiled for random sample trajectories through the
tree. This has helped us to predict when it is best to trans-
fer DEE problems to B&T for completion. 
In practice, we believe that the best way to use the B&T
method is to first attempt to optimize a problem using
DEE. Upon observing that DEE begins to produce very
few eliminations or dead-ending pairs, the state informa-
tion should be transferred to an approximate form of the
B&T algorithm. Using the energy from this calculation as
the initial upper bound, the approximate algorithm may
be repeated again with successively more conservative
truncations. The final energy should then be used as the
initial bound for the exact B&T calculation.
Biological implications
Protein design and protein homology calculations typically
use combinatorial optimization algorithms to compute the
optimal placement of amino acid sidechain rotamers on
protein backbones. The capabilities of exhaustive search
algorithms are currently limited by protein size and energy
landscapes. The Branch-and-Terminate variation of the
Branch-and-Bound search algorithm described here pro-
vides a way to optimize these problems, both alone and
used in conjunction with well-established algorithms
based on the dead end elimination theorem. 
Materials and methods
Benchmark cases
We tested the generality of the algorithm by applying it to a suite of
optimization problems representative of different protein structural
classes. Rotamers were selected from a backbone-dependent library
[26]. To test α-helical surface positions, the 12 residues occupying the
(b), (c), and (f) locations in the heptad repeat of one helix of the coiled-
cold GCN4-p1 dimer [27] were optimized from the set of rotamers cor-
responding to hydrophilic amino acids (A, D, E, H, K, N, Q, R, S and T).
There were 9.1 × 1022 rotameric combinations.
The β1 domain of streptococcal protein G [28] was used for the
remaining cases. As a representative of core and boundary optimization
problems, a subset of positions determined to be in the core and
boundary according to our residue classification scheme (positions 3,
5, 7, 12, 23, 25, 26, 30, 34, 43, 45, 52 and 54) were optimized from
the 3.4 × 1025 combinations of hydrophobic rotamers (amino acids A,
F, I, L, M, V, W and Y). For β-sheet surfaces, a subset of the β-sheet
surface residues (positions 4, 6, 15, 17, 42, 44, 53 and 55) were opti-
mized from the 4.9 × 1017 combinations of hydrophilic rotamers.
To represent problems consisting of a mixture of different structural
types, including turns, we also included the optimization of the residues
containing any atoms within 10 Å of the sidechain atoms of Val21. Of
these 14, the core residues (positions 3, 20 and 36) were allowed to
have any of the hydrophobic identities, the surface residues (positions
2, 19, 21, 22 and 24) had hydrophilic identities, and the remaining
boundary residues (positions 1, 18, 23, 25, 27 and 29) were selected
from a group of hydrophilic and hydrophobic residues, excluding
methionine (amino acids A, D, E, F, H, I, K, L, N, Q, R, S, T, V, W and
Y). There were 1.3 × 1029 possible rotameric combinations.
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Figure 2
Optimization times resulting from the combination of the B&T (white bars)
and DEE (solid bars) algorithms. The bars on the extreme left and right of
the figure are the times for lone B&T and DEE optimization, respectively.
The remaining bars are the cumulative B&T and DEE optimization times
when the two algorithms are used in succession. The sudden jumps in
DEE times arise from lengthy Goldstein doubles calculations.
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The most difficult benchmark consisted of all 18 nonglycine core and
boundary residues [2]. The core residues (positions 3, 5, 7, 20, 26, 30,
34, 39, 52 and 54) were selected from the set of hydrophobic amino
acids and the boundary residues (positions 1, 12, 23, 33, 37, 45, 50 and
56) were selected from the composite list of hydrophilic and hydrophobic
residues. There were 1.9 × 1034 possible rotameric combinations.
Energy expression
We employ an energy expression that consists of van der Waals, elec-
trostatic and solvation terms. For van der Waals, a Lennard–Jones
6–12 potential was used with radii scaled by a factor of 0.9 [29]. Elec-
trostatics were computed using a distance-dependent dielectric and a
hybridization-dependent hydrogen bonding term [30]. Solvation effects
were approximated from hydrophobic surface area burial [31]. Atom
radii and hydrogen bond well depths were based on the DREIDING
force field [32].
Calculation
For reference, calculation times were recorded using a fully optimized
DEE algorithm incorporating HETR [3], and magic bullets and other
doubles optimizations [14]. Calculations were also performed using an
enhanced B&B implementation that employed the efficient bounding
criteria and termination preprocessing.
For the first three benchmark cases, all calculations were performed
using an initial upper bound of 0.0 kcal/mol, as our energy expression
typically results in optimal sequences with negative energies. For the
remaining two cases, initial bounds were obtained by first running the
approximate version of the algorithm, in which the rotamer lists were
truncated to the 15 rotamers with the lowest bounding energies at
each residue position. These provided initial bounds of –153.0 and
–250.0 kcal/mol, respectively.
The generality of the sorting criteria was demonstrated by performing
optimizations with values of f in Equation 5 ranging from 0 to 1. 
To illustrate the reliability of the approximate form of the algorithm, opti-
mizations were also performed using only the top 30 rotamers at each
position as ranked after a single round of termination.
The larger benchmark problem consisting of core and boundary
residues was used to demonstrate how DEE and B&T methods can
work in concert. The problem was optimized using a DEE algorithm,
and upon every reduction of complexity by at least an order of magni-
tude, the state of the diminished problem was recorded. A B&T algo-
rithm was used to complete the calculation for each reduced state. The
calculations were performed using the optimal sorting factor as deter-
mined from the previous benchmarks.
For all calculations, the total CPU time was recorded, as well as the
portions of that time spent performing termination preprocessing and
the actual recursive search. The total number of nodes comprising the
final pruned tree was also recorded by tallying the number of nodes
remaining after termination at every level of recursion. Calculations were
performed on a single R10000 CPU of a Silicon Graphics Origin 2000.
Pairwise bounding expression
This section describes the construction of a stringent expression for a
lower bound for a system composed only of one- and two-body interac-
tions in terms of both a partially specified sequence and the set of
rotamers available at its unspecified positions.
For a system consisting only of two-body interactions, the total poten-
tial energy can be expressed as the sum of energies between all pairs:
(6)
In a protein, i and j refer to amino acid positions and E(i,j) is the energy
of interaction between amino acids at those positions.
A protein system also consists of single-body interactions. Because
each body is an amino acid sidechain at a particular position on the
protein backbone, there is an energy contribution both from sidechain
interactions with other sidechains as well as interactions with the
protein template scaffolding. Both energies of interaction depend on
the sidechain position, amino acid identity, and configuration. Thus the
total potential energy can be expressed:
(7)
where c is a position-specific index describing a sidechain rotamer of a
particular amino acid type and configuration.
For the purposes of deriving an expression for a lower bound, it is
desirable to alter the indices to allow redundancy.
(8)
To ensure that the bounding expression satisfies the condition in Equa-
tion 3, we use the following inequalities:
(9)
and
(10)
in which the indices r and s refer to all of the possible rotamers available at
each position, and the minimum operator selects the single rotamer that
minimizes the subexpression The index g denotes the rotamer found at the
specified position in the global minimum combination. A simple expression
for the lower bound is therefore obtained by summing minimal interaction
energies between positions by discovering minimal rotamer pairs. 
(11)
The derivation above represents a generic strategy for producing a
bounding expression from any total energy expression. For example,
more restrictive bounds can be obtained from energy expressions that
sum over three- or four-body interactions. However, the computational
cost to implement such bounds on a protein system is very high. Fortu-
nately, there are variations of Equation 7 that are equivalent in terms of
computational cost yet yield better bounds.
An alternative way to express the total energy of the system is to dis-
tribute the template energies into the pair calculation. Given an energy
quantity for a pair of rotamers
(12)
in which p is the number of amino acid positions, the total energy can
be expressed thus:
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which, in turn, can be used to produce the following bounding
expression
(14)
Because the minima must be evaluated with respect to single-body and
pair energies simultaneously, this bounding expression is necessarily
greater than or equal to the expression in Equation 11. Therefore, the
new bound is more restrictive. The computational requirements for both
expressions, however, are of the same order. Each requires n2p2 calcu-
lations, where n is the average number of available rotamers per posi-
tion and p is the number of positions.
One can derive a lower bound that is even more restrictive by perform-
ing an expansion of Equation 13 before applying the minimization oper-
ators. When testing a particular node during traversal of the
combinatorial tree, the positions corresponding to nodes above (and
including) the current node have uniquely specified rotamers, whereas
the remaining, deeper nodes are not yet uniquely specified. The set of
all amino acid positions can therefore be decomposed into two
subsets, fixed (F) and variable (V). Equation 13 can be rewritten
(15)
Next, we expand the summation:
(16)
Application of the minimum operators to this expression would yield a
bounding expression equivalent to Equation 14. To increase the strin-
gency, we utilize the inequality
(17)
The middle two terms of Equation 16 differ only in their indices, and
they are therefore equivalent to one another. However, there is a differ-
ence once the minimum operators are applied, as the rotamers of the
fixed subset (F) will restrict the selection of the minimum energy
rotamer pair for the minimized third term, but not for the second. There-
fore, we reverse the order of the summation for the second term and
combine it with the third term to make use of Equation 17 such that the
minimum will be as large as possible:
(18)
Now we apply the minimum operators to all sums over positions that
are not uniquely specified:
(19)
To achieve further stringency, we rearrange Equation 18 before apply-
ing the minimum operators:
(20)
from which we obtain
(21)
The expression can be generalized to any system consisting only of
two-body interactions such that the total energy of the system can be
expressed as in Equation 13.
Efficient implementation of the bounding expression
The computational cost of evaluating Equation 21 is proportional to
p2n2, where p is the number of positions and n is the average number
of rotamers at each position. When performing termination, the bound
is evaluated for all pn rotamers, so that the total calculation order for a
round of termination is p3n3.
Termination consists of evaluating the bounding expression for
rotamers at all the unspecified positions. Therefore, a position is tem-
porarily considered a member of set F while its rotamers are being eval-
uated. As the expensive second term of the final summation is
dependent only on V, its possible values may be precomputed for all
rotamers ir once per position and placed into a table for lookup during
the evaluation of Equation 21.
The cost of performing p2n2 calculations for assembling the table for
the termination of all p positions scales as p3n2. The bounding expres-
sion now only requires order pn calculations for each of the pn times it
is performed, for an overall order of p2n2. The overall calculation time
therefore scales approximately as p3n2, which is nearly n times faster
than the direct implementation. Because n is often as large as
100–200, the speed increase can be drastic.
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