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Abstract
We present the exact solution of a scalar field theory defined with noncommut-
ing position and momentum variables. The model describes charged particles in a
uniform magnetic field and with an interaction defined by the Groenewold-Moyal
star-product. Explicit results are presented for all Green’s functions in arbitrary
even spacetime dimensionality. Various scaling limits of the field theory are analysed
non-perturbatively and the renormalizability of each limit examined. A supersym-
metric extension of the field theory is also constructed in which the supersymmetry
transformations are parametrized by differential operators in an infinite-dimensional
noncommutative algebra.
1Also at: Institute of Theoretical and Experimental Physics, B. Cheremushkinskaya 25, 117 259
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2
1 Introduction and Summary
Despite the enormous amount of activity centered around the study of noncommuta-
tive field theories (see [1]–[3] for reviews), some of the most fundamental questions sur-
rounding them have yet to be answered to full satisfaction. Foremost among these is
whether or not these models can make sense as renormalizable, interacting quantum field
theories. Non-local effects such as the interlacing of ultraviolet and infrared scales [4]
make conventional renormalization schemes, such as the Wilsonian approach, seemingly
hopeless. In fact, this mixing is known to render some noncommutative field theories
non-renormalizable, even if their commutative counterparts are renormalizable. A class
of such models are asymptotically-free noncommutative field theories [5, 6], wherein the
combination of asymptotic freedom and UV/IR mixing forces the couplings to run to
their trivial Gaussian fixed points in the ultraviolet scaling limit. Such theories possess
non-trivial interactions only when they are defined with a finite ultraviolet cutoff. This
result is obtained by expansion about a translationally invariant vacuum of the quantum
field theory.
The analysis of UV/IR mixing and the renormalization of noncommutative scalar
field theory to all orders of perturbation theory has been carried out in [7]–[9]. For at
least certain classes of noncommutative field theories, it may be that unusual effects such
as UV/IR mixing are merely perturbative artifacts which disappear when resummed to
all orders. This is of course a non-perturbative issue, which motivates the search for
examples of exactly solvable noncommutative field theories. An example of such a model
was presented and analysed in [10]. It describes charged scalar fields on two-dimensional
Euclidean spacetime in a constant external magnetic field and with a non-local quartic
interaction. It may be thought of as the natural modification of a quantum field theory
on a noncommutative space to one with noncommuting momentum space coordinates as
well, i.e. as a quantum field theory on a noncommutative phase space. These models
provide concrete examples in which one can see genuine quantum field theoretic issues,
such as renormalization, at work in non-trivial exactly solvable theories.
In [10] the exact two-point Green’s function of this model was obtained and the non-
perturbative non-renormalizability of the field theory established. In this paper we will
elaborate on this analysis and present various extensions and generalizations of this class
of noncommutative field theories. In particular, we will extend the solution to arbitrary
even dimensionality and higher order Green’s functions, as well as presenting a detailed
analysis of the various field theory limits which are possible in these models. In the course
of this analysis, we will encounter new types of complex matrix models with external fields,
for which we provide the necessary technical tools for analysis. Other aspects of these
types of quantum field theories are discussed in [11]–[14], while their one-particle sectors
are analysed in [15]–[22]. Related exact calculations in nonrelativistic noncommutative
field theory may be found in [23, 24].
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1.1 Description of the Model
The model we shall study in this paper is a particular deformation of scalar field theory
in both position and momentum space. Consider complex scalar fields Φ(x) on even
dimensional Euclidean spacetime R2n in an external constant magnetic field Bij , and
with an interaction defined by replacing the usual pointwise multiplication of fields with
the Groenewold-Moyal star-product, defined such that the components of the spatial
coordinates x = (x1, . . . , x2n) satisfy the relations
xi ⋆ xj − xj ⋆ xi = 2 i θij . (1.1)
From (1.1) and the Baker-Campbell-Hausdorff formula it follows that the star-product of
two plane waves is given by
e i k·x ⋆ e i q·x = e − i ki θ
ij qj e i (k+q)·x . (1.2)
Thus the interaction can be computed by expanding the fields in plane waves, i.e. by
Fourier transformation, and (1.2) defines the interaction part of the action for all Schwartz
functions Φ(x). The background magnetic field, on the other hand, may be realized as
the curvature of Landau momentum operators Pi = − i ∂∂xi − Bij xj with
[Pi, Pj] = −2 iBij . (1.3)
The free part of the action is then defined by replacing the Laplacian operator of con-
ventional scalar field theory with the Landau Hamiltonian P 2i . The 2n × 2n constant
skew-symmetric matrices θ = (θij) and B = (Bij), characterizing respectively the non-
commutativity of the coordinates and momenta, are assumed to be non-singular.
It was shown in [12] that there is a natural regularization of these models which allows,
in a simple manner, to make precise mathematical sense of the functional integrals defining
the quantum field theory. Rather than expanding the boson fields in plane waves, it is
more natural to expand them in the eigenfunctions of the Landau Hamiltonian P 2i and
thereby diagonalize the free part of the action. The Landau eigenfunctions φℓ,m(x) are
labelled by two sets of quantum numbers ℓ = (ℓ1, . . . , ℓn),m = (m1, . . . , mn) ∈ Nn,
and the corresponding energy eigenvalues depend on only half these quantum numbers ℓ.
By expanding the fields as Φ(x) =
∑
ℓ,mMm,ℓ φℓ,m(x), the formal functional integration
then becomes an integration over all complex expansion coefficients Mm,ℓ. This suggests
a regularization of the quantum field theory in which the collections of Landau quantum
numbers ℓ andm are each restricted to a finite set which is in one-to-one correspondence
with the set {1, 2, . . . , N}, where N <∞. With this regularization, the functional integral
becomes a finite dimensional integral over N × N complex matrices. Similar matrix
approximation schemes have also been studied in [9],[25]–[28]. We remark that these
matrix models of noncommutative field theory are not the same as those based on lattice
regularization [29, 30], and in particular the scaling limits required in the two approaches
are very different.
As discussed in [12], in the case of complex Φ4-theory deformed as described above, a
finite matrix dimension N amounts to having both an ultraviolet and infrared cutoff at the
same time, as there exist duality transformations which exchange infrared and ultraviolet
divergences, while the action and all regularized Green’s functions of the model are duality
4
invariant. In this paper we will carry this approach one step further and describe precisely
how to remove the regularization, i.e. pass to the field theory limit N →∞. In general,
the interaction part of the action has a quite complicated form in the Landau basis (This is
of course also true in the commutative case [31]). However, the quantum duality symmetry
in this family of models suggests that they should be special when B = ± θ−1 [12]. The
crucial point is that at the special points B = ± θ−1, the interactions acquire a simple
form as well owing to a remarkable closure property of the Landau eigenfunctions under
the star-product, and the field theory can be mapped exactly onto a matrix model [13].
The significance of the points B = ± θ−1 has been previously noted within different
field theoretic contexts in [30]–[33] and within the context of noncommutative quantum
mechanics in [15, 16, 21].
In this paper we will concentrate for the most part on extracting Green’s functions of
the noncommutative field theory in the limit where the regulator is removed. The latter
limit corresponds to the large N limit of the matrix model, and we can make it non-trivial
simply by taking the ’t Hooft limit of the matrix model [10]. We thereby determine, in
a completely non-perturbative way, how to renormalize the parameters of the model, i.e.
give them a particular dependence on the regulator N such that the N →∞ limit exists
and is non-trivial. Even though this limit is essentially unique at the level of the matrix
model, we will see that there is still some freedom left in defining the limit at the level of
the field theoretic Green’s functions. In [10] the two-point Green’s function was derived for
one such limit in which it is translationally invariant. In the following we will use duality
to argue that there is another limit, which mathematically is simply obtained from that
of [10] by Fourier transformation, but which has a very different physical interpretation.
We will use this result to argue that there may exist limits “in between” these other two
scaling limits.
1.2 Summary of Main Results
From the mapping sketched above onto a finite-dimensional matrix model, we will derive a
number of important consequences which lead to the exact solution of the noncommutative
quantum field theory. Foremost among these features is the fact that the regularized
field theory, for any interaction potential, is exactly solvable in the sense that there is a
closed formula for the partition function at finite N . In fact, we will establish the formal
integrability of a more general matrix model which in the field theory amounts to having,
in addition to the magnetic field, a confining electric field background for the charged
scalars. In [13] this was established within the framework of the Hamiltonian quantization
of the nonrelativistic, 2n+1-dimensional fermion version of this field theory. It was shown
that this model has a dynamical symmetry group GL(∞)×GL(∞), with the free part of
the model given as a linear superposition of Cartan elements of the representation and the
interaction proportional to a tensor Casimir operator. The dynamical symmetry allows
the explicit and straightforward construction of the eigenstates of the Hamiltonian, and
some remnant of it should survive in the high-temperature limit of the corresponding
partition function, which is essentially what we deal with here. In the following we will
explore the integrability of this system from a different point of view. We will derive a
determinant formula for the matrix integral and hence show that it is a tau-function of
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the integrable, two-dimensional Toda lattice hierarchy. The GL(∞)×GL(∞) dynamical
symmetry then presumably manifests itself as the rotational symmetry of the free fermion
representation of the vertex operator construction of the Toda tau-function. The limit in
which the electric potential is turned off reduces the partition function exactly to a KP
tau-function.
We will then study the large N limit of the original matrix model. The Schwinger-
Dyson equations of the matrix model succinctly sum up all divergences which one would
encounter when solving the quantum field theory in perturbation theory. We shall com-
pute the field theoretic Green’s functions from the matrix model correlators, which also
requires us to perform sums over Landau levels of certain combinations of the Landau
eigenfunctions. The latter quantities capture the spacetime dependence of the Green’s
functions. As a warm-up and as a simple example where we can give complete results, we
will first consider the limiting case in which the kinetic energy in the action is dropped.
In this case we compute all Green’s functions explicitly.
We will then present the detailed computation of the two-point function G(x, y) =
〈Φ†(x) Φ(y)〉 of the full model in various scaling limits of the quantum field theory with
a complex Φ4 interaction potential. In the limit N → ∞ with the quantity Λ2n =
N
√
det(B/4π) held fixed, we find that the exact propagator admits the Fourier integral
representation
Gir(x, y) = −
∫
|p|≤4√πΛ
d2np
(2π)2n
Λ−2W
(
Λ−2
(
p2 + µ2
))
e i p·(x−y) , (1.4)
where µ is the mass of the scalar field Φ(x), and W (λ) is the propagator of the underlying
matrix model which may be determined as the solution of the Schwinger-Dyson equations
in the large N limit. The quantity Λ can be interpreted here as an ultraviolet cutoff, and
in the limit Λ→∞ the function W reduces to
W (λ) =
λ−
√
λ2 + 4Λ2n−4 g
2Λ2n−4 g
(1.5)
with g the bare Φ4 coupling constant. This result was derived in [10] in the two-
dimensional case. We will then argue that all higher Green’s functions can be obtained
from the two-point function by using Wick’s theorem, i.e. all connected Green’s func-
tions in this particular scaling limit vanish, mainly as a consequence of the usual large
N factorization in the matrix model. This type of scaling seems to be generic to the
matrix regularization of noncommutative field theories [26, 30]. In particular, the contin-
uum limits of the lattice derived matrix models of noncommutative field theory seem to
be most naturally associated with the trivial Gaussian fixed point of the corresponding
commutative theory [34, 35]. Notice, however, that if we replace the bare coupling g by
the renormalized coupling constant Λ2n−4 g, then the function Λ−2W (Λ−2 ξ) has a more
complicated form reflecting the interacting nature of the quantum field theory, provided
we simply interpret Λ as the finite mass scale set by the magnetic field. Then there is no
trouble going to the full quantum field theory limit, and this suggests that an alternative
physical interpretation for the infrared limit may also be given. This interpretation is
consistent with the old folklore that spacetime noncommutativity provides a means of
regulating ultraviolet divergences in quantum field theory.
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We then exploit the duality discussed above to show that there exists another scaling
limit of the quantum field theory, leading to a Green’s function which is essentially the
Fourier transform of (1.4) (up to rescalings). It corresponds to taking the limit N → ∞
with Λ2n = N−1
√
det(B/4π) fixed and it produces an ultra-local propagator
Guv(x, y) = −δ(2n)(x− y) Λ−2W
(
(4πΛ)2 + Λ−2 µ2
)
, |x| ≤ Λ−1/√π , (1.6)
where the parameter Λ now has the interpretation of an infrared cutoff. As remarked
above, however, there is an alternative interpretation of both of these limits in which Λ
may be interpreted simply as the mass scale set by the background magnetic field, i.e.
Λ2n =
√
det(B/4π). This follows from a remarkable scale invariance of the regularized
Green’s functions (and the underlying matrix model) which shows that, in the regularized
quantum field theory, the length scale is set by the magnetic length lmag = det(B)
−1/4n.
The two scaling limits thus described can be interpreted as zooming into short distances
≪ lmag in space in the infrared limit leading to (1.4), and zooming out to large distances
≫ lmag in the ultraviolet limit leading to (1.6). With this latter physical interpretation,
one can proceed to analyse whether there exist well-defined intermediate limits with no
zooming in or out of space at all. We thus find that the renormalization of the interacting
noncommutative field theory depends crucially on the particular scaling limits that one
takes, and also on their physical interpretations.
We will also describe some other extensions of the present class of models which have
the potential of providing exactly solvable, renormalizable, and interacting noncommuta-
tive field theories. In particular, we present a detailed construction of a supersymmetric
extension of the noncommutative scalar field theory in a background magnetic field. One
of the most interesting aspects of these models that we shall find is that even at the level of
the non-interacting theory, noncommutative geometry appears to play a role, in that the
supersymmetry transformations are parametrized by elements of an infinite-dimensional,
noncommutative algebra (or equivalently by infinite matrices). We use this observation to
explicitly construct the most general naively renormalizable, noncommutative supersym-
metric field theory, while it does not seem possible to construct local actions which possess
this infinite parameter supersymmetry. This model thereby represents a supersymmetric
extension of noncommutative field theory for which, like the scalar models studied in this
paper, no commutative counterpart exists and noncommutativity is an intrinsic feature.
We will not deal with the problem of actually solving any of these generalizations in this
paper. Their exact solutions are left for future work which has the potential of deepening
our insights into the basic structures underlying noncommutative quantum field theory.
1.3 Outline
In the ensuing sections we shall give detailed derivations of the results reported above,
and describe many other interesting features of these noncommutative field theories. The
structure of the remainder of this paper is as follows. In Section 2 we give the precise
definition of the quantum field theory, describe its symmetries, and briefly review the
duality of [12]. In Section 3 we derive in detail, following [13], the relationship between
the quantum field theory and a large N matrix model, focusing our attention on the two-
dimensional case for simplicity and ease of notation. We then use this mapping to describe
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the nonperturbative regularization that will be employed for most of this paper. In
Section 4 we prove that the regularized field theory is exactly solvable by deriving a closed
formula for the finite N partition function, and relate it to the Toda lattice hierarchy.
We also derive and explicitly solve the equations of motion in the large N limit, and then
evaluate the exact vacuum amplitude of the field theory. In Section 5 we study the Green’s
functions of the field theory in two dimensions, starting with those for which the free part
of the action is dropped. All connected Green’s functions are obtained in this limit and are
invariant under Fourier transformation, as expected by duality. We then give a detailed
derivation of the two-point function obtained in [10] in the infrared limit described above,
and further argue that the connected correlation functions of the field theory are all
trivial in this limit. In Section 6 we derive the generalizations of the preceeding results to
arbitrary even spacetime dimensionality. In Section 7 the various other possible scaling
limits of the quantum field theory are explored, including the infrared limit, and the
different physical interpretations of the infrared and ultraviolet limits. We also briefly
describe how non-trivial interactions can be obtained by (small) perturbations of the
model. In Section 8 we present the detailed construction of the relativistic fermion version
of the scalar noncommutative field theory, and combine it with the bosonic model to
construct a supersymmetric, interacting noncommutative field theory in a background
magnetic field. Appendix A describes an alternative interpretation of the model as a
particular generalization of mean field theory for conventional (commutative) complex
Φ4-theory, providing another motivation for the present work. In Appendix B we sketch
a “stringy” interpretation of the duality of the model. The remaining Appendices C–G
contain more technical details of the calculations.
2 Formulation of the Model
In this section we will start by defining precisely the noncommutative quantum field
theory that we shall study in this paper. We shall also present a detailed analysis of the
symmetries possessed by this model, and describe in what sense it may be regarded as an
exactly solvable quantum field theory.
2.1 Definitions
We will consider the class of noncommutative scalar field theories defined by classical
actions of the form
S˜b =
∫
d2nx
[
Φ†(x)
(
−σ D2 − σ˜ D˜2 + µ2
)
Φ(x) + V⋆
(
Φ† ⋆ Φ
)
(x)
]
, (2.1)
where σ + σ˜ ≥ 0 and
Di = ∂i − iBij xj , (2.2)
D˜i = ∂i + iBij x
j (2.3)
with ∂i = ∂/∂x
i, i = 1, . . . , 2n. Here Φ(x) is a massive, complex scalar field of mass
dimension n−1 coupled minimally to a constant, background magnetic field proportional
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to the 2n × 2n real, non-degenerate antisymmetric matrix B = (Bij), and in the back-
ground of a confining electric potential proportional to (Bx)2. Throughout we work on
even-dimensional Euclidean spacetime R2n, and we use the notation Φ†(x) ≡ Φ(x) with
the bar indicating complex conjugation. The interaction term is defined by a potential of
the general form
V (w) =
∑
k≥2
gk
k
wk , (2.4)
and the subscript ⋆ means that the real scalar fields X(x) = Φ† ⋆ Φ(x) are multiplied
together in V⋆(X)(x) using the usual Groenewold-Moyal star-product, (X)
k
⋆ ≡ X ⋆ X ⋆
· · · ⋆ X (k times), where
f ⋆ f ′(x) = (2π)−4n
∫
d2nk
∫
d2nq f˜(k) f˜ ′(q) e i k·θq e i (k+q)·x . (2.5)
Here f˜ is the Fourier transform of the field f with the convention
f˜(k) =
∫
d2nx e − i k·x f(x) , (2.6)
and for any two momentum space vectors k and q we have defined their skew-product by
k · θq = θij ki qj . (2.7)
We will assume that the noncommutativity parameter matrix θ = (θij) is non-degenerate.
We also define
x ·By = Bij xi yj . (2.8)
Most of the results we shall describe in the following will be obtained from the non-
commutative complex Φ4 field theory with interaction potential given by
V (w) =
g
2
w2 , (2.9)
and in the special instances when either σ or σ˜ vanishes with σ + σ˜ = 1. These cases
correspond to charged particles in a background magnetic field alone. In Section 5.1 we
shall consider the case where both σ = σ˜ = 0. The cases σ, σ˜ > 0 will have the effect
of removing the degeneracies of the Landau levels in the magnetic field problem. The
special case σ = σ˜ = 1
2
in (2.1) corresponds to scalar fields in a harmonic oscillator po-
tential alone and is closest to the conventional noncommutative field theories with no
background magnetic field. The addition of such a harmonic oscillator potential to stan-
dard noncommutative Φ4-theory is in fact necessary for its renormalization to all orders
in perturbation theory [9]. However, most of our analysis will focus on the instance where
σ = 1, σ˜ = 0, and the interaction potential is given by (2.9), i.e. the noncommutative
field theory with action
Sb =
∫
d2nx
[
Φ†(x)
(−D2 + µ2)Φ(x) + g
2
Φ† ⋆ Φ ⋆ Φ† ⋆ Φ(x)
]
. (2.10)
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At the quantum level, the field theory is defined by the partition function
Zb =
∫
DΦ DΦ† e −S˜b (2.11)
and the non-vanishing Green’s functions
G
(2r)
b (x1, . . . , xr; y1, . . . , yr) =
〈
Φ†(x1) Φ(y1) · · ·Φ†(xr) Φ(yr)
〉
≡ 1
Z˜b
∫
DΦ DΦ†
r∏
I=1
Φ†(xI) Φ(yI) e −S˜b , (2.12)
with the usual, formal functional integration measure DΦ DΦ† =
∏
x dReΦ(x) d ImΦ(x).
The connected parts of the Green’s functions (2.12) may be extracted from the generating
functional which is defined by the functional integral with the coupling of the scalar fields
to external sources J(x) and J(x),
Zb
[
J, J
]
=
∫
DΦ DΦ† e −S˜b+
∫
d2nx [Φ†(x) J(x)+J(x) Φ(x)] . (2.13)
We then have
G
(2r)
b , conn(x1, . . . , xr; y1, . . . , yr) =
r∏
I=1
δ
δJ(xI)
δ
δJ(yI)
ln
Zb
[
J, J
]
Zb
∣∣∣∣∣
J=J=0
. (2.14)
To make the definition of the functional integral measure somewhat more precise we
will expand the fields in a convenient basis of functions. Formally, one can choose any
complete orthonormal set in the Hilbert space of L2-functions on R2n. However, different
choices of basis lead to different regularization prescriptions for the quantum field theory.
For example, if one uses Fourier expansion of fields in a basis of plane waves e i k·x, then
the natural regularization imposed is the restriction of momenta k ∈ R2n to the annulus
Λ0 ≤ |k| ≤ Λ, where Λ0 is interpreted as an infrared cutoff and Λ as an ultraviolet cutoff.
Removing the cutoffs then amounts to taking the limits Λ0 → 0 and Λ → ∞. This
procedure is known to be rather difficult to carry out in noncommutative quantum field
theory, and has in fact been done only at low orders in perturbation theory due to the
complications set in by UV/IR mixing. In what follows we will circumvent such problems
by using a different basis of functions that enables us to make sense of the quantum field
theory non-perturbatively.
2.2 Spacetime Symmetries
Let us consider the spacetime symmetries of the field theory defined by the action (2.1).
If n = 1, then the theory is rotationally invariant, because a constant magnetic field is
rotationally invariant in two dimensions. However, parity is broken by the magnetic field.
A parity transformation amounts to changing the sign of the magnetic field, B → −B, or
equivalently to interchanging σ ↔ σ˜. What is much less obvious is that, in any dimension,
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the model is also translationally invariant for σ˜ = 0. For this, we accompany a translation
of the scalar field Φ(x) by a gauge transformation in the constant magnetic field,
Φa(x) ≡ e i a·Bx Φ(x+ a) . (2.15)
Note that the product on the right-hand side of (2.15) is just ordinary pointwise multi-
plication of fields. Under (2.15), the covariant derivative of Φ transforms homogeneously,
DiΦa = (DiΦ)a . (2.16)
An elementary calculation using (2.5) shows that the star-product also transforms in a
simple way as
Φ†a ⋆ Φa(x) = Φ
† ⋆ Φ
(
x+ (1 − θB) a
)
. (2.17)
It follows that the action (2.1) with σ˜ = 0 is invariant under the substitution of Φ by Φa.
We will refer to this symmetry as “magnetic translation invariance”.
If this symmetry persists at the quantum level, then the two-point Green’s function
G(x, y) = 〈Φ†(x) Φ(y)〉 assumes the form
G(x, y) = e − ix·By g(x− y) (2.18)
with g(x) ≡ G(x, 0) a function only of one variable. This implies that the two-point
function takes the same form in momentum space. Computing the Fourier transform of
(2.18) gives
G˜(p, q) ≡
∫
d2nx e i p·x
∫
d2ny e − i q·y G(x, y)
= det
(
2πB−1
)
e − i q·B
−1p g
(
B−1(q − p)
)
= det
(
2πB−1
)
G
(
B−1q, B−1p
)
,
(2.19)
which for B = θ−1 is a special case of the duality to be discussed in Section 2.3. To
interpret our later results it is important to note that the limits B → 0 and B →∞ are
singular. At finite B the Green’s functions in position and momentum space are both
translationally invariant up to a phase. However, in the limit B → 0 only the translational
symmetry in position space is maintained, with G(x, y)→ g(x− y). In momentum space
this limit is ill-defined, but a direct computation yields G˜(p, q) = (2π)2n δ(2n)(p− q) g˜(p)
and the momentum space Green’s function becomes ultra-local in this limit. An analogous
remark applies to the limit B →∞ with the roles of G and G˜ interchanged.
One can now ask if the full symplectomorphism group of R2n is a symmetry of the field
theory, as it is in the case of noncommutative gauge theories [36]. For this, we use the
Weyl-Wigner correspondence to associate, for each Schwartz function f(x) on R2n → C,
a corresponding compact Weyl operator fˆ by
fˆ ≡ f(xˆ) =
∫
d2nk
(2π)2n
f˜(k) e i k·xˆ , (2.20)
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where xˆi are the Hermitian generators of the Heisenberg algebra of n degrees of freedom
which is defined by the commutation relations[
xˆi , xˆj
]
= 2 i θij . (2.21)
We will represent this algebra on a separable Hilbert space H. With this correspondence,
we can rewrite the action (2.1) by using the usual rules
f̂ ⋆ g = fˆ gˆ = f(xˆ) g(xˆ) , (2.22)
f̂ = fˆ † , (2.23)
∂̂if =
1
2 i
(
θ−1
)
ij
[
xˆj , fˆ
]
, (2.24)∫
d2nx f(x) =
√
det(4πθ) TrH (fˆ ) , (2.25)
where the dagger in (2.23) denotes the Hilbert space adjoint and the trace of operators
over H in (2.25) is defined such that
TrH
(
e i p·xˆ
)
=
(2π)2n√
det(4πθ)
δ(2n)(p) . (2.26)
By using (2.22) and (2.24), along with the star-product identity
xi ⋆ f(x) = xi f(x) + i θij ∂jf(x) , (2.27)
we may also derive the correspondence
x̂i f =
1
2
(
xˆi fˆ + fˆ xˆi
)
. (2.28)
It follows that the actions of the covariant derivatives in (2.1) on the Hilbert space H
are given by
D̂if = − i
2
((
θ−1
)
ij
− Bij
)
xˆj fˆ +
i
2
((
θ−1
)
ij
+Bij
)
fˆ xˆj ,̂˜
Dif = − i
2
((
θ−1
)
ij
+Bij
)
xˆj fˆ +
i
2
((
θ−1
)
ij
− Bij
)
fˆ xˆj . (2.29)
We see that the points where B θ = ± 1 have the special property that only one of the
terms on the right-hand sides of the equalities in (2.29) is non-zero, and the thus the action
assumes a particularly simple form. In particular, at the special point in parameter space
where
B θ = 1 , (2.30)
the action (2.1) is mapped under the above correspondence to
S˜b =
√
det(4πθ) TrH
[
Φ†(xˆ)
(
σ˜ (Bxˆ)2 + µ2
)
Φ(xˆ) + σΦ†(xˆ)Φ(xˆ)(Bxˆ)2
+ V
(
Φ†(xˆ)Φ(xˆ)
)]
, (2.31)
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and an analogous formula in the case B θ = −1 with the interchange σ ↔ σ˜. At these
points, and only at these points, the action depends solely on the combinations Φ†(xˆ)Φ(xˆ)
and Φ(xˆ)Φ†(xˆ). As we will see, this property makes the field theory exactly solvable at
the full quantum level. Note that the representations of the two covariant derivatives in
(2.29) also commute at these special points, so that the Hilbert space H provides a Morita
equivalence bimodule for the corresponding Heisenberg algebras that they generate. This
equivalence is described from another point of view in Appendix B.
The action (2.31) for σ˜ = 0 possesses a large symmetry
Φ(xˆ) 7−→ U(xˆ) Φ(xˆ) , Φ†(xˆ) 7−→ Φ†(xˆ)U(xˆ)−1 , (2.32)
where U(xˆ) is any invertible operator on H. In the spacetime picture, this GL(∞) sym-
metry corresponds to the complex, fundamental star-gauge transformations
Φ(x) 7−→ U ⋆ Φ(x) , Φ†(x) 7−→ Φ(x) ⋆ U⋆−1(x) , (2.33)
where U(x) is a star-invertible field on R2n,
U ⋆ U⋆−1(x) = U⋆−1 ⋆ U(x) = 1 . (2.34)
With both σ = σ˜ = 0 the action has an even larger GL(∞)×GL(∞) symmetry
Φ(xˆ) 7−→ U(xˆ) Φ(xˆ) V (xˆ)−1 , Φ†(xˆ) 7−→ V (xˆ) Φ†(xˆ)U(xˆ)−1 . (2.35)
As we will see, this GL(∞) symmetry drastically simplifies the calculation of the Green’s
functions of the model. The unitary subgroup of this huge symmetry corresponds to
invariance of the model under canonical transformations of R2n [36]. The symplecto-
morphism W1+∞-symmetry at the critical point (2.30) has also been observed within a
different context in the corresponding noncommutative quantum mechanics [20, 22].
A somewhat different interpretation of the special point (2.30) may also be given. The
actions of the covariant momentum operators (2.2) and (2.3) may be written, by using
(2.27), as
DiΦ(x) = (1 +B θ)
j
i
(
∂jΦ(x) + iB
′
jk x
k ⋆ Φ(x)
)
,
D˜iΦ(x) = (1 − B θ) ji
(
∂jΦ(x) + iB
′′
jk x
k ⋆ Φ(x)
)
, (2.36)
where
B′ =
1
1 +B θ
B , B′′ =
1
1 − B θ B . (2.37)
This relationship is a very simple version of the Seiberg-Witten map between commutative
and noncommutative descriptions of the same theory [32]. One can either work with the
new background magnetic fields B′ and B′′ using explicit noncommutative star-products
in the definition of the Landau momentum operators, or else one can work with the
original magnetic field B using the ordinary commutative product. The two descriptions
are the same up to an overall rescaling. However, one of the transformations in (2.37) is
always undefined at the points B = ± θ−1, and in this sense they can be interpreted as
points of “maximal” noncommutativity where the quantum field theory becomes exactly
solvable.2
2Note that the transformations (2.37) can be inverted to give B = B′(11 − θ B′)−1 and B = B′′(11 +
13
2.3 UV/IR Duality
As demonstrated in [12], the noncommutative field theory in the case of a quartic in-
teraction also possesses a novel duality symmetry. As this duality will be important for
the physical interpretations of the scaling limits of the regularized field theory that we
will obtain, we shall now summarize the duality transformation rules, refering to [12] for
the technical details. The action (2.10) has a duality under Fourier transformation, i.e.
it retains the same form when written in position or momentum space. Explicitly, it is
invariant under the duality transformation
Φ(x) 7−→
√∣∣∣det(B/2π)∣∣∣ Φ˜(B x) ,
θ 7−→ −B−1 θ−1B−1 ,
g 7−→
∣∣∣det(B θ)∣∣∣−1 g , (2.38)
with all other parameters of the model unchanged. This symmetry extends to the quantum
level as a symmetry of rewriting the Green’s functions (2.12) in momentum space,
G˜
(r)
b (p1, . . . , pr; q1, . . . , qr) =
∣∣∣det (2πB−1)∣∣∣r G(r)b (x1, . . . , xr; y1, . . . , yr) (2.39)
with xI = B
−1 pI , yI = B−1 qI , I = 1, . . . , r, and the transformations (2.38) implicitly
understood on the right-hand side of (2.39). The key to the proof of this fact is the
existence of a regularization of the quantum field theory which respects the duality. This
is essentially the regularization that will be exploited in the subsequent sections. Note
that at the special points B = ± θ−1, the field theory is essentially “self-dual” in that it
is completely invariant under Fourier transformation, and the duality identifies the two
special points. This is consistent with what was found in the previous subsection. In
Appendix B we point out an alternative “stringy” interpretation of this duality at the
special point.
3 Matrix Model Representation
We are interested in expressing the action (2.1) with respect to the expansion of functions
on R2n in a suitable basis. To simplify the presentation of our results we will first focus
on the two-dimensional case n = 1. The generalizations of our results to arbitrary even
dimensionality is remarkably simple and will be described later on in Section 6. In this
section, and until Section 6, we define θ = θ12 and B = B12, both of which are assumed
to be positive parameters. We will begin by deriving the matrix form of the action (2.1)
for n = 1, and then use this representation to define the formal functional integral of
the quantum field theory as an integral over infinite-dimensional matrices. This will then
enable us to describe a natural non-perturbative regularization of the model.
θ B′′)−1, in which the roles of the two special points B′ = +θ−1 and B′′ = −θ−1 are interchanged. The
Seiberg-Witten transformation then asserts that the two points are equivalent, in that they lead to the
same noncommutative quantum field theory.
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3.1 Mapping to a Matrix Model
Let us begin by introducing the complex coordinates
z = x1 + i x2 , z = x1 − i x2 , (3.1)
and the ladder operators
a =
1
2
(√
θ ∂ +
z√
θ
)
, a† =
1
2
(
−
√
θ ∂ +
z√
θ
)
,
b =
1
2
(√
θ ∂ +
z√
θ
)
, b† =
1
2
(
−
√
θ ∂ +
z√
θ
)
. (3.2)
Here ∂ = ∂1− i ∂2 and ∂ = ∂1+ i ∂2. The operators (3.2) generate two commuting copies
of the usual harmonic oscillator commutation relations[
a , a†
]
=
[
b , b†
]
= 1 ,
[a , b] =
[
a , b†
]
= 0 . (3.3)
The Landau states are defined by
|ℓ,m〉 = (aˆ
†)ℓ−1√
(ℓ− 1)!
(bˆ†)m−1√
(m− 1)! |vac〉 (3.4)
where |vac〉 is the two-particle Fock vacuum with aˆ|vac〉 = bˆ|vac〉 = 0, and ℓ,m are
positive integers. The normalized Landau wavefunctions in position space are given by
φℓ,m(x) = 〈x|ℓ,m〉 . (3.5)
The ground state wavefunction φ0(x) ≡ φ1,1(x) can be computed explicitly by solving the
differential equations a φ0 = 0 and bφ0 = 0 using (3.2) to get
φ0(x) =
1√
πθ
e −|z|
2/2θ , (3.6)
while in general they can be computed by introducing the generating function
Ps,t(x) =
∞∑
ℓ,m=1
sℓ−1√
(ℓ− 1)!
tm−1√
(m− 1)! φℓ,m(x) . (3.7)
Using (3.2)–(3.6), an elementary calculation gives (see for example [13], Appendix A)
Ps,t(x) = 1√
πθ
e −st e (sz+t z)/
√
θ e −|z|
2/2θ , (3.8)
and from (3.8) the Landau wavefunctions may be extracted as
φℓ,m(x) =
1√
(ℓ− 1)! (m− 1)!
∂ℓ−1
∂sℓ−1
∂m−1
∂tm−1
Ps,t(x)
∣∣∣∣∣
s=t=0
. (3.9)
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The advantage of working with the functions φℓ,m(x) is two-fold. First of all, using
the generating function (3.8) it is easy to check that they form a complete orthonormal
basis of one-particle wavefunctions, and∫
d2x φℓ,m ⋆ φℓ′,m′(x) = δℓℓ′ δmm′ (3.10)
with φℓ,m = φm,ℓ. Secondly, a straightforward computation using (3.8) and the represen-
tation (2.5) yields the identity (see for example [13], Appendix A)
Ps,t ⋆ Ps′,t′ = 1√
4πθ
e s
′t Ps,t′ , (3.11)
which is equivalent to the star-product projector relation
φℓ,m ⋆ φℓ′,m′ =
1√
4πθ
δmℓ′ φℓ,m′ . (3.12)
This relation of course just reflects the well-known fact that the functions
√
4πθ φℓ,m
provide the Wigner representation of the rank 1 Fock space operators φˆℓ,m = |ℓ〉〈m|.
These facts suggest an expansion of the scalar fields in the action (2.1) with respect
to the Landau basis as
Φ(x) =
√
4πθ
∞∑
ℓ,m=1
Mℓm φℓ,m(x) , Φ
†(x) =
√
4πθ
∞∑
ℓ,m=1
Mℓm φℓ,m(x) . (3.13)
It is natural to assemble the dimensionless complex numbers Mℓm into an infinite, square
complex matrix M = (Mℓm)ℓ,m≥1. To ensure convergence of the expansion (3.13), we
will regard M as a compact operator acting on the separable Hilbert space H = S(N)
of Schwartz sequences (am)m≥1 with sufficiently rapid decrease as m → ∞. Then, the
projector relation (3.12) implies that the star-product of fields Φ(x) and Φ′(x) corresponds
to ordinary matrix multiplication [25],
Φ ⋆ Φ′(x) =
√
4πθ
∞∑
ℓ,m=1
(M ·M ′)ℓm φℓ,m(x) , (3.14)
while (3.12) along with the orthogonality relation (3.10) implies that spacetime averages
of fields correspond to traces over the Hilbert space H,∫
d2x Φ(x) = 4πθ
∞∑
m=1
Mmm ≡ 4πθ TrH(M) . (3.15)
The star-product powers (Φ† ⋆Φ)k⋆ in the interaction potential V⋆(Φ
† ⋆Φ)(x) may thereby
be succinctly written as traces of the matrices (M †M)k. For the kinetic energy terms in
(2.1), we use the definitions (2.2) and (3.2) to write
D2 = −1
θ
[
(1 +Bθ)2
(
a†a+
1
2
)
+ (1− Bθ)2
(
b†b+
1
2
)
+
(
B2θ2 − 1) (a†b† + ab)] , (3.16)
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along with the usual harmonic oscillator creation and annihilation relations applied to the
Landau wavefunctions (3.5) to get
a φℓ,m =
√
ℓ− 1 φℓ−1,m , a† φℓ,m =
√
ℓ φℓ+1,m ,
bφℓ,m =
√
m− 1 φℓ,m−1 , b† φℓ,m =
√
m φℓ,m+1 . (3.17)
The operator D˜2 is obtained from (3.16) by a reflection of the magnetic field B → −B.
We thereby find that the total action (2.1) may be expressed as the infinite-dimensional
complex matrix model action
S˜b = (σ + σ˜)
(
B2θ2 − 1) TrH (Γ†∞M † Γ∞M +M † Γ†∞M Γ∞)
+
(
σ + σ˜ + (σ − σ˜)B2θ2
)
TrH
(
M EM †)
+
(
σ + σ˜ − (σ − σ˜)B2θ2
)
TrH
(
M † EM)
+4πθ µ2 TrH
(
M †M
)
+ 4πθ TrH V
(
M †M
)
, (3.18)
where we have introduced the diagonal matrix E = (Eℓm) with
Eℓm = 4π
(
ℓ− 1
2
)
δℓm (3.19)
and the infinite shift matrix Γ∞ = (Γ∞,ℓm) with
Γ∞,ℓm =
√
4π(m− 1) δℓ,m−1 . (3.20)
Note that the noncommutativity parameter θ now only appears as an explicit coupling
parameter in the action (3.18). The noncommutativity of spacetime has simply become
the noncommutativity of matrix multiplication. The first three traces in the action (3.18)
are similar to the clock and hopping terms that appear as the kinetic parts in the lattice
derived matrix models of noncommutative scalar field theory [30].
The maximal symmetry group of area-preserving diffeomorphisms, which appears at
the special points in parameter space where either σ = 0 or σ˜ = 0, and Bθ = ± 1, is
particularly transparent within this formalism. At these points, the first term in (3.18)
vanishes and the resulting action depends only on the combinations M †M and MM †. In
particular, for σ˜ = 0 it possesses the GL(∞) symmetry
M 7−→ U ·M , M † 7−→ M † · U−1 . (3.21)
As we will discuss below, in this case the noncommutative quantum field theory has the
same fixed point as the complex one-matrix model in the ’t Hooft limit. Note also that
in this case the Landau states diagonalize the Landau Hamiltonian operator D2, with the
standard harmonic oscillator spectrum
− D2φℓ,m = 4B
(
ℓ− 1
2
)
φℓ,m . (3.22)
The GL(∞) symmetry can thereby be physically understood as a consequence of the in-
finite degeneracies of the Landau levels ℓ, and it acts through rotations of the magnetic
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quantum numbers m. The phase space now becomes degenerate and the Landau wave-
functions depend on only half of the position space coordinates, leading to a reduction of
the quantum Hilbert space at B = θ−1. Henceforth we shall deal only with the quantum
field theory defined at this special point. Note that from (3.16) it follows that while the
D2 operator at Bθ = 1 is given by the a, a† oscillators, the Hamiltonian D˜2 is given in
terms of the commutant b, b† oscillators and the eigenvalue equation (3.22) is modified to
− D˜2φℓ,m = 4B
(
m− 1
2
)
φℓ,m . (3.23)
3.2 Regularization
Let us consider now the quantum field theory in the matrix model representation (3.18),
whereby the scalar field variables can be identified with infinite matrices. The Jacobian
of this transformation is formally 1, and the partition function (2.11) is then given by the
functional integral for the N = ∞ complex matrix model. With this rewriting we can
now properly define the functional integration measure appearing in (2.11). Namely, we
replace the infinite matrix variables by finite N × N matrices, and then take the large
N limit of the matrix model. In other words, we restrict the quantum numbers of the
Landau wavefunctions to ℓ,m = 1, . . . , N with N < ∞. There are several advantages
to this matrix regularization. For example, as discussed in [12], a finite matrix rank N
provides both a short distance and low momentum cutoff simultaneously, and thereby
avoids the mixing of ultraviolet and infrared divergences which seem to make the analysis
of noncommutative perturbation theory to all orders hopeless. Introducing an ultraviolet
cutoff alone in the matrix form is not enough to regulate all possible divergences. Ul-
traviolet and infrared divergences cannot be clearly separated and one needs to regulate
them both at the same time. This point will be further elucidated in Section 7. In this
respect, the Landau basis for the expansion of noncommutative fields is far superior to
the conventional Fourier basis, in that it naturally leads to a non-perturbative regular-
ization which avoids dealing with the usual difficulties of noncommutative quantum field
theory. It is important to note though that this matrix regularization does not impose
any a priori restrictions on the allowed noncommutativity parameters θ, in contrast to
what occurs in lattice regularization [30].
However, while the matrix regularization is close to a cutoff in the kinetic energy term
of the action (2.1), N cannot itself be an ultraviolet cutoff, because it is not determined by
any mass scales of the theory. Without a dimensionful scale there can be no dimensional
transmutation of the coupling constants of the model, which is the essence of renormaliza-
tion in quantum field theory. The renormalization ensures finiteness of physical quantities
and requires some set of observables to define renormalization conditions. The way to
define the theory is explained in [26] and consists of first introducing the kinetic energy
cutoff, then taking the limit θ → ∞ with the cutoff scaled such that it remains finite,
and finally removing the cutoff. This limit is equivalent to the conventional large N limit
of the complex matrix model [37, 38]. In other words, we should take the limit N → ∞
while keeping fixed the dimensionful ratio
Λ2 =
N
4πθ
, (3.24)
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which simply defines the large θ limit of the model (2.1). The true ultraviolet cutoff (3.24)
has a very natural physical interpretation. At B = θ−1, it is associated with the energy
2B(2N − 1) = 16πΛ2 − 2B of the N th Landau level, which remains finite in the large N
limit just described. Since B → 0 as N → ∞, the spacing between Landau levels also
vanishes. Thus taking the limit described above is equivalent to filling the finite energy
interval [0, 16πΛ2] with infinitely many Landau levels and an infinite density of states.
This limit can be thereby regarded as a combination of those found in the corresponding
noncommutative quantum mechanics in [15, 20, 22], whereby the Laughlin theory of the
lowest Landau level is recovered, and in [16], where all Landau levels survive.
The large θ limit of the model (2.1) thereby defines a field theory with a finite cutoff.
The quantum field theory in this limit coincides with the ’t Hooft limit of the matrix
model and, as we will see below, is exactly solvable (at the special point where Bθ = 1).
At this stage, we should renormalize the regulated quantum field theory, i.e. fine-tune
the parameters of the model in such a way that the limit Λ→∞ is well-defined and non-
trivial. For this, we rescale the massive coupling constants µ2 and gk to the dimensionless
ones
µ˜2 =
µ2
Λ2
, g˜k =
gk
Λ2
. (3.25)
Let us now specialize to the case σ = 1, σ˜ = 0 in (2.10). The functional integral (2.11)
may then be properly defined through the large N limit of the matrix integral
ZN(E) =
∫
DM DM † e −N Tr (M EM
†+V˜ (M†M)) ,
DM DM † ≡
N∏
ℓ,m=1
dMℓm dMℓm
i π
, (3.26)
with the integration extending over the finite-dimensional linear space of N ×N complex
matrices M = (Mℓm)1≤ℓ,m≤N , and
V˜ (w) =
∑
k≥2
g˜k
k
wk (3.27)
the renormalized interaction potential. Expectation values in the matrix model (3.26) are
defined in the usual way as〈
O (M,M †)〉
E
=
1
ZN(E)
∫
DM DM † e −N Tr (M EM
†+V˜ (M†M)) O (M,M †) , (3.28)
such that they are well-defined and finite in the limit N →∞. For later convenience, we
have introduced in (3.26) a more general complex matrix model depending on a generic
N × N , Hermitian external field E, which after calculation should be set equal to the
diagonal matrix
E˜ℓm =
(
16π
(
ℓ− 1
2
)
N
+ µ˜2
)
δℓm (3.29)
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appropriate to the original field theory, with 1 ≤ ℓ,m ≤ N . This provides a concrete, non-
perturbative definition of the noncommutative quantum field theory. Of course afterwards
the limit in which the ultraviolet cutoff (3.24) is removed should also be taken.
In what follows we will not be very precise about the convergence of the functional
integrals (3.26) and (3.28). In the regularized theory, the convergence of the traces is ob-
vious. This is very similar to the situation in conventional quantum field theory, whereby
one usually has an action functional which is only well-defined on fields which are suf-
ficiently smooth or of Schwartz-type, while at the quantum level the functional integral
also takes into account less well-behaved functions. At the algebraic level, the large N
limit should be rigorously defined by using the appropriate analog of that described for
the noncommutative torus in [39].
While the above prescription is not the only possible definition of the quantum the-
ory, we will see that it leads to a physically sensible and well-defined formulation of the
quantum field theory, which is moreover exactly solvable. For this, it is crucial that an
overall factor of N has scaled out in front of the action in (3.26). With this convention,
the correct scaling of the free energy which is finite in the limit N →∞ is given by
ΞN(E) = − 1
N2
lnZN(E) . (3.30)
From a field theoretical point of view, this follows from the fact that the free energy should
be proportional to the number of one-particle degrees of freedom. In a free scalar quantum
field theory, this would be given by Tr ln(−∂2 + µ2) ∝ Λ2 V, where V is the spatial area
and Λ2 the area in momentum space. By using (3.24), this quantity is proportional to N2
in the large N limit. We will examine the issue of other possible scaling definitions of the
matrix model representation in Section 7.
It is important to note here that, unlike the conventional large θ scalar field theories
studied in [26] where derivative terms in the action contribute only at leading order in
1
N
, the model we solve here retains its kinetic energy terms exactly at N = ∞. The
exact solvability of the model is not ruined in this case because of the persistent GL(∞)
symmetry, contrary to the cases of [26] where the kinetic energy breaks this symmetry. In
fact, already at the classical level one can see some important differences. The classical
solutions of the θ =∞ models studied in [26] are given by Hermitian matrices X obeying
the matrix equation V˜ ′(X) = 0. They are of the form
X =
∑
ℓ
µℓ φˆℓ,ℓ , (3.31)
where µℓ are the distinct real critical points of the potential V˜ (w). The corresponding
field configurations correspond to the standard θ = ∞ GMS solitons [40] and possess
an infinite degeneracy under U(∞) rotations of the matrices X , leading to a non-trivial
soliton moduli space which is an infinite-dimensional Grassmannian [41]. On the other
hand, in the present case the classical equations of motion are
E˜ + V˜ ′(X) = 0 , (3.32)
where X = M †M . The degeneracy of the soliton solutions (and the existence of the
ensuing moduli space) is now lifted. The solutions of (3.32) are still of the form (3.31),
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but now the real numbers µℓ satisfy the equation E˜ℓℓ + V˜ ′(µℓ) = 0. For any polynomial
potential V , this latter equation at large ℓ generically has only a single solution, since
E˜ℓℓ → ∞ as ℓ → ∞ and V˜ ′(w) ≃ g˜deg V wdeg V−1 for |w| → ∞. Because of the kinetic
energy term there exist only finitely many real soliton solutions. As we will see in the
following, this fact also makes a big difference at the quantum level, wherein the saddle-
point solutions may be regarded as perturbations around the GMS soliton solutions [26],
and the functional integral as an integral over the soliton moduli space. Indeed, the
expansion of functions on R2 with respect to the Landau basis may be thought of as a
“soliton” expansion of fields on the noncommutative plane in terms of projection operators
and partial isometries of the Heisenberg algebra.
As we will demonstrate in the next section, the crucial simplification which occurs at
the special point B = θ−1 is that the partition function and observables of the matrix
model depend only on the eigenvalues of the external field E. This enables an explicit
solution of the matrix model. In Section 5 we will then see that the computations of
the Green’s functions (2.12) boil down to extracting the matrix model solution, and
sums over Landau levels of certain combinations of the Landau wavefunctions which give
the spacetime dependence of the correlation functions. This will then enable a non-
perturbative analysis of the possible scaling regimes in which the cutoff (3.24) can be
removed.
4 Exact Solution
We will now show how to solve the quantum field theory at the special point in parameter
space where Bθ = 1. At this point we can use the correspondence with the large N limit
of the complex one-matrix model to obtain an exact, non-perturbative solution of the
noncommutative field theory. We will begin by showing how to solve the general external
field problem defined by (3.26) at finite N , thereby establishing the formal integrability
of the model. Then we shall demonstrate how to obtain the solution of (3.26) in the large
N limit, and from this extract the solution of the noncommutative field theory defined
by the action (2.10).
4.1 Integrability
We will first derive a very simple determinant formula for the partition function (3.26) at
finite N . While this expression will not be particularly useful for extracting the solution
of the corresponding continuum noncommutative field theory, it will formally prove that
the model is exactly solvable and provide insights into the potential extensions to more
general exactly solvable noncommutative quantum field theories. For this, we will consider
the more general class of noncommutative field theories with actions (2.1). The regulated
field theory is obtained through a modification of the matrix model (3.26) defined by the
partition function
ZN
(
E , E˜
)
=
∫
DM DM † e −N Tr (M EM
†+M† E˜ M+V˜ (M†M)) , (4.1)
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where the external fields E and E˜ have respective eigenvalues λℓ and λ˜m, ℓ,m = 1, . . . , N .
The additional external field E˜ explicitly breaks the U(N) symmetry of the original model.
Remarkably, this extended matrix model is nevertheless still exactly solvable. For this,
we use the polar coordinate decomposition of a generic N ×N complex matrix M which
enables us to write
M = U † diag(r1, . . . , rN) V , (4.2)
where U and V are N × N unitary matrices, and rℓ ∈ [0,∞). This transformation
introduces a Jacobian
DM DM † = [dU ] [dV ]
N∏
ℓ=1
dhℓ ∆N [h]
2 , (4.3)
where [dU ] denotes the invariant Haar measure on the unitary group U(N), hℓ = r
2
ℓ , and
∆N [h] =
∏
1≤ℓ<m≤N
(hℓ − hm) (4.4)
is the Vandermonde determinant. Here and in the following we will not write irrelevant
numerical constants (depending only on N) explicitly. Upon substituting (4.2) and (4.3)
into (4.1), we observe that the integrations over U, V ∈ U(N) decouple over the two types
of external field terms in the integrand. With H = diag(h1, . . . , hN), the integration over
the angular degree of freedom U may be done by using the Harish-Chandra-Itzykson-
Zuber formula [42, 43]∫
U(N)
[dU ] e −N Tr (E U
†H U) =
1
∆N [λ] ∆N [h]
det
1≤ℓ,m≤N
(
e −Nλℓhm
)
. (4.5)
An analogous formula holds for the integration over V with E˜ and λ˜m. By expanding the
determinants into sums over permutations of N objects and using the antisymmetry of
the Vandermonde determinants (4.4), the partition function (4.1) may thereby be written
as the eigenvalue model
ZN
(
E , E˜
)
=
∑
π∈SN
(−1)|π|
∆N [λ] ∆N [λ˜]
N∏
ℓ=1
∞∫
0
dhℓ e
−N[V˜ (hℓ)+hℓ(λℓ+λ˜π(ℓ))] . (4.6)
The eigenvalue integral (4.6) illustrates the necessity of the scaling θ ∼ N in (3.24) in
the large N limit. It is the only scaling that correctly takes into account the classical and
quantum fluctuation terms in (4.6), such that the effective action for the N eigenvalues
hℓ is of order N
2. It may be expressed in the compact form
ZN
(
E , E˜
)
=
1
∆N [λ] ∆N [λ˜]
det
1≤ℓ,m≤N
(
f
(
λℓ + λ˜m
))
, (4.7)
where we have introduced the special function
f(λ) =
∞∫
0
dh e −N(V˜ (h)+λ h) . (4.8)
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Note that here V can be any function such that the integral in (4.8) makes sense.
One way to understand the exact solvability of this model is to note that the partition
function (4.7) provides a non-trivial solution of the two-dimensional Toda lattice hierar-
chy [44].3 For any polynomial potential V , we may write the determinant formula (4.7)
formally as
ZN
(
E , E˜
)
= det
0≤ℓ,m≤N−1
 ∮
z=0
dz
2π i z
zm
∮
z˜=0
dz˜
2π i z˜
z˜ℓ f
(
z−1 + z˜−1
)
×
∞∏
k=1
eN(tk z
k+t˜k z˜
k)
)
, (4.9)
where we have defined the time variables
tk =
1
Nk
N∑
ℓ=1
λkℓ , t˜k =
1
Nk
N∑
m=1
λ˜km (4.10)
with k ≥ 1. This formula is derived by using the Cauchy identity to get
∞∏
k=1
eN(tk z
k+t˜k z˜
k) =
N∏
ℓ=1
1
(1− z λℓ)(1− z˜ λ˜ℓ)
(4.11)
and expanding the integration contours in (4.9) to catch the residues of the poles at
z = 1/λℓ and z˜ = 1/λ˜m. This makes ZN(E, E˜) a tau-function τ [t, t˜ ] of the integrable
two-dimensional Toda lattice hierarchy. Its large N limit may thereby be determined
from the equations of the dispersionless Toda hierarchy [45], although we shall not pursue
this interesting line of approach to solving the noncommutative field theory (2.1) in this
paper. A more transparent indication of the exact solvability of the matrix model (4.1)
is described in Appendix C.
Let us now go back to the original model (3.26), which is the E˜ = 0 limit of (4.1) and
hence should correspond to a particular reduction of the Toda lattice hierarchy above.
In this limit, the expression (4.7) for the matrix integral is indeterminate. One can take
care of this by regularizing the E˜ → 0 limit in any way that removes the degeneracy, and
applying l’Hoˆpital’s rule to (4.7). In this way we get
ZN(E) =
1
∆N [λ]
det
1≤ℓ,m≤N
(
f (ℓ−1)(λm)
)
, (4.12)
where
f (m)(λ) =
1
(−N)m
∂mf(λ)
∂λm
=
∞∫
0
dh hm e −N(V˜ (h)+λ h) . (4.13)
3The analysis in the remainder of this subsection is geared at integrability features. It is not required
in the remainder of this paper and may be skipped. The important result which we will need is the
derivation of (4.25). An alternative derivation of this equation is given in Appendix C.
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Thus once the function (4.8) is known explicitly, then so is the partition function (3.26)
for all N . The determinant formula (4.12) implies that the partition function ZN(E)
is a tau-function τ [t] for the integrable KP hierarchy [46] in the times tk of (4.10) with
one-particle wavefunctions f (0)(λ−1), f (1)(λ−1), f (2)(λ−1), . . .. This follows from the fact
that, for any polynomial potential V , the functions (4.13) have the correct asymptotics
N ℓ−1 f (ℓ−1)
(
λ−1
)
= λℓ−1
(
1 +O
(
λ−1
))
as λ→∞ (4.14)
such that (4.12) is a KP tau-function. Note while generic external field matrix models
have other properties and correspond to particular reductions of the KP hierarchy [46], the
partition function (3.26) is exactly a KP tau-function. ItsW1+∞ symmetry then manifests
itself as the symmetry of the noncommutative quantum field theory under area-preserving
diffeomorphisms which was described in Section 2.2.
We can also see this connection at the level of the equations of motion. The Schwinger-
Dyson equations for the matrix model (3.26) follow from the identities∫
DM DM †
N∑
ℓ=1
∂
∂Mℓm
(
Mℓm′ e
−N Tr (M EM†+V˜ (M†M))
)
= 0 , (4.15)
which give rise to a system of differential equations for the partition function (4.12),
1
N
N∑
ℓ=1
∂
∂Emℓ
[
V˜ ′
(
− 1
N
∂
∂E
)
ℓm′
+ Em′ℓ
]
ZN(E) = 0 . (4.16)
Both the integration measure and action in (3.26) are invariant under arbitrary unitary
transformations of E. The partition function ZN(E) = Z[λ] thereby depends only on the
N eigenvalues λℓ of the external field E and is symmetric under permutation of them (This
is manifest in the determinant form (4.12)). Thus only N of the N2 Schwinger-Dyson
equations (4.16) are independent. Writing the diagonalization explicitly as
E = U † diag(λ1, . . . , λN) U (4.17)
with U unitary, by using the chain rule the derivatives appearing in (4.16) may be rewritten
via second order perturbation theory according to
∂
∂Emm′
=
N∑
ℓ=1
U †m′ℓ Uℓm
∂
∂λℓ
+
∑
ℓ′ 6=ℓ
Uℓ′m U †m′ℓ
λℓ′ − λℓ
N∑
k=1
U †ℓk
∂
∂Uℓ′k . (4.18)
Let us now specialize to our main model of interest, the noncommutative complex Φ4 field
theory defined by the potential (2.9). In this case (4.8) is a transcendental error function
that can be written in the form [47]
f(λ) =
1
ζ +
√
ζ2 + α(ζ)
, ζ = λ
√
N
2g˜
, (4.19)
where α(ζ) is a monotonic function that increases from α(0) = 4
π
to α(∞) = 2. It is
important to note though that the integrability property holds for any potential V . The
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exact solvability of the noncommutative field theory is a consequence of its underlying
matrix representation, rather than of a special choice of interaction.
In this case, written in terms of the eigenvalues, the N independent equations of
motion read[
− g˜
N2
∂2
∂λ2m
− g˜
N2
∑
ℓ 6=m
1
λℓ − λm
(
∂
∂λℓ
− ∂
∂λm
)
+
1
N
λm
∂
∂λm
+ 1
]
Z[λ] = 0 . (4.20)
Contracting (4.20) with λ−k
′
m and collecting coefficients of the terms λ
−k
m /N
2 leads after
some algebra to a set of differential constraint equations in terms of the time variables tk
of (4.10) of the form
∞∑
k=2
tk+k′−2 Lk[t]Z[λ] = 0 , (4.21)
where
Lk[t] = g˜
k−1∑
n=1
∂
∂tn
∂
∂tk−n
+
∞∑
n=1
n tn
∂
∂tn
+
∂
∂tk
+
∂
∂tk−2
− 2 δk,2 . (4.22)
These equations coincide with the Virasoro constraints of the KP hierarchy [46]. However,
while all of this provides a nice characterization of the exact solvability of the underlying
matrix model, it is not very convenient for dealing explicitly with its large N limit, which
is what is needed for the precise connection with the original noncommutative field theory.
The way to tackle the N →∞ limit is the subject of the next subsection.
4.2 The Master Equation
To deal with the solution of (4.20) in the large N limit, we define the function
W (λm) =
1
N
∂ lnZ[λ]
∂λm
, (4.23)
and introduce the spectral density of eigenvalues of the external matrix E,
ρ(λ) =
1
N
Tr δ(λ− E) = 1
N
N∑
ℓ=1
δ(λ− λℓ) . (4.24)
At N = ∞, the eigenvalues λℓ are assumed to be of order 1, and (4.24) becomes a
continuous function of λ with support on some finite interval [a1, a2] on the real line.
Setting λm = λ in (4.23), a simple power counting argument shows that the derivative
∂W/∂λ which arises in the first term of (4.20) is of order 1
N
and so can be dropped at
N =∞. Then, the differential equations (4.20) become
− g˜ W 2(λ)− g˜
a2∫
a1
dλ′ ρ(λ′)
W (λ′)−W (λ)
λ′ − λ + λW (λ) + 1 = 0 , λ ∈ [a1, a2] . (4.25)
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It is straightforward to obtain a perturbative solution to the non-linear integral equa-
tion (4.25) by writing a power series expansion for the function (4.23),
W (λ; g˜) =
∞∑
k=0
g˜k W (k)(λ) . (4.26)
By substituting this expansion into (4.25), we can then compute the iterative solution
W (0)(λ) = −1
λ
,
W (k)(λ) =
k−1∑
l=0
W (l)(λ)W (k−l−1)(λ)
λ
+
a2∫
a1
dλ′
λ
ρ(λ′)
W (k−1)(λ′)−W (k−1)(λ)
λ′ − λ (4.27)
with λ ∈ [a1, a2] and k ≥ 1. The free solution W (0)(λ) of course follows directly from the
Gaussian, g˜ = 0 partition function
Z
(0)
N (E) = e
−N Tr lnE . (4.28)
An alternative interpretation of the function (4.23) as the resolvent of a related Hermitian
one-matrix model is given in Appendix C.
The exact, non-perturbative solution of (4.25) is worked out in Appendix D. For the
logarithmic derivative of the partition function, we find
W (λm) =
λm
2g˜
−
√
(λm − b1)(λm − b2)
2g˜
− 1
2N
N∑
ℓ=1
√
(λℓ − b1)(λℓ − b2)−
√
(λm − b1)(λm − b2)
(λm − λℓ)
√
(λℓ − b1)(λℓ − b2)
. (4.29)
The parameters b1 and b2 of this rational solution are determined by the non-linear con-
straints
b1 + b2 = −2g˜
N
N∑
ℓ=1
1√
(λℓ − b1)(λℓ − b2)
,
3
(
b21 + b
2
2
)
+ 2 b1b2 + 8g˜ = −8g˜
N
N∑
ℓ=1
λℓ√
(λℓ − b1)(λℓ − b2)
. (4.30)
4.3 The Exact Vacuum Amplitude
The solution of the previous subsection represents the large N limit of the general external
field matrix model (3.26). For the noncommutative field theory of interest, we should now
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set the external field E equal to (3.29). For this, we shift the eigenvalues λm 7→ λm − µ˜2
in (4.29,4.30), and set
λm = 16π
m
N
, (4.31)
where we ignore the zero-point energy shift which vanishes in the large N limit. We then
need the function W (λ) in the limit N →∞, m→∞ with m
N
∈ [0, 1] fixed. The spectral
density
ρ(λ) =
1
16π
(4.32)
is flat, and it is supported on λ ∈ [0, 16π]. The resulting integrals appearing in (4.29,4.30)
can be done explicitly, and after some algebra we arrive finally at
Wb(λ) =
λ+ µ˜2
2g˜
−
√
(λ− b1)(λ− b2)
2g˜
+
1
16π
ln
∣∣∣∣∣
√
b1(λ− b2)−
√
b2(λ− b1)√
(b1 − 16π)(λ− b2)−
√
(b2 − 16π)(λ− b1)
∣∣∣∣∣ , (4.33)
where the parameters b1 and b2 are determined through
b1 + b2 + 2µ˜
2 =
g˜
4π
ln
∣∣∣∣ √b1 −√b2√b1 − 16π −√b2 − 16π
∣∣∣∣ ,
(b1 + b2)
2 =
g˜
2π
(√
b1b2 −
√
(b1 − 16π)(b2 − 16π)
)
− 3µ˜4 − 8g˜ . (4.34)
The free energy − lnZb of the noncommutative quantum field theory, representing the
exact (connected) vacuum amplitude, can now be obtained by integrating the function
(4.33) over λ ∈ [0, 16π]. Using the permutation symmetry of the finite N partition
function Z[λ] in the eigenvalues λℓ and the boundary conditions (4.34), we arrive after
some algebra at
lnZb = lim
N→∞
lnZN
N2
=
1
32π
[(√
b1b2 +
√
(b1 − 16π)(b2 − 16π)
)
× ln 4
(√
b1 −
√
b2
)(√
b1 − 16π −
√
b2 − 16π
)
−
√
b1b2 ln b1b2 −
√
(b1 − 16π)(b2 − 16π) ln(b1 − 16π)(b2 − 16π)
]
+
2π
g˜
(
4µ˜2 + 64 + b1 + b2 − 2
√
(b1 − 16π)(b2 − 16π)
)
− π
4g˜2
[
(b1 + b2)
(
(b1 + b2)
2 − 3µ˜4
)
+ (b1 − b2)2
(
2(b1 + b2) + 4µ˜
2
)]
.
(4.35)
The loop amplitude (4.33) is a multi-valued analytic function on the complex λ-plane with
a square root branch cut along the interval [b1, b2]. From the constraint equations (4.34),
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it is straightforward to see that the two branch points b1 and b2 are always complex-
valued. Moreover, the one-cut solution (4.33) is an analytic function of the parameters µ˜2
and g˜. Thus the matrix model exhibits no non-trivial critical behaviour as the coupling
constant g˜ is varied, and there is no scaling limit at large N with an approach to a phase
transition. This is completely consistent with the fact that the regulated noncommutative
field theory already describes a continuummodel. The problem of removing the ultraviolet
regularization (3.24) will be analysed in the next section.
5 Correlation Functions
In this section we shall investigate the spacetime dependence of the Green’s functions
(2.12) using the exact, non-perturbative solution of the matrix model that we obtained
in the previous section. As an illustration of the power of working in the Landau basis
for the expansion of noncommutative fields, and also as a warmup to some of the general
effects that we will see, we shall first investigate a novel property of these correlators
in a particular truncation of the field theory which has an extended GL(∞) × GL(∞)
symmetry. Then we will proceed to obtain exact expressions, valid to all loop orders, for
the connected Green’s functions of the noncommutative quantum field theory. This will
enable us to describe explicitly the non-perturbative scaling limits of the model.
5.1 Green’s Functions in Static and Free Limits
An important feature in the analysis of the Green’s functions (2.12) is that we use ordinary
products of the fields. A natural question which then arises is as to what the difference
is between these functions and those defined using star-products, as may seem more
appropriate to a noncommutative field theory with a star-unitary symmetry. To get a
flavour for the answer to this question, we will find an L2-integration kernel GL(x1, . . . , xL)
with the property that∫
d2x f1 ⋆ · · · ⋆ fL(x) =
∫
d2x1 · · ·
∫
d2xL GL(x1, . . . , xL) f1(x1) · · ·fL(xL) (5.1)
for any collection of L fields f1, . . . , fL. For L = 2 this kernel was computed in [12]. The
identity (5.1) thereby produces a convolution formula
r∏
I=1
∫
d2xI
∫
d2yI G2r(x1, y1, . . . , xr, yr) G(r)b (x1, . . . , xr; y1, . . . , yr)
=
∫
d2x
〈(
Φ† ⋆ Φ
)r
⋆
(x)
〉
(5.2)
for the integrated Green’s functions of the noncommutative quantum field theory in terms
of correlators of composite operators.
The kernel GL bears a remarkable relation to the matrix model constructed in this
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paper. Defining δy(x) = δ
(2)(x− y), from the definition (5.1) it follows that
GL(x1, . . . , xL) =
∫
d2x δx1 ⋆ · · · ⋆ δxL(x) . (5.3)
Using completeness of the Landau wavefunctions on R2 to write
δy(x) =
∞∑
ℓ,m=1
φℓ,m(x)φm,ℓ(y) (5.4)
and the projector relations (3.12), we may compute the star-products appearing in (5.3)
according to
δx1 ⋆ δx2(x) =
1√
4πθ
∞∑
ℓ,m=1
φℓ,m(x)
∞∑
k=1
φℓ,k(x2)φk,m(x1) . (5.5)
By doing this an additional L − 2 times in (5.3), and then integrating over x using the
orthonormality relation (3.10), we arrive at a trace formula for products of the Landau
wavefunctions,
GL(x1, . . . , xL) =
(
1√
4πθ
)L−2 ∞∑
m1,...,mL=1
φm1,m2(xL)φm2,m3(xL−1) · · ·φmL,m1(x1)
≡
(
1√
4πθ
)L−2
TrH
(
φ(xL)φ(xL−1) · · ·φ(x1)
)
. (5.6)
The physical significance of this formula is clear. Before regularization and atB = θ−1, the
θ →∞ limit of the matrix model action (3.18) is an invariant function of the combination
M †M and thereby possesses an extended GL(∞)×GL(∞) symmetry M 7→ U ·M · V −1,
M † 7→ V · M † · U−1. In this limit, the kinetic energy completely drops out and the
field theory possesses only static configurations. Because of this huge symmetry, the only
non-vanishing correlators of the large N complex matrix model are those which depend
solely on traces of powers (M †M)r. Using the field expansions (3.13), it follows then that
the right-hand side of (5.6) gives the exact spacetime dependence of an L-point Green’s
function (2.12) in this limit, with L = 2r. In other words, the solution to the star-product
relation (5.1) is determined by the bare Green’s functions in the limits of interest here,
obtained essentially by dropping the kinetic energy terms in (2.1), i.e. σ = σ˜ = 0.
The integration kernel (5.6) is computed explicitly for all L in Appendix E. For the
cases L = 2r which are relevant for the complex scalar field theory, we have
G2r(x1, . . . , x2r) =
(
1
2πθ
)2(r−1)
δ(2)
(
2r∑
I=1
(−1)I xI
)
× exp
(
i
r
∑
I<J
(−1)J−I (J − I − r) xI · BxJ
)
. (5.7)
Note that this result holds for any interaction potential V . The full Green’s functions
(2.12) in the given limit are obtained by taking the sum of (5.7) over all permutations
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of the coordinates x1, . . . , x2r,
4 and then multiplying it by matrix model correlators of
Tr (M †M)r which carry the detailed information about the potential (2.4) of the quantum
field theory. These matrix averages are well-known to be calculable through a generating
function which is defined by the contour integration [48]
1
2
∮
[−α,α]
w 6=z
dw
4π i
w V˜ ′(w)
z2 − w2
√
z2 − α2
w2 − α2 =
1
N
∞∑
r=0
1
z2r+1
〈
Tr
(
M †M
)r〉
E=0
, (5.8)
where the normalized expectation values on the right-hand side of (5.8) are defined by
(3.28) in the large N limit, and the parameter α is determined in terms of the rescaled
coupling constants of the potential (3.27) as the real positive solution of the equation5
µ˜2
2
α2 +
∑
k≥2
(2k − 1)!
k
[
(k − 1)!
]2
4k
g˜k α
2k = 1 . (5.9)
The connected part of the 2r-point Green’s function is of order 1/N r−1 in the large N
limit, due to the usual factorization of correlators in the matrix model at N =∞. We will
elucidate this point further in Section 5.3. Notice also that the large θ bare propagator
G2(x, y) = δ(2)(x− y) (5.10)
is ultra-local due to the persistent GL(∞) ×GL(∞) symmetry.6 This is no longer true,
however, for the higher order Green’s functions, which respect the magnetic translation
symmetry described in Section 2.2.
Now let us examine the opposite extreme where the interaction potential is turned off,
and compare these exact results with the free propagator
Cµ(x, y) = 〈x| 1
Dˆ2 + µ2
|y〉 (5.11)
4Note that (5.7) is not real-valued, because even for real functions f and g, f ⋆ g = g ⋆ f 6= f ⋆ g in
general. It becomes real after symmetrization over the spacetime coordinates.
5This result is derived by introducing the resolvent function R(z) = 1N
〈
Tr z
z2−M†M
〉
E=0
, whose large z
expansion coincides with the right-hand side of (5.8). One can then write an appropriate Schwinger-Dyson
equation analogous to (4.15) for this correlator, which at N =∞ takes the form [48]∮
C
dw
4π i
w V˜ ′(w)
z2 − w2 R(w) = R
2(z) +O
(
1
N2
)
where the contour C encloses the singularities of R(z), but not the point w = z, with counterclockwise
orientation in the complex z-plane. Assuming that the only singularity of R(z) is a branch cut across a
single connected interval [−α, α] ⊂ R, the solution of this equation coincides with the left-hand side of
(5.8). Then (5.9) follows by imposing the asymptotic boundary condition R(z) ≃ 1z +O(z−2) as z →∞
on this solution.
6The form (5.10) follows immediately from (5.6) by completeness of the Landau wavefunctions,
or alternatively from the definition (5.1) by the well-known star-product identity
∫
d2x f ⋆ f ′(x) =∫
d2x f(x) f ′(x).
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of a charged scalar particle of mass µ in the constant electromagnetic background. The
computation of (5.11) is presented in Appendix F and one finds
Cµ(x, y) =
1
4π
e −|x−y|
2/2θ− ix·By
∞∫
0
du
e −u√
u2 + |x− y|2 u/θ
(
u
u+ |x− y|2/θ
)µ2 θ/4
.
(5.12)
In particular, by setting µ2 = 0 in (5.12), the integral can be done explicitly and yields
the free massless propagator
C0(x, y) =
1
4π
e − i x·By K0
(
|x− y|2/2θ
)
, (5.13)
where K0 is the modified Bessel function of the second kind of order 0. From (5.12) we
see that the ultraviolet problem is unchanged by the presence of the electromagnetic field
B = 1/θ, i.e. the singularity at x = y is the same as that for B = 0, while from (5.13) we
see that the magnetic field acts like a mass and cures the infrared problem in the massless
case. In particular, as shown in Appendix F, the θ →∞ limit of the free propagator yields
an ultra-local spacetime dependence only for massive fields µ2 > 0, while the result (5.10)
is valid for all values of the coupling constants of the field theory. In the massless case
(5.13), the standard logarithmic ultraviolet behaviour appears only at very short length
scales |x − y| ≪ √θ. As we will see more of in the following, these properties are the
remnants of the UV/IR mixing phenomenon within the present class of noncommutative
quantum field theories.
5.2 The Exact Propagator
In this subsection we will compute the exact two-point function of the quantum field
theory, which by using the field expansions (3.13) can be written formally as
G(x, y) =
〈
Φ†(x) Φ(y)
〉
= 4πθ
∞∑
ℓ,m,ℓ′,m′=1
〈
M †mℓMℓ′m′
〉
E=E˜
φℓ,m(x)φm′,ℓ′(y) . (5.14)
To make sense of (5.14), we restrict the sums to ℓ, ℓ′ < N (the sums over m and m′
need no regularization) and compute the matrix correlator in the ’t Hooft limit of the
matrix model. The action and measure in the functional integral (3.28) are invariant
under unitary transformations (3.21) with U † = U−1. We can thereby explicitly make
this transformation in the matrix integral and then integrate over the unitary group. At
finite N the integral we need is [49]∫
U(N)
[dU ] U †kℓ Uℓ′k′ =
1
N
δkk′ δℓℓ′ , (5.15)
which can be derived by using the invariance properties of the Haar measure. As a
consequence, the matrix expectation values appearing in (5.14) are given by〈
M †mℓMℓ′m′
〉
E=E˜
=
1
N
δℓℓ′
〈(
M †M
)
mm′
〉
E=E˜
= − 1
N2
δℓℓ′
∂ lnZN(E)
∂Em′m
∣∣∣∣
E=E˜
. (5.16)
31
Using (4.23) and (4.31), the Green’s function (5.14) is therefore given by the large N limit
of
GN(x, y) = − 1
N
N∑
ℓ=1
W (λℓ) γℓ (x, y) , (5.17)
where we have introduced the sum over Landau levels
γℓ (x, y) = 4πθ
∞∑
m=1
φm,ℓ(x)φℓ,m(y) . (5.18)
The function (5.18) is computed in Appendix G. It follows from (G.4) that, at finite N ,
the propagator (5.17) respects the magnetic translation invariance described in Section 2.2.
As discussed there, however, this will no longer be true in the desired limit N →∞ with
θ/N finite. The two-point function (5.17) is to be evaluated in the limit N →∞, ℓ→∞
with ℓ
N
∈ [0, 1] fixed. The function W (λℓ) in this scaling limit is given by (4.33), while
the sum over Landau wavefunctions (5.18) is computed in Appendix G with the result
γℓ (x, y) = 4 J0
(
Λ
√
λℓ |x− y|
)
, (5.19)
where J0 is the Bessel function of the first kind of order 0. In the large N limit, the
function (5.17) thereby becomes
G(x, y) = −
16π∫
0
dλ
4π
Wb(λ) J0
(
Λ
√
λ |x− y|
)
= −
4
√
πΛ∫
0
dp p
2πΛ2
Wb
(
p2/Λ2
)
J0
(
p |x− y|
)
, (5.20)
which by using the angular integral representation of the Bessel function can be written
in the form
G(x, y) = − 1
Λ2
∫
|p|≤4√πΛ
d2p
(2π)2
Wb
(
p2/Λ2
)
e i p·(x−y) . (5.21)
The result (5.21) illustrates, along with the Green’s functions of the previous subsection,
a remarkable property of the large θ limit of the quantum field theory described in Sec-
tion 3.2. In this limit, the underlying spacetime is expected to disappear or to degenerate
and all spacetime symmetries to be maximally violated. Instead, the Green’s functions
are both rotationally and translationally invariant. This is characteristic of a “fuzzy”
regularization scheme, which typically preserves all spacetime symmetries of the original
continuum field theory (in contrast to lattice regularization). The remnants of UV/IR
mixing here appear in the far infrared at |x− y| ∼ √θ. In deriving (5.21), these distances
have been effectively scaled out, so that all results here are valid at |x−y| ≪ √θ. Thus the
spacetime picture which emerges in the limit described in Section 3.2 is not pathological.
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From (5.21) it also follows that Λ is clearly the ultraviolet cutoff in the quantum field
theory. More precisely, the quantity 4
√
π Λ is a sharp cutoff in momentum space. Thus
the large θ limit defines a rotationally and translationally invariant field theory with a
finite cutoff. Moreover, the exact solution of the matrix model Schwinger-Dyson equations
has a direct physical meaning as the exact propagator of the quantum field theory. From
(5.21) we see that the function (4.33) is essentially the Fourier transform of the exact
two-point function,
G˜(p) = − 1
Λ2
Wb
(
p2/Λ2
)
(5.22)
with |p| ≤ 4√πΛ. The crucial issue now is whether or not the momentum cutoff can be
removed, i.e. if the limit Λ→∞ can be taken in the interacting quantum field theory. It
is straightforward to see that the two-point function is not finite in the naive scaling limit
µ˜ = µ/Λ, g˜ = g/Λ2. This can be seen directly in perturbation theory. Using the iterative
solution (4.27) and (5.22), we can easily determine the propagator up to two-loop order
in the limit Λ→∞ as
G˜(p) =
1
p2 + µ2
− g ln(16πΛ
2/µ2)
16π (p2 + µ2)2
− g Λ
2
(p2 + µ2)3
− g
2
16π µ2(p2 + µ2)2
(
ln(16πΛ2/µ2)
16π
− Λ
4
2µ4
)
+
3g2Λ2 ln(16πΛ2/µ2)
16π (p2 + µ2)4
− g
2
16π (p2 + µ2)3
(
ln2(16πΛ2/µ2)
16π
+
Λ2
µ2
)
+
2g2Λ4
(p2 + µ2)5
+O
(
g3
)
. (5.23)
The first term in (5.23) is the free propagator which as expected is finite as the momentum
cutoff is removed. The second term recovers the usual, one-loop logarithmic ultraviolet
divergence of Φ4 theory in two dimensions which is generated by the planar bubble dia-
gram. However, at one-loop order there is an additional quadratic ultraviolet divergence,
which may be attributed to the non-planar contribution in this case. The divergences are
even worse at higher loop orders. For instance, the usual two-loop ultraviolet divergence
generated by the planar sunset diagram is accompanied by terms in (5.23) whose degree
of divergence is different than that in the usual scalar field theory. These additional di-
vergences in Λ are nothing but divergences in the summations over degenerate Landau
levels in the matrix model, whose degree grows with the order of perturbation theory.
Another way to try to get rid of the cutoff is to adjust the coupling constants non-
trivially. For this, one needs to find a critical regime in which there is another scale that
is smaller than Λ and the couplings can be thereby adjusted to achieve a separation of
scales, such that non-trivial physics remains for momentum modes with |p| ≪ Λ. With
the exact solution at hand, it is not difficult to show that this is in fact not possible.
For this, we note that from (5.22) it follows that the behaviour of the propagator at
large distances (much larger than the inverse momentum cutoff Λ−1) is determined by the
singularities of the loop amplitude W (λ), i.e. its two complex branch points λ = b1, b2.
As a consequence, we can write down the asymptotic behaviour
G(x, y) ≃ e −|x−y|/ξ , |x− y| ≫ Λ−1 , (5.24)
where the correlation length ξ = 1/Im p0 is determined by the condition that the complex
number z = p20/Λ
2 coincides with one of the two branch points b1 or b2. From (4.34) one
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can show
(Im z)2 − 2 (Re z)2 = b21 b22 −
3
4
(
b1 + b2
)2
> 2g˜ . (5.25)
From this inequality one may then show that for any choice of parameters, the correlation
length ξ is bounded as
1
ξ
>
(
g˜
3
)1/4
Λ . (5.26)
From (5.26) it follows that the only way to keep the correlation length finite while
sending the cutoff to infinity is to send the coupling constant g˜ to zero. Careful inspection
of the function (4.33) shows that the only scaling limit which makes sense is g˜ ∼ 1/Λ4,
which is also suggested by the inequality (5.26). Thus we define
g =
m4
Λ2
(5.27)
with m a dynamically generated mass scale. From the constraint equations (4.34) we
further find that b1b2 = 2g˜ and also b1 + b2 = O(g˜), which drops out in the scaling limit
described above. The renormalized two-point function is thereby given from (4.33) and
(5.22) as
G˜(p) =
√
(p2 + µ2)2 + 4m4 − (p2 + µ2)
2m4
, (5.28)
so that the additional limit Λ→∞makes the spectral density of the external field invisible
in the loop equation (4.25). The meaning of the scaling limit in (5.28) is easy to under-
stand from perturbation theory. Comparing the large momentum expansion of (5.28)
with (5.23), it is evident that taking this scaling limit amounts to a non-perturbative re-
summation of the leading power divergences in perturbation theory. As these divergences
come from the Landau level degeneracies and are thereby an artifact of the particular
regularization used, such a resummation procedure does not lead to a meaningful inter-
acting quantum field theory. This will be confirmed in the next subsection, wherein we
show that all higher-point Green’s functions are trivial.
We conclude that the present model is not a renormalizable, interacting quantum
field theory, because its coupling constant flows only to the trivial Gaussian fixed point.
Within our present formulation of the model, there are a priori two scales at hand. One
is the size 1/
√
B of the orbit in the lowest Landau level, which is the infrared cutoff and
which we have taken to be infinitely large. The other is the size
√
N/B of the largest
Landau level that we allow for, which is the ultraviolet cutoff. What we have found above
is that there is no intermediate scale in between the two, no matter what one does with
the couplings of the model. The fields are thereby correlated on the scale of the cutoff,
and the field theory is not renormalizable in the standard sense. Of course, one needs to
analyse the possibility that other scalings, besides the standard ’t Hooft limit which was
described in Section 3.2, may lead to non-trivial fixed points of the renormalization group
flows. In Section 7 we shall address this important issue and describe some ways that a
non-trivial interacting quantum field theory may be attained.
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Nevertheless, the present model provides an interesting example of a noncommutative
field theory which has a finite cutoff, and which is exactly solvable. In Section 7 we will
offer an alternative physical interpretation of the regularization of Section 3.2 in which Λ is
simply the characteristic mass scale of the theory, and for which the correlation functions
at finite Λ can be interpreted as those of the full quantum field theoretic limit. The Green’s
functions display some novel features which are not encountered in ordinary quantum
field theory. For example, because the branch points b1 and b2 are complex-valued, the
propagator exhibits an unusual oscillatory behaviour on top of its exponential decay.
This is similar to the Aharonov-Bohm phases, for charged particles in the background
magnetic field B = θ−1, that have been observed on top of the usual area law behaviour
of Wilson loops in two-dimensional noncommutative Yang-Mills theory [50]. The origin
of this behaviour can be understood from the bare Green’s functions (5.7), and the free
propagators (5.12) and (5.13) for bosons in a finite external magnetic field, where the
Aharonov-Bohm phase factors x · By are explicit. Similar behaviours for the Green’s
functions of scalar field theory on more complicated noncommutative spacetimes have
also been observed in [51].
5.3 Connected Correlators
To substantiate the claim made in the previous subsection about the triviality of the
interacting quantum field theory, in this subsection we show that the four-point Green’s
function is trivial, i.e. it factorizes into products of propagators in the scaling limit
described above, and further argue that this is a generic feature of all higher order corre-
lators (2.12). For this, we expand the four-point function analogously to the propagator
to formally get
G(4)(x, y; z, w) =
〈
Φ†(x) Φ(y) Φ†(z) Φ(w)
〉
= (4πθ)2
∞∑
ℓ1,m1,...,ℓ4,m4=1
〈
M †m1ℓ1 Mℓ2m2 M
†
m3ℓ3
Mℓ4m4
〉
E=E˜
×φℓ1,m1(x)φm2,ℓ2(y)φℓ3,m3(z)φm4,ℓ4(w) . (5.29)
As in the previous subsection, we make sense of (5.29) by restricting the sums over ℓj
to 1, . . . , N and compute the matrix model correlators in the ’t Hooft limit. Again, we
replace M → U ·M , M † →M † · U † and integrate over all N ×N unitary matrices U . A
straightforward computation using the unitary matrix integral formula [49]∫
U(N)
[dU ] U †k1ℓ1 Uℓ2k2 U
†
k3ℓ3
Uℓ4k4 =
1
N2
[
δℓ1ℓ2 δk1k2 δℓ3ℓ4 δk3k4 + δℓ1ℓ4 δk1k4 δℓ2ℓ3 δk2k3
− 1
N
(
δℓ1ℓ4 δk1k2 δℓ2ℓ3 δk3k4 + δℓ1ℓ2 δk1k4 δℓ3ℓ4 δk2k3
)]
(5.30)
yields
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G
(4)
N (x, y; z, w) =
1
N2
N∑
ℓ1,...,ℓ4=1
〈(
M †M
)
ℓ1ℓ2
(
M †M
)
ℓ3ℓ4
〉
E=E˜
×
(
γℓ1ℓ2(x, y) γℓ3ℓ4(z, w)−
1
N
γℓ1ℓ4(x, w) γℓ3ℓ2(z, y)
)
+
(
←→
)
,
(5.31)
where the notation (←→) indicates to include the same terms but with the spacetime
dependence (x, y); (z, w) replaced by (x, w); (z, y), and we have introduced the generalized
Landau sums
γℓℓ′(x, y) = 4πθ
∞∑
m=1
φm,ℓ(x)φℓ′,m(y) . (5.32)
The diagonal elements of the functions (5.32) of course coincide with (5.18), γℓ (x, y) =
γℓℓ(x, y).
We can now compute the matrix model correlators appearing in (5.31) in terms of the
free energy (3.30) as〈(
M †M
)
ℓ1ℓ2
(
M †M
)
ℓ3ℓ4
〉
E
=
1
N4
1
ZN(E)
∂2ZN(E)
∂Eℓ2ℓ1 ∂Eℓ4ℓ3
= N2
∂ ΞN(E)
∂Eℓ2ℓ1
∂ ΞN (E)
∂Eℓ4ℓ3
− ∂
2 ΞN(E)
∂Eℓ2ℓ1 ∂Eℓ4ℓ3
. (5.33)
Since the function ΞN (E) depends only on the eigenvalues λℓ of the external field E, we can
compute its derivatives by replacing E with E+ v/N and using Schro¨dinger perturbation
theory to expand it about v = 0 (see (4.18)). One finds
∂ ΞN(E)
∂Eℓm
= − 1
N
δℓm W (λℓ) ,
∂2 ΞN(E)
∂Eℓm ∂Eℓ′m′
= −δℓm δℓ′m′ W2(λℓ, λℓ′)− 1
N
δℓm′ δℓ′m
(
1− δℓm
)W (λℓ)−W (λℓ′)
λℓ − λℓ′ ,
(5.34)
where W (λℓ) is the loop function (4.23) and we have defined
W2(λℓ, λℓ′) =
1
N2
∂2 lnZ[λ]
∂λℓ ∂λℓ′
. (5.35)
The matrix correlator (5.33) is thereby given as〈(
M †M
)
ℓ1ℓ2
(
M †M
)
ℓ3ℓ4
〉
E
= δℓ1ℓ2 δℓ3ℓ4
(
W (λℓ1)W (λℓ3)−W2(λℓ1 , λℓ3)
)
− 1
N
δℓ1ℓ4 δℓ2ℓ3
(
1− δℓ1ℓ2
)W (λℓ1)−W (λℓ3)
λℓ1 − λℓ3
.
(5.36)
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The crucial point now is the behaviour of the sums over Landau eigenfunctions in
(5.32) in the large N limit. In the previous subsection we saw that for ℓ = ℓ′ this sum
is of order 1. For ℓ 6= ℓ′, by using the analysis of Appendix G it is possible to show that
the sum is exponentially small in |ℓ− ℓ′| for ℓ− ℓ′ ≃ N . Putting everything together, the
Green’s function (5.31) at N =∞ becomes
G
(4)
N (x, y; z, w) =
1
N2
N∑
ℓ,m=1
W (λℓ)W (λm) γℓℓ(x, y) γmm(z, w) +
(
←→
)
+O
(
1
N
)
= G(x, y)G(z, w) +G(x, w)G(z, y) +O
(
1
N
)
(5.37)
with G(x, y) the two-point Green’s function (5.17). The right-hand side of (5.37) is just
the “trivial” connected part of the correlator up to order 1
N
, and this proves that the
connected four-point Green’s function of the field theory is trivial in the large N limit.
From the analysis above we believe that this triviality is unavoidable in the ’t Hooft limit,
as it is simply a consequence of the well-known large N factorization in the matrix model,
which implies that all connected matrix correlation functions vanish. In particular, it
should be valid for arbitrary interaction potential V . We believe that this is a generic
feature that will generalize to all higher-point functions of the model, and so the quantum
field theory in the scaling limit obtained in the previous subsection is Gaussian, as all
connected 2r-point Green’s functions are of order 1/N r−1.
The computation above shows that the connected part of the four-point Green’s func-
tion,
G(4)conn(x, y; z, w) = G
(4)(x, y; z, w)−G(x, y)G(z, w)−G(x, w)G(z, y) , (5.38)
is of order 1
N
in the ’t Hooft limit. However, it also shows that one can compute the
quantity N G
(4)
conn(x, y; z, w) explicitly in the large N limit, and everything needed to write
down a closed formula for it is given above. The non-vanishing leading term of this and
higher Green’s functions may be of interest when applying this model as a generalized
mean field theory of a local quantum field theory, as we discuss in Appendix A. It provides
the analog of the random phase approximation in conventional mean field theory. A more
detailed investigation of these higher-order Green’s functions would be interesting but is
left for future work.
6 Higher Dimensional Generalizations
A remarkable feature of the present class of field theories, and the formalism that we have
developed to analyse them, is that everything we have said thus far generalizes to arbi-
trary even dimensionality. Namely, the quantum field theory with action (2.10) is exactly
solvable for any n. This is quite unlike the situation that one would expect in ordinary
quantum field theory. In this section we will describe the higher-dimensional generaliza-
tion of the exact solution that we have obtained. As we will see, the 2n-dimensional case
can be mapped exactly onto the two-dimensional model (This is also observed in [13, 40]).
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Since much of the machinery is the same as in the two-dimensional case, we will only
highlight the essential changes which occur.
Let us first fix some notation. We can rotate to a local coordinate system on R2n
in which the non-degenerate antisymmetric matrix θ = (θij) assumes its canonical skew-
diagonal form
θ =

0 θ1
−θ1 0
. . .
0 θn
−θn 0
 (6.1)
with non-zero skew-eigenvalues θi, i = 1, . . . , n. Similarly, at the special pointB = (Bij) =
θ−1, which we assume throughout, the antisymmetric matrix B is in its canonical form
with skew-eigenvalues Bi = (θ
i)−1. Corresponding to the i th skew block, we introduce the
complex coordinates
zi = x2i−1 + i x2i , zi = x2i−1 − i x2i . (6.2)
We will also use a similar notation for momentum space variables, Ki = (p2i−1, p2i),
i = 1, . . . , n.
6.1 Regularization
The Hamiltonian −D2 in the action (2.1) is the sum of n two-dimensional Landau Hamil-
tonians in the magnetic field variables Bi. Its eigenfunctions are therefore given as a
product of two-dimensional Landau wavefunctions,
φℓ,m(x) =
n∏
i=1
φℓi,mi
(
zi , zi ; Bi
)
, (6.3)
where φℓi,mi(z
i, zi ;Bi) are the two-dimensional Landau eigenfunctions of Section 3 in the
noncommutativity parameter θi = (Bi)
−1, and the quantum numbers are
ℓ = (ℓ1, . . . , ℓn) , m = (m1, . . . , mn) , ℓi, mi = 1, 2, . . . . (6.4)
The functions (6.3) form a complete orthonormal basis in L2(R2n). From the correspond-
ing two-dimensional results of Section 3 we obtain immediately the eigenvalue equation
− D2φℓ,m = 4
n∑
i=1
Bi
(
ℓi − 1
2
)
φℓ,m , (6.5)
and the star-product projector relation
φℓ,m ⋆ φℓ′,m′ =
1
det(4πθ)1/4
δm,ℓ′ φℓ,m′ (6.6)
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with δℓ,m ≡
∏
i δℓi,mi. An analogous expression holds for the Hamiltonian −D˜2.
We can now diagonalize the action (2.1) by the expansions
Φ(x) = s
∑
ℓ,m∈Nn
Mℓ,m φℓ,m(x) , Φ
†(x) = s
∑
ℓ,m∈Nn
Mℓ,m φℓ,m(x) , (6.7)
where s is a scaling parameter which we will determine below so as to get the appropriate
scaling required for exact solvability of the model. We regard M = (Mℓ,m) as a compact
operator on the Hilbert space H = S(Nn), with trace TrH(M) =
∑
mMm,m. We will use
an obvious matrix notation with (M †M)ℓ,ℓ′ =
∑
m(M
†)ℓ,mMm,ℓ′ and (M †)ℓ,m = Mm,ℓ.
Then the action (2.1) can be written in the matrix form
S˜b = TrH
(
σM EM † + σ˜ M † EM + V0
(
M †M
))
, (6.8)
where the external field is given by
Eℓ,m = s2
[
4
n∑
i=1
Bi
(
ℓi − 1
2
)
+ µ2
]
δℓ,m (6.9)
and we have defined the renormalized interaction potential
V0(w) =
∑
k≥2
s2k
det(4πθ)(k−1)/2
gk
k
wk . (6.10)
There are many ways to now regularize the noncommutative field theory in the form
(6.8) by mapping it onto a finite dimensional matrix model. As we will see later on,
these regularizations are all equivalent in the limit where the size of the matrices becomes
infinite. The simplest one, which we will call the “naive” regularization, is to restrict each
set of Landau quantum numbers to a common finite range L <∞,
ℓi, mi = 1, . . . , L , i = 1, . . . , n . (6.11)
We can then map the integer vectors (6.4) bijectively to single integers ℓ,m as
ℓ =
n∑
i=1
Li−1 (ℓi − 1) + 1 , m =
n∑
i=1
Li−1 (mi − 1) + 1 . (6.12)
The precise form of the mapping (6.12) is not important here, as any other bijection
on Nn → N would work equally well, for instance any lexicographic ordering ℓ 7→ ℓ =
lex(ℓ1, . . . , ℓn) and m 7→ m = lex(m1, . . . , mn). With this mapping, we can then identify
matrix elements as Mℓ,m ≡ Mℓm, and the regularization above amounts to restricting
ℓ,m = 1, . . . , N with
N = Ln . (6.13)
It should be stressed though that this is not the natural regularization. The one leading
to a nice N → ∞ limit is the isotropic regularization whereby the one-particle energies
are bounded by a momentum scale Λ′ as
n∑
i=1
|Bi|
(
ℓi − 1
2
)
≤ Λ′ 2 . (6.14)
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The isotropic limit is essentially obtained by letting the skew-eigenvalues Bi of the mag-
netic field all approach the same value. However, to get the correct scaling it is more
convenient to proceed first via the naive regularization above.
The regularized partition function is then given by the N ×N matrix integral
ZN(E) =
∫
DM DM † e −Tr (σM EM
†+σ˜ M† EM+V0(M†M)) , (6.15)
similarly to that of Section 3.2. To obtain a good large N limit, we now need an over-
all factor of N coming out in front of the trace in (6.15). This requires a relation
s2 det(B)1/2n L = 4πN = 4πLn, which fixes the scaling parameter s introduced in (6.7)
as
s = L(n−1)/2 det(4πθ)1/4 . (6.16)
The partition function (6.15) then assumes the form in (3.26), with the renormalized
interaction potential (6.10) taking the form (3.27). As expected from dimensional analysis,
the rescaled coupling constants in (3.27) are now given by
µ˜2 =
µ2
Λ2
, g˜k =
gk
Λ2n−2(n−1)k
(6.17)
with
Λ2 =
L
det(4πθ)1/2n
. (6.18)
The quantity (6.18) is the natural ultraviolet cutoff in any dimension, as then the one-
particle energies are bounded as 4
∑
iBiℓi ≤ 4bLn = 16πnΛ2 (in the isotropic case where
all skew-eigenvalues Bi = b are the same). The one-particle energies are now given by
E˜ℓ,m = λℓ δℓ,m, with
λℓ = 4π
[
4
n∑
i=1
bi
L
(
ℓi − 1
2
)
+ µ˜2
]
(6.19)
and
bi =
Bi
det(B)1/2n
. (6.20)
After shifting the eigenvalues (6.19) by the mass as in Section 4.3, they are scaled
correctly so that the spectral density
ρ(λ) =
1
N
∑
ℓ∈(ZL)n
δ(λ− λℓ) (6.21)
is given by a finite Riemann sum in the large N limit,
ρ(λ) =
n∏
i=1
16π∫
0
dλi
16π
δ
(
λ−
n∑
i=1
biλi
)
. (6.22)
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From (6.22) it follows that the isotropic regularization in (6.14), i.e.
∑
i ℓi ≤ L, is simpler
and more natural. In that case, rather than the limits λi ≤ 16π in the integrals defining
the density of states (6.22), we have
∑
i biλi ≤ 16π. We can then transform to spherical
coordinates to explicitly compute the integral in (6.22) and obtain the large N eigenvalue
distribution
ρ(λ) =
λn−1
(16
√
π )
n
Γ
(
n
2
) , (6.23)
with compact support λ ∈ [0, 16π]. Here Γ is the Euler function which arises from
integrating over the solid angle in n dimensions. Thus one of the main characterizations
of the higher dimensional generalizations is that the spectral density is no longer flat.
6.2 The Two-Point Function
Let us now consider the two-point function G(x, y) in the case of the noncommutative field
theory (2.10). With the identifications ℓ ≡ ℓ, m ≡ m, the matrix model representation
(6.7,6.8) is formally the same as in the two-dimensional case, and we thus find
GN(x, y) = − 1
N
∑
ℓ∈(ZL)n
W (λℓ) γℓ(x, y) (6.24)
with W (λℓ) the logarithmic derivative of the partition function (6.15) in the ’t Hooft
scaling limit and
γℓ(x, y) = det(4πθ)
1/2n Ln−1
∑
m∈(ZL)n
φℓ,m(x)φm,ℓ(y) . (6.25)
Since the Landau eigenfunctions in (6.25) are just the products (6.3) of two-dimensional
Landau wavefunctions, the sum in (6.25) is a product of the n sums computed in Ap-
pendix G and in the scaling limit whereby ℓ/L is finite as L→∞ it gives the result
γℓ(x, y) = det(4πθ)
1/2n Ln−1
n∏
i=1
∞∑
mi=1
φℓi,mi
(
zi , zi ; Bi
)
φmi,ℓi
(
wi , wi ; Bi
)
= 4nΛ2n−2
n∏
i=1
J0
(√
λi bi Λ
∣∣zi − wi∣∣ ) , (6.26)
with wi = y2i−1 + i y2i, wi = y2i−1 − i y2i, and λi = 16πℓi/L. In the limit L → ∞, the
Green’s function (6.24) thereby becomes
G(x, y) = −Λ2n−2
n∏
i=1
16π∫
0
dλi
4π
J0
(√
λi bi Λ
∣∣zi − wi∣∣ ) W ( n∑
i=1
biλi
)
. (6.27)
We now change variables λi bi Λ
2 = K2i in (6.27), use the fact that
∏
i bi = 1, and then
apply the angular integral representation of the Bessel function J0 to get
G(x, y) = − 1
Λ2
n∏
i=1
∫
K2i≤16πbiΛ2
dKi Ki
2π
2π∫
0
dτi
2π
e iKi|z
i−wi| cos τi W
(
n∑
i=1
K2i
Λ2
)
. (6.28)
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We can thereby identify p2i−1 = Ki cos τi, p2i = Ki sin τi as the two-dimensional mo-
menta associated with the skew-block coordinates (x2i−1, x2i), and write
G(x, y) = − 1
Λ2
∫
{p22i−1+p22i≤16πΛ2bi}
d2np
(2π)2n
W
(
p2/Λ2
)
e i p·(x−y) , (6.29)
which is the 2n-dimensional generalization of the formula (5.21) for the propagator. Thus
the scaling limit used above always looks rotationally symmetric except at very small
distances. However, this anisotropy is due to the anisotropic regularization that we have
used, which is invariant only under an abelian SO(2)n subgroup of SO(2n). Had we used
the isotropic scaling described earlier we would have obtained a rotationally symmetric
cutoff p2 ≤ 16πΛ2 in momentum space. No matter how one chooses the skew-eigenvalues
Bi, in the large N limit the anisotropy is totally washed out and one gets the same result.
Thus, rather remarkably, we are left with an SO(2n)-invariant Green’s function, even
though rotational symmetry is broken by the external fields. While other regularizations
are possible as well, at finite cutoff Λ they only make a difference at small distances
|x− y| ≪ Λ−1.
The Fourier transformW (λ) of the two-point function satisfies the same loop equation
(4.25) as in the two-dimensional case (before the mass shift), whose solution is given in
(4.29,4.30). The only change is that the density of states ρ(λ) is no longer flat, and
with the isotropic regularization it is given by the simple explicit expression (6.23). In
particular, from the iterative solution (4.27) it follows that the perturbative expansion of
the propagator now contains the anticipated power law divergences of scalar field theory
in 2n dimensions. Moreover, the analytic structure of the loop function W (λ) is fairly
insensitive to the precise form of the spectral density, as long as its support lies in [0,∞).
In particular, the singularities of W (λ) are again cuts which sit in the complex plane,
and it is possible to demonstrate once again that the field theory in any dimension is not
renormalizable. In the limit Λ→∞, the rotational symmetry breaking SO(2n)→ SO(2)n
is no longer washed away.
7 Scaling Limits
In the previous sections we have found that, in the scaling limit whereby the quantity
(3.24) plays the role of an ultraviolet cutoff, the renormalized quantum field theory is
trivial in the sense explained before. The purpose of this section is to point out that there
exist other scaling limits of the noncommutative field theory which, while mathematically
sharing the same properties as that studied already, have drastically different physical in-
terpretations and have the potential of providing non-trivial connected Green’s functions.
At the same time, we will give nice physical characterizations of the large N limit of the
matrix model from a field theoretic point of view. We shall also describe extensions of
our analysis that remove the Landau level degeneracies which spoilt the renormalizability
of the interacting quantum field theory.
42
7.1 Scale Transformations
The crux of the existence of different scaling limits of the noncommutative quantum field
theory resides in the special scaling property of the Landau wavefunctions,
φℓ,m(x;B) = λ
n φℓ,m
(
λ x ; λ−2B
)
, (7.1)
which easily follows from the generating function (3.8). The physical interpretation of
(7.1) is that a typical skew-eigenvalue b of B defines the magnetic length lmag = 1/
√
b. If
the length scale is changed as lmag → λ lmag, then the physics is unchanged provided we
rescale the spacetime coordinates also as x→ λ x. The factor of λn in (7.1) then ensures
the correct normalization of the Landau eigenfunctions.
Let us now consider the Green’s functions in the regulated field theory at finite N ,
GN(x1, . . . , xr; y1, . . . , yr) = ζ
2r
〈
Φ†(x1) Φ(y1) · · ·Φ†(xr) Φ(yr)
〉
, (7.2)
where the parameter ζ = ζN > 0 is a multiplicative wavefunction renormalization. Then
the regularized partition function (6.15) and all Green’s functions (7.2) at finite N are
invariant under the scale transformations
x 7−→ λ x ,
B 7−→ λ−2B ,
θ 7−→ λ2 θ ,
µ2 7−→ λ−2 µ2 ,
gk 7−→ λ2k(n−1)−2n gk ,
ζ 7−→ λn−1 ζ , (7.3)
where we have redefined coordinates using (7.1) so that the scaling parameter s = 1 in
(6.7)–(6.10). This property is elementary to check by using (7.1) and compensating the
transformations (7.3) by the change of matrix integration variables M → λM , M † →
λM †. The Jacobian λ2N
2
of this latter transformation is not important here, as it cancels
out in the Green’s functions and leads to a finite, irrelevant shift of the free energy.
This scaling property is important for the physical interpretation of the large N limit
of the matrix model. It implies that we are free to make the transformation (7.3) with
λ = Nν for arbitrary real ν, before taking the limit N → ∞. The result is independent
of the exponent ν. However, even though the mathematical expressions for the Green’s
functions are unchanged, the physical interpretation of the large N limit does depend on
ν. Choosing the scaling x → Nν x and sending N → ∞ for ν > 0 means that we blow
up small distances and “zoom” into space. On the other hand, for ν < 0 the opposite
phenomenon occurs, we “zoom” out so that short distance structures become invisible.
The first scaling limit is an infrared limit while the second one is an ultraviolet limit. To
be more precise, let us put the system on a hypercubic lattice of side R and spacing a,
so that there are N = (R/a)2n lattice points. In conventional quantum field theory, one
usually performs the ultraviolet limit, which means sending a → 0 keeping R fixed (and
adjusting all parameters so that the limit makes mathematical sense). In the infrared (or
thermodynamic) limit, one sends R → ∞ keeping a fixed (so that the finiteness of the
spatial volume no longer matters).
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This suggests that the parameter Λ introduced in (3.24) has different interpretations
dependent on the choice of exponent ν. In the two cases described above we may identify
Λ ∝ 1/R with a → 0 or Λ ∝ 1/a with R → ∞, respectively. There can also be many
other interpolating identifications as well. The definition (3.24) is simply the statement
that there is a length scale in the field theory, the renormalized magnetic length. Any field
theoretic interpretation of this length is possible, and this point of view is consistent with
the duality described in Section 2.3. This is one of the various unconventional properties
possessed by the present class of quantum field theories. In the ensuing subsections we
shall make these statements precise and explicit.
For this, we will introduce the two basic cutoffs above more precisely. The infrared
cutoff R is like the diameter of space and is defined by
R2 = 4πN ′ θ , (7.4)
with N ′ 6= N . The significance of this length scale is well-known from the physics of the
quantum Hall effect. To understand its interpretation better, consider the ℓ = 1 Landau
eigenfunctions which from (3.8) and (3.9) are given explicitly by
φ1,m(x) =
zm−1√
πθ (m− 1)! e
−|z|2/2θ . (7.5)
The one-particle “location” |φ1,m(x)|2 thereby has a sharp peak at |z| ∝
√
(m− 1) θ, and
so restricting the quantum numbers m < N ′ is equivalent to the bound |z| < R above.
This argument also works for ℓ > 1. In other words, the infrared cutoff (7.4) amounts to
constraining the system quantum numbers to lie below a finite number N ′ within each
Landau level, as in the quantum Hall effect. This cutoff was ignored previously and
implicitly sent to infinity.
The other cutoff is our standard ultraviolet cutoff which is the lattice spacing a defined
by
a2 =
1
Λ2
=
4πθ
N
. (7.6)
For clarity, in the remainder of this section we shall work mostly in two dimensions n = 1
and only with the finite N two-point function which is given by
GN(x, y) = −
N∑
ℓ=1
∞∑
m=1
wN(eℓ)φm,ℓ(x)φℓ,m(y) . (7.7)
Here eℓ = 4B(ℓ − 12) + µ2 and wN(ξ) is a function which converges to the rescaled loop
function 1
Λ2
W (ξ/Λ2) of the matrix model in the limit N → ∞. According to (7.3) we
may set ζ = 1 in two dimensions. Note that eℓ → p2 + µ2 at large N .
7.2 Infrared Limit
The particular scaling we studied earlier, whereby a finite ultraviolet cutoff is kept, will
be refered to as the “infrared limit” of the noncommutative field theory. Explicitly, it is
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defined by first taking R → ∞, then N → ∞ such that a is finite. Looking at the non-
interacting Green’s function (5.13), the asymptotic behaviour K0(z) ≃ − ln z for z → 0
implies that this limit corresponds to “zooming” into space and the breaking of translation
invariance by the magnetic field becomes invisible. In terms of the scale transformations
of the previous subsection, it corresponds to setting ν = −1 and rescaling the couplings
according to (7.3) with λ = 1/
√
4πθ. The quantity (3.24) is thereby interpreted as an
ultraviolet cutoff and the Green’s function is computed in the limit
Gir(x, y) = lim
N→∞
GN (x, y)
∣∣∣
θ=N/4πΛ2
(7.8)
keeping Λ finite. The result is given by (5.21), with 16πℓ
N
→ p2
Λ2
in the limit. Everything
is known about this limit. The quantum field theory is quasi-free, i.e. everything can be
calculated solely from the explicit knowledge of the two-point Green’s function. There is
no new length scale introduced between a→ 0 and ∞.
7.3 Ultraviolet Limit
Combining the result above with the duality described in Section 2.3 immediately implies
the existence of another scaling in the noncommutative field theory in which the physics is
completely different. We will refer to this dual scaling limit as the “ultraviolet limit”. In
fact, it is straightforward to establish the duality property of the finite N Green’s function
(7.7) for fixed parameters g and θ. This follows directly from the generating functional
(3.8), which can be easily checked to possess the symmetries Ps,t(−x) = P−s,−t(x) and
P˜s,t(p) = 2πθP i s, i t(θ p). It follows that the Landau eigenfunctions obey
φ˜ℓ,m(p) = −2π i ℓ+m θ φm,ℓ(θ p) ,
φℓ,m(−x) = (−1)ℓ+m φℓ,m(x) , (7.9)
and hence that the regulated propagator has the duality
G˜N (p, q) = (2πθ)
2GN(θ p , θ q) (7.10)
under Fourier transformation.
This property implies that the limit
G˜uv(p, q) = lim
N→∞
1
N2
G˜N
( p
N
,
q
N
)∣∣∣∣
θ=N/4πΛ2
(7.11)
keeping Λ finite is also well-defined. By using (5.21) and substituting x = −p/4πΛ2 it
can be written as
G˜uv(p, q) =
1
4Λ4
G
( p
4πΛ2
,
q
4πΛ2
)
= − 1
Λ2
∫
|x|≤1/√πΛ
d2x Wb
(
(4πΛ x)2
)
e − ix·(p−q) , (7.12)
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and it thereby gives an ultra-local Green’s function in the ultraviolet scaling limit,7
Guv(x, y) = − 1
Λ2
Wb
(
(4πΛ x)2
)
δ(2)(x− y) (7.13)
with |x| ≤ 1/√π Λ. In particular, in the free case it reduces to
G(0)uv (x, y) =
1
(4πΛ2 x)2 + µ2
δ(2)(x− y) . (7.14)
It is interesting to note that this scaling limit could also have been defined directly as
Guv(x, y) = lim
N→∞
N2GN(Nx,Ny)
∣∣∣
θ=N/4πΛ2
. (7.15)
The limit in (7.15) is technically rather difficult to carry out explicitly. But the duality
symmetry of the quantum field theory enables a quick and easy derivation from the
corresponding results of the infrared limit above.
This scaling corresponds to first taking the limit a → 0, then N ′ → ∞ such that R
is finite. In terms of the scale transformations of Section 7.1, it corresponds to setting
ν = 1 and rescaling the couplings according to (7.3) with λ = 1/
√
4πθ. Note that this
means now θ → 0 and Λ is interpreted as a finite infrared cutoff. From (5.13) and the
asymptotic behaviour K0(z) ≃
√
π
2z
e−z for z →∞ it follows that this limit corresponds
to “zooming” out of space, i.e. probing large distances of order N/Λ =
√
4πN θ, and all
that is observable is the spatial dependence due to the magnetic field whereas the center
of mass dependence becomes ultra-local. Because of the UV/IR duality, this ultraviolet
limit is given by the same ’t Hooft limit of the matrix model, and all that happens is
that the long and short distance cutoffs of the theory are interchanged. Everything about
this limit is also understood, because its properties are just dual to those of the previous
subsection. In particular, the quantum field theory is again quasi-free, but with two-point
Green’s function given by the ultra-local form (7.13), and there is no new length scale
introduced between 0 and R→∞.
While this argument for going from the infrared to the ultraviolet limit is mathemat-
ically very simple, it is somewhat paradoxical. In the infrared limit we take θ → ∞ and
then, by a simple rescaling of the spatial arguments leaving the matrix integral unchanged,
we arrive at a limit whereby θ → 0. The resolution of this paradox comes from using
the invariance of the matrix integral under M → Nν M , M † → Nν M † before the limit
N → ∞ is taken. Thus if we consider just the matrix model, then from (7.3) it follows
that the only relevant parameters are θ µ2 and θ g. This suggests a different physical in-
terpretation of the infrared limit above which makes the existence of the ultraviolet limit
somewhat less paradoxical. The crucial computation for the infrared limit was the sum
7Note that neither the ultraviolet nor the infrared limits respect magnetic translations. The reason was
explained at the beginning of Section 2.2. Magnetic translation invariance implies translation invariance
in both position and momentum space (up to phase factors). However, the limits θ →∞ and θ → 0 are
singular. In the latter case the translational symmetry is broken in position space (and the propagator is
ultra-local there), while in the former limit it is broken in momentum space. The breaking of translational
invariance also occurs to all orders in perturbation theory of standard noncommutative Φ4-theory with
a finite cutoff [9].
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over Landau levels (5.19) for large ℓ (of order N). However, following the derivation of
Appendix G through, it is clear from (7.7) that the same result can be obtained also in
some limit keeping the noncommutativity parameter θ finite and
Gir(x, y) = lim
N→∞
1
N
GN
(
x√
N
,
y√
N
)∣∣∣∣
θ=1/4πΛ2
. (7.16)
The results obtained are exactly as before, only now Λ has a different interpretation. It
is simply the inverse of the length scale set by the noncommutativity parameter, and it
need not be taken to infinity any longer. In a similar vein, we may write
Guv(x, y) = lim
N→∞
N GN
(√
N x ,
√
N y
)∣∣∣
θ=1/4πΛ2
. (7.17)
This makes clear the interpretations above as zooming in versus out of space for the in-
frared versus ultraviolet limits. It is natural from the point of view of the noncommutative
duality.
This discussion motivates the search for alternative scaling limits in between the other
two that we have analysed, in which the Green’s functions have a non-trivial structure
on both short and large distance scales, and whereby the magnetic translation symmetry
is preserved. The simplest one uses both infrared and ultraviolet cutoffs (7.4) and (7.6),
and corresponds to a scaling exponent ν = 0 with λ = 1. It comes from sending a → 0
and R→∞ such that θ is finite, i.e. N ′ = N →∞ with θ finite. This can be regarded as
a “true” quantum field theory limit, in which both ultraviolet and infrared cutoffs have
been removed. It is defined by
G0(x, y) = lim
N→∞
GN (x, y)
∣∣∣
θ=1/4πΛ2
, (7.18)
and it thereby corresponds to keeping all length scales in between the infrared and ul-
traviolet regimes (no “zooming” in or out). We believe that such intermediate scaling
limits will only lead to an interacting quantum field theory if some non-planar limit of
the matrix model is used. Such an analysis is beyond the scope of the present work.
7.4 Lifting the Degeneracy of Landau Levels
The alternative scaling limits of the noncommutative quantum field theory that we have
proposed in this section, and in particular the introduction of the intrinsic infrared cutoff
(7.4), have the effect of essentially removing the degeneracies from each Landau level. As
is known from the theory of the quantum Hall effect, an alternative way to accomplish this
is to add a confining electric potential to the Landau Hamiltonian, as we did in (2.1). Thus
this model has the potential of also providing an exactly solvable interacting quantum field
theory. There are several ways that one may proceed in analysing this perturbation of the
original field theory. For instance, one may regard σ˜ in (2.1) as a small parameter and
simply examine the perturbative corrections in σ to the results above. This is tractable,
as we have illustrated how to completely solve the σ˜ = 0 model. Alternatively, one could
pursue a saddle-point analysis of the eigenvalue representation (4.6) in the large N limit.
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The effective eigenvalue action describes interacting particles in a common self-interaction
potential V˜ but with an electric field dependent on each individual particle. Particle ℓ
feels an electric field ℓ/θ. Thus the equilibrium configuration of the particles occurs when
they are well-ordered. Permutation symmetry is then broken, and rather than N ! identical
saddle points, there is just a single one. This is true for very large σ˜, i.e. for equilibrium
positions hℓ such that σ |hℓ − hm| ≫ θ. For small σ˜ the eigenvalues hℓ with ℓ ≫ 1
accumulate close to the origin and the logarithmic Vandermonde type repulsions at short
distances become important. Finally, one can generalize the auxilliary Hermitian matrix
integral representation of Appendix C to this model, and analyse it as described there.
The solution of this generalized noncommutative field theory represents an interesting
challenge in the search for non-trivial, exactly solvable interacting models.
Another, more difficult way to lift the degeneracy of the Landau levels is to perturb
the field theory away from the special point B = θ−1. This of course destroys its GL(∞)
symmetry and hence its exact solvability. From (3.18) we see that perturbing the action
to B 6= θ−1 is like adding hopping terms, giving a model defined on a two-dimensional
lattice N 2 with somewhat unusual shifting actions. One way to proceed in solving this
lattice model would be to try to map the terms involving the shift matrix (3.20) onto
the generators of an auxilliary Heisenberg algebra represented by infinite-dimensional
matrices. The total kinetic energy term would then assume a more natural form. It
may be that these additional hopping terms produce relevant deformations of the trivial
Wilsonian renormalization group fixed point which we have found. A similar sort of
perturbation expansion has been studied in [9, 26].
Coupling scalar field theories to fermionic field theories with enough supersymmetry is
known to be a way to rid the noncommutative quantum field theory of UV/IR mixing [52,
53]. It may be that the fermionic analog of the quantum field theory with action (2.10)
contributes power-like divergences which cancel those of the bosonic theory, and therefore
that appropriate supersymmetric extensions yield a renormalizable interacting model.
Such supersymmetric field theories are the topic of the next section.
8 Supersymmetric Extension
In this final section we will formulate a supersymmetric extension of the scalar quantum
field theory defined by the action (2.10). We will only present its explicit construction
in detail, and leave aside its exact solution for future work. The particularly interesting
aspect of this formulation is that non-trivial supersymmetric interactions can only be
formulated using the noncommutative star-product. This fact is even apparent, as we
will see, at the level of the free supersymmetric action, whereby the supersymmetry
transformations are intrinsically operator-valued and hence are parametrized by elements
of a noncommutative algebra. We will begin by writing down the analog of (2.1) with
σ = 1, σ˜ = 0 for relativistic fermions, and then proceed to describe the supersymmetric
combination of the two field theories. Throughout this section we work in two spacetime
dimensions and at the special point B = θ−1.
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8.1 Fermionic Models
Consider the noncommutative field theory of a massive two-component Dirac fermion field
Ψ(x) in two dimensions under the influence of a constant background magnetic field. The
action is
Sf =
∫
d2x
[
Ψ†(x)
(
σiDi + µf
)
Ψ(x) + V⋆
(
Ψ† ⋆Ψ
)
(x)
]
, (8.1)
where σi, i = 1, 2 are the usual Pauli spin matrices. The Dirac operator can be diago-
nalized in the complex coordinates (3.1) by expressing it in terms of the ladder operators
(3.2) as
σiDi =
2√
θ
(
0 a
−a† 0
)
. (8.2)
In terms of the Landau eigenfunctions, the orthonormal solutions of the Dirac equation
are then given by
ψ±ℓ,m(x) =
1√
2
(
φℓ−1,m(x)
± i φℓ,m(x)
)
(8.3)
with
σiDi ψ
±
ℓ,m = ± 2 i
√
ℓ− 1
θ
ψ±ℓ,m , (8.4)
where we have used (3.17). Here m = 1, 2, . . ., while ℓ = 2, 3, . . ..
The case of ℓ = 1 should be treated separately. The ± eigenfunctions (8.3) are
interchanged under the action of the two-dimensional chirality operator, which is the
diagonal Pauli matrix σ3 in the basis of Dirac matrices that we have chosen. In contrast,
zero modes of the Dirac equation are all chiral, as only one independent solution for each
m exists. They are given by
ψ1,m(x) =
(
0
φ1,m(x)
)
(8.5)
with
σiDi ψ1,m = 0 . (8.6)
The existence of chiral zero modes of the Dirac operator follows from the index theorem,
according to which the number of zero modes of negative chirality minus the number of
zero modes of positive chirality is equal to the total magnetic flux divided by 2π. In the
present case the total flux is infinite, as is the number of chiral zero modes.
We can now expand the fermion field of (8.1) in the complete basis of Landau wave-
functions to get
Ψ(x) = (4πθ)1/4
∞∑
m=1
( ∞∑
ℓ=2
∑
s=±
Fs,mℓ ψ
s
ℓ,m(x) + fm ψ0,m(x)
)
, (8.7)
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where F± = (F±,mℓ)m≥1 , ℓ≥2 are complex Grassmann-valued matrices, and f = (fm)m≥1 is
a complex Grassmann-valued vector. Note that F± are rectangular matrices, in contrast
to the bosonic case. In terms of them, the action (8.1) can be expressed as an infinite,
complex fermionic matrix model coupled to an infinite, complex fermionic vector model
by using the star-product identities(
ψsℓ,m
)†
⋆ ψs
′
ℓ′,m′ =
1√
4πθ
δss
′
δℓℓ′ φm,m′ ,
ψ†0,m ⋆ ψ0,m′ =
1√
4πθ
φm,m′ ,(
ψsℓ,m
)†
⋆ ψ0,m′ = ψ
†
0,m′ ⋆ ψ
s
ℓ,m = 0 (8.8)
which follow easily from (3.12). The action thereby becomes
Sf =
∑
s=±
TrH
(
FsKs F †s
)
+
∑
s=±
√
4πθ µf TrH
(
F †s Fs
)
+
√
4πθ µf f
†f
+4πθ TrH V
(∑
s=± Fs F
†
s + ff
†
√
4πθ
)
, (8.9)
where
K±ℓℓ′ = ± i
√
16π(ℓ− 1) δℓℓ′ . (8.10)
8.2 Supersymmetry Transformations
We will now combine the fermionic model of the previous subsection with the bosonic
model of Section 2.1 and define a supersymmetric field theory on a noncommutative
phase space. At a first glance, it appears impossible to have supersymmetry in such a
field theory, because bosons and fermions interact with an external magnetic field in a
different way. Indeed, the spectrum of the free bosonic Hamiltonian, 2B(2ℓ− 1), is offset
by the quantity 2B with respect to the spectrum of the square of the free Dirac operator,
4B(ℓ− 1). However, this offset can be compensated by a shift in the boson mass. To see
how this works, let us compute the partition functions for free scalar fields of mass µ and
free fermion fields of mass µf . Up to irrelevant constants, they are given by(
Z
(0)
b
)−1
=
∞∏
ℓ,m=1
(
µ2 + 4ℓB − 2B) ,
Z
(0)
f =
∞∏
m=1
[
µf
∏
ℓ>1
(
µ2f + 4ℓB − 4B
)]
. (8.11)
If we now take µ2 = µ2f − 2B, then the functions in (8.11) are almost the same, up to a
minor mismatch in their zero mode contributions.
It is straightforward to see that the free action for the complex scalar field and the
Dirac fermion field, with masses related as above, is indeed supersymmetric. Using (3.16)
50
at Bθ = 1 and (8.2), the action can be rewritten in terms of ladder operators as
S(0)susy =
∫
d2x
[
Φ†(x)
(
A†A+ µ2f
)
Φ(x) + Ψ†(x)
(
µf A
−A† µf
)
Ψ(x)
]
(8.12)
where A = 2
√
B a. The action (8.12) is invariant under the infinitesimal supersymmetry
transformations
δǫΦ = ǫ
†
(
A† 0
0 µf
)
Ψ ,
δǫΦ
† = Ψ†
(
A 0
0 µf
)
ǫ ,
δǫΨ =
(
µf A
−A† µf
)(
A 0
0 µf
)
ǫΦ ,
δǫΨ
† = Φ† ǫ†
(
A† 0
0 µf
)(
µf A
−A† µf
)
, (8.13)
where the parameters ǫ and ǫ† of the supersymmetry transformations are arbitrary Grass-
mann odd functions of the b and b† operators in (3.2). Here we use the convention that the
action of a differential operator from the right is consistent with integration by parts, i.e.
f a ≡ b† f , f a† ≡ b f . (8.14)
It follows that the supersymmetry transformations in this case contain infinitely many
parameters. This resembles local supersymmetry somewhat, except that here the param-
eters of the transformation are arbitrary functions of differential operators rather than
arbitrary functions of the spacetime coordinates. A closer analogy is the type of supersym-
metry that arises in zero-dimensional supersymmetric matrix models [54]–[56], in which
the parameter of the transformation is an arbitrary matrix. In fact, the parameters of the
supersymmetry transformation in the present case become matrices after expanding in
the basis of Landau eigenfunctions. For this, we note that the kinetic energy operator for
the boson field in (8.12) can be written in matrix form as K+K−, where K± are the ma-
trices defined in (8.10). The action (8.12) can thereby be written as the supersymmetric
matrix-vector model
S(0)susy = TrH
(∑
s=±
Fs
(
Ks +
√
4πθ µf
)
F †s +M
† (K+K− + 4πθ µ2f )M
)
+
√
4πθ µf f
†f + 4πθ
(
µ2f − 2θ−1
)
β†β , (8.15)
where for convenience we have separated out the zero-mode part βm ≡M1m of the scalar
field, and in (8.15) it is understood that M ≡ (Mℓm)ℓ≥2 , m≥1 is a rectangular matrix. The
action (8.15) is invariant under the infinitesimal supersymmetry transformations
δǫFs = −ǫsM
(
K−s +
√
4πθ µf
)
,
δǫF
†
s = −
(
K−s +
√
4πθ µf
)
M † ǫ†s ,
δǫM =
∑
s=±
ǫs F
†
s ,
δǫM
† =
∑
s=±
Fs ǫ
†
s , (8.16)
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where ǫ± ≡ (ǫ±,ℓℓ′)ℓ,ℓ′≥2 is a pair of infinite dimensional matrices. As expected, the
supersymmetry transformations do not involve zero modes.
Since K+ = (K−)†, we have (δǫFs)† 6= δǫF †s , and hence Fs and F †s should be regarded
as independent variables in the functional integral defining the corresponding quantum
field theory. The supersymmetry transformation (8.16) is then a legitimate change of
variables, and it leads to the supersymmetric Ward identities in the usual way, as long as
the integration measure is superinvariant. The condition for this is
TrH
(
ǫ± + ǫ
†
±
)
= 0 . (8.17)
The absence of zero modes in (8.16) and the constraint (8.17) eliminate only a finite
number of degrees of freedom.
8.3 Supersymmetric Interactions
Thus far we have considered a non-interacting supersymmetric quantum field theory for
which noncommutativity played no role. Noncommutativity becomes important if we
try to answer the question of whether or not there exist interactions that preserve the
supersymmetry. We believe that the affirmative answer to this question can be given only
within the framework of noncommutative field theory. It seems impossible to construct
local interactions that are invariant under the supersymmetry transformations (8.13),
though we cannot prove this fact rigorously. However, “star-local” interacting quantum
field theories which possess the infinite-parameter supersymmetry (8.13) do exist, as we
now proceed to demonstrate.
The reason why noncommutativity aids the construction of Lagrangians which are
invariant under the supersymmetry transformations of the previous subsection is that the
ladder operators (3.2) obey remarkable Leibniz-type rules with respect to the star-product,
a (f ⋆ f ′) = (a f) ⋆ f ′ ,
a† (f ⋆ f ′) = (a† f) ⋆ f ′ ,
b (f ⋆ f ′) = f ⋆ (b f ′) ,
b
† (f ⋆ f ′) = f ⋆ (b† f ′) ,
(b f) ⋆ f ′ = f ⋆ (a† f ′) ,
(b† f) ⋆ f ′ = f ⋆ (a f ′) . (8.18)
These equalities can be proven by expanding the fields f and f ′ in the Landau basis
and using (3.12). Alternatively, the star-product projector relation (3.12) for the Landau
wavefunctions can be derived from the Leibniz rules (8.18), which can be independently
checked by a direct computation in the Fourier basis by using (2.5). Formally, the relations
(8.18) simply reflect the fact the algebra of functions on R2, equipped with the star-
product, generates a bimodule for the harmonic oscillator algebras (3.3) realized by the
commuting a and b operators. This was already implicit in the definitions (8.14).
As usual, the construction of supersymmetric Lagrangians is facilitated by the intro-
duction of auxilliary fields F . With them, we postulate the supersymmetry transforma-
tions
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δǫΦ = ǫ
†
(
A† 0
0 ζ
)
Ψ ,
δǫΦ
† = Ψ†
(
A 0
0 ζ
)
ǫ ,
δǫΨ =
(
0 A
−A† 0
)(
A 0
0 ζ
)
ǫΦ− i
(
A 0
0 ζ
)
ǫF ,
δǫΨ
† = Φ† ǫ†
(
A† 0
0 ζ
)(
0 A
−A† 0
)
− i F † ǫ†
(
A† 0
0 ζ
)
,
δǫF = i ǫ†
(
A† 0
0 ζ
)(
0 A
−A† 0
)
Ψ ,
δǫF † = i Ψ†
(
0 A
−A† 0
)(
A 0
0 ζ
)
ǫ , (8.19)
where ζ is an arbitrary parameter of mass dimension 1. It can be set to unity, but then
the left and right components ǫ and ǫ† will have different scaling dimensions.
There are two star-quadratic invariants of the supersymmetry transformations (8.19)
which contain at most two derivatives of the fields. They are given by
L0 = Ψ† ⋆
(
0 A
−A† 0
)
Ψ+ Φ† ⋆ A†AΦ + F † ⋆ F ,
L1 = Ψ† ⋆Ψ+ i F † ⋆ Φ+ i Φ† ⋆ F . (8.20)
The superinvariance of the expressions (8.20) depends crucially on the bimodule prop-
erties (8.18) of the ladder operators. We can now proceed to construct supersymmetric
Lagrangians by taking star-products of L1 and L0. The most general renormalizable
Lagrangian, i.e. the one with no couplings of negative dimension, is then given by
L = L0 + µf L1 + g
2
L1 ⋆ L1 . (8.21)
The auxilliary fields can be eliminated from (8.21) by using the equations of motion. Then
the second term gives masses to the boson and fermion fields, while the third term induces
various interactions. These interactions are star-local, but non-polynomial in Φ and Ψ.
Explicitly, one finds
Ssusy =
∫
d2x
[
Φ†(x)
(
A†A+ µ2f
)
Φ(x) + Ψ†(x)
(
µf A
−A† µf
)
Ψ(x)
+ 2gµ2f Φ
† ⋆ Φ ⋆ Φ† ⋆ Φ(x) + 2gµf Φ
† ⋆ Φ ⋆Ψ† ⋆Ψ(x) +
g
2
Ψ† ⋆Ψ ⋆Ψ† ⋆Ψ(x)
+O
(
g2
)]
. (8.22)
The action (8.22) possesses the usual star-local GL(∞) symmetry as before and hence
yields a potentially solvable supersymmetric quantum field theory. It would be interesting
to seek a superspace formulation of this model, which may aid in finding its exact solution.
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However, it is not clear what the concept of a superspace could mean in the present con-
text. The supersymmetry here acts as a fermionic rotation on the Landau levels, which
has nothing in common with ordinary supersymmetry. In particular, the commutator of
supercharges is not a spacetime translation [55, 56]. The definition of noncommutative
superspaces has been addressed recently within various different contexts in [57]–[66]. In
the present case, supersymmetric rotations are the super-analogs of the bosonic GL(∞)
symmetry, so it is tempting to speculate that together they generate an infinite dimen-
sional GL(∞|∞) supergroup. Geometrically, this noncommutative supersymmetry would
then correspond to the superspace generalization of area-preserving diffeomorphisms.
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Appendix A Mean Field Analysis of Commutative
Complex Φ4-Theory
In this appendix we point out that the models studied in this paper also have a concrete
physical motivation as a novel kind of mean field theory for conventional (commutative)
complex Φ4-theory. For this, we consider the action S0+Sint for ordinary two-dimensional
complex Φ4-theory written in momentum space, with free part
S0 =
∫
d2k
(
k2 + µ2
)
Φ˜†(k) Φ˜(k) , (A.1)
and the interaction
Sint =
g0
2
∫
d2k d2k′ d2q d2q′ δ(2)(k′ − k + q′ − q) Φ˜†(k′) Φ˜(k) Φ˜†(q′) Φ˜(q) (A.2)
describing all possible momentum conserving processes whereby particles with incoming
momenta k and q are scattered to new momenta k′ and q′. Standard mean field theory
can be applied to this theory by truncating the interaction to retain only the Hartree and
Fock terms. In the former interactions the individual particle momenta are conserved,
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k = k′ and q = q′, while in the latter terms they are exchanged, k = q′ and q = k′. In
the present case these two types of terms are actually the same, and their sum yields the
Hartree-Fock interaction
SHF = g0
∫
d2k d2q Φ˜†(k) Φ˜(k) Φ˜†(q) Φ˜(q) . (A.3)
The quantum field theory with action S0 + SHF can be solved exactly, and its exact
solution is identical to mean field theory for commutative complex Φ4-theory. Up to now
our discussion could have been easily extended to arbitrary spacetime dimensionality, but
in two dimensions there are special mixed interactions which are of Hartree type in one
component of the momenta and of Fock type in the other component, k′ = (k′1, k
′
2) =
(k1, q2) and q
′ = (q′1, q
′
2) = (q1, k2), or vice versa [67]. The sum of all of these mixed terms
yields the interaction
Smixed = g0
∫
d2k d2q Φ˜†(k1, q2) Φ˜(k1, k2) Φ˜†(q1, k2) Φ˜(q1, q2) . (A.4)
We now claim that the model with action S0 + Smixed is equivalent to the one studied
in this paper. For this, we introduce a regularization by restricting the momenta to
k = (k1, k2) =
2π
R
(ℓ,m) with ℓ,m = 0,± 1,± 2, . . . ,±R/a ≡ (N − 1)/2, where R < ∞ is
a large but finite radius for the size of spacetime serving as an infrared cutoff, and a > 0
is a small but finite lattice spacing serving as an ultraviolet cutoff. We can then identify
the Fourier modes of the fields with the elements of an N ×N matrix M = (Mℓm) as
Mℓm =
(
2π
R
)2
Φ˜
(
2πℓ
R
,
2πm
R
)
. (A.5)
By introducing a diagonal matrix E with elements
Eℓm = ℓ
2 δℓm , (A.6)
we may thereby write the regulated action as a complex matrix model
S0 + Smixed = Tr
(
σM † EM + σ˜ M EM † + µ2M †M +
g
2
M †MM †M
)
(A.7)
with σ = σ˜ = 1, g = 2g0/R
2, and Tr the usual N ×N matrix trace as before.
The matrix integral that we evaluate in Section 4.1 provides an exact and explicit
formula for the free energy of this model. In Sections 4 and 5 we find the complete
solution of the model in the limit R → ∞ for the special maximally anisotropic case
σ˜ = 0. In section 7 we examine other possible ways of removing the cutoffs in the
anisotropic model. The physical interpretation of the model presented here gives a strong
motivation for extending the results of this paper to the more complicated isotropic case
where σ = σ˜.
Appendix B UV/IR Duality versus T-Duality
Combining the translation and symplectomorphism invariances of the action (2.10) with
its Morita-type duality symmetry found in [12] lends further support to the observation
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of [12] that the quantum field theory defined by (2.10) may be regarded as a discrete
noncommutative Z2 gauge theory when B = θ
−1. For this, we introduce a constant,
background metric H = (Hµν) on R
2n and use it to rewrite the action (2.10) in a covariant
form. We regard the action Sb as a functional of the dynamical field Φ, the background
fields H and B, and the coupling parameters g and θ. The action then has a duality
under Fourier transformation [12],
Sb[Φ;H,B, g, θ] =
∣∣∣det(B/2π)∣∣∣ Sb [Φ˜; H˜, B˜, g˜, θ˜] , (B.1)
where the dual parameters in momentum space are given by
H˜ = B−1H B−1 ,
B˜ = B−1 ,
g˜ =
g∣∣∣det(2πθ)∣∣∣ ,
θ˜ = θ−1 . (B.2)
Note that, in contrast to the transformations of Section 2.3, here we do not rescale the
arguments of the fields.
There is a novel gauge Morita equivalence interpretation of this noncommutative du-
ality, wherein we may heuristically regard the model (2.10) as a noncommutative gauge
theory defined along 2n finite discrete directions, i.e. on a two-sheeted manifold R2n×Z2.
Noncommutative Yang-Mills theory defined on a 2n-dimensional torus is manifestly in-
variant under the standard SO(2n, 2n,Z) open string T-duality transformations [3]
θ˜ = (A θ + B)⊤ (θQ− N)−1 ,
H˜ = (θQ− N)⊤H (θQ− N) ,
g˜2YM = g
2
YM det(θQ− N) , (B.3)
where the superscript ⊤ denotes transposition, gYM is the Yang-Mills coupling constant,
and in this equation θ is the dimensionless noncommutativity parameter. The 2n × 2n
symmetric integral matrix N is proportional to the rank N of the gauge theory, while the
antisymmetric integral matrix Q is determined by the magnetic fluxes of the gauge bundle
around the various two-cycles of the torus. The symmetric and antisymmetric integral
matrices A and B, respectively, are chosen to solve the generalized Diophantine equation
AN+ BQ = 1 2n . (B.4)
Going back to the scalar field theory we may, in the usual Connes-Lott type inter-
pretation of quartic scalar field theory [68], regard Φ as the off-diagonal components of a
superconnection, and the field theory (2.10) as induced by the limit in which the diagonal
gauge degrees of freedom are frozen out in the usual noncommutative Yang-Mills action
for the superconnection. The noncommutative scalar field theory is then formally the zero
rank limit of a noncommutative gauge theory. All formulas above still make mathematical
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sense in this limit and it is heuristically the choice that should be made for a discrete
gauge theory. It means that one should set
N = 0 . (B.5)
The equation (B.4) is then solved by
A = 0 , Q = −B =
(
0 −1
1 0
)
⊗ 1 n . (B.6)
Then the transformation rules (B.3) coincide exactly with (B.2) at the special point
B = θ−1. This holds with the identification g2YM = ((2π)
n g)−1. For this “discrete”
truncation of the toroidal compactification, the choice of flux matrix Q in (B.6) is very
natural, given the charges carried by the scalar fields Φ (see (2.33)). This gauge theoretic
interpretation also indicates why the duality property is uniquely possessed by a quartic
interaction of the scalar field, which has other special features as well which are displayed
in the main text. It would be interesting to pursue this gauge theoretic interpretation
further using the usual techniques of noncommutative geometry, as it may help elucidate
further features of the model and its generalizations.
Appendix C Alternative Derivation of the Loop
Equations
In this appendix we will present another derivation of the Schwinger-Dyson equations
(4.25) for the matrix model (3.26) with potential (2.9). This derivation has the advantage
of being somewhat more amenable to generalization to other noncommutative complex Φ4
field theories, such as that associated with the matrix model (4.1). It also gives another
physical interpretation to the loop function (4.23) in terms of the spectral distribution of
an auxilliary Hermitian one-matrix model.
We introduce an auxilliary N×N Hermitian matrix X = (Xℓm) through the Hubbard-
Stratonovich transformation
e−
g
2
Tr (MM†)2 =
∫
DX e −Tr (
1
2g
X2+ iXMM†) , (C.1)
where DX =
∏
ℓ dXℓℓ
∏
m<ℓ dReXℓm d ImXℓm/2π. After a rescaling of X and M by the
matrix dimension N , the partition function (3.26) may then be written in the form
ZN(E) =
∫
DM DM †
∫
DX e −
N
2g˜
Tr X2− ~M†(1⊗E⊤+ iX⊗1 ) ~M , (C.2)
where for convenience we have changed variables from N × N complex matrices M =
(Mℓm) to vectors ~M ∈ CN2 through the rule
~M = (M11,M12, . . . ,M1N ,M21, . . . ,MNN)
⊤ . (C.3)
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The Gaussian integration over M and M † can now be carried out in this manner, giving
the effective Hermitian one-matrix integral with a Penner type interaction potential,
ZN(E) =
∫
DX e −
N
2g˜
Tr X2− TrAd ln(1⊗E⊤+ iX⊗1 ) , (C.4)
where Tr Ad is the matrix trace in the adjoint representation.
The matrix integral (C.4) is invariant under unitary transformations of both X and
E, and can thus be written as an eigenvalue model. For this, we diagonalize X =
U diag(µ1, . . . , µN)U
†, with µℓ ∈ R and U ∈ U(N), compute the Jacobian of the in-
tegration measure to get DX = [dU ]
∏
ℓ dµℓ ∆N [µ]
2, and thereby write (C.4) as
ZN(E) =
N∏
ℓ=1
∞∫
−∞
dµℓ e
−N
2g˜
µ2
ℓ
N∏
m=1
1
λm + iµℓ
∆N [µ]
2 . (C.5)
The saddle point equation for the large N limit of the eigenvalue integral (C.5) is
µℓ
g˜
− 1
N
∑
m6=ℓ
1
µℓ − µm +
1
N
N∑
m=1
1
µℓ − iλm = 0 . (C.6)
We now multiply the expression (C.6) through by 1
N
(µℓ − z)−1 for z ∈ C, sum over all
ℓ = 1, . . . , N , and expand the terms to rewrite them in terms of the resolvent function
Σ(z) =
1
N
N∑
ℓ=1
1
µℓ − z . (C.7)
By rewriting the sums over the eigenvalues λm of the external field E as integrals over
the spectral density (4.24), and dropping the term Σ′(z)/N at N = ∞, we may in this
way write (C.6) as the large N loop equation
1
g˜
(
1 + zΣ(z)
)
+ Σ2(z) +
a2∫
a1
dλ
ρ(λ)
z + iλ
(
Σ(z)− Σ(− iλ)
)
= 0 . (C.8)
The loop equation (C.8) is essentially the same as (4.25). Since the resolvent function
(C.7) has the asymptotic behaviour Σ(z) ≃ −1
z
+ O( 1
z2
) for z → ∞, it then follows that
it may be identified with the function (4.23) through
Σ(z) = − iW (− i z) . (C.9)
This coincidence is not surprising, as both functions W and Σ are the generating
functions of correlators of derivatives ofM †M acting in the complex matrix model. Indeed,
a straightforward calculation using the Hubbard-Stratonovich transformation above shows
δℓℓ′ W (λℓ) ≡ 1
N
〈(
M †M
)
ℓℓ′
〉
E
= δℓℓ′
〈
1
N
N∑
m=1
1
λℓ + iµm
〉
HS
, (C.10)
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where the second expectation value is taken with respect to the Hubbard-Stratonovich
representation (C.4). The usefulness of this approach, however, is that the eigenvalue
model (C.5) may be straightforwardly generalized to include also the external field E˜
that appears in the matrix model (4.1), and its loop equations may be analysed by the
technique presented here. The exact solvability of the matrix model (4.1) may thereby be
attributed to the U(N) symmetry of theN×N matrix model of the Hubbard-Stratonovich
field X . This then has the potential of presenting an exact, non-perturbative solution of
the generalized noncommutative quantum field theory with action (2.1) and interaction
potential given by (2.9). Furthermore, this technique has the advantage of straightfor-
wardly supplying an explicit formula for the generating functional (2.13) of the connected
Green’s functions of the model.
Appendix D Explicit Solution of the Master Equa-
tion at Large N
To solve the non-linear integral equation (4.25), we will reduce it to a standard Riemann-
Hilbert problem of the type that appears for ordinary Hermitian one-matrix models. For
this, we introduce the resolvent function of the external field E which is defined as the
Hilbert transform
ω(z) =
a2∫
a1
dλ
ρ(λ)
z − λ (D.1)
of the spectral density (4.24), and the function
Ω(z) =
a2∫
a1
dλ
ρ(λ)W (λ)
z − λ . (D.2)
Both of these functions are analytic everywhere in the complex z-plane, except on the
support [a1, a2] of the spectral distribution where they each have a branch cut. Let
ω±(λ) =
1
2
(
ω(λ+ i 0)± ω(λ− i 0)
)
, λ ∈ [a1, a2] (D.3)
be the continuous and singular parts of the function ω(z) across its branch cut. We simi-
larly define Ω±(λ) for λ ∈ [a1, a2]. Note that ω−(λ) = i π ρ(λ) and Ω−(λ) = i πW (λ) ρ(λ).
From the definitions (D.1) and (D.2) it follows that the singular parts of these functions
are related through
Ω−(λ) =W (λ)ω−(λ) , ∀λ ∈ R . (D.4)
Furthermore, from the large N Schwinger-Dyson equations (4.25) it follows that the con-
tinuous part of (D.2) obeys
g˜Ω+(λ) = g˜ W
2(λ)−
(
λ− g˜ ω+(λ)
)
W (λ)− 1 , λ ∈ [a1, a2] . (D.5)
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Assuming g˜ 6= 0, this suggests the analytic ansatz
Ω(z) =W 2(z)−
(
z
g˜
− ω(z)
)
W (z)− 1
g˜
, ∀z ∈ C . (D.6)
Substituting (D.6) into (D.4) and (D.5) then implies the respective restrictions
W−(λ)
(
λ
g˜
− ω+(λ)− 2W+(λ)
)
= 0 , ∀λ ∈ R , (D.7)
W−(λ)
(
W−(λ) + ω−(λ)
)
= 0 , λ ∈ [a1, a2] (D.8)
on the real-valued analytic function W (z) in the complex z-plane. In deriving (D.7) from
(D.6) we have assumed that W (z) has no poles.
In addition to (D.7) and (D.8), a third restriction on the function W (z) is imposed by
the boundary conditions required to solve the Schwinger-Dyson equations. From (4.25)
it follows that there are two branches of solution, one with the asymptotic behaviour
W (z) ≃ z
g˜
for z → ∞, and the other with W (z) ≃ −1
z
for z → ∞. We will take the
latter boundary condition, as it is the one which matches that of the perturbative solution
(4.27) of the complex matrix model. This branch reduces continuously to the Gaussian
solution W (0)(λ) = − 1
λ
at g˜ = 0.8 Thus we will in addition require
W (z) ≃ −1
z
+O
(
1
z2
)
as z →∞ . (D.9)
We now solve (D.7)–(D.9) by making a one-cut ansatz, which will lead to a rational
parametrization of the solution. For this, we assume that W−(λ) is non-vanishing on a
single connected interval [b1, b2] in the complex λ-plane. To satisfy (D.8) we must then
have
[a1, a2] ∩ [b1, b2] = ∅ . (D.10)
Since the resolvent ω(z) is analytic everywhere away from its branch cut on [a1, a2], from
(D.10) it follows that ω−(λ) = 0 for λ ∈ [b1, b2]. From (D.7) we then have
W+(λ) =
1
2
ω(λ)− λ
2g˜
, λ ∈ [b1, b2] . (D.11)
We can now turn (D.11) into a standard Riemann-Hilbert equation(
W (λ)√
(λ− b1)(λ− b2)
)
−
=
λ
g˜
− ω(λ)
2 i
√
(b2 − λ)(λ− b1)
, λ ∈ [b1, b2] . (D.12)
8The former asymptotic behaviour is the pertinent boundary condition to use in solving the corre-
sponding Hermitian matrix model in an external field, obtained by the formal substitution X = M †M
in the matrix integral (3.26), along with the appropriate change of integration domain. This Gaussian
Hermitian matrix integral is proportional to eN Tr E
2/2g˜, and it thereby produces a solution which is
singular at g˜ = 0. More precisely, the loop equation (4.25) is very similar to that of the Kontsevich-
Penner model [69]–[71] whose solution is given by the singular branch. While their equations of motion
are the same, the complex and Hermitian matrix models differ in the choice of boundary conditions.
The situation here is in marked contrast to that in the absence of the external field, whereby the dif-
ference between partition functions calculated in the large N limit with different integration domains is
exponentially small [48], and hence does not affect the solution at leading order N =∞.
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It follows that the function W (z) is given everywhere in the complex z-plane by the
contour integral
W (z) =
∮
[b1,b2]
w 6=z
dw
4π i
ω(w)− w
g˜
w − z
√
(z − b1)(z − b2)
(w − b1)(w − b2) . (D.13)
The discontinuity equation (D.12) determines the solution (D.13) uniquely up to terms
which are regular at z = 0, and the large z behaviour (D.9) implies that the regular terms
vanish. Substituting (D.1) into (D.13) and integrating along the cut [b1, b2] then yields
W (z) =
z
2g˜
−
√
(z − b1)(z − b2)
2g˜
− 1
2
a2∫
a1
dλ
ρ(λ)
z − λ
√
(z − b1)(z − b2)−
√
(λ− b1)(λ− b2)√
(λ− b1)(λ− b2)
. (D.14)
The large z behaviour (D.9) also generates two boundary conditions which unambiguously
determine the branch points b1 and b2 of the function W (z). Expanding the right-hand
side of (D.14) for z → ∞ we encounter a constant term, which must vanish, and a term
proportional to 1
z
, with known residue −1. This supplements (D.14) with the respective
constraints
b1 + b2 = −2g˜
a2∫
a1
dλ
ρ(λ)√
(λ− b1)(λ− b2)
,
3
(
b21 + b
2
2
)
+ 2 b1b2 + 8g˜ = −8g˜
a2∫
a1
dλ
λ ρ(λ)√
(λ− b1)(λ− b2)
. (D.15)
Appendix E Calculation of the Convolution Kernels
The trace formula (5.6) for the integration kernel GL can be written in terms of the
generating function (3.8) for the Landau wavefunctions as
GL(x1, . . . , xL) =
(
1√
4πθ
)L−2 L∏
I=1
∫
duI duI
i π
e −|uI |
2
×Pu1,u2(xL)Pu2,u3(xL−1) · · ·PuL,u1(x1) . (E.1)
This representation can be proven by substituting the definitions (3.7) into (E.1) and
repeatedly applying the integral identity∫
du du
i π
e −|u|
2
uℓ um = ℓ! δℓm (E.2)
to reduce (E.1) to (5.6). Inserting the explicit forms of the generating functions (3.8) into
(E.1) then leaves a set of L coupled Gaussian integrals. The result of these integrations is
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most efficiently presented by introducing an L dimensional vector notation involving the
L× L shift matrix
ΓL =

0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
 , (E.3)
and the complex L-vectors
ξ† = ( ξ1 , . . . , ξL ) , ξ =
 ξ1...
ξL
 (E.4)
where
ξ =
√
B z , ξ =
√
B z (E.5)
are the dimensionless rescalings of the complex coordinates (3.1) on R2 by the magnetic
length.
After some careful inspection, it is easy to see that the integrated form can then be
written as
GL(x1, . . . , xL) = 2
(
1
2πθ
)L−1
det(1 + ΓL)
−1 e ξ
† ΓL(1+ΓL)
−1 ξ− 1
2
ξ†·ξ . (E.6)
This same result could also have been obtained directly from (5.3) by using the Fourier
representation of the delta-function. The expression (E.6) as it stands is formal, because
while for L odd all eigenvalues of 1 +ΓL are non-zero, for L even there is exactly one zero
eigenvalue and the matrix 1 + ΓL is singular. We will therefore regulate the expression
(E.6) by replacing the shift matrix ΓL with αΓL and at the end take the limit α → 1.
Thus we will instead compute
GL(x1, . . . , xL) = 2
(
1
2πθ
)L−1
lim
α→1
det(1 + αΓL)
−1 exp
(
−1
2
ξ†
1 − αΓL
1 + αΓL
ξ
)
. (E.7)
The determinant in (E.7) can be computed by expanding in minors along the first row
to produce two triangular determinants and hence get
det(1 + αΓL) =
∣∣∣∣∣∣∣∣∣∣
1 0 . . . 0 α
α 1 . . . 0 0
0 α . . . 0 0
...
...
. . .
...
...
0 0 . . . α 1
∣∣∣∣∣∣∣∣∣∣
= 1− (−α)L . (E.8)
The calculation of the inverse matrix in (E.7) is also straightforward owing to the identity
ΓLL = 1 , which yields
(1 + αΓL)
−1 =
∞∑
k=0
(−α)k ΓkL =
1
1− (−α)L
L−1∑
p=0
(−α)p ΓpL . (E.9)
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Since the pth power of the shift matrix generates a cyclic permutation of order p when
acting on L-vectors, i.e.
(ΓpL ξ)I = ξ(I+p)modL , (E.10)
after a reshuffling of indices the quadratic form in (E.7) can be written as
ξ†
1 − αΓL
1 + αΓL
ξ =
1
1− (−α)L
[(
1 + (−α)L
) L∑
I=1
ξI ξI
+ 2
∑
I<J
(−α)J−I
(
ξI ξJ + (−α)L ξJ ξI
)]
. (E.11)
To get the final result for the kernel (E.7), the cases of L odd and of L even should now
be treated separately.
When L = 2r + 1 is odd, the limit α → 1 is non-singular, and hence we can simply
set α = 1 in (E.8) and (E.11) to compute (E.7) as
G2r+1(x1, . . . , x2r+1) =
(
1
2πθ
)2r
exp
(
− i
∑
I<J
(−1)J−I xI ·BxJ
)
. (E.12)
When L = 2r is even, the regulator αmust be removed carefully. For this, we set α = 1−ε,
and expand (E.8) and (E.11) to second order in ε ↓ 0 to get
det(1 + αΓ2r) = 2rε+O
(
ε2
)
, (E.13)
ξ†
1 − αΓ2r
1 + αΓ2r
ξ =
B
rε
(
2r∑
I=1
(−1)I xI
)2
−B
(
2r∑
I=1
(−1)I xI
)2
− 2 i
r
∑
I<J
(−1)J−I (J − I − r) xI · BxJ +O(ε) . (E.14)
The first term in (E.14) combines with (E.13) to produce a delta-function in the limit
ε ↓ 0 owing to the identity
lim
ε↓0
B
2πε
e −
B
2ε
|x|2 = δ(2)(x) . (E.15)
This leads to the expression (5.7) quoted in the main text.
Appendix F Calculation of the Free Propagator
In this appendix we shall compute the propagator (5.11). We will start by evaluating the
Landau heat kernel
Pt(x, y) ≡ 〈x| e−t Dˆ2 |y〉 =
∞∑
ℓ,m=1
e −4B(ℓ−
1
2
)t φm,ℓ(x)φℓ,m(y) (F.1)
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for 0 ≤ t <∞. For this, we will find it convenient to compute the function
χt (k, x) = e
tD2 e i k·x φ0(x) =
∫
d2y Pt(x, y) e
i k·y φ0(y) , (F.2)
where φ0 is the ground state wavefunction (3.6). By a simple calculation we find
χt = e
tD2 e i (c+c
†) φ0 (F.3)
where
c = κ a+ κ b , κ =
1√
4B
(
k1 + i k2
)
, (F.4)
with a and b the ladder operators (3.2). By using the Baker-Campbell-Hausdorff formula
with [c, c†] = 2|κ|2 and cφ0 = 0 we obtain
χt = exp
(
i e tD
2
c† e −tD
2
)
e −|κ|
2
e tD
2
φ0 . (F.5)
From the oscillator representation (3.16) of the Landau Hamiltonian at Bθ = 1 and (3.22)
we get
χt = e
−2Bt e −|κ|
2
exp i
(
κ e −4Bt a† + κ b†
)
φ0 . (F.6)
Inserting φ0 = exp i (κ e
−4Bt b + κ a)φ0 into (F.6) and using the Baker-Campbell-
Hausdorff formula again yields
χt (k, x) = e
−2Bt e −|κ|
2
e |κ|
2 exp(−4Bt) exp i
(
κ e −4Bt ξ + κ ξ
)
φ0(x) , (F.7)
where we have used (3.2) and the rescaling (E.5).
Along with (F.2), the expression (F.7) allows us to compute the heat kernel (F.1) via
the Fourier transform
Pt(x, y) =
φ0(x)
φ0(y)
∫
d2k
(2π)2
e − i k·y e −2Bt e −|κ|
2(1−exp(−4Bt))
× exp i (κ e −4Bt ξ + κ ξ) . (F.8)
The integral in (F.8) is Gaussian, and after a straightforward computation we arrive at
the final result
Pt(x, y) =
B
2π sinh(2Bt)
e −
B
2
coth(2Bt) |x−y|2 e − ix·By . (F.9)
Note that from (E.15) it follows that Pt(x, y)→ δ(2)(x−y) for B ↓ 0, as it should. Finally,
the propagator (5.11) is given by
Cµ(x, y) =
∞∫
0
dt e −tµ
2 〈x| e−t Dˆ2 |y〉
=
B
2π
e − i x·By
∞∫
0
dt e −tµ
2 e−
B
2
coth(2Bt) |x−y|2
sinh(2Bt)
. (F.10)
The change of variables
u =
B |x− y|2
2
(
coth(2Bt)− 1
)
(F.11)
then brings the propagator (F.10) into the form (5.12) given in the main text.
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Appendix G Scaling Limit of the Function γℓ (x, y)
To compute the sum over Landau eigenfunctions (5.18), it is convenient to introduce the
generating function
γ(x, y; t) =
∞∑
ℓ=1
t2(ℓ−1)
(ℓ− 1)! γℓ (x, y) . (G.1)
Proceeding as with the representation (E.1), by using (5.18) we may then express (G.1)
in terms of the generating functions (3.7) as
γ(x, y; t) = 4πθ
∫
du du
i π
e −|u|
2
2π∫
0
dτ
2π
Pu , t e− i τ (x)Pt e i τ , u(y) . (G.2)
Upon substituting in the explicit form (3.8), we observe that the integral over u is Gaus-
sian, and that the resulting τ integration yields the Bessel function J0 of the first kind of
order 0, giving
γ(x, y; t) = 4 e −|x−y|
2/2θ+ ix·By+t2 J0
(
2t |x− y| /
√
θ
)
. (G.3)
By substituting the power series expansions of the exponential and Bessel functions into
(G.3) and comparing with (G.1) we find the functions (5.18) for finite ℓ and θ in the form
γℓ (x, y) = 4(ℓ− 1)! e −|x−y|
2/2θ+ ix·By
ℓ−1∑
k=0
(−1)k
(ℓ− k − 1)! (k!)2
( |x− y|2
θ
)k
. (G.4)
We are interested in the function (G.4) in the scaling limit θ → ∞, ℓ → ∞ with ℓ
θ
fixed. In this limit, the exponential factor in (G.3) reduces to e t
2
. The extraction of large
orders in ℓ in the Taylor series (G.1) is accomplished by the standard method of contour
integration to write
γℓ (x, y) = (ℓ− 1)!
∮
t=0
dt
2π i t2ℓ−1
γ(x, y; t) . (G.5)
By rescaling the integrand of (G.5) as t =
√
ℓ− 1w and using (G.3) we get
γℓ (x, y) = 4 (ℓ− 1)! e ℓ−1
∮
w=0
dw
2π iw
J0
(
2w |x− y|
√
(ℓ− 1)/θ
)
e (ℓ−1) (w
2−2 lnw) . (G.6)
In the large ℓ limit, the integral (G.6) can be evaluated by using the saddle-point approx-
imation. There are two saddle points, at w = ± 1. By expanding (G.6) near these saddle
points and using the Stirling approximation ℓ! ≃ √2πℓ e −ℓ ℓ ℓ for ℓ→∞, we finally find
γℓ (x, y) = 4 J0
(
2 |x− y|
√
ℓ/θ
)
, (G.7)
which on trading the integers ℓ for the eigenvalues λℓ defined in (4.31) yields the result
(5.19) in the main text.
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