We consider the problem of correcting programs that compute multivariate polynomials over large nite elds and give an e cient procedure to transform any program that computes a multivariate polynomial f correctly on a 1=2+ fraction of its inputs ( > 0) into a randomized program that computes f correctly on every input with high probability. This shows that programs computing polynomials are \resilient" to a high fraction of errors. The resilience shown in this paper is better than that of the previously known correction procedures 2, 7] and is close to the information theoretic optimum. The running time of the correction procedure is polynomial in the degree of f , the number of variables, and 1 , where calls to the incorrect program are assessed a unit cost per call. An important consequence of this result is that the n n permanent is resilient to errors of up to 1=2 ? p(n) for any polynomial p(n).
Introduction
The study of self-correcting programs was independently started by 4] and 8] as a mechanism to transform programs that are usually correct into randomized programs that are always correct, with high probability. In this paper, we consider the problem of self-correcting programs that compute multivariate polynomials. Formally, the problem we consider here is the following: Problem 1 Given:
1. A program P that computes, on all but an fraction of inputs from the domain F n , some multivariate polynomial f of degree at most d on its input (where F is some nite eld). The main question investigated in this paper is how large can be so that the problem can still be solved e ciently (for large enough nite elds F). In the terminology of Gemmell et al. 7] this is the resilience of the class of multivariate polynomials of degree d. Gemmell appears sensitive to the structure of the nite eld; in particular, the time bound that they prove depends on the order of certain primitive roots of unity in the eld. This paper improves upon their result in two ways: our self-corrector can tolerate an error arbitrarily close to 1=2 and its running time does not depend in any way upon the structure of the nite eld over which the computation is performed. We do require though that the nite eld be large enough i.e., its size must be ((
, where = 1=2 ? . It may be noted that this resilience is almost optimal, in the sense that if the parameter becomes equal to half then there might be two polynomials that agree with the program at half the inputs and hence the answer is not uniquely speci ed. The resilience is achieved by rst reducing the problem of correcting multivariate polynomials to that of correcting univariate polynomials. This reduction is similar to the reduction of Beaver and Feigenbaum 2] in that both restrict their attention to the program's computation over a smaller subdomain, where the function can be expressed as a univariate polynomial in some input. The main improvement in our result is achieved by ensuring that on the smaller domain the program is erroneous on approximately the same fraction of the inputs as on the entire input space. Section 3 describes the details of the reduction. The second part of the correction procedure, correcting univariate polynomials when the error of the program computing the polynomial is close to half, uses an elegant technique of Berlekamp and Welch 5] , which they present as part of a new mechanism for correcting Reed-Solomon codes. The main advantage of the Berlekamp-Welch mechanism is that it removes, from the running time analysis, any dependence on the structure of the nite eld. We include a description of this procedure in the Appendix. In this section we describe a randomized reduction from Problem 2 to a problem of univariate self-correction.
We construct (by careful sampling from F n ) a domain D F n parametrized by a single variable x (i.e., the points in the domain D are given by fD(x)jx 2 Fg), such that D satis es the following properties:
, is a polynomial of degree at most 2d in x. The following claim establishes that D^ ;^ forms a pairwise independent sample of F n . 1 The idea of substituting low-degree polynomials in a single variable for the di erent variables, is not a new one. In particular, this has been used by Beaver et al. 3] , to reduce the number of oracles used in instance hiding schemes. The underlying property that they extract is similar. They use the fact that substitution by degree t-polynomials yields t-wise independent spaces. Claim 1 For a nite eld F,â 1 ;â 2 2 F n , and for distinct x 1 ; x 2 2 F n f0g, jFj 2n 2 The above claim establishes that any set S of the form S fD^ ;^ (x)jx 2 F n f0gg is a pairwise independent sample of F n . The following lemma gives a well-known property of pairwise independent spaces. The result follows from the fact that Chebychev's inequality holds for pairwise independent random variables (cf. Luby 9] , and if f is a multivariate polynomial in n variables over F, then f is (1=2? )-resilient. The time taken by the self-corrector that achieves this resilience is polynomial in n, 1 and the degree f. By using Lipton's 8] observation that the permanent of an n n matrix is a multivariate polynomial in n 2 variables of degree n, we get the following corollary :
Corollary 5 The n n permanent is resilient (in time polynomial in n) to errors of 1=2 ? 1=p(n) for any polynomially growing function p(n).
Open Problems
We provide randomized correction procedures for multivariate polynomials which can tolerate error close to 1/2. The correction works only for large nite elds. An interesting open question would be to solve this problem for much smaller nite elds (say, of constant size). Another question of interest is the following univariate polynomial reconstruction problem. "Given a black box whose output agrees with some polynomial a constant fraction (say 10%) of the time, is it possible to reconstruct a polynomial which agrees with the black box on 10% of its output?" Ar et al. 1] have shown a wide variety of applications to this problem. They also give a solution to this problem under the assumption that the error of the black box (on the remaining 90% of the input) is not arbitrary but in some sense structured. A solution to the univariate reconstruction problem would also be able to improve on the following result of Feige and Lund 6]. They show that unless the polynomial heirarchy collapses, the permanent cannot be computed correctly on even an exponentially small fraction of the inputs (over large nite elds). A solution to the univariate reconstruction problem would show that unless #P = BPP (a weaker assumption than that used by Feige and Lund), no program can compute the permanent correctly on 10 % of the inputs (over su ciently large nite elds). 
If a solution pair N; W to (2) can be found that has the additional property that W divides N, then this would yield K and W that satisfy (1). Berlekamp and Welch show that all solutions to the system (2) have the same N=W ratio (as rational functions) and hence if equation (2) unknowns and a solution to this system can now be found by matrix inversion.
It may be noted that the algorithm presented here for nding W and N is not the most e cient known. Berlekamp 
