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Abstract
The object of the present paper is to investigate some inclusion properties of certain subclasses of
analytic functions defined by using the Noor integral operator. The integral preserving properties in
connection with the operator are also considered. Relevant connections of the results presented here
with those obtained in earlier works are pointed out.
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1. Introduction
Let Ap be the class of functions of the form
f (z) = zp +
∞∑
k=p+1
akz
k
(
p ∈ N = {1,2,3, . . .}), (1.1)
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J. Patel, N.E. Cho / J. Math. Anal. Appl. 312 (2005) 564–575 565which are analytic in the open unit disk U = {z ∈ C: |z| < 1}. We denote A1 = A. If f
and g are analytic in U , we say that f is subordinate to g, written f ≺ g or f (z) ≺ g(z), if
there exists a Schwarz function ω in U such that f (z) = g(ω(z)). Let S∗p(η) and Kp(η) be
the subclasses ofAp consisting of all analytic functions which are, respectively, p-valently
starlike and p-valently convex of order η (0 η < p) in U . We denote S∗1 (η) ≡ S∗(η) andK1(η) ≡ K(η), the usual classes of starlike and convex functions of order η (0  η < 1)
in U [9].
For real or complex numbers a, b, c (c = 0,−1,−2, . . .), the hypergeometric series is
defined by
2F1(a, b; c; z) = 1 + ab
c
z
1! +
a(a + 1)b(b + 1)
c(c + 1)
z2
2! + · · · . (1.2)
We note that the series in (1.2) converges absolutely for z ∈ U and hence represents an
analytic function in U [17].
For f ∈Ap , we denote by Dδ+p−1 :Ap →Ap the operator defined by
Dδ+p−1f (z) = z
p
(1 − z)δ+p ∗ f (z) (δ > −p) (1.3)
or, equivalently, by
Dn+p−1f (z) = z
p(zn−1f (z))(n+p−1)
(n+ p − 1)! ,
where n is any integer greater than −p and the symbol (∗) stands for the Hadamard product
(or convolution). If f (z) is given by (1.1), then from (1.3) it follows that
Dn+p−1f (z) = zp +
∞∑
k=p+1
(
n+ k − 1
k − p
)
akz
k (p ∈ N; n > −p).
The symbol Dn+p−1 when p = 1 was introduced by Ruscheweyh [15] and the symbol
Dn+p−1 was introduced by Goel and Sohi [4]. This symbol is called as the Ruscheweyh
derivative of (n + p − 1)th order.
Recently, analogous to Dn+p−1f , Liu and Noor [6] introduced an integral operator
In,p :Ap →Ap as follows:
Let fn,p(z) = zp/(1 − z)n+p (n > −p), and let f (†)n,p(z) be defined such that
fn,p(z) ∗ f (†)n,p(z) =
zp
(1 − z)p+1 . (1.4)
Then
In,pf (z) = f (†)n,p(z) ∗ f (z) =
(
zp
(1 − z)n+p
)(†)
∗ f (z) (f ∈Ap). (1.5)
If f (z) is given by (1.1), then from (1.4) and (1.5), we deduce that
In,pf (z) = zp +
∞∑
k=p+1
(p + 1)(p + 2) · · ·k
(n + p)(n + p + 1) · · · (n+ k − 1)akz
k
= zp 2F1(1,p + 1;n+ p; z) ∗ f (z) (n > −p). (1.6)
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z
(In+1,pf (z))′ = (n + p)In,pf (z) − nIn+1,pf (z). (1.7)
We also note that I0,pf (z) = zf ′(z)/p and I1,pf (z) = f (z). Moreover, the operator
In,pf defined by (1.5) is called as the Noor integral operator of (n + p − 1)th order
of f [6]. For p = 1, the operator In,1f ≡ Inf was introduced by Noor [10] and Noor
and Noor [12]. Several classes of analytic functions, defined by using the operator Inf ,
have been studied by many authors [2,5,13]. More recently, Noor [11] introduced new sub-
classes of analytic functions associated with the Noor integral operator and studied their
geometric properties. Now we define the following subclasses of analytic functions by
using the operator In,p .
For any integer n greater than −p and arbitrary real numbers A,B (−1 B < A 1),
let S∗n,p(η,A,B) be the class of functions f ∈Ap satisfying the condition
1
p − η
(
z(In,pf (z))′
In,pf (z) − η
)
≺ 1 +Az
1 + Bz (z ∈ U) (1.8)
for some η(0  η < p). We note that S∗1,p(η,1,−1) and S∗0,p(η,1,−1) are the classes
of p-valently starlike and p-valently convex functions of order η in U . Furthermore,
S∗n,1(η,A,B) = S∗n(η,A,B) is the class introduced and studied by Cho [2]. We denote
S∗n,p(η,1,−1) ≡ S∗n,p(η). Let H(p(z), zp′(z)) ≺ h(z) be a first order differential subordi-
nation. Then a univalent function q(z) is called its dominant if p(z) ≺ q(z) for all analytic
functions p(z) that satisfy the differential subordination. A dominant q¯(z) is called the
best dominant if q¯(z) ≺ q(z) for all dominants q(z). For the general theory of first order
differential subordination and its applications, we refer to [9].
In the present paper, we obtain inclusion relationships among the classes S∗n,p(η,A,B).
The integral preserving properties in connection with the operator In,pf are considered.
Relevant connections of the results presented here with those obtained in earlier works are
also pointed out.
2. Preliminaries
To establish our main results, we shall require the following lemmas.
Lemma 2.1 [8]. If −1  B < A  1, β > 0 and the complex number γ satisfy 	(γ ) 
−β(1 −A)/(1 −B), then the differential equation
q(z) + zq
′(z)
β q(z) + γ =
1 +Az
1 +Bz (z ∈ U)
has a univalent solution in U given by
q(z) =


zβ+γ (1+Bz)β(A−B)/B
β
∫ z
0 t
β+γ−1(1+Bt)β(A−B)/B dt −
γ
β
, B = 0,
zβ+γ exp(βAz)∫ z β+γ−1 − γβ , B = 0.
(2.1)β 0 t exp(βAt) dt
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φ(z) + zφ
′(z)
βφ(z) + γ ≺
1 +Az
1 +Bz (z ∈ U), (2.2)
then
φ(z) ≺ q(z) ≺ 1 + Az
1 +Bz (z ∈ U)
and q(z) is the best dominant of (2.2).
Lemma 2.2 [16]. Let ν be a positive measure on [0,1]. Let h be a complex-valued function
defined on U × [0,1] such that h(., t) is analytic in U for each t ∈ [0,1], and h(z, .) is ν-
integrable on [0,1] for all z ∈ U . In addition, suppose that 	{h(z, t)} > 0, h(−r, t) is real
and 	{1/h(z, t)}  1/h(−r, t) for |z|  r < 1 and t ∈ [0,1]. If h(z) = ∫ 10 h(z, t) dν(t),
then 	{1/h(z)} 1/h(−r).
Each of the identities (asserted by Lemma 3 below) is well known [17].
Lemma 2.3. For real numbers a, b, c (c = 0,−1,−2, . . .), we have
1∫
0
tb−1(1 − t)c−b−1(1 − tz)−a dt = Γ (b)Γ (c − b)
Γ (c)
2F1(a, b; c; z)
(c > b > 0), (2.3)
2F1(a, b; c; z) = 2F1(b, a; c; z), (2.4)
2F1(a, b; c; z) = (1 − z)−a 2F1
(
a, c − b; c; z
z − 1
)
. (2.5)
3. Main results
We now prove
Theorem 3.1. For any integer n greater than −p and −1  B < A  1, if f ∈
S∗n,p(η,A,B), then
1
p − η
{
z(In+1,pf (z))′
In+1,pf (z) − η
}
≺ 1
p − η
{
1
Q(z)
− (n + η)
}
= q1(z) ≺ 1 +Az1 +Bz
(0 η < p; z ∈ U), (3.1)
where
Q(z) =


∫ 1
0 s
p+n−1( 1+Bsz
1+Bz
) (p−η)(A−B)
B dt, B = 0,∫ 1
0 s
p+n−1 exp((p − η)(s − 1)Az)dt, B = 0,
(3.2)
q1(z) = 1
{
p + n − (n + η)
}
when A = − (n + η + 1)B , B = 0,
p − η 1 +Bz p − η
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−1 B < 0, then
S∗n,p(η,A,B) ⊂ S∗n+1,p(η,1 − 2ρ,−1), (3.3)
where
ρ ≡ ρ(p,n,η,A,B)
= 1
p − η
[
(p + n)
{
2F1
(
1,
(p − η)(B −A)
B
;p + n+ 1; B
1 −B
)}−1
− (n + η)
]
.
The result is best possible.
Proof. Let
φ(z) = 1
p − η
{
z(In+1,pf (z))′
In+1,pf (z) − η
}
(z ∈ U). (3.4)
Then φ(z) is analytic in U with φ(0) = 1. By using the identity (1.7) in (3.4), we get
(n+ p) In,pf (z)In+1,pf (z) = (p − η)φ(z) + n+ η. (3.5)
Taking the logarithmic derivatives in both sides of (3.5) and multiplying by z, we have
1
p − η
{
z(In,pf (z))′
In,pf (z) − η
}
= φ(z) + zφ
′(z)
(p − η)φ(z) + n+ η ≺
1 + Az
1 +Bz (z ∈ U).
(3.6)
Thus, φ(z) satisfies the differential subordination (2.2) and hence by using Lemma 2.1, we
get
φ(z) ≺ q(z) ≺ 1 +Az
1 + Bz (z ∈ U),
where q1(z) is given by (2.1) for β = p − η and γ = n + η, and this q1(z) is the best
dominant of (3.6). This proves the assertion (3.1).
Next we show that
inf|z|<1
{	(q(z))}= q(−1). (3.7)
If we set a = (p−η)(B −A)/B,b = p+n and γ = p+n+1 then c > b > 0. From (3.2),
by using (2.4), (2.5) and (2.6), we see that for B = 0
Q(z) = (1 +Bz)a
1∫
0
sb−1(1 + Bsz)−a ds = Γ (b)
Γ (c)
2F1
(
1, a; c; Bz
Bz + 1
)
. (3.8)
To prove (3.7), we need to show that 	{1/Q(z)}  1/Q(−1), z ∈ U . Since A <
−(n + η + 1)B/(p − η) implies that c > a > 0, by using (2.4), (3.8) yields
Q(z) =
1∫
h(z, s) dν(s),0
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h(z, s) = 1 + Bz
1 + (1 − s)Bz (0 s  1) and
dν(s) = Γ (b)
Γ (a)Γ (c − a)s
a−1(1 − s)c−a−1 ds,
which is a positive measure on [0,1]. For −1 B < 0, it may be noted that 	{h(z, s)} > 0,
h(−r, s) is real for 0 r < 1,0 ∈ [0,1] and
	
{
1
h(z, s)
}
= 	
{
1 + (1 − s)Bz
1 +Bz
}
 1 − (1 − s)Br
1 − Br =
1
h(−r, s)
for |z|  r < 1 and s ∈ [0,1]. Therefore, by using Lemma 2.2, we have 	{1/Q(z)} 
1/Q(−r), |z| r < 1 and by letting r → 1−, we obtain 	{1/Q(z)} 1/Q(−1). Further,
by taking A → (−(n + η + 1)B/(p − η))+ for the case A = −(n + η + 1)B/(p − η), and
using (3.1) we get (3.3).
The result is best possible as the function q1(z) is the best dominant of (3.1). This
completes the proof of Theorem 1. 
Setting A = 1 and B = −1 in Theorem 3.1, we deduce that
Corollary 3.1. For any integer n greater than −p and (p − n− 1)/2 η < p, we have
S∗n,p(η) ⊂ S∗n+1,p(ξ),
where
ξ ≡ ξ(p,n,η) = (p + n){ 2F1(1,2(p − η);p + n + 1;1/2)}−1 − n.
The result is best possible.
Putting n = 0 in Corollary 3.1, we get
Corollary 3.2. For (p − 1)/2 η < p, we have
Kp(η) ⊂ S∗p(),
where  ≡ (p,η) = p{ 2F1(1,2(p − η);p + 1;1/2)}−1. The result is best possible.
Remark 3.1.
(i) From (3.1), it is easily seen that Theorem 3.1 improves the corresponding result of
Cho [2] for p = 1.
(ii) Noting that
{
2F1
(
1,2(1 − η);2;1/2)}−1 =
{ 1−2η
22(1−η)(1−22η−1) , η = 12 ,
1
2 ln 2 , η = 12 ,
Corollary 3.2 yields the corresponding result due to MacGregor [7] (see also [14]) for
p = 1.
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is not necessarily p-valently starlike of order larger than zero in U . However, our
Corollary 3.2 shows that if f is p-valently convex of order at least (p − 1)/2, then f
is p-valently starlike of order larger than zero in U .
Theorem 3.2. If f ∈ S∗n+1,p(η) for any integer n greater than −p and η (0 η < p), then
f ∈ S∗n,p(η) for |z| < R(p,n,η), where
R(p,n,η) =


(p−η+1)−
√
(p−η+1)2−(p+n)(p−2η−n)
p−2η−n , η = p−n2 ,
p+n
p+n+2 , η = p−n2 .
(3.9)
The bound R(p,n,η) is best possible.
Proof. We have
z(In+1,pf (z))′
In+1,pf (z) = η + (p − η)u(z), (3.10)
where u(z) = 1 + u1z + u2z2 + · · · is analytic and has a positive real part in U . Using the
identity (1.7) in (3.10) and taking logarithmic differentiation in the resulting equation, we
deduce that
	
{
z(In,pf (z))′
In,pf (z)
}
− η = (p − η)	
{
u(z) + zu
′(z)
n + η + (p − η)u(z)
}
= (p − η)	
{
u(z) − |zu
′(z)|
|n + η + (p − η)u(z)|
}
. (3.11)
Now by using the well-known estimates [7]∣∣zu′(z)∣∣ 2r
1 − r2 	
{
u(z)
}
and 	{u(z)} 1 − r
1 + r
(|z| = r < 1)
in (3.11), we get
	
{
z(In,pf (z))′
In,pf (z)
}
− η (p − η)	{u(z)}
×
{
1 − 2r
(n + η)(1 − r2)+ (p − η)(1 − r)2
}
,
which is certainly positive if r < R(p,n,η), where R(p,n,η) is given by (3.9).
To show that the bound R(p,n,η) is best possible, we consider the function f ∈ Ap
defined in U by
z(In+1,pf (z))′
In+1,pf (z) = η + (p − η)
1 + z
1 − z (0 η < p; n > −p).
Noting that
	
{
z(In,pf (z))′
In,pf (z)
}
− η = (p − η)	
{
1 + z
1 − z +
2z
(n + η)(1 − z2)+ (p − η)(1 + z)2
}
= 0
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rem 3.2. 
For n = 0, Theorem 3.2 yields
Corollary 3.3. If f ∈ S∗p(η) (0 η < p), then f ∈ Kp(η) for |z| < ξ(p,η), where
ξ(p,η) =


(p−η+1)−
√
η2+2(p−η)+1
p−2η , α = p2 ,
p
p+2 , α = p2 .
The bound ξ(p,η) is best possible.
For a function f ∈Ap , given by (1.1), the integral operator Fδ,p [4] is defined by
Fδ,p(f ) = Fδ,p(f )(z) = δ + p
zδ
z∫
0
tδ−1f (t) dt
= zp +
∞∑
k=1
δ + p
δ + p + k ap+kz
p+k (δ > −p; z ∈ U). (3.12)
We denote Fδ,1(f )(z) = Fδ(f )(z). It readily follows from (3.12) that
f ∈Ap ⇒ Fδ,p ∈Ap.
Theorem 3.3. Let n be any integer greater than −p, −1  B < A  1 and δ be a real
number satisfying
δ −η − (p − η)(1 − A)
(1 −B) . (3.13)
(i) If f ∈ S∗n,p(η,A,B), then the functionFδ,p defined by (3.12) belongs to S∗n,p(η,A,B).
Furthermore, we have
1
p − η
{
z(In,pFδ,p(f )(z))′
In,pFδ,p(f )(z) − η
}
≺ 1
p − η
{
1
Q(z)
− (δ + η)
}
= q2(z) ≺ 1 +Az1 +Bz (0 η < p; z ∈ U), (3.14)
where
Q(z) =


∫ 1
0 s
p+δ−1( 1+Bsz
1+Bz
) (p−η)(A−B)
B dt, B = 0,∫ 1
0 s
p+δ−1 exp((p − η)(s − 1)Az)dt, B = 0.
(3.15)
and q2(z) is the best dominant of (3.14).
(ii) If −1  B < 0 and δ  max{ (p−η)(B−A)
B
− p − 1,− (p−η)(1−A)1−B − η
}
, then for f ∈
S∗n,p(η,A,B), we have Fδ,p(f ) ∈ S∗n,p(η,1 − 2κ,−1), where
572 J. Patel, N.E. Cho / J. Math. Anal. Appl. 312 (2005) 564–575κ ≡ κ(p,n,η,A,B)
= 1
p − η
[
(p + δ)
{
2F1
(
1,
(p − η)(B −A)
B
;p + δ + 1; B
1 − B
)}−1
− (δ + η)
]
.
The result is best possible.
Proof. From (1.6) and (3.12), we have
z
(In,pFδ,p(f )(z))′ = (p + δ)In,pf (z) − δIn,pFδ,p(f )(z). (3.16)
Let
φ(z) = 1
p − η
{
z(In,pFδ,p(f )(z))′
In,pFδ,p(f )(z) − η
}
. (3.17)
Then φ(z) is analytic in U with φ(0) = 1. By using (3.16) in (3.17), we deduce that
(p + δ) In,pf (z)In,pFδ,p(f )(z) = (p − η)φ(z) + δ + η. (3.18)
Taking logarithmic derivatives in both sides of (3.18) and multiplying by z, we have
1
p − η
{
z(In,pf (z))′
In,pf (z) − η
}
= φ(z) + zφ
′(z)
(p − η)φ(z) + δ + η (z ∈ U).
Therefore, by Lemma 2.1, we obtain
φ(z) ≺ q2(z) = 1
p − η
{
1
Q(z)
− (δ + η)
}
≺ 1 +Az
1 +Bz (z ∈ U),
where Q(z) is given by (3.15). This proves the first part of the theorem.
Moreover, the second part follows from the similar arguments as in the proof of Theo-
rem 3.1 and so we omit the details. 
Taking A = 1 and B = −1 in Theorem 3.3, we obtain
Corollary 3.4. If δ is a real number satisfying δ  max{2(p − η) − p − 1,−η} and f ∈
S∗n,p(η), then Fδ,p(f )(z) ∈ S∗n,p(τ ), where
τ ≡ τ(p, δ, η) = (p + δ){ 2F1(1,2(p − η);p + δ + 1;1/2)}−1 − δ.
The result is best possible.
Remark 3.2.
(i) For p = 1, Theorem 3.3 improves the corresponding result of Cho [2].
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that for 0 η < 1 and δ −η,
f ∈ S∗(η) ⇒ Fδ(f ) ∈ S∗
(
δ + 1
2F1(1,2(1 − η); δ + 2;1/2) − δ
)
,
f ∈K(η) ⇒ Fδ(f ) ∈K
(
δ + 1
2F1(1,2(1 − η); δ + 2;1/2) − δ
)
.
Further, from Corollary 3.4 and the well-known result K(0) ≡K⊂ S∗(1/2), we obtain
the following:
Fδ(K) ⊂Fδ
(
S∗
(
1
2
))
⊂ S∗
(
δ + 1
2F1(1,1; δ + 2;1/2) − δ
)
.
In the special case,
F0(K) ⊂F0
(
S∗
(
1
2
))
⊂ S∗
(
1
2 ln 2
)
and
F1(K) ⊂F1
(
S∗
(
1
2
))
⊂ S∗
(
2 ln 2 − 1
2(1 − ln 2)
)
.
All the above results are best possible and they improve the corresponding work of Fukui
et al. [3].
Theorem 3.4. Let n be any integer greater than −p, −1  B < A  1 and δ be a real
number satisfying (3.13).
(i) If f ∈ S∗n,p(η,A,B), then the function Fδ,p defined by (3.12) satisfies
In,pf (z)
In,pFδ,pf (z) ≺
1
(δ + p)Q(z) ≡ q3(z) ≺
1 +A′z
1 +Bz (z ∈ U), (3.19)
where A′ = {(p − η)A+ (δ + η)B}/(p + δ), Q(z) is given by (3.15), and q3(z) is the
best dominant of (3.19).
(ii) Furthermore, if −1  B < 0, B < A  min{1 + (p+δ)(1−B)
p−η ,− (η+p+1)Bp−η
}
, and f ∈
S∗n,p(η,A,B), then
	
{ In,pf (z)
In,pFδ,pf (z)
}
>
1
2F1
(
1, (p−η)(B−A)
B
; δ + p + 1; B
(B−1)
) (z ∈ U).
The result is best possible.
Proof. Setting
φ(z) = In,pf (z)In,pFδ,pf (z) (z ∈ U), (3.20)
we see that φ(z) is analytic in U with φ(0) = 1. Making use of the logarithmic differenti-
ation in (3.20) and using the identity (3.16) in the resulting equation, we get
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p − η
(
z(In,pf (z))′
In,pf (z) − η
)
= P(z) + zP
′(z)
(p − η)P (z) + (δ + η)
≺ 1 +Az
1 +Bz (z ∈ U), (3.21)
where P(z) = {(δ + p)φ(z) − (δ + η)}/(p − η). By using Lemma 3.1, we have
P(z) ≺ q3(z) ≺ 1 + Az1 +Bz (z ∈ U), (3.22)
where q3(z) is the best dominant of (3.21), q3(z) is given by (2.1) with β = p − η and
γ = δ + η. Again, by using (3.21) in (3.22), we get (3.19).
The remaining part of proof of Theorem 3.4 is similar to that of Theorem 3.1, and so
we omit the details. 
By taking n = A = 1 and B = −1 in Theorem 3.4, we have
Corollary 3.5. If f ∈ S∗p(η), max{−δ, (p − δ − 1)/2} η < p, and δ + p > 0, then
	
{
zδf (z)∫ z
0 t
δ−1f (t) dt
}
> (p, δ, η) (z ∈ U),
where (p, δ, η) = (p+δ)[ 2F1(1,2(p−η); δ+p+1;1/2)]−1. The result is best possible.
For n = 0, A = 1 and B = −1, Theorem 3.4 yields the following result.
Corollary 3.6. If f ∈Kp(η), max{−δ, (p − δ − 1)/2} η < p, and δ + p > 0, then
	
{
zf ′(z)
f (z) − δ
zδ
∫ z
0 t
δ−1f (t) dt
}
> (p, δ, η) (z ∈ U),
where (p, δ, η) is defined as in Corollary 3.5. The result is best possible.
Remark 3.3. We note that Corollaries 3.5 and 3.6 improve the corresponding of Aouf
et al. [1].
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