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Abstract 
 
 
This thesis is concerned with the design and development of dynamically reconfigurable 
optical metasurfaces. This reconfigurability is achieved by integrating chalcogenide 
phase-change materials with plasmonic resonator structures of the metal-insulator-metal 
type. Switching the phase-change material between its amorphous and crystalline states 
results in dramatic changes in its optical properties, with consequent dramatic changes in 
the resonant behaviour of the plasmonic metasurface with which it is integrated. 
Moreover, such changes are non-volatile, reversible and potentially very fast, in the order 
of nanoseconds. 
The first part of the thesis is dedicated to the design, fabrication and characterisation of 
metasurface devices working at telecommunications wavelengths, specifically at 
wavelengths corresponding to the C-band (1530 to 1565 nm), and that act as a form of 
perfect absorber when the phase-change layer (in this case Ge2Sb2Te5) is amorphous but 
reflect strongly when switched to the crystalline state. Such behaviour can be used, for 
example, to provide a form of optical amplitude modulator. Fabricated devices not only 
showed very good performance, including a large modulation depth of ~77% and an 
extinction ratio of ~20 dB, but also incorporated a number of practicable design features 
often overlooked in the literature, including a means for protecting the phase-change layer 
from environmental oxidation and, importantly, an electrically-driven in-situ switching 
capability.    
In the second part of the thesis a method, based on eigenmode analysis and critical 
coupling theory, is developed to allow for the design and fabrication of perfect absorber 
type devices in a simple and efficient way, while at the same time maintaining design 
control over the key performance characteristics of resonant frequency, reflection 
coefficient at resonance and quality factor. Validation of this new method was carried out 
via the design and fabrication of a family of absorbers with a range of ‘on-demand’ quality 
factors, all operating at the same resonant frequency and able to be fabricated simply and 
simultaneously on the same chip. 
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The final part of the thesis is concerned with the design and development of a switchable 
phase-change metamaterial type absorber working in the visible part of the spectrum and 
with non-volatile colour generating capability. With the phase-change layer, here GeTe, 
in the crystalline phase, the absorber can be tuned to selectively absorb the red, green and 
blue spectral bands, so generating vivid cyan, magenta and yellow pixels. When the 
phase-change layer is switched into the amorphous phase, the resonant absorption is 
suppressed and a flat, pseudo-white reflectance results. This potentially opens up a route 
to the development of non-volatile, phase-change metamaterial colour displays and 
colour electronic signage. 
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Chapter 1 Introduction 
The ability to design devices capable of controlling the propagative characteristics of light 
at technologically important parts of the electromagnetic spectrum is essential to a 
number of important fields, such as telecommunications, sensing, imaging, spectroscopy, 
security and bio-sensing. Doing that in a reconfigurable fashion is of paramount 
importance, given that it allows the adaption of the response of the device according to 
the requirements of the application it is designed for. 
Metamaterials – i.e. artificial ‘materials’ whose properties rely on the collective response 
of their engineered constitutive elements called meta-atoms – have raised a lot of interest 
among scientists and engineers from the beginning of the 20th century (and before) due to 
the unprecedented properties that these artificial structures possess to manipulate wave 
phenomena [1]. However, these properties are fixed by design and, although this can be 
enough in some areas, the full potential of metamaterial-based devices will only be 
harnessed when their response can be reconfigured. There exist several paths to achieve 
this purpose, one of the more popular ones due to the potential advantages that it would 
imply (one of the most important being non-volatile operation) is the combination of 
metamaterial concepts with chalcogenide phase-change materials. 
This thesis is thus dedicated to the exploration and the study of the technological 
possibilities that metamaterial electromagnetic absorbers have in combination with 
phase-change materials. More specifically, devices for amplitude modulation in reflection 
will be considered with operation in the near-infrared and visible part of the 
electromagnetic spectrum. This study has also an engineering emphasis and the focus of 
it will be the search of new functionalities, design methods, compatible materials and 
fabrication and characterization of devices. Nevertheless, a significant part of the 
discussion will be concerned with the concepts behind the operation of the designed 
devices. 
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In this first chapter, a review of the most important historical milestones in phase-change 
material technology and metamaterial science are given. This will provide a general 
context before introducing the more specific and related theoretical background in 
Chapter 2. Moreover, reconfigurable metamaterials are also reviewed in general terms, 
and the concept of chalcogenide phase-change based metamaterial is presented along with 
other approaches to create metamaterial tuneable devices. Finally, at the end of this 
chapter, the objectives of the thesis are enunciated. 
 
1.1. Historical background: phase-change materials and 
metamaterials 
Chalcogenide phase-change materials undergo a reversible change in their structure from 
amorphous to a more energetically favourable crystalline phase, presenting an 
extraordinary contrast in their optical and electrical properties [2]. This change is very 
fast (on the order of nanoseconds) and driven by temperature. Such properties have made 
phase-change materials good candidates to be used in storage technology. Nowadays, it 
is possible to say that phase-change storage technology is a mature field. 
To be considered a phase-change material there are some essential properties that a 
material must satisfy [3]: 
 Fast phase transition optically or electrically induced. 
 Thermal stability of the amorphous phase at room temperature, on the order of 
decades. 
 Large refractive index and conductivity contrast between phases. 
 Large number of cycles between amorphous and crystalline phases. 
It is commonly accepted that the first person to propose phase-change materials for 
memory applications was Stanford R. Ovshinsky in 1968 [4]. However, some of the 
properties that characterise phase-change materials, in particular permanent resistance 
change, have been observed and reported since the beginning of the twentieth century in 
materials like MoS2 (from high to low resistance) or later in 1962 in As-Te-Br or -I ternary 
glasses (reversible resistance change reported) [2]. As well as this, the first patents 
appeared in the 1960s (before published results in 1962), describing reversible resistance 
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switching phenomena in ternary semiconductor glasses (As-Te-I) and their application in 
electronic technology as a memory [5]. All this before the revolutionary work of 
Ovshinsky, who is often considered as the ‘father’ of phase-change materials [2,4]. 
In the 1970s, phase-change storage technology captured a lot of attention and made great 
progress [6,7]. However, the energy required to switch the memory cell at that time was 
very high compared to other technologies. This was due to the large amount of phase-
change material that the memory cell contained (memory cell areas at that point were 
~3×109 nm2 [6] compared to the ~130 nm2 [8] cells that can be fabricated today). From 
the late 1970s to the 1990s little progress was realised mainly due to this reason. 
A twist of the events occurred with the advances in photolithography and the reduction 
of minimum feature size in semiconductor industry, predicted by Gordon Moore [9]. The 
attention was renewed in phase-change technology. A dramatic reduction of the 
consumed power was projected due to the excellent scalability properties that phase-
change technology possesses. Another factor that boosted the development of this 
technology is military and aerospace investment since phase-change memories are very 
robust against radiation [10]. Te-based eutectic alloys were the first materials employed 
in phase-change technology such as Te85Ge15 doped with Sb, S and P [4]. The transition 
to the crystalline state in these materials was relatively slow at this point (in the order of 
microseconds). The first alloys that manifested fast crystallisation speeds as well as good 
electro-optical contrast were GeTe [11] and Ge11Te60Sn4Au25 [12]. After this, the pseudo–
binary alloys along the GeTe-Sb2Te3 tie line were found [13], to which the archetypal 
phase-change material Ge2Sb2Te5 belongs. A separate group of doped Sb2Te compounds 
was discovered later, to which the well-known material Ag5In5Sb60Te30 (AIST, used in 
rewritable DVDs) belongs [3,14].  
In the 1990s, phase-change optical disk memories became a reality and were massively 
commercialised. As well as this, companies like Panasonic, Ovonyx, BAE Systems, Intel, 
STMicroelectronics, Samsung, Hitachi, IBM, and many more helped in the development 
of optical and electronic phase-change memory through fundamental research and 
commercialisation of products [2,3].  
The present and future landscape in phase-change material technology is defined by the 
latest commercialised products and the new applications for which phase-change 
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materials have been proposed. Two of the latest more relevant events in phase-change 
memory technology is the commercialisation of the memory 3D XPoint by Intel and 
Micron [15] and the presentation of reliable operation of a triple-level-cell developed by 
IBM Zurich [16], which forecast a very promising future for phase-change memory. As 
well as this, the potential of phase-change technology to overcome the so called Von-
Neumann bottleneck1 and their use as memristors2 that operate as integrate-and-fire 
neurons [17] and synapses [18] in neuromorphic computing (spiking neural networks). 
Furthermore, the application of phase-change materials is not anymore solely restricted 
to conventional electrical and optical storage technology. Novel devices in the field of 
integrated photonics such as multilevel photonic memories [19–21] and photonic 
synapses for neuromorphic photonic circuits [22] are now gaining great attention. Finally, 
and very important for the work carried out in this thesis, is the use of phase-change 
materials for the provision of non-volatile reflective displays [23–25]. 
Turning now the attention to metamaterials, it is not easy to have a concise definition 
about the concept according to some authors [26]. This is due to the fact that the field has 
been constantly evolving and now extending beyond the realm of electromagnetism [27]. 
For instance, a very broad definition could be ‘engineered material platforms for novel 
wave phenomena’ [28]. Another definition slightly more specific is ‘an arrangement of 
artificial structural elements designed to achieve advantageous and unusual 
electromagnetic properties’ [29].  
Metamaterials are in general composed of an arrangement of resonant elements (meta-
atoms) separated by a distance smaller than the wavelength of the wave that is interacting 
with them. In electromagnetic applications, it is possible to engineer the electric and/or 
magnetic polarizabilities of the individual meta-atoms and, in this way, design the 
effective electric and magnetic permittivity of the metamaterial, so achieving effects of 
great technological importance or not present in nature (such as anomalous reflection [30] 
or perfect lensing [31]). If the meta-atoms are arranged in a surface instead of a volume, 
the name metasurface is usually used instead of metamaterial [32,33]. 
                                                 
1 The limitation in the performance of a computer with the Von-Neumann architecture arises from the fact 
that the operation of this architecture is based in the communication of a central processing unit and a 
separate memory [145]. 
2 Device in which the value of the resistance is variable and dependent of the history of the current that has 
flown through it [197]. 
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Interestingly, there are records from the 19th century in which scientists tried to control 
the propagation of light using devices that, in some cases, could have been explained from 
the metamaterial framework. This is the case for the work of Bose, for example, who tried 
changing the plane of polarisation of light passing through twisted jute structures [34]. In 
the case of metasurfaces, Lamb carried out the study of the properties of metal gratings 
when the distance between the elements of the array was subwavelength [35]. Both works, 
Bose’s and Lamb’s, were published in 1898 [36]. 
One of the most important early works related with metamaterial science (perhaps the 
most important one) is the paper that Victor Veselago published in 1969 [37], describing 
the propagation of light in a medium where the electric permittivity ε and the magnetic 
permeability μ were negative numbers (which does not occur in nature).  
Artificial magnetic materials, which can be considered as metamaterials, also appeared in 
the middle of the 20th century  [36,38]. As well as this, the 1980s saw the development of 
microwave absorbing materials that used chirality to transform the propagation 
characteristics of waves inside the material so that all radiation is absorbed by impedance 
matching [39] (a very important concept in this thesis). Chiral and bi-anisotropic media 
had a lot of attention in the 1990s [36]. Special mention should also be given to frequency 
selective surfaces, devices that served as an inspiration for many type of metasurfaces 
later on [40,41]. 
One leading event in the history of metamaterials occurred in the year 2000 when the 
paper published by John B. Pendry called “Negative Refraction Makes a Perfect Lens” 
[31] was published. In this work, the use of artificial materials with simultaneous negative 
values for the electric permittivity and the magnetic permeability for the provision of 
perfect lenses were proposed, and experimental proofs soon followed [42,43]. The work 
of Veselago now had an experimental framework that allowed it to be tested, and the 
word metamaterial began to be widely used. Numerous papers have since been published 
having metamaterial as the subject of interest, one of the most notable being the first 
demonstration of a cloak at microwave frequencies [44]. 
Before concluding this section, it is necessary to clarify that the focus of this discussion 
has primarily been the so-called plasmonic metamaterials [45]. However, other 
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approaches exist in the literature such as all-dielectric metamaterials and metasurfaces 
[46]. 
1.2. Reconfigurable metadevices 
One of the current priorities in metamaterial research is finding an efficient way to 
transform conventional metamaterials into tunable or reconfigurable devices to serve a 
specific purpose. Among the areas3 in which it would be interesting to have metamaterial 
devices it is possible to find telecommunication technology, spectroscopy, metrology, 
light detection, imaging and solar energy harvesting. Functionalities such as beam 
steering (e.g. for optical interconnects and LIDAR applications), wavelength selective 
absorption of light (e.g. for spectroscopy or detection), lensing (for imaging systems) or 
amplitude modulation (e.g. for telecommunications) are desired to become adaptable to 
the conditions in which the device is meant to be operated.  To do this, many authors have 
proposed different routes to tune the response of metamaterials [47,48]. 
 It is possible to find strategies based on the change of the optical response by 
modification of the geometry of the metasurface (relative position of the meta-atoms to 
each other or constitute the meta-atom itself) using micro-electro-mechanical systems 
(MEMS) [49], electrostatic forces [50], substrate stretching [51] or by thermal activation 
[52].  
There is another set of strategies based in the modification of the refractive index of part 
of the materials that constitute the metamaterial. The response of an electromagnetic 
metamaterial has its origin in a resonance of electromagnetic foundation. If the optical 
constants of any of the material that form the metamaterials are modified, the resonant 
condition will change and thus change the response of the metamaterial. There are 
different materials that can experience a change in the refractive index and can be 
integrated in conjunction with metamaterials. Some materials base their refractive index 
change on modification of the carrier density of the active material [53,54]. In others 
however, the change in the optical constants of the active material is caused by a change 
in the material phase, like in the case of liquid crystals [55], vanadium dioxide [56], or, 
                                                 
3 Excluding from this discussion RF and microwave metamaterials where different methods for tuning are 
used. 
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the central topic of this thesis, chalcogenide phase-change materials [57–62]. The main 
advantage of chalcogenide phase-change materials is their non-volatility and their fast 
(switching) operation. These properties, combined with metamaterial/metasurface 
concepts, have already been proposed to be exploited in a variety of fields such as thermal 
imaging [58] and optical telecommunications [57,59,60]. 
Of special interest to the work in this thesis is a type of metasurface called metal-insulator-
metal electromagnetic absorber structures. These kinds of metasurfaces allow the 
absorption of the incident light when they are at resonance. When they are combined with 
a material that changes its refractive index, the resonance behaviour of the absorber 
metasurface changes and hence its response. The change in the response of phase-change 
metasurface absorbers results mainly in a displacement in frequency of the resonant peak, 
an attenuation of the response, or both. In that way it is possible to control the value of 
the reflected (absorbed) amount of light at a fixed frequency of operation. This will 
depend on the value of the optical constants for amorphous and crystalline states of the 
phase-change material, at the working wavelengths and the materials and geometry of the 
rest of the structure. Such phase-change ‘metadevices’ would be of non-volatile nature 
and could be switched optically or electrically, very fast. The durability of the devices 
will be determined by how many times the phase-change material can be switched, 
between amorphous and crystalline states. The potential number of cycles is rather high; 
there are authors that have reported the ability to undergo 1015 cycles in phase-change 
memories [63]. These characteristics provide insightful information on how the designed 
devices will fit in various technologically important photonics applications. 
1.3. Objectives of the thesis 
The main objective of this study is to unravel the potential of phase-change metasurface 
absorber structures for the generation of a platform for light absorption and amplitude 
modulation in the near infrared and visible part of the electromagnetic spectrum.  
In particular, the following research challenges are addressed: 
 The development of computational tools and techniques that allow for the proper 
design and simulation of the performance of reconfigurable phase-change 
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metasurfaces, in particular those based on the metal-insulator-metal resonant 
absorber configuration.  
 The experimental realisation of promising device designs, paying particular 
attention to practical considerations such as protection of any phase-change layers 
from environmental oxidation, the suitability of designs to conventional 
fabrication techniques and manufacturing tolerances, and the ability to incorporate  
some form of electrically-driven in-situ switching (of the phase-change layer).  
 The development of devices suited to operate in both the infrared and visible parts 
of the spectrum, for optical communications and optoelectronic display 
applications respectively.  
 
1.4. Thesis Outline 
Chapter 1:  In the first chapter, the context of the thesis is given from a broad perspective. 
The two main topics studied in this thesis, namely phase-change materials and 
metamaterials, are introduced and reviewed from an historical perspective. The chapter 
finishes by giving a general overview on reconfigurable metadevices and enunciating the 
objectives of the thesis. 
Chapter 2:  The concepts and ideas explained in Chapter 2 serve as background to 
understand the results extracted in the thesis. These are selected topics from phase-change 
material and metamaterial science and technology, from where the developed ideas in the 
subsequent chapters are built upon. The discussion starts by explaining the phase-change 
process and the optical and electronic properties of phase-change materials. Then, the 
properties and principle of operation of metal-insulator-metal metamaterial absorber 
structures are explained and how the integration with phase-change materials has been 
carried out in the literature. Finally, plasmonic metasurfaces for colour generation and 
phase-change display technology are explained. 
Chapter 3: The third chapter is dedicated to the computational and experimental 
techniques used in the thesis. The part concerning the computational techniques describes 
the different computational tools used and the mathematical formulation that corresponds 
to the different physical situations relevant to the thesis. The part dedicated to the 
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experimental techniques describes all fabrication and characterisation methods used in 
the development of the conceived devices in the different chapters.  
Chapter 4: In the fourth chapter, the first preliminary study of a phase-change 
metasurface absorber/modulator operating at near-infrared frequencies is carried out. In 
this first study, various aspects of interest related to the performance of the designed 
device are evaluated. These aspects are quite diverse and not only are restricted to the 
operation of the devices as amplitude modulators. Topics such as fabrication tolerances 
and (light) incidence angle sensitivity as well as materials selection and polarisation 
effects are discussed. At the end of this chapter, the first experiments related with the 
validation of the experimental models and the switching of the devices by optical means 
(ex-situ switching) are reported.   
Chapter 5: The operation principle of the basic phase-change metal-insulator-metal 
absorber device is discussed in the fifth chapter.  Specifically, the framework of critical 
coupling theory is used to develop a method capable of targeting the factors that most 
fundamentally describe the response of a metamaterial absorber, namely operative 
resonant frequency, bandwidth and minimum reflectance at resonance. The method also 
allows one to relate aspects of the performance to the geometry of the device, providing 
in that way much simpler design guidelines. Moreover, various devices operating at near-
infrared wavelengths are fabricated and tested, in order to confirm what was anticipated 
by the calculated results. 
Chapter 6: In the sixth chapter, the operation of the device by electrical means (in-situ 
switching) is investigated. Different arrangements and strategies referred to the device 
design are presented in the chapter in order to illustrate this technological challenge. This 
investigation is also carried out in the near-infrared part of the electromagnetic spectrum. 
Furthermore, fabricated devices are also tested in an optoelectronic probe station to assess 
their operability and robustness.  
Chapter 7:  In Chapter 7, the metasurface and phase-change display concepts are 
combined. The purpose of this chapter is to design a platform for colour generation based 
on the subtraction and/or modulation of frequency bands in the visible part of the 
electromagnetic spectrum. The concept is proven by generating three kind of pixels that 
changes from an uncoloured state to a coloured state (cyan, magenta and yellow) when 
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the phase-change layer is switched. Devices are also fabricated and characterised in order 
to evaluate the correctness of the predictions in the visible part of the electromagnetic 
spectrum and demonstrate reconfigurable, non-volatile colour generation. 
Chapter 8: In this chapter, the conclusions of the thesis and suggestions for further 
related work are discussed.
 11 
 
Chapter 2 Background 
Following the general introduction in the previous chapter, a more detailed explanation 
of the essential ideas in metamaterial and phase-change material science related to the 
results in this thesis are given in this chapter.  
Firstly, the behaviour of phase-change materials is explained. Specifically, the phase-
change process as well as device-scale phase-change models are discussed. To end the 
discussion concerning phase-change materials, their electronic and optical properties in 
the amorphous and crystalline phases are presented.  
After this, the discussion will be focused on metal-insulator-metal metasurface structures 
working at visible and near infrared wavelengths. Special focus is given to the principle 
of operation of these metasurfaces and the different ways various authors have explained 
it. This part will end with a general overview of the combination of metal-insulator-metal 
electromagnetic absorbers with phase-change materials. 
Finally, a discussion on the different approaches present in the literature to produce 
colours with metasurfaces is given, followed by a short review of reflective phase-change 
based display concepts.  
 
2.1. Chalcogenide phase-change materials 
2.1.1. The phase-change process 
The non-volatile phase-change process in chalcogenides, from amorphous phase to 
crystalline phase and vice-versa, is driven by the temperature in the material.  
 In the case of the material changing from amorphous to crystalline phase, the temperature 
in the material needs to have a value within a certain interval if this change is desired to 
be observed within sensible timescales (typically hundreds of nanoseconds to hours, 
rather than years or days) [2,64–66]. The lower bound of this temperature interval can be 
considered to be the glass temperature Tg of the material, above which the viscosity 
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experiences a sudden change [67]. The upper bound of this crystallisation interval can be 
considered to be the melting temperature of the material Tm. The maximum crystallisation 
rate is located at an intermediate temperature between Tg and Tm. That does not mean that 
the material will not crystallise below Tg.  At room temperature the material can remain 
amorphous for decades (depending on the phase change material composition) but will 
eventually crystallise [3]. This is why the material in the amorphous phase said to be in a 
metastable state (non-equilibrium solid). Crystallisation and melting temperatures are 
different for different compositions of phase-change materials, and even sample 
preparation methods and geometry (thin films) can have an influence on these 
temperatures [2]. See Figure 2.1 for a schematic representation of the relationship 
between the different phases of interest (glass, crystal and liquid) and the temperature 
through a time-temperature-transformation diagram of a typical phase-change material. 
 
Figure 2.1. Time-temperature-transformation diagram for a phase-change material. 
 In the case of reamorphisation, the process consists of raising the temperature of the 
material above Tm and then cooling it very fast below Tg. This glass transition from molten 
state is a rather complicated process that has yet to be completely understood4, as there 
are  questions, such as making a quantitative and predictive picture of the behaviour of 
viscous liquids close to the glass transition temperature, that have yet to be resolved [68]. 
                                                 
4 “The deepest and most interesting unsolved problem in solid state theory is probably the theory of the 
nature of the glass transition; this could be the next breakthrough ….” Anderson P.W. [198][2]. 
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It is usually interpreted as an alternative path during cooling to avoid the entropy in the 
material being lower  than that of the crystal state [2,68]. The cooling rates necessary to 
quench the material into the amorphous state depend on the composition, but they usually 
are approximately 10-100 K/ns [3,69]. See Figure 2.2 for a schematic representation of 
the phase-change process. 
In terms of speed, the amorphisation process is the fastest, since it only requires time to 
raise the temperature of the material above melting temperature and then to cool it very 
fast. The crystallisation process takes more time because the atoms need time to rearrange 
themselves into the crystalline phase. Indeed, improving crystallisation speeds has been 
one of the focuses of research in phase-change science and technology since the field’s 
inception, due to the fact that the crystallisation process was the main obstacle for the fast 
operation of memory devices [3]. 
The endurance of phase-change based devices is often limited by two processes that are 
related to the phase-change material itself, namely material segregation and void 
formation (which lead to ‘stuck closed’ and ‘stuck open’ failure modes in phase-change 
memory terminology) [66]. The material segregation process is characterised by a change 
in stoichiometry (e.g. Sb enrichment) in parts of the volume of phase-change material. As 
a consequence, there will be a change of the material properties (such as change in 
crystallisation temperature) and subsequent deviation of the device performance from the 
designed behaviour. On the other hand, the formation of voids in the material is caused 
by a change in density when the material is switched between phases. Specifically, there 
is an increase in density when the material crystallises of 6% to 9% approximately 
(depending of the alloy type and stoichiometry) [70]. This situation cause stresses in the 
material and the formation of voids which lead to degradation of the properties and/or 
geometrical arrangement of the material in the device.  
The described phase-change behaviour shapes the optical or electrical switching pulses 
applied to a device or film in terms of their amplitude, duration and rise/fall times. For 
instance, amorphisation pulses are generally more intense (high amplitude) and shorter 
duration, with sharp falling edges in order to melt the material and achieve a high cooling 
rate afterwards. On the other hand, crystallisation pulses are longer and less intense, 
elevating the temperature of the material to the interval of temperatures where 
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crystallisation occurs and holding it in this situation until the crystallisation of the material 
is completed, see Figure 2.2. Furthermore, the thermal properties (such as thermal 
conductivity, specific heat and density) and the geometry of the materials (e.g. thicknesses 
of the layers for the different materials) surrounding the phase change material will also 
determine how heat escapes from the device and hence its correct operation in terms of 
switchability and energy efficiency. This last relationship (having fast enough cooling 
rates vs. energy consumption in the device) is one of the most important ones when 
designing phase-change based devices, as high cooling rates are necessary to reamorphise 
the phase-change material in the device, but high cooling rates can also adversely affect 
power consumption (since more power will be needed for a given temperature increase). 
 
Figure 2.2. Figure illustrating the phase-change process. In the left part of the figure, a pictorial 
representation of the crystalline and amorphous phase is represented along with the kind of pulses necessary 
to obtain the referred phase. In the right part of the figure, a plot represents the different phases obtained 
depending of the temperature path followed. Note that there is an implicit dependence on the cooling rate 
in the different allowed paths.  
 
2.1.2. Crystallisation thermodynamics and kinetics 
In this section, the theory and parameters that allow us to understand the crystallisation 
process are discussed. It is convenient to start by considering classical nucleation and 
growth theory. This theory is the one that is most widely used to describe crystallisation 
in phase-change materials [64]. The classical nucleation and growth theory relies upon 
two main postulates. The first postulate states that crystallisation starts with a nucleation 
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process. The second postulate states that once the nuclei have a stable size, they will grow 
by aggregation of monomers (basic crystal units) into larger crystallites [2]. 
Historically, the description of the crystallisation process started by considering only 
thermodynamic aspects. More specifically, the necessary free energy 𝛥𝐺𝑐𝑙𝑢𝑠𝑡𝑒𝑟 for the 
formation of a crystal cluster depends on the temperature and size of the cluster r and is 
given by [2] 
 Δ𝐺𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝑟) =  −Δ𝐺𝑙𝑐,𝑉 ∙
4
3
𝜋𝑟3 + 𝜎 ∙ 4𝜋𝑟2 (2.1) 
where Δ𝐺𝑙𝑐,𝑉 is the Gibbs free energy difference between the amorphous and the crystal 
phase per unit volume (temperature dependent term) and σ is the surface energy between 
the amorphous and crystalline phases per unit area. Note that the second term in Equation 
(2.1)  is always of positive sign, indicating a contribution to revert the crystallisation in 
the material [64]. 
Using Equation (2.1) it is possible to determine the stability of the clusters in relation to 
the temperature of the material and the radius of the cluster. Figure 2.3 contains a 
representation of Δ𝐺𝑐𝑙𝑢𝑠𝑡𝑒𝑟 as well as the volumetric and surface contributions for 
temperatures below the melting temperature. Δ𝐺𝑐𝑙𝑢𝑠𝑡𝑒𝑟 has a maximum for a value of r 
called the critical radius, rc. For values of r below rc, the surface contribution dominates 
and the values of Δ𝐺𝑐𝑙𝑢𝑠𝑡𝑒𝑟 monotonically increase with r, which indicates that the cluster 
is not stable and eventually will disappear. However, for values of r above rc, the 
volumetric component dominates and the favourable process is that which makes the 
nucleus grow in size due to the reduction in Δ𝐺𝑐𝑙𝑢𝑠𝑡𝑒𝑟 as r increases. Therefore, the critical 
nucleus size represents an energy barrier that has to be overcome in order for the nucleus 
to become stable and grow, so the material will finally crystallise [2]. 
So far, the factors that will determine whether or not the reaction is favourable for 
crystallisation have been explained, that is, the thermodynamic part of the description. 
However, it is also equally important to know the factors that will give information about 
how fast the reaction will take place. For that, physical parameters have to be included in 
the theory that represents the kinetics of the reaction.  
Crystallisation in phase-change materials is a diffusion-limited process. Meaning that the 
process involves a change of neighbours and/or coordination numbers. Therefore, there  
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Figure 2.3. Free energy for cluster formation (ΔGcluster(r)) as a function of the cluster radius (r). It can be 
seen that for a nucleus with a radius smaller than the critical radius rc, the direction of the process will be 
towards reducing the free energy and hence the dissolution of the nucleus. On the other hand, for a nucleus 
with a radius bigger than the critical size, the direction of the process will be towards increasing the nucleus 
size. The surface contribution and the bulk contribution of Equation 2.1 are represented by grey dashed 
lines. 
 
will be a quantity called diffusivity D that describes how atoms jump across the interface 
between the crystalline and amorphous phases. D is expressed in terms of the viscosity 
due to the fact that it is easier to experimentally extract this value. Using the Stokes-
Einstein equation [64] we obtain 
 𝜂𝐷 =  
𝑘𝐵𝑇
3𝜋𝜆
 (2.2) 
 
where 𝜂 is the viscosity, 𝑘𝐵 is the Boltzmann constant, T is temperature and 𝜆 is the 
interatomic distance. Therefore, it is the combination of these two factors, the driving 
force for nucleation (represented by the thermodynamic term) and the diffusivity of the 
atoms across the interface between the two phases (represented by the kinetic term, 
diffusivity-viscosity) that describes the crystallisation process. Both terms depend upon 
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temperature. At temperatures close to the crystallisation temperature the driving force for 
nucleation is very large but so is the viscosity, and the result is a very low change in 
crystallinity over time. A similar situation occurs close to melting temperature where the 
viscosity is very low but the driving force for nucleation is also very low, which also 
results in a very small change in crystallinity over time [3]. As said before, the highest 
rate for crystallisation is at some point in the middle of the crystallisation temperature and 
melting temperature. 
 
2.1.3. Optical and electronic properties of phase-change 
materials5 
As stated in Chapter 1, the devices in this thesis operate in the near-infrared and visible 
part of the electromagnetic spectrum. The optical constants of chalcogenide phase-change 
materials in the near-infrared part of the electromagnetic spectrum, specifically in the C-
band for optical communications (1530-1565 nm wavelength, ~0.8 eV), display a low 
value for the extinction coefficient in general. For example, in the case of Ge2Sb2Te5, an 
alloy extensively used in this thesis, the value of the extinction coefficient is kam ≈ 0.098 
for the amorphous state while the value of the refractive index is moderately high for the 
same phase (nam ≈ 3.71). In the case of the crystalline phase in the C-band, the extinction 
coefficient is higher than in the amorphous phase (kcr ≈ 0.90) so is the refractive index 
(ncr ≈ 5.98). These values correspond to ellipsometry measurements (carried out by 
collaborators at University of Oxford) on films prepared in our laboratory. They are very 
similar to the values found in the literature [71,72] but not identical. As it has been said, 
it is a well-established fact that films prepared in different laboratories can present slightly 
different properties. See Figure 2.4 for a comparison of our measured optical constants 
compared with a popular reference for the optical constants of Ge2Sb2Te5. 
On the other hand, the optical constants of many chalcogenide alloys in the visible part 
of the spectrum are very similar to each other [72]. They all possess a general trend 
                                                 
5 Although the author is aware of the close link between electronic structure and optical constants and also 
other related effects such as optical nonlinearity, the discussion is going to adopt a merely descriptive 
character. That is, the physical origin and detailed explanation of light-matter interaction of chalcogenide 
phase-change materials and electromagnetic radiation at the wavelengths of interest is going to be 
substituted by the enunciation of their optical and electrical constants in both phases. This is done for the 
sake of brevity. A complete discussion on this topic can be found in Ref. [2]. 
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towards reducing their relative contrast between amorphous and crystalline phases. The 
optical constants of chalcogenide phase-change materials in the amorphous phase are 
similar to those of a dielectric having a high value of their of extinction coefficient, while 
in the crystalline phase they are broadly similar to those of a metal [73].  
 
 
Figure 2.4. The refractive index and extinction coefficient of Ge2Sb2Te5 for amorphous and crystalline 
phases in the near-infrared and the visible part of the electromagnetic spectra. (a) Refractive index measured 
from prepared films in our laboratories. (b)  Refractive index measured from Ge2Sb2Te5 in ref. [71]. 
 
The fact that the optical constants are fundamentally different in the visible and near-
infrared part of the electromagnetic spectrum has a large impact on how devices are 
designed in these two spectral regions. This idea will be further elaborated later in this 
chapter (section 2.2.1.2), when the issue of combining metal-insulator-metal 
electromagnetic absorber structures with chalcogenide phase-change materials is 
addressed, and will become patent in the transition from Chapter 6 to Chapter 7. 
GeTe was the phase-change material chosen to be used in the visible part of the 
electromagnetic spectrum, due to the strong contrast in its optical constants between 
amorphous and crystalline states at these wavelengths. As well as this, the metallic-like 
behaviour of the optical constants of in the visible part of the electromagnetic spectrum 
is slightly stronger in GeTe than in other phase-change materials, see [72]. In particular, 
the negative part of the relative permittivity is more negative and the imaginary part is 
bigger than in other phase-change alloys for the crystalline state. The relative permittivity 
of GeTe for their amorphous and crystalline phases is plotted in Figure 2.5. 
(a) (b) 
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Figure 2.5. Relative permittivity for the amorphous and crystalline phases of GeTe used in this thesis. Data 
from ref [72]. 
Turning our attention to electronic properties, phase-change materials are characterised 
by a very strong contrast in electrical conductivity that can go, in the case of Ge2Sb2Te5, 
from values of the order of 1 (Ωm)-1 in the amorphous state to values of the order of 103  
(Ωm)-1 in the face centred cubic crystalline phase, both measured at room temperature 
[74]. The stable hexagonal phase of Ge2Sb2Te5 displays an even higher conductivity that 
surpasses the electrical conductivity of the face centred cubic phase by approximately an 
order of magnitude, see Figure 2.6.  
Along with this extraordinary change in the electrical conductivity, phase-change 
materials exhibit a remarkable conductivity behaviour in the amorphous phase. The 
amorphous phase does not present strong deviations of the electrical resistivity for 
relatively small values of the applied voltage up to a certain threshold [75–77]. When the 
threshold is surpassed the resistivity in the material drops abruptly, allowing a 
substantially higher current density and hence a raising of the temperature by Joule 
heating. In this way the material can be crystallised or melted. This phenomenon is called 
threshold switching, see Figure 2.7. From a physical point of view this process shares 
some similarities with dielectric breakdown in the sense that it is the value of the field 
across the material which determines the threshold for the sudden change in conductivity. 
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Figure 2.6. Conductivity of Ge2Sb2Te5 as a function of temperature for the amorphous phase, the face 
centred cubic crystalline phase and the hexagonal crystalline phase, measured in references [74,78–80]. 
Figure adapted from ref. [74]. (Note 1 S/cm = 102 (Ωm)-1).  
 
 
Figure 2.7. Threshold switching characteristic I-V curve in a phase-change memory cell. Figure from ref. 
[75]. 
Ref. [74] 
Ref. [80] 
Ref. [79] 
Ref. [78] 
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2.2. Metasurface absorber structures 
There exists a multitude of approaches in the literature to absorb electromagnetic 
radiation using an electromagnetically resonant structure. For instance, and speaking very 
broadly, it is possible to find metal-dielectric stacks that work as Fabry-Perot cavities 
[81], metallic gratings [82] and structures that take advantage of the excitation of localised 
surface plasmon polaritons [83], among others [84]. The structure that is the centre of 
attention in this thesis is a subtype of metasurfaces that uses the excitation of localised 
surface plasmons polaritons [85] as a mean of absorption, the so-called metal-insulator-
metal metamaterial absorber. The basic characteristics and properties of these kind of 
structures are explained in the following subsections.  
 
2.2.1. Metal-insulator-metal metasurface absorber structures 
The structure of metal-insulator-metal metasurface absorber is composed of a bottom 
metal plane, a dielectric spacer and a top patterned metal layer [86]. See Figure 2.8(a) 
for a schematic representation of the metasurface. It is possible to find this structure in 
works ranging from microwaves [87], to the visible part of the spectrum [88] passing 
through the terahertz regime [89] and the whole infrared range [90–92]. 
The response of this kind of metasurface is characterised by a large value of the 
reflectance when the structure is out of resonance. When the structure enters into 
resonance, there is a drop in the value of the reflectance and part of the energy will be 
‘trapped’ in the dielectric spacer and dissipated as heat, Figure 2.8(b) and (c). The reason 
for this behaviour will be discussed more in detail in the next section and in Chapter 5. 
The metal-insulator-metal structure is enormously popular in the literature due to the 
many interesting properties that it possesses. One of these properties is that it is relatively 
easy to fabricate using standard techniques, such as magnetron sputtering deposition or 
thermal evaporation to deposit the films and optical or electron beam lithography to create 
the top pattern. Moreover, it is possible to employ fabrication techniques that are more 
focussed on large scale production such as nanoimprint lithography [90] or displacement 
Talbot lithography [93]. 
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Another interesting feature is the angle insensitivity that this structure is able to offer for 
any impinging polarisation [83,94,95]. This property is desirable in an absorber in 
general, and especially if moving parts are to be avoided. For instance, in the domain of 
solar energy harvesting or display technology, a low angle dependence of the designed 
response is a decisive feature. 
 
       
 
Figure 2.8. (a) Schematic representation of a metal-insulator-metal metamaterial absorber structure. (b) 
Calculated reflection absorption and transmission in a metal-insulator-metal metamaterial absorber 
structure of the type shown in (a). 
 
2.2.1.1 Principle of operation of metal-insulator-metal metamaterial 
electromagnetic absorber structures 
From the most general point of view, the occurrence of the absorption band in this kind 
of metasurface (as in many other structures) is caused by the destructive interference of 
(a) 
(b) 
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two outgoing waves, one coming from the reflection in the top part of the metasurface 
and the other is the wave that is radiated by the resonator when it is at resonance. 
Generally, this radiated energy comes from a transversal magnetic mode excited in the 
dielectric gap as a result of an electric dipole image coupling between the top and the 
bottom metallic parts, see Figure 2.9. There exists different regimes of operation that will 
depend on the strength of coupling (distance) between the bottom and top part metallic 
parts [83,90]. 
 
 
Figure 2.9. Representation of the fundamental resonant mode in the metal-insulator-metal meta-atom. It is 
possible to see an electric dipole on top and the image dipole in the bottom metal plane. As a result of the 
circulation of the electric field, a magnetic dipole appears in the interior of the cavities that is perpendicular 
to the electric dipoles and parallel to the metallic faces of the cavity. The polarisation of the incident field 
is indicated in the top left part of the figure.  
 
 If a more detailed description is required, what it is found in the literature is that there is 
no general way to describe the operation of metal-insulator-metal metamaterial absorber 
structures. Despite the fact that very frequently they share common points from the most 
fundamental point of view, such as the character of the resonant mode excited, the 
framework in which explanations of operation in the literature are formulated is often 
different at some level. Many descriptions differ in the language used or the emphasis put 
on some quantities to explain the operation, for example focusing on the effective 
refractive index of the cavity, the surface impedance or rate of energy dissipation.  
Among the different approaches that exist to model the structures it is possible to find 
analogies with plasmon slot waveguides [88,96], impedance matching  [83,97], 
application of the first Kerker condition [98], critical coupling theory [90,99]  and 
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absorption cross-section considerations [100]. This discussion will be expanded in 
Chapter 5 where the design of this kind of metasurface and the operation will be described 
in more detail using relevant and related data.  
 
2.2.1.2 Metal-insulator-metal metamaterial absorber structures 
combined with phase-change materials 
As said in Chapter 1, phase-change materials offer very interesting possibilities when 
combined with metasurfaces, in particular the ability to provide a dynamic, tuneable, 
reconfigurable response. There are a number of publications in which the electromagnetic 
response of a metasurface is changed using a phase-change material, with applications 
explored including beam steering [60], chirality manipulation [101] and, the focus of this 
thesis, tunable absorption [58,102,103]. 
There have been some studies, most of them concentrated in the mid infrared 
[58,103,104], that give an idea of the spectral response that metal-insulator-metal 
metamaterial absorber structures in combination with phase-change materials can 
achieve. The strategy followed in the majority of such works was to place the phase-
change material in the layer acting as the dielectric spacer. In that way, the resonant mode 
would be affected by the change in optical constants and shifted and/or attenuated, 
thereby changing the response of the metamaterial, Figure 2.10. The resulting spectral 
response has been demonstrated to be useful for applications such as microbolometers 
[58] or improving the absorption of the phase-change material to produce a more efficient 
optical switching [103]. However, very few (if any) studies have been focussed upon the 
challenges of designing and developing practicable tunable/reconfigurable devices, that 
is, to make a study of the different approaches and challenges that arise when trying to 
make devices that could, ultimately, be suited for commercial manufacture and real world 
operation. That is the reason why part of this thesis is dedicated to see what is possible to 
achieve in terms of optical response in the near infrared and visible part of the spectrum, 
but also there is a significant part of the effort dedicated to investigate what is possible to 
achieve in terms of switchability by optical and in-situ electrical means. 
There has been also a small number of works combining phase-change materials with 
metamaterial absorber structures in the visible part of the spectrum [105,106]. The 
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achieved response did not attain a great level of tunability due to the reduced contrast in 
optical constants and the high extinction coefficient in both phases in the visible range, 
see Figure 2.4.  
However, in Chapter 7 of this thesis, it is shown that by proper design metal-insulator-
metal metasurfaces can be used to provide useful colour generation for display 
applications (see also next section). 
 
 
Figure 2.10. (a) SEM image from devices with different top metal pattern size. (b) Experimentally 
measured spectra from the devices in (a) for the phase change material in the amorphous and crystalline 
state. Figure from ref. [58]. 
 
2.3. Metasurfaces for colour generation 
The use of metasurfaces working in the visible part of the electromagnetic spectrum has 
been proposed by several authors as a way to generate colours in reflection or 
transmission. Such an approach uses, in general, structural means to generate colours 
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(rather than pigmentation). Structural colour is also evident in nature, like in the case of 
some insects and the feathers of some birds [107]. Despite the fact that the origin of these 
structurally created colours present in nature is usually diffractive, many scientists, 
possibly inspired by this idea, started to use metasurfaces to create filters and reflectors 
to produce specifically designed colour responses.  
Different approaches have thus been proposed to generate colours by means of 
metasurfaces [100,108–115]. One of the most common approaches is the use of arrays of 
metallic or metal-dielectric nanorods [100,111,112,115], similar to as displayed in Figure 
2.11(a) and (b).These structures are comprised in general of a back reflector on top of 
which there is an arrangement of pillars. The pillars are usually dielectric cylinders with 
a metal disk on top, although there are also publications in which the cylinders were 
entirely made of metal. The geometrical parameters usually used to shift the resonances, 
and hence produce a variation of the produced colour, are the diameter of the cylinder 
and the specific arrangement of the nanoresonators array [115].  
 
  
 
Figure 2.11. (a) Schematic of the structure and operation of metal-dielectric nanopillars (with back 
reflector) for colour generation [111] (scale bar 10 μm). (b) Image printed with the subwavelength 
structures in (a) (scale bar 1 μm). (c) SEM images of metal-insulator-metal absorber structures in ref. 
[114] and the colour they produce in the inset (scale bars 250 nm). Figures form ref. [111,114]. 
 
(a) (b) 
(c) 
Chapter 2: Background 
 
 
27 
 
Another approach reported in the literature is the use of structures that rely on similar 
operation principles to those mentioned for metal-insulator-metal absorbers, Figure 
2.11(c) [109,113,114]. They have in common that their operation is controlled by a 
resonant mode formed in the dielectric gap between the metallic (as in Figure 2.9) layers 
instead of relying on the combination of a plasmonic dipole resonance in combination 
with a metal back reflector as in the nanopillar approach (of Figure 2.11(a) and (b)). 
Although metasurfaces of the type shown in Figure 2.11 can generate vivid colour 
palettes, their response is fixed (by the specific structure used) and so they cannot be used 
for display with changing or moving images. In Chapter 7, the possibility of combining 
phase-change materials with metamaterial absorber structures is explored with a view to 
dynamically manipulate the colour response, so potentially providing a new form of 
optoelectronic phase-change display. 
 
2.4. Phase-change displays 
The use of phase-change materials for display applications was first proposed in 2014 in 
the work of Hosseini et al. [23]. The proposed structure included a phase-change material 
as a switchable layer within a Fabry-Perot type cavity typically consisting of a (bottom) 
metal mirror layer, a bottom ITO electrode, the phase-change layer (typically Ge2Sb2Te5) 
and a top ITO electrode, Figure 2.12(a) [23]. The display works in reflection, and 
interference effects in the cavity lead to the generation of colours that can be controlled 
by the thickness of the layers and, importantly, the phase-state of the chalcogenide layer 
(since the refractive index for the amorphous and crystalline phases differ greatly). By 
using a pixelated approach (in which different pixels have different layer thicknesses) 
combined with electrical or thermal switching of the phase-change layer between states 
[23] (or indeed to intermediate states [24]) bright, vividly-coloured and non-volatile 
reflective displays can be realized, Figure 2.12(b).  Non-volatility is a particularly 
attractive feature since no power is needed to retain an image once it is written into the 
phase-change layer/pixels.  
Moreover, the displays can work using only ambient (natural or artificial) light, which 
can also significantly reduce power consumption; indeed, contrary to conventional 
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display technologies, the images generated in phase-change reflective displays are 
brighter the stronger the intensity of the incident light – another attractive feature. There 
are thus many exciting application possibilities for such phase-change displays, including 
mobiles, smart labelling, in-window displays, Internet of Things (IoT) devices, 
wearables, near-eye displays and even artificial retinas [23,116]. The range and uptake of 
such applications will, however, be undoubtedly extended and facilitated by approaches 
that improve and enhance colour control. In Chapter 7, this issue is addressed, and the 
use of metamaterial structures will be proposed to increase the versatility of phase-change 
based displays in terms of colour production. 
 
Figure 2.12. (a) Schematic representation of the operation and structure of the phase-change display in ref. 
[23]. White light (represented here by the red green and blue lines incident in the structure) is modified 
upon reflection in the different layers of the structure and subsequent interference. (b) Fabricated films 
where amorphous and crystalline phases results in different colours for the same geometry. Note that the 
varied parameter t between each pair of amorphous and crystalline devices corresponds to the bottom ITO 
layer over the Pt layer, all other parameters have the same value. The parameter t is used to control the 
produced colour in ref. [23]. Image from ref. [23]. 
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Chapter 3 Computational and experimental 
techniques 
The purpose of this chapter is to outline the methods and techniques used to carry out the 
different studies in the subsequent chapters. The techniques are categorised in two main 
groups, computational and experimental. 
In the computational techniques part, the employed tools that have been used to perform 
the necessary calculations are outlined and discussed. These techniques include 
electromagnetic, electrical, thermal, and phase-change modelling, as well as optimisation 
methods. 
The part covering experimental techniques comprises a compilation of the different 
fabrication and characterisation techniques employed, in particular magnetron sputtering, 
electron beam lithography and optical/electro-optical characterisation methods. 
This discussion finishes with an overview of the process from the design to the 
characterisation of the devices, aiming for an integrated view of all steps involved in the 
process. 
 
3.1. Computational techniques 
3.1.1. Generalities 
This section is written from the perspective of finding the best methods and tools to 
calculate the quantities that are needed in the studies carried out in this thesis. 
The two most important factors to take into account when choosing a numerical technique 
to solve a problem of interest are, in general terms, the nature of the problem and the 
geometry of the problem. By nature of the problem, it is meant the equations that describe 
the physical process and its particularities. For example, whether the process is described 
by an ordinary differential equation or partial differential equation, or whether the 
equation is stiff or not. On the other hand, there are methods that can perform better 
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depending on the geometry, for example in the case of planar periodic structures or in the 
case of irregular shapes. The combination of these factors can help guide the researcher 
to the most appropriate strategy for solving a specific numerical problem associated to a 
physical situation.  
The computations that are carried out in this thesis can be classified into five groups: 
electromagnetic, thermal, electrical, phase-change and optimisation calculations. In the 
case of the electromagnetic, thermal and electric simulations the computational tool 
COMSOL Multiphysics® has the capability of performing all the required analysis in the 
situations of interest, namely frequency studies in the electromagnetic case and time 
dependent studies in the thermal and electric simulation case (details of these studies to 
be explained in the next sections). As well as this, despite the fact that the geometry is 
quite regular in the devices developed in this thesis, the solution of the calculated 
quantities (electromagnetic fields, temperature…) in the structures can have regions 
where the mesh has to be very fine. This is due to abrupt change in space of the calculated 
quantities caused by situations such as penetration of electromagnetic fields in metals 
(which causes fields to decay exponentially as it enters in the metal) or regions with a 
very low thermal conductivity (which causes a very high gradient of temperature as the 
heat flows through them). The method that allows us to calculate the required quantities 
with superior versatility in terms of meshing is the finite element method that COMSOL 
Multiphysics® incorporates. The freedom and economy when building a mesh in using 
the finite element method can be much higher compared to other techniques, such as finite 
difference based algorithms where the use of complex meshing is more restricted.  
In the case of the phase-change modelling, depending on the particular model 
implemented, an ordinary differential equation solver for stiff equations or a programmed 
cellular automata is used in this thesis. Both approaches can be implemented in Matlab®. 
Finally, for the case of the optimisation of the device structures in any aspect of their 
operation, an optimisation algorithm from the Global Optimisation toolbox from 
Maltlab® is linked via Livelink™ for Matlab® to a parametrised finite element model. The 
optimisation algorithm will then look for the optimal solution according to a properly 
specified fitness function and constraints. Optimisation approaches such as direct search 
and genetic algorithm are the main ones used in this thesis. 
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In the following subsections, the details regarding the modelling that has been carried out 
are presented.  
 
3.1.2. Electromagnetic modelling 
We are interested in designing devices with tailored (and tunable/reconfigurable) 
reflection/absorption spectra and (importantly) understanding and controlling the 
resonant conditions and properties of metasurfaces that combine phase-change materials 
and plasmonic structures. Hence, it is necessary to have a comprehensive understanding 
of the electromagnetic behaviour of the devices developed. In order to calculate the 
quantities of interest (e.g. reflection coefficient) a time-independent solution of the wave 
equation for the electric field is sufficient. To do this, the Helmholtz equation for the 
electric field6 is solved: 
 
 ∇ × (∇ × 𝐄) − 𝑘0
2 (𝜖𝑟 −
𝑗𝜎
𝜔𝜖0
) 𝐄 = 0 (3.1) 
   
where E denotes the electric field, k0 is the free space wave vector, ϵr  is the relative 
permittivity of the medium, σ is the electrical conductivity of the medium, ω is the angular 
frequency of the harmonic oscillation and ϵ0 is the vacuum permittivity. 
The boundary conditions employed in solving this equation are the following [117]: 
- The port boundary condition allows one to specify the sources and defines the 
scattering matrix. The scattering parameters contained in the scattering matrix 
make a correspondence between the amplitude and phase of the excitation that 
impinges upon the structure through the different ports and the phase and 
amplitude of the scattered waves after interacting with the device. In the specific 
cases studied in the thesis, the structures have two ports, one will be an excitation 
port and another one will be a ‘listening’ port with no excitation. The excitation 
port is placed on top of the structure to send in the electromagnetic radiation and 
the listening port will be placed underneath the structure. It is possible to calculate 
                                                 
6 Derivation of the Helmholtz equation can be found in ref. [199]. 
Chapter 3: Computational and Experimental Techniques 
 
 
32 
 
the amount of energy reflected and transmitted using the values of the fields at the 
chosen port boundary conditions.  
 
- The Floquet periodic boundary condition allows the simulation of infinite 
periodic structures along a specified direction. This boundary condition has the 
following expression for the electric field: 
 
 𝐄dst = 𝐄src𝒆
−𝒊𝐤𝐅∙(𝐫dst−𝐫src) (3.2) 
   
     where Edst is the electric field at the destination boundary, Esrc is the electric field 
at the source boundary, kF is the Floquet wave-vector and the term rdst-rsrc denotes 
a spatial vector that starts in the source boundary and ends at the destination 
boundary. Most of the time, the studied situation corresponds to normal incidence. 
In this case kF is equal to zero and the boundary condition is written as: 
 
 𝐄dst = 𝐄src (3.3) 
   
- If n is a vector normal to the surface and E is the electric field then the perfect 
electric conductor boundary condition is defined as: 
 
 𝐧 × 𝐄 = 𝟎 (3.4) 
   
      which means that the electric field is forced to be perpendicular to the boundary. 
This kind of boundary condition is very useful when a plane of symmetry exists 
in the solution of the fields, since it can be introduced in the plane of symmetry 
thereby halving the computational domain. 
- The perfect matched layer allows the simulation of conditions of free space so the 
outgoing wave is absorbed in this domain and does not return back to the structure. 
Despite the fact it is not a true boundary condition, it is included in this part of the 
text as it represents an additional condition to the problem to extract a meaningful 
solution. 
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Figure 3.1 shows a pictorial representation on how the different boundary conditions are 
placed in the unit cell of a hypothetical device simulated in 2D. 
 
 
Figure 3.1. In this figure, the placement of the different boundary conditions explained in this section is 
shown for a 2D geometry. Periodic boundary conditions are placed on the sides of the device to simulate 
an infinitely large array in this direction. Port boundary conditions are placed on top and bottom of the unit 
cell. Finally, perfectly matched layers are placed behind each port to absorb the radiation that is reflected 
and transmitted from the device avoiding internal reflections. In the case that the produced solution has a 
plane of symmetry, the perfect electric conductor can be placed in such a plane to reduce the simulation 
domain to half. 
 
3.1.3. Thermal modelling 
The temperature evolution in the device structures developed in this thesis will be key to 
estimate quantities such as the power consumption, or the correct functioning of the 
structure in terms of switching the phase-change material embedded in the metasurface. 
The temperature evolution of the device is determined by the heat transfer equation, 
where only the conduction term needs to be considered7: 
                                                 
7 Derivation of the heat transfer equation can be found in ref. [200]. 
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 𝐷𝐶𝑝
𝜕𝑇
𝜕𝑡
− ∇ ∙ (𝑘∇𝑇) = 𝑄 (3.5) 
   
where D represents the mass density, Cp represents the heat capacity at constant pressure, 
T is temperature and k is the thermal conductivity of the substance. Finally Q represents 
the volumetric heat source (provided by the particular optical, electrical or thermal 
excitation used). 
The boundary conditions used in this case are [118]: 
- The periodic boundary condition that enables the simulation of infinite periodic 
structures in a desired direction: 
 
 −𝐧dst ∙ 𝐪dst = 𝐧src ∙ 𝐪src    and      𝑇dst = 𝑇src (3.6) 
   
     where ndst and nsrc represent normal unitary vectors to the destination boundary 
and the source boundary respectively,  qdst and qsrc represents the heat flux 
densities at the destination and the source boundaries respectively and Tdst and Tsrc 
represents the temperature at the destination and source boundary.  
- The temperature boundary condition, is used to set parts of the computational 
domain (the ones that are deep and far away from the active regions of the device 
device) to room temperature. 
- The thermal insulation boundary condition is used in parts of the structure where 
the heat flux is negligible, such as the case of device-air interfaces. The thermal 
insulation boundary condition is expressed as: 
 
 −𝐧 ∙ 𝐪 = 0 (3.7) 
   
where n is an unitary vector normal to the boundary and q is the vector that 
represents the heat flux density at the same point in the boundary. 
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3.1.4. Electrical modelling 
The main purpose of electrical modelling of the device is to calculate the volumetric heat 
source described by a Joule heating process that can be used to switch the phase-change 
layer embedded in the metasurface. This volumetric heat source will be incorporated into 
the heat transfer model. To do this, it is necessary to know the value of the electrical 
current in the microheaters (used to switch the phase-change layer – see Chapter 6) when 
appropriate boundary conditions in terms of electric potential are applied.  
Due to the regular geometry of the structures that are used here, the current and hence the 
dissipated power per unit volume is calculated using Ohm’s Law. In other cases, the 
electric flux in the structure is obtained by solving the continuity equation for the charge: 
 
 ∇ ∙ 𝐉 =
𝜕𝜌
𝜕𝑡
 ,     with     𝐉 =  𝜎𝐄 +
𝜕𝐃
𝜕𝑡
 (3.8) 
   
where J is the current density expressed as the sum of the conduction and displacement 
current density, ρ is the electric charge density, σ represents the electric conductivity, E 
is the electric field vector, D is the electric displacement [119]. In this case the only 
boundary conditions used are the values of the voltage in the outer boundaries of the 
model. 
 
3.1.5. Device scale phase change models 
The phase-change process can be simulated from two main frameworks. The first one is 
density functional theory where the material behaviour is extracted from first principle 
considerations. These kinds of simulations are very computationally intensive and the 
simulated region of material is very limited in size, therefore they are not suitable to 
simulate devices where the volumes of phase-change material are too big for this 
technique to handle. On the other hand, these techniques are ideal to study the 
fundamental properties of the material, such as electronic properties [2]. 
The other kind of phase-change simulation approach is what can be called device-scale 
phase-change models. These kinds of models can simulate large volumes of phase-change 
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material compared to density functional theory. As it has been said, most of the time, they 
have at their core concepts extracted from classical nucleation and growth theory. Some 
of the most important ones are the Johnson-Mehl-Avrami-Kohnogorov (JMAK) model 
[64,120], the Master Rate Equation model [121,122] and the Gillespie cellular automata 
model [123]. The Gillespie Cellular automata model has been used in this thesis in 
Chapter 4  and the Master Rate Equation model has been used in Chapter 6.  
In the case of the Master Rate Equation, the model is formulated to find the concentration 
of crystal clusters formed by the agglomeration of n monomers (i.e. basic units of the 
crystal) at time t; this quantity is represented by Z(n,t). Under the premise that a cluster 
of a size n can only grow or reduce its volume by attachment and detachment of 
monomers to the clusters immediately contiguous in size, the equation is written as [122]: 
 
 
𝜕𝑍(𝑛, 𝑡)
𝜕𝑡
= 𝑓(𝑛 − 1, 𝑡)𝑍(𝑛 − 1, 𝑡) + 𝑑(𝑛 + 1, 𝑡)𝑍(𝑛 + 1, 𝑡)
− 𝑓(𝑛, 𝑡)𝑍(𝑛, 𝑡) − 𝑑(𝑛, 𝑡)𝑍(𝑛, 𝑡) 
for n ≥ 2 
(3.9) 
 
where f(n,t) and d(n,t) are the rates of attachment and detachment respectively. All the 
parameters used to define these rates are, in this thesis, taken from ref. [124]. 
The implementation of the model results in a set of coupled differential equations that are 
solved in this thesis using Matlab®. Due to the stiff character of the equations in (3.9), the 
ordinary differential equation solver ode15s of Matlab® is used.  
Once the model was implemented, validation was done by reproduction of the results in 
the supplementary information of [124]. Figure 3.2 shows the comparison between the 
provided results shown in [124] and the data obtained from the implemented model in 
this thesis (and used in Chapter 6). Although a good degree of agreement can be observed, 
small differences between the two implementations can be possibly attributed to 
differences in the configuration of the solver (e.g. different tolerances used in each 
implementation). Furthermore, the way the terms of the model are implemented (i.e. 
mathematical expression of the terms in the model, or different order of the operations in 
each implementation) are well known sources of numerical errors that have some impact 
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on the precision of the calculations, especially when the quantities in the model varies 
over a large range of orders of magnitude such as in this case [125].  
The Gillespie Cellular Automata model, on the other hand, produces simulation results in 
a slightly different way to the Master Equation model. The main difference between these 
two models is that the Master Equation returns information about the crystallinity only in 
terms of concentrations and relative populations of different cluster sizes, whereas the 
Gillespie Cellular Automata can give information about the actual spatial distribution of 
the crystallinity the material. This fact makes the Gillespie Cellular Automata very 
suitable for situations where the precise distribution of crystal/amorphous regions plays 
a key role in device performance. See Figure 3.3, for an example of the calculated 
crystallinity distribution inside a phase-change memory cell using the Gillespie Cellular 
Automata model [126]. 
 
    
Figure 3.2. (a) Calculated relative population according to the cluster size for the phase change material at 
T = 700 K for 10 ns, 20 ns, 50 ns and 100 ns that corresponds to the model implemented in ref. [124]. (b) 
Same simulation as in (a) using the model implemented in this thesis. Both figures are compared in order 
to validate the implemented model. Image (a) from ref. [124].  
 
a) b) 
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Figure 3.3. a) Phase-distribution in a phase-change memory cell calculated using the Gillespie Cellular 
Automata model. The region in red represents crystalline phase and the blue region represents material that 
has been melt-quenched in the amorphous state using an amorphisation pulse. b) Crystalline distribution in 
a) after the application of a crystallisation pulse. Part of the amorphous material has been crystallised. The 
new crystalline domains are represented in a variety of colours that represents different orientations of the 
crystals formed. Image from ref. [126]. 
 
3.1.6. Optimisation algorithms 
The optimisation algorithms most prominently used in this thesis were the genetic 
algorithm and the direct search algorithm. The genetic algorithm is especially good in 
situations where there are a significantly high number of parameters to take into account 
for the optimisation, or where a first approach to the optimisation of a new structure is 
done. This is because the genetic algorithm can search more efficiently for a global 
minimum when the number of optimisation parameters is high or when the search space 
for the optimisation parameters is large. However, it is much slower to converge 
compared with direct search algorithm. Therefore, it is advisable to start using the genetic 
algorithm with a new structure with a wide search space for the parameters used in the 
optimisation, due to the unfamiliarity with the response of the device. Then, as soon as 
the global minimum is located, the search space is reduced and the optimisation algorithm 
is changed to direct search for a faster convergence.  From that point, whenever some 
modifications are necessary in the structure it is enough to continue using direct search to 
optimise the structure [127]. 
The optimisation algorithms not only have been used to optimise selected figures of merit 
but also they have been used for other calculation purposes, such as the search for 
eigenmodes of a structure, as is reported in Chapter 5. 
a) b) 
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The algorithms used belong to the Global Optimisation toolbox from Matlab® and are 
linked to the COMSOL Multiphysics® model via Livelink™ for Matlab®. 
 
3.2. Experimental Techniques 
In this second part of the chapter the different experimental techniques for the fabrication 
and characterisation of the various structures and devices developed in this thesis are 
explained.  
3.2.1. Thin film magnetron sputtering deposition 
Sputtering deposition is classified inside the methods known as physical vapour 
deposition (PVD). The method consists of the vaporisation of a material (called “target”) 
inside a vacuum chamber and the subsequent condensation in the solid phase on a 
substrate. The vaporisation of the substance to be deposited is caused by high energy 
collisions of the accelerated ions of a plasma. Once in the vapour phase, the atoms of the 
target material travel towards the substrate and they are deposited there. Usually, the 
plasma is formed by a noble gas, such as xenon or argon, under the action of an 
appropriate electric potential where the target is the cathode and the substrate and the wall 
chamber are the anode, Figure 3.4. 
There are different modalities of this technique. For instance, in the DC magnetron 
sputtering deposition technique the use of magnetrons to confine the plasma in the target 
leads to higher deposition rates. Furthermore, DC magnetron sputtering is not suitable to 
deposit electrical insulating materials such as most oxides. However, the use of RF 
generators allows the generation of an alternating current in the insulating target (the 
target acts similarly to a capacitive load in the RF circuit), so allowing the plasma to spark 
and vapourise material from the target. This technique is known as RF magnetron 
sputtering deposition. 
There are a number of parameters involved in the sputtering process, such as the pressure 
of the inert gas used to form the plasma, the electrical power used for the deposition or 
the temperature of the substrate. All these parameters will have an impact on the 
morphology of the layer in terms of roughness, compactness, stresses, average grain size  
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[128] or even purity [129], which in turn will impact physical properties such as electrical 
and thermal conductivity or refractive index.  
 
Figure 3.4. a) Schematic representation of the operation of a standard DC sputtering system. In this case 
the argon ions in the plasma are accelerated towards the target and, as a result of the impact, atoms are  torn 
out of the target and end up being deposited on the substrate and on the wall of the chamber. 
 
The thin films in the different devices developed in this thesis were deposited in three 
different machines at the University of Exeter: 
- Nordiko 2000: This machine can be considered an industrial machine due to the 
size of the target materials (four spaces for targets of six inches in diameter, ideal 
for wafer-scale manufacture and optical disc memories deposition) and the quality 
of the base pressure achieved (~10-8 Torr). The machine comes with a rotary pump 
as primary pump and a cryo-pump as secondary pump. As well as this, it also has 
RF and DC capabilities, and therefore it is possible to deposit dielectrics as well 
as conductive materials.  
- Custom-built sputtering machine: This machine is a purpose built sputtering 
machine with three spaces for targets of two inches in diameter. It has several 
advantages such as very good reliability and the fact that it is easy to repair. This 
machine has a rotary pump as a primary vacuum pump and a turbomolecular pump 
as a secondary pump. The usual base pressures achieved in this machine are not 
as good as in Nordiko 2000, however they are good enough to have good quality 
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films in the materials deposited in it (~10-6 Torr). The machine only comes with 
DC capabilities.  
- Moorfield nanoPVD model T10A: The machine has three spaces for targets of two 
inches in diameter. In this system a scroll pump is the primary pump and a 
turbomolecular pump is the secondary pump. The base pressure achieved with 
this pump setup is on the order of 10-7 Torr. The machine comes with DC as well 
as RF capabilities.  
In the appendix of this thesis there is a table with all the materials employed in the 
fabrication of the developed devices as well as the parameters for deposition and the 
machine used in the process. 
 
3.2.2. Electron beam lithography 
As said in the introduction, the devices that are developed in this thesis operate in the 
visible and near-infrared regions of the electromagnetic spectrum. This will cause their 
dimensions, and in particular the dimensions of the metallic patterns, to be sub-micron 
length. A suitable patterning technique that provides these kinds of resolution for the 
patterning of the structures is electron beam lithography. 
The electron beam lithography process generally starts with the preparation of a thin film 
of resist on the substrate where the pattern is going to be written. The selection of the 
resist is important to control aspects such as the contrast of the mask or the exposure time. 
The resist is then baked at a temperature that depends on the resist composition or the 
kind of materials present in the substrate. The sample is then exposed to the beam of 
electrons in the selected areas that will (for a positive resist) break bonds of the resist 
polymer chain molecules. Once the exposure is complete, there will be a strong contrast 
in solubility between the exposed and unexposed parts of the resist to the substance that 
is used as a developer. The sample is then submerged in the developer for enough time to 
remove the parts exposed to the electron beam whilst minimally affecting the unexposed 
parts (and especially borders of the pattern). Finally, the material to be patterned is 
deposited followed by the removal of the remaining unexposed resist layer (lift-off). The 
complete process is schematically depicted in Figure 3.5. 
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Electron beam lithography is a complex process. This complexity mainly resides in the 
fact that there is high number of (interconnected) steps and considerations involved. The 
control over parameters such as thickness, type, temperature and time of baking for the 
resist; current, voltage and dose for the exposure; and time, temperature and mixture for 
the development process are key for the creation the resist mask. Therefore, usually it is 
necessary to adopt a systematic approach of calibrations and tests to make sure that the 
final result is suitable for the fabrication process.  
 
 
Figure 3.5. Steps in the lithography process. a) Spin coat resist (red) over substrate (blue). b) Pre-bake the 
spun substrate. c) Exposure of selected areas to the electron beam. d) Remove exposed part (in the case of 
a positive photoresist) in the development process. e) Deposit material to be patterned. f) Lift-off the 
remaining resist with the remover solution to finalise the patterning. 
 
The system used in the fabrication of the devices in this thesis is a 30 kV to 100 kV 
Nanobeam NB4 electron beam system. The machine can deliver currents as small as ~1 
nA that, along with the voltages used in the fabrication (80 kV), are ideal to get extremely 
high resolution patterns [130]. The system writes square fields of 250 μm that are stitched 
together using a 195 mm × 195 mm precision stage controlled by an interferometer with 
a position resolution 0.31 nm (λ/2048). 
a) 
b) 
c) 
d) 
e) 
f) 
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3.2.3. Scanning electron microscopy  
Scanning electron microscopy was predominantly used in order to certify that the 
dimensions of the patterned structures fabricated by electron beam lithography were 
indeed correspondent to the ones in the models (i.e. to the design targets). 
This technique is based on the exposure of the sample to an electron beam. The different 
processes that takes place after the interaction of the primary (sent) electrons with the 
surface of the specimen (mainly backscattered electrons, secondary electrons, auger 
electrons and X-ray emission) as well as appropriate detection and analysis of the 
collected data, allows the reconstruction of a very high resolution image of the surface of 
the sample. Also, it is possible to extract additional information such as the sample 
elemental composition.  
The basic components of the system are [131]: 
1. Electron emitter. 
2. Column containing condenser electromagnetic lenses, deflection coils and 
apertures to focus and condition the exposure of the specimen to the electron beam. 
3. Electron and X-ray detectors. 
4. Input and output devices to control the exposure and display the image 
reconstructed by the system. 
See Figure 3.7, for a schematic representation of a scanning electron microscope. 
 
Figure 3.6. Basic structure and components of a scanning electron microscope. 
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The sample exposure in the devices measured in this thesis was usually done at a range 
of 30 to 10 kV and 0.13 nA. The maximum resolution that can be achieved with the 
scanning electron microscope used in this thesis is between 1 and 2 nm. A scanning 
electron microscope model xT Nova Nanolab 600 was used to take the images of the 
fabricated devices in this thesis.  
 
3.2.4. Spectroscopic measurements 
Standalone spectroscopic measurements (not combined with electrical measurements) 
were carried out using a commercial Jasco MSV-5300 UV-Visible/near-infrared 
Microspectrophotometer. The range of measurement of the microspectrometer goes from 
200 nm to 1600 nm wavelength. This spectrometer has three different objectives of 
different magnification and numerical apertures, plus other accessories such as internal 
polarisers that will be used in the measurement of the fabricated devices. 
The measurement procedure starts by taking a measurement of the dark spectrum (Sdark) 
in the frequency band in which the measurement is going to be performed. This is done 
in a dark environment and with the objective out of focus with respect the surface 
underneath. This signal has to be subtracted from the reference mirror and sample 
acquired signals (Smirror and Ssample respectively), to obtain the ‘real’ signal coming from 
the measured object, that is, excluding any contribution of the detector without 
illumination.  
Once the dark signal has been removed from both the signal obtained from the reference 
mirror and from the signal obtained from the sample, both reference and sample signals 
are divided to get the reflectance spectrum of the sample. Finally, the obtained reflectance 
spectrum is corrected multiplying by the provided reflectance of the calibrated reference 
mirror (Rmirror). Thus, the reflectance of the samples is obtained with the following 
formula: 
 𝑅 =
𝑆𝑠𝑎𝑚𝑝𝑙𝑒 − 𝑆𝑑𝑎𝑟𝑘
𝑆𝑚𝑖𝑟𝑟𝑜𝑟 − 𝑆𝑑𝑎𝑟𝑘
× 𝑅𝑚𝑖𝑟𝑟𝑜𝑟 (3.10) 
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The system has three objectives, one Cassegrain reflective objective and two reflective 
objectives. The Cassegrain objective has 0.5 NA and x32 magnification. The other 
objectives have 0.3 NA, x20 magnification and 0.25 NA, x10 magnification. 
In Figure 3.7, a schematic showing the components of a typical visible spectrometer is 
shown along with a schematic representation of a Cassegrain objective.  
 
 
Figure 3.7. (a) Schematic representation of a visible spectrophotometer and Cassegrain objective. Light 
from the source travels to the sample passing through two beam splitters. After interacting with the sample, 
light is collected by the objective and travels back through the black box that represents the spectrometer 
(passing before through a beam splitter and a convergent lens). Light is then reflected in a parabolic mirror 
and impinges on a grating that separates light into different wavelengths. After that, another mirror reflects 
the different rays (wavelengths) to an array of photodiodes that will capture the spectral information. In 
addition to the path to the spectrometer from the sample there is an additional returning path to a camera to 
observe the sample and allow focussing prior to the measurement. (b) Schematic representation of a 
Cassegrain objective. Cassegrain objectives are useful to measure over large wavelength ranges (e.g. 
ultraviolet to near-infrared) due to the lack of chromatic aberration. Also, since they do not have refractive 
elements, additional absorption in the objective in spectral regions such as the ultraviolet and the near-
infrared are non-existent which lead to a maximum signal collected from the apparatus. 
 
3.2.5. Electro-optical measurements 
The experiments that combine electrical and optical measurements were carried out in a 
purpose built optoelectronic probe station (built by Dr. Yat-Yin Au from our laboratory). 
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The system comes with several optical sources, namely a white and near-infrared source 
for spectroscopic measurements and a laser source for optical excitation of the samples. 
The system also comes with electrical pulse generators, oscilloscopes and probes to apply 
and monitor the electrical pulses sent to the devices. The two operations, optical and 
electrical, can be combined to perform mixed-mode measurements such as applying 
electric stimuli whilst measuring the optical response of the device, or vice-versa. The 
kinds of measurements relevant to this thesis and carried out in this system are optical 
excitation followed by optical measurement (Chapter 4) and electrical excitation followed 
by optical measurement (Chapter 6). A schematic of the optoelectronic probe station set 
up can be seen in Figure 3.8. 
 
 
Figure 3.8. Optoelectronic probe station schematic (Only visible sources and detector represented). (1) 
Electrical pulse generator, (2) oscilloscope, (3) laser source, (4) visible source, (5) CMOS camera, (6) laser 
filter, (7) objective (8) piezoelectric stage, (9) sample and (10) switch to select optical or electrical pulsing. 
 
In the measurements in which the devices are excited optically and measured optically, 
the sample is placed on the piezoelectric stage and the laser source sends pulses of 
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different powers and durations to induce switching cycles in the device. In this case, after 
each scan the spectrum of the exposed surface is acquired.  
On the other hand, in the experiments in which electrical pulses were sent to the sample 
followed by an optical measurement, the sample is placed on the piezoelectric stage and 
a pair of low profile microprobes are placed onto the electrical contacts of the device. The 
electrical pulses are delivered to the device and the change in reflectance at selected 
wavelengths can be monitored in real time (see Chapter 6).  
 
3.3. Process flow for design, fabrication and characterisation 
of devices 
In this section the general procedure followed from the design of the devices to the final 
characterisation and measurement is outlined. The objective will be to capture a view on 
how all the different processes described in this chapter integrate with each other. The 
general procedure is explained here, any particularity on the fabrication of the devices 
will be reflected in the corresponding chapter. 
Recall that the structure to be designed and fabricated is a metal-insulator-metal absorber 
such as the one shown in Figure 2.8(a) of Chapter 2. The design flow starts with the 
creation of the computational model that calculates the quantities of interest. An 
optimisation is then carried out in the case it is necessary. What is obtained from this step 
in general are the geometrical parameters that define the structure of the device. 
Once the geometry of the device is known, the fabrication of the device starts with the 
deposition of the first set of layers via magnetron sputtering. The two first sets of layers 
are usually the bottom metal plane and the dielectric spacer that contains the phase-change 
material layer and the capping layer, typically ITO.  
Following the deposition of the films, the sample is prepared for electron beam 
lithography to pattern the top metal layer. Firstly, 950K A4 PMMA layer is spun onto the 
stack of layers. After that, a soft bake of the substrate is carried out using 100 oC for 10 
minutes (a low enough temperature to prevent crystallisation of the phase-change layer). 
The optimal electron dose using these parameters for the resist layer was found to be 
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between 6.5 and 9.5 C/m2 for approximately 200 nm thickness of PMMA 950K. The 
difference in dose is mostly related with the size (area) of different exposed regions of 
the pattern and distance between them (it is advisable to use proximity effect correction 
for small and closely packed parts of the pattern to account for this issue). The dose is a 
parameter that usually is consistent if the same pattern is prepared under the same 
conditions in experiments not largely separated in time (days or weeks). Over long 
periods of time (months), the dose will be affected by ageing of the PMMA. To write sub-
micron structures, the current of the electron beam should always be the lowest one that 
the machine can provide in order to have the maximum resolution and contrast in the 
resist pattern. Values ranging from 1nA to 2.5nA at 80kV were usually used to write small 
features, producing high contrast PMMA masks. Once the pattern is exposed, it is 
developed using a mixture 15:5:1 IPA:MIBK:MEK for 35 seconds and 45 in a pure IPA 
bath to stop the development process. The final step to get the PMMA mask consists in 
drying the sample using N2 gas.
8  
The substrate with the deposited layers and the PMMA mask is then once again loaded 
into the sputtering system for the final metallisation step. The sample will then be ready 
for lift-off which is performed in a 60 oC acetone bath for two hours, followed by a mild 
sonication if necessary. The final step is removing any acetone residue in an IPA bath and 
drying with N2. The device will be then ready to be measured in the microspectrometer 
or the optoelectronic probe station. 
                                                 
8 The process to create the PMMA mask is applicable to all devices in the thesis, since the dimensions and 
the thickness of the patterning layer are similar in all of them. 
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Chapter 4 Phase-change Metamaterial Absorbers 
and Modulators  
4.1. Introduction 
Most previous work on GST-metamaterial structures has concentrated on the mid-
infrared part of  the  spectrum,  with  applications  such  as  improved  energy  absorption  
in  optical  memories [103], multispectral microbolometers [58] or  tunable  photonic  
crystals [132],  but  the  near-infrared region  has  remained  largely  under-explored,  due  
perhaps  to  the  fact  that  the  optical  losses  in  GST  start  to  rise  appreciably in that 
region. However, operation in the near-infrared region is important since the most 
commonly used wavelengths for optical communications and optical signal processing 
lie in this region, specifically between 1530 nm to 1565 nm for the conventional C-band.   
The purpose of this chapter is to look at the operation of phase-change based metal-
insulator-metal electromagnetic absorbers as amplitude modulators from a general point 
of view. As a result of this, a clearer picture of the factors involved in the development of 
first prototypes and their suitability for near-infrared applications will be obtained.  
Firstly, the performance of the conceived device is broadly and preliminarily assessed. A 
number of electromagnetic, electrothermal and phase-change simulations are carried out 
to infer the suitability for operation at near-infrared wavelengths. These calculations 
unravel information about several important figures of merit that allow us to determine 
the overall device performance. Such figures of merit are optimised according to an 
appropriate materials selection and structure design process. 
In addition, various aspects concerning the practicability of the devices are also evaluated, 
such as estimation, via sensitivity analysis, of the impact of the tolerances during the 
fabrication process in the optimum calculated response of the device. As well as this, an 
investigation of compatible materials and non-normal incidence of the electromagnetic 
radiation onto the device is performed. 
In the final part of this chapter, experimental results are included to test the optical 
performance of the as-designed devices, the phase-change layer in both the amorphous 
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and crystalline state. Furthermore, preliminary experiments are presented showing ex-situ 
switching of the device, carried out using a blue (405 nm) scanning diode laser. 
To reiterate, the main outcomes of this chapter are: 
- Presentation of a proto-structure for a phase-change based electro-optical 
amplitude modulator. 
- Evaluation of important figures of merit and operation of the device via FEM 
simulations. 
- Evaluation of the impact of the fabrication tolerances on the final response of the 
device. 
- Exploration of compatible materials and non-normal incidence operation. 
- Presentation of preliminary experimental results concerning the optical operation 
of the as-designed devices and ex-situ optical switching. 
 
4.2. Device structure and materials 
The proposed device structure is based on one suggested for operation at mid-infrared 
frequencies [58,103], Figure 4.1(a). The structure consists of a 4-layer arrangement 
comprising a bottom metal layer, the chalcogenide phase-change layer, an ITO layer and 
a patterned top metal layer (here patterned into strips). 
The choice and place in the structure of constituent materials will potentially have an 
impact on the performance and robustness of the device. One of the major concerns was 
the encapsulation of the active material (i.e. the chalcogenide phase-change layer) to 
protect it from environmental degradation. In previous studies [104,133], the requirement 
to protect the active chalcogenide alloy layer from the effects of oxidation appears to have 
been largely ignored. The properties of chalcogenide alloy thin films are known [134] to 
deteriorate rapidly on exposure to air and so for practicable absorber or modulator designs 
the chalcogenide phase-change layer should be encapsulated by a protective layer that, to 
maintain optical access and to allow for the possibility for electrical switching, should 
ideally be both optically transparent and electrically conductive [81]. Indium tin oxide 
(ITO) is used here to provide such a layer.  
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In addition, in terms of the choice of the composition of the (top and bottom) metal layers, 
gold and silver are usually the metals of choice in the literature, since they have excellent 
plasmonic behaviour. However, Ag is particularly diffusive, especially at the high 
temperatures experienced during the switching of the phase-change layer, and is thus best 
avoided. Aluminium has also been suggested as an alternative for the metal layers [58]. 
But, the melting point of aluminium (at ~660 °C) is relatively low, and in particular is 
very close to that (~620 °C) of the Ge2Sb2Te5 (GST) alloy used here. Since to amorphise 
the GST layer it is necessary to heat it to above its melting temperature (and then cool it 
quickly), there is a danger that the top Al metal layer in particular would also melt (and, 
without any encapsulation, distort), a concern that should be kept in mind.  
In cases where electrical switching of the phase-change layer is the intended approach, 
the choice for the metal layers should also be guided by electrical as well as optical 
considerations. Thus, for effective electrical switching of GST-based structures we might 
draw on the experience of phase-change memory developments, where tungsten (W) and 
titanium nitride (TiN) are the electrode materials of choice [135]. In this work therefore, 
and in a contrast to the usual practice, an exploration of the use of various materials 
(including Au, Al, W, Ti, TiN, Pt) for both the top and bottom metal layers has been 
carried out.  
The plasmonic resonator structure proposed for operation in the C-band is, as said at the 
beginning of this section, of the form shown in Figure 4.1(a) and comprises a top metal 
layer (shown as Au in the figure) patterned into strips (or squares for a polarization 
insensitive design – see section 4.4.2), a 'dielectric' spacer, consisting of both the indium 
tin oxide (ITO) layer (for environmental protection) and the phase-switchable GST layer, 
and a (thick) metallic bottom layer. The interaction of the incident light with the structure 
(explained more in detail in section 2.2.1.1) is characterised by the excitation of a 
plasmonic resonance in the structure. This is possible due to the low extinction coefficient 
of amorphous GST at the targeted wavelength for operation. However, with the GST in 
the crystalline (high extinction coefficient) state, the resonant mode is significantly 
damped and displaced towards longer wavelengths. Under these conditions the structure 
is unable to resonate at the same frequency as in the amorphous state and the incident 
light is, as a result, mostly reflected.  
Chapter 4: Phase-Change Metamaterial Absorber/Modulators 
 
 
52 
 
4.3. Modelling the response of the device 
4.3.1. Electromagnetic modelling and optimisation 
The spectral reflectance properties of the phase-change metamaterial absorber/modulator 
were calculated by solving the wave equation for the electric field over the entire unit cell 
shown in Figure 4.1(b). The employed approach is similar to the one explained in the 
section 3.1.2 of this thesis. 
 
 
Figure 4.1. (a) Schematic of a thin-film phase-change metamaterial absorber/modulator (inset shows the 
top metal layer patterned into squares for a polarization insensitive design). (b) 2D cross section of the 
phase-change near-infrared absorber/modulator studied here and having a bottom metal layer (here shown 
as Au) of fixed thickness 80 nm, a top metal layer (again here shown as Au) of fixed thickness 30 nm (both 
gold layers have a 5 nm Ti adhesion layer not included in the figure for clarity) patterned into strips of 
variable width wp, and GST and ITO layers with variable thicknesses tGST and tITO respectively. For the 
design simulations a unit cell of width wuc is used, with periodic boundary conditions (PBC) of Bloch-
Floquet type assumed and a perfect matching layer (PML) placed at the top and bottom of the structure. 
 
Input parameters to the simulation include the thicknesses and optical constants of each 
layer (electric permittivity/complex refractive index), along with the width of the strips 
(or size of squares) in the top metal layer and the size of the unit cell. For the case of the 
top metal layer patterned into strips, a 2D solution is sufficient, whereas for the top layer 
patterned into squares, a full 3D solution is required. There is a large difference in 
computational time between the 2D simulation (strips) and the 3D simulation (squares), 
here the top patterned layer is chosen to be formed by strips due to the reduced 
computational time required to calculate the required quantities of interest, resulting in 
(a) (b) 
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faster optimisation of the structures. Normal incidence is initially assumed and for the 2D 
case the incident polarization is assumed to be in the plane of the film and perpendicular 
to the direction of the patterned metal strips. For the case of the top metal layer patterned 
into squares, the polarization can be in any direction, but is assumed to be still in the plane 
of the film.  
The values for the refractive index of the various metals explored were taken from the 
literature, specifically values for gold are taken from Johnson and Christy [136]; values 
for Al, W and Ti from [137]; and for TiN from [138]. The optical and electrical constants 
of ITO depend on several factors, in particular on the process conditions during 
deposition, as well as on any annealing regime used post-deposition. While post-
deposition annealing generally increases the electrical conductivity of ITO, it also 
increases the extinction coefficient in the near-infrared region and therefore the optical 
losses, potentially leading to a deterioration of the optical performance of 
absorber/modulator designs investigated here. However, according to [139,140], the 
optical losses of ITO remain low in the near-infrared as long as there is no annealing after 
deposition; thus, here we assume ITO has the properties of un-annealed material and the 
relevant optical constants have been taken from published ellipsometry measurements in 
[53]. The optical constants of GST in both the amorphous and crystalline phase were 
taken from commonly-used values, as detailed in [141]. 
An optimization was also carried out, for which a pattern search algorithm [142] in the 
Matlab® optimization toolbox and LiveLink™ for Matlab® was used. In order to optimise 
the structure to work as an amplitude modulator, it is necessary to consider appropriate 
figures of merit with which to measure the performance of a particular modulator design. 
The modulation depth (MD) is used here which is defined [143] as the difference between 
the maximum reflected power Pmax (which here will occur when the GST layer is in the 
crystalline phase) and the minimum reflected power Pmin (here when the GST will be in 
the amorphous phase), normalized by the incident power (Pinc), i.e.  
 𝑀𝐷 =  
𝑃𝑚𝑎𝑥 − 𝑃𝑚𝑖𝑛
𝑃𝑖𝑛𝑐
= 𝑅𝑐𝑟 − 𝑅𝑎𝑚 (4.1) 
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where Rcr and Ram are the reflectance of the modulator when the GST layer is in the 
crystalline and amorphous phases respectively. Another commonly used figure of merit 
is the extinction ratio (ER), which is usually defined (for reflection modulators) in terms 
of the logarithm of the ratio of the maximum to the minimum reflected power, i.e.  
 
 𝐸𝑅 =  −10 log10
𝑃𝑚𝑎𝑥
𝑃𝑚𝑖𝑛
 =  −10 log10
𝑅𝑐𝑟
𝑅𝑎𝑚
   (4.2) 
 
A large modulation depth and high extinction ratio are always desirable, with ER values 
better than −7 dB being a typical design target for practicable modulators [144], although 
for some applications, such as short-reach optical interconnects, an ER around of −5 dB 
is often considered to be sufficient [57].  
Using the Matlab® pattern search algorithm, the structure in Figure 4.1 was optimized in 
terms of the maximum modulation depth. For these simulations, the top and bottom metal 
layers were assumed to be made of gold. The dimensions of the unit cell (wuc), the top Au 
layer strip width (wp), the thickness of the ITO layer (tITO) and the thickness of the GST 
layer itself (tGST) were all allowed to vary, while the thicknesses of the top and bottom Au 
layers were fixed at 30 nm and 80 nm respectively (with an additional 5 nm Ti adhesion 
layer). The dimensions that give an optimized (maximum) MD at 1550 nm were found to 
be wuc = 493.3 nm, wp = 333.8 nm, tGST = 64.1 nm and tITO = 5.0 nm. Note that the optimum 
thickness of the ITO layer, tITO, returned by the optimization algorithm is coincident with 
the lowest bound set for the search in the parameter space (this lower limit having been 
chosen to ensure reliable deposition of the continuous layer of ITO needed for the desired 
environmental protection of the GST layer). The simulated reflectance spectrum of this 
optimized modulator, with the GST layer in both the crystalline and the amorphous states, 
is shown in Figure 4.2(a), while the extinction ratio is shown in Figure 4.2(b).  
It is clear from Figure 4.2 that the optimally designed modulator should provide excellent 
performance, with optimum values for MD and ER being very high, at 0.767 and -19.8 
dB respectively for the target wavelength of 1550 nm.  
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Figure 4.2. (a) Simulated reflectance spectrum for the design in Figure 4.1 with Au top and bottom metal 
layers and with the phase-change layer in both the crystalline and amorphous states. The chalcogenide 
phase-change layer here is Ge2Sb2Te5 (GST) and the design was optimized for maximum modulation depth 
(MD) at 1550 nm. Also shown (b) is the extinction ratio. 
 
4.3.2. Electrothermal and phase-change modelling 
With regard to the modelling of the electrical phase-switching behaviour of GST, a 
combined electro-thermal simulation tool that simultaneously solves the Laplace and 
heat-diffusion equation was used in order to determine the temperature distribution 
throughout the structure at each simulation time step. This temperature distribution feeds 
into a Gillespie cellular automata (GCA) model that solves for the phase (i.e. determines 
if each cell in the simulation is in the melted, amorphous or crystalline state) using a rate-
equation approach. This electro-thermal-GCA model (developed by colleagues at Exeter) 
has proved to be capable of realistic simulations of both blanket thin-film behaviour and 
phase-change device operation, and has been described in detail in previous works 
[123,145,146]. 
A key feature of phase-change metadevices is of course the ability to dynamically 
change/tune/reconfigure the device response by switching the phase-change layer 
between the amorphous and crystalline states (or indeed to some intermediate mixed 
phase). It is crucial therefore that devices be designed from the outset to enable such 
switching to occur, either by electrical or optical means. Any device structure needs 
(a) (b) 
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therefore to be designed to enable the phase-change layer to be heated, by appropriate 
excitations, to the requisite temperatures and also to allow sufficiently fast cooling for the 
amorphous phase to form.  
Phase-change metadevices so far reported in the literature have generally been switched 
ex-situ using fast, high-power external lasers, or simply by carrying out thermal annealing 
in an oven to induce a one-way transition from the amorphous to crystalline phase (due 
to the fast cooling requirements, oven annealing cannot be used to form the amorphous 
phase) [69]. For real-world applications however, some form of in-situ switching of the 
phase-change layer would be most attractive. In our case, this might be achieved by 
dividing the absorber/modulator structure of the form shown in Figure 4.1 into an 
arrangement of pixels, each of which could be separately excited electrically in order to 
switch the phase-change layer (for example, in the case of a modulator with the topmost 
metal layer patterned into strips, one might also pattern the bottom metal layer into 
(orthogonal) strips, yielding a structure electrically similar to the commonly used cross-
bar memory devices in which individual ‘cells’ are addressed by appropriate excitations 
being placed on the relevant intersecting strips - the so-called ‘bit’ and ‘word’ lines in 
memory device terminology [81,135]). This is an interesting approach to be considered, 
however it is not the only one, as will become apparent in Chapter 6. 
Thus, electrical switching was simulated by assuming each pixel is represented by the 
unit-cell of the form shown in Figure 4.1(b) (with dimensions optimized for maximum 
modulation depth as in Figure 4.2) and applying appropriate electrical pulses between the 
top and bottom metal layers of the structure in order to determine whether amorphisation 
and crystallization of the phase-change layer can indeed by achieved using in-situ 
electrical switching. Typical results are shown in Figure 4.3, here for the case of Au top 
and bottom metal layers (though similar results were obtained for Al, W and TiN) using 
a 2.4 V, 50ns (15/5 ns rise/fall time) amorphisation, or so-called RESET, pulse and a 1.4 
V, 100 ns (30 ns rise/fall time) crystallization, or so-called SET, pulse. In Figure 4.3(a) 
the temperature distributions throughout the unit-cell at the time (during the excitation 
pulse) at which the maximum temperature occurs for both RESET and SET pulses are 
shown. During the RESET pulse the maximum temperature does indeed exceed the 
melting point of GST (620 °C or 893 K), and the temperature distribution is relatively 
uniform throughout the GST layer. It is worth noticing that the temperature experienced 
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by the top metal layer is also relatively high in this case (~980 K), precluding the use of 
aluminium (melting point ~933 K) for the top layer, as discussed in section 4.2 (replacing 
the top Au layer with Al in the simulations shown in Figure 4.3(a) did not significantly 
affect the maximum temperature reached). During the SET pulse, the maximum 
temperature experienced by the GST layer is in the region of 720 K or 447 °C, a typical 
value required to ensure rapid (on the order of tens of nanoseconds) crystallization of 
GST [146]. In Figure 4.3(b) it is possible to see the starting and finishing phase states of 
the GST layer (calculated using our Gillespie Cellular Automata approach –see [123]) 
after a sequence of RESET/SET/RESET pulses: the GST layer starts in the fully 
crystalline state (shown brown in Figure 4.3(b)); after the application of a first RESET 
pulse the GST layer is fully amorphised (shown blue in Figure 4.3(b)); after the 
application of the SET pulse the GST layer is fully re-crystallized (into a number of 
crystallites, as shown by the different colours in Figure 4.3(b)); finally, after the receipt 
of a second RESET pulse the GST layer is fully re-amorphised.  
 
 
Figure 4.3. (a) Simulated temperature distributions in the structure of Figure 1(b) for the case of electrical 
excitation (assuming an electrically pixelated structure with pixel size equal to the unit-cell size) for (left) 
a RESET (amorphisation) pulse of 2.4V/50 ns and (right) a SET (crystallisation) pulse of 1.4V/100ns 
respectively. (b) The starting and finishing phase-states of the GST layer after a sequence of 
RESET/SET/RESET electrical excitations: the GST layer starts in the fully crystalline state (shown brown); 
after the application of a first RESET pulse the GST layer is fully amorphised (shown blue); after the 
application of a SET pulse the GST layer is fully re-crystallized (into a number of crystallites, as shown by 
the different colours); finally, after the receipt of a second RESET pulse the GST layer is fully re-
amorphised. 
 
Thus it would appear, at least from a simulation perspective (and for the material 
properties shown in Table 4.1), that phase-change metadevices of the form described 
above would indeed be suited to in-situ electrical switching of the phase-change layer, so 
(a) (b) RESET SET 
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providing a readily active/tunable/reconfigurable photonic response. (It is worth also to 
highlight that, to avoid any possible concerns of gold diffusion from the bottom metal 
layer into the GST layer [57], an additional ITO layer can be inserted on top of the bottom 
Au layer without any detrimental effects, in an appropriately optimized structure, on the 
overall electrical or optical performance).  
 
Table 4.1. Materials parameters used in phase-switching simulations of Figure 4.3. 
Material 
Thermal 
Conductivity 
(Wm-1K-1) 
Heat Capacity 
(Jkg-1K-1) 
Electrical Conductivity  
(Ω-1m-1) 
Au 310 129 44 x 10
6
 
ITO 11 340 8.3 x 10
3
 
Ti 7.5 710 7.4 x 10
5
 
GST (Amorphous) 0.2 210 See (A) 
GST (Crystalline) 0.58 210 See (A) 
Si (Substrate) 149 720 100 
(A) C D Wright et al., IEEE Transactions on Nanotechnology 5, 1 (2006) 
 
4.3.3. Alternative materials for the electrode/resonator 
As discussed above, the effect on modulator optical performance of the choice of different 
materials for the top and bottom metal layers was also investigated, rather than simply 
using the de facto choice, from a plasmonic perspective, of gold. Specifically we 
compared the use of Au against that of Al, W and TiN. It was found that  one  could  
obtain  excellent  absorber/modulator optical performance when Al was used for the top 
and bottom layers, as shown in Figure 4.4(b) and as also reported, for the MIR range, in 
the literature [58] (but note previous comments regarding the possible unsuitability of Al 
due to its low  melting point). An excellent absorber/modulator performance could be 
obtained if W and TiN (typical electrode materials in phase-change memory devices) 
were used for the top metal layer only, but not if used for the top and bottom layers, as 
shown in Figure 4.4(c) and Figure 4.4(d) (note that Figure 4.4(a) corresponds to the 
results of Figure 4.2(a) and they are placed here for comparison purposes). This issue 
will become clearer in the next chapter where a detailed explanation on the relation of 
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coupling of light to the structure (in particular critical coupling) is discussed. The results 
of Figure 4.4 certainly show that, at least from an optical perspective, the choice of metals 
available for use in these phase-change metadevice structures is much wider than the 
usual plasmonic favourites of Au or Ag. 
 
 
Figure 4.4. The reflectance spectrum for optimized (in terms of MD at 1550 nm) phase-change 
modulators of the form of Figure 4.1 but with (a) Au top and bottom layer, (b) Al top and bottom 
layer, (c) (i) TiN top and bottom layers (dotted lines) and (ii) TiN top and Au bottom metal layers 
(solid lines) and (d) (i) W top and bottom layers (dotted lines) and (ii) W top and Au bottom 
metal layers (solid lines). In all cases red lines show results for the GST layer in the crystalline 
phase and blue the amorphous phase.  
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The achievement of less restrictive conditions regarding the choice of the top electrode 
will be important in Chapter 6 when the subject of in-situ switching using a microheater 
approach is addressed.  
 
4.4. Modelling additional aspects of interest 
4.4.1. Sensitivity analysis 
A potential drawback of the optimization methods used in the previous section is that the 
optimal solution returns very precise values of the key design parameters for the 
modulator, i.e. the ITO and GST layer thicknesses, the width of the strips in the top metal 
layer and the unit cell dimensions. Achieving such precise values using a practicable 
manufacturing method is very unlikely, at least with any degree of cost effectiveness. 
Indeed, using common deposition methods, such as magnetron sputtering, for the various 
layers in the stack one might expect a thickness tolerance of perhaps ± 1 nm at best. 
Standard lithography techniques for the patterning of the top layer, such as electron beam 
lithography, would also be expected to have similar, if not even larger, tolerances. It is 
therefore important, from a fabrication and manufacturing perspective, to understand how 
the performance of the optimally designed modulator is affected (deteriorated) by such 
fabrication tolerances.  
This problem is addressed via a sensitivity analysis, simulating the performance of the 
modulator over a region of parameter space defined by the realistic tolerances in the 
thicknesses of the GST and ITO layers and in the size (width) of the strips in the top metal 
layer. Normally-distributed layer thicknesses (tGST and tITO) with (standard deviation) σ = 
0.5 nm were assumed, along with normally-distributed strip width and unit-cell 
dimensions (wp and wuc) with σ=7.5 nm, and the modulation depth, MD, was calculated 
for a total of over 2000 points randomly distributed in the parameter space encompassed 
by these variations. Results, for the absorber/modulator of Figure 4.1 (and with Au top 
and bottom metal layers) are given in the scatter plots of Figure 4.5 where the MD for all 
points in the parameter space lying within ± 2σ of the mean values of tGST, tITO, wp and 
wuc is shown. It can be seen that the parameters having most effect on modulator 
performance (at least on the modulation depth) are the thickness of the ITO layer and the 
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width of the strips in the top metal layer (in particular the former). From all the produced 
solutions, the mean and the standard deviation can be calculated to give an idea of how 
these solutions (for the modulation depth) are distributed with respect the optimum value 
which, as said before, was MD = 0.767 (as in Figure 4.2(a)). Thus, for the solutions shown 
in Figure 4.5, the mean value of the modulation depth is 0.760 with a standard deviation 
of σMD = 0.008. The fact that the mean is so close to the optimal value and the standard 
deviation is relatively small tells us that our design is indeed stable to the tolerances in 
layer thicknesses and lithographic patterning expected to arise as a result of typical 
fabrication/manufacturing processes.  
 
 
Figure 4.5. Scatter plot showing the variation of the phase-change metadevice modulation depth (MD) 
when typical manufacturing tolerances are included in the design and for the key parameters of (a) unit cell 
width wuc, (b) width of top metal strips wp, (c) thickness of the ITO layer, tITO and (d) thickness of the GST 
layer, tGST. 
 
4.4.2. Polarisation response and 3D modelling 
In terms of the polarisation of the incident radiation, as pointed out at the beginning of 
the chapter, the patterning of the top metal layer into strips or squares will result in, 
respectively, a polarization dependent or independent operation (assuming normal 
(a) 
(d) (c) 
(b) 
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incidence). This is confirmed in Figure 4.6, where the performance of both types of 
modulators is compared, i.e. top layer patterned into (a) strips and (b) squares, for various 
incident polarizations.  
 
 
Figure 4.6. The reflectance spectrum of the modulator for different incident polarizations and with the top 
layer patterned into (a) strips (of the same width and spacing as in Figure 4.2) and (b) squares (with sides 
of length equal to the width of the strips in Figure 4.2). The polarization angles in each case are, going from 
left to right, 0 degrees (electric field perpendicular to the strips), 30 degrees, 60 degrees and 90 degrees 
(electric field parallel to strips). It is clear that in the case of the top metal layer patterned into squares the 
design is polarization independent (for normal incidence). In all cases red lines show results for the GST 
layer in the crystalline phase and blue the amorphous phase. 
 
4.4.3. Non-normal incidence 
In previous studies, devices similar to those of the previous section showed a very low 
sensitivity of the reflectance spectrum when the angle of incidence was changed 
[83,90,97,106]. Here we explore if this applies to our devices. Simulations were run for 
angles of incidence varying from 0 to 30 degrees in the 2D structure for TM polarisation, 
corresponding results are depicted in Figure 4.7. As it is expected the position of the 
minimum reflectance for the amorphous state remained unchanged with little distortion 
at 30 degrees incident angle. For the device containing crystalline phase-change material 
the level of reflection remains very high at the frequencies of interests with very little 
(a) 
(b) 
Strips – 0 degrees Strips – 30 degrees Strips – 60 degrees Strips – 90 degrees 
Squares – 0 degrees Squares – 30 degrees Squares – 60 degrees Squares – 90 degrees 
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deviation (mostly around the wavelengths around the resonance) when compared with 
the normal incidence case. 
 
Figure 4.7. Calculated reflectance for different angles of incidence (0o corresponds to normal incidence). 
Calculations are carried out for the same device as in Figure 4.2(a). 
 
4.5. Experimental Results 
4.5.1. Device fabrication 
The fabrication of devices of the type discussed in previous sections can be considered to 
be divided in two parts. One part corresponding to the deposition of the bottom metal 
layer, and the dielectric spacer (GST and ITO) using magnetron sputtering, and the other 
part corresponding to the patterning of the top metal layer using electron beam 
lithography. Deeper details regarding the fabrication process can be found in section 3.2. 
The first prototypes were here fabricated using aluminium for both top and bottom metal 
layers. These prototypes were fabricated with the main purpose of validating the optical 
performance predicted by the FEM models. Although it has been said that aluminium 
may not always be the best metal of choice in the phase-change based metamaterial 
devices, it is used here for three reasons: 1) it is a cheap material and available in our 
facilities; 2) it provides excellent optical performance; 3) there is no intention at this stage 
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to produce a ‘final’ device, the objective instead at this point being the checking of the 
reliability of the electromagnetic models to make accurate predictions. Therefore, a 
separate set of simulations were carried out to have the geometry to provide the optimum 
modulation depth (Equation (4.1)) using aluminium for both metal layers. Results of these 
simulations are plotted in Figure 4.8(a).  
 
4.5.2. Experimental validation of optical performance 
The experimentally measured (using the purpose built optoelectronic probe station – see 
section 3.2.5) reflectance spectrum of the as-fabricated devices is shown in Figure 4.8(b). 
It is possible to see how the reflectance measurements match very well with those 
obtained in the simulation.  
The sample was annealed in a hot plate to crystallise the phase-change material. The 
temperature of the hot plate was set to 250 oC and the sample was annealed for 15 minutes.  
Looking at the results of Figure 4.8, it is possible to conclude that the electromagnetic 
models produce predictions which can be relied upon. Any observed deviation from the 
modelled results can be attributed to not having exact optical constants for all materials 
used in the device or imperfections during fabrication such as roughness of the devices 
(this last issue will be further elaborated in the next chapter). 
 
 
Figure 4.8. (a) Simulated response of the device to be fabricated. (b) Measured response of the fabricated 
device. (c) SEM image of the measured device. (Note that the refractive index and the extinction coefficient 
data for GST used to calculate the reflectance spectra in (a) is the same as the one used in ref. [60]). 
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SEM images were taken from the fabricated samples to check the correctness of the 
geometry of the top patterned metal layer. It is possible to observe a fair agreement 
between the target geometry and that actually obtained in fabricated devices, see Figure 
4.8(c).  
 
4.5.3. Ex-situ optically induced switching 
In this section, a preliminary study of the switchability of the (phase-change layer in the) 
device is presented. More specifically, the change of the device’s response from as-
deposited amorphous material to crystalline and back to amorphous is demonstrated. To 
do so, a scanning blue (405 nm wavelength) laser is focused on the surface of the device 
to raise the temperature and induce reversible changes in phase.  
Reversible optically induced changes in phase-change films and metadevices have been 
previously demonstrated extensively in the literature (see e.g . [57,61,147,148]). In [57], 
for example, the switching of phase-change material that forms part of a meta-switch was 
carried out using laser spot size of 50 μm in diameter and nanosecond pulses. In [61] 
femtosecond laser pulses with sub-micron spot sizes were used to control the phase state 
of phase-change films for the provision of reconfigurable lenses. In [147] femtosecond 
laser pulses with 230-270 μm full half width maximum were employed to switch phase-
change materials in nano-antenna structures. In [148], reversible optical switching of 
micron-sized regions of phase-change films was carried out using single nanosecond 
pulses (and revealed interesting phonon-polariton coupling effects). 
In this thesis, a diode laser with a small spot (approximately 0.5 micrometres spot size) is 
used to scan the surface of the device, sending pulses with the required amplitude and 
duration to crystallise and reamorphise. Details of the parameters used in the experiment 
are compiled in Table 4.2. The employment of this simpler and cheap procedure to switch 
large areas (several micron in diameter) to optically induce cycles in the device is not, in 
general, reported elsewhere in the literature for plasmonic phase-change metasurface 
devices (that is metasurfaces formed by a metallic plasmonic structure combined with 
phase-change materials). After each scan (to crystallise or reamorphise) the reflectance 
of the device was measured, with results shown in Figure 4.9(a). Optical microscope 
images were also taken after each scan to capture any visually perceivable changes 
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produced in the device, Figure 4.9(b). Finally, SEM images were taken from the scanned 
area. Interestingly the SEM images revealed very little or non-existent damage in the area 
corresponding to the switched area of the device (covered by strips), but a moderate 
amount of damage on the area corresponding to the stack of layers (outside the device) 
was observed, see Figure 4.9(c). 
 
 
Figure 4.9. (a) Reflectance of the absorber device in the pristine state as well as after several cycles. (b) 
Optical microscope images taking after the crystallisation and reamorphisation laser scans. (c) and (d) SEM 
images of the switched device after the fourth reset. 
 
The reflectance spectra (Figure 4.9(a)) indicate good re-crystallisation after cycling, but 
incomplete re-amorphisation on successive cycling. Incomplete re-amorphisation is not 
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unexpected when using a scanning laser since, as the laser scans, the periphery of the 
laser spot can heat previously amorphised regions of the phase-change layer up to 
temperature conducive to crystallisation. Other causes of the non-complete re-
amorphisation could be not fast enough cooling rates after melting that lead to re-
crystallisation. The difference in the reflectance between the reflectance spectrum 
correspondent to as-deposited amorphous phase and the rest of the reflectance spectra 
after a reset pulse may also be partially a result of differences in refractive index between 
the as-deposited amorphous GST and the melt-quenched amorphous phase [2]. 
 
Table 4.2. Parameters for re-crystallization and reamorphisation scans. 
 
Parameter Crystallization Reamorphization 
Rise and fall time (ns) 50 1 
Pulse width (ns) 200 15 
Time between pulses (s) 1x10-5 0.01 
Velocity of the scan (m s-1) 5x10-5 5x10-5 
Power at the sample (W) 3.6x10-3 1.2x10-2 
Fluence (mJ cm-2) 4.2x105 93 
 
4.6. Summary 
In this chapter, an exploration of the operation of phase-change metasurface devices 
specifically designed for absorber/modulation applications in the near-infrared part of the 
spectrum has been carried out. The performance of the device design in terms of selected 
relevant figures of merit (modulation depth and extinction ratio) has been optimised for 
the operation in the technologically important near-infrared regime of the electromagnetic 
spectrum. Furthermore, it has also been shown (from a design and simulation perspective) 
that a capping layer of ITO can be used to protect the phase-change material from 
oxidation while at the same time providing an electrical path for current, which is a very 
versatile arrangement to take into account for in-situ switching designs. 
Phase-change and electro-thermal simulations were carried out in order to determine the 
suitability of the device for in-situ switchable operation. As well as this, the temperature 
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distributions that appeared in the device pointed to the top part of the device as the part 
that reaches the highest temperature. Therefore, metals with relatively high melting point 
are desirable for the metallic parts of the structure, especially for the top patterned metal 
layer.  
Accounting for the fact that the top part of the device is the one that reaches the highest 
temperature, it was found that there exists a reasonable degree of freedom when choosing 
the material that comprises the top metal layer of the structure without compromising the 
optical performance. This fact allows us to choose typical electrode materials (such as W 
or TiN) for the top metallic part of the structure, as long as a metal with good plasmonic 
behaviour is placed in the bottom metal plane. This will greatly reduce the complexity of 
the design in Chapter 6 when the matter of in-situ switchability is addressed more in 
depth. 
Other aspects of the performance of the phase-change metasurface device design have 
been explored, namely polarisation response, non-normal incidence and sensitivity to 
fabrication tolerances. For the polarisation response analysis, the effect that different 
polarisations have on the response of the device has been studied, finding (as in previous 
works [62]) that, for a polarisation independent device, a 2D grating is needed. The 
calculations using non-normal incidence also corroborates well with previous findings 
[83,90,97,106] about the extremely angle insensitive operation of the device. Finally, the 
sensitivity analysis has shown the relatively low perturbation that tolerances in the 
fabrication process causes over the optimised figures of merit. 
Experimentally, first prototypes of the proposed device design have been fabricated with 
the objective of validating the electromagnetic models. A reasonably good agreement has 
been found between the response predicted by the FEM simulations and the measured 
response of the devices. Additionally, the switchability of the structure has been 
preliminary assessed by using a laser diode to deliver optical pulses and induce a number 
of reversible cycles in the structure.  
All the studies contained in this chapter provide important and foundational information 
over the structure, materials and aspects of the performance that will be used in the rest 
of the thesis. 
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Chapter 5 Quality Factor Engineering  
5.1. Introduction 
 As explained in Chapter 2, perfect absorbers can be utilized in a number of infrared 
device applications, for instance, radiation detectors [58,149,150], solar cells [151], 
spatial light modulators [56,152,153] and bio-sensing [154–157]. Various approaches 
have been used in the literature to design and explain the operation of perfect 
metamaterial absorbers, including analogies with plasmon slot waveguides [88,96], 
optical impedance matching [83,97], application of the first Kerker condition [98], critical 
coupling mechanisms [90,99] and considerations of the absorption cross-section of the 
resonators that comprise the metasurfaces [100]. All of these methods succeed in giving 
an explanation of the operation of perfect absorbers, however they differ significantly in 
terms of complexity and, importantly, their ability for quantitative design of the device 
response. Indeed, since the performance of metamaterial perfect absorbers can be broadly 
described by a few key parameters, namely the resonant frequency, bandwidth, quality 
factor and reflection coefficient (at resonance), a quantitative design methodology that 
predicts performance in these terms, in a simple and economical manner, is vital when 
trying to engineer device specifications that a certain application demands. For instance, 
in the field of infrared spectroscopy, perfect absorbers have been used to enhance the 
interaction of infrared radiation with biological analytes [154–156]. Here, by controlling 
the quality factor of the device, one can achieve a better analyte selectivity. Moreover, 
for increased sensitivity of detection, accurate control of the absorber’s coupling to the 
incoming radiation is crucial [157]. To give another example, in the field of plasmonic 
colour printing, figures of merit such as the colour saturation are directly related to the 
quality factor of the resonant absorption spectra [100]. Finally, as a last example, of the 
importance of a quantitative methodology for designing the quality factor in optical 
devices, for instance in metal-insulator-metal structures used to create (optical) phase 
gradient metasurfaces with beam steering capabilities [60], control of the quality factor is 
important since it determines how sharply the optical phase varies around resonance. (The 
Chapter 5: Quality Factor Engineering 
 
 
70 
 
requirement of a full 2π phase coverage is present only in overcoupled resonators) 
[99,158]. 
In this chapter, therefore, a design methodology is derived, based on eigenmode 
calculations together with the concept of critical coupling [90], that is not only relatively 
simple but which is also inherently well-suited to the quantitative design/selection of key 
absorber parameters including the resonant frequency, bandwidth and degree of coupling 
(minimum reflection at resonance). Moreover, the validity of the proposed methodology 
is demonstrated via the experimental fabrication and characterization of PCM-based 
reconfigurable absorbers working in the near infrared waveband (λ = 1550 nm) and with 
a purposely engineered quality factor. The fabricated devices have the same basic 
structure and materials as those shown in section 4.2. To reiterate, they are made with a 
nanostrip Al metasurface placed on top of a layered structure comprising a thin ITO film, 
a chalcogenide phase-change material Ge2Sb2Te5 (GST) and a bottom Al mirror (see 
Figure 5.1) [102]. The ITO is used to prevent environmental oxidation of the GST layer, 
while it can be also utilized as a top electrode for electrical switching of the GST, see 
Chapter 4, Section 4.2.  
 
 
Figure 5.1. (a) 2D cross section of the unit cell of the reconfigurable phase-change absorber device. 
Dimensions that define the optical response of the device are shown, as well as the different material layers 
used. (b) 3D schematic of (part of) the device. 
 
By transforming the GST between the amorphous and crystalline states our device can be 
operated in two distinctly different regimes. When the GST is in the amorphous state, the 
resonant gap plasmon [159,160] of the metal-dielectric-metal structure is excited and the 
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incoming radiation is absorbed (with the amount of absorption dependent on the degree 
of coupling). However, when the GST layer is switched into the crystalline state the 
resonance condition is lifted due to the change of the refractive index, resulting in specular 
reflection of the incoming radiation.  
It is shown in this chapter how the absorber’s resonance frequency can be accurately 
calculated for a structure composed of materials that present optical losses, using the 
result to obtain external and internal decay rates of the device [161]. These decay rates 
define the two most important parameters of a practical absorber - i.e. the quality factor 
and the reflection coefficient at resonance [158]. It is shown that the quality factor of our 
devices can be controlled, for a fixed operating frequency, by changing only one design 
parameter - the periodicity of the nanostrips comprising the optical metasurface - while 
leaving other design parameters intact. This allows us to produce simple guidelines for 
engineering absorbers with desired characteristics, without the need to run time-
consuming finite element (FEM) simulations. The practicability of our modelling results 
is tested by fabricating several representative devices and measuring their optical 
reflectance spectra in amorphous and crystalline states. 
Thus, the main outcomes of this chapter are: 
- The creation of a design methodology that tackles the main aspects of the device 
performance: operative resonant frequency, bandwidth and minimum reflectance 
at resonance. 
- Quality factor and geometrical parameters are quantitatively related using the 
developed method, resulting in simple guidelines for design and fabrication. 
- Device fabrication and characterisation is successfully carried out in order to 
prove the validity of the method. 
 
5.2. Theoretical preamble 
In this section, some concepts and procedures are introduced in order to set the basis of 
the study carried out in this chapter.  
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It is convenient to start the discussion by stating that structures containing materials with 
a non-zero extinction coefficient do not have real eigenfrequencies (eigenfrequency ∉ ℝ). 
Instead, the eigenfrequencies of the structure in this case are complex numbers.  The 
imaginary part of the eigenfrequency is related to the dissipation of energy in the structure 
as it oscillates.  
In the next subsections, a definition of the quality factor is given. Through relevant 
formulae, the relationship of the quality factor with the imaginary part of the complex 
eigenfrequency is revealed. Furthermore, a numerical technique that enables the finding 
of eigenmodes in structures with optically lossy materials is presented. 
 
5.2.1. The quality factor: definition and generalities 
In a resonator, the relationship of the dissipated power P and the energy of the system U 
is approximately linear [158], i.e. 
 𝑃 = −
𝑑𝑈
𝑑𝑡
= 𝛼𝑈 (5.1) 
where α is a constant.  
The rate of energy dissipation in the resonator α is proportional to the amount of the stored 
energy. Solving the above equation we obtain 
 𝑈 = 𝑈0𝑒
−𝛼𝑡 (5.2) 
and by combining both of these equations we get 
 𝑃 = 𝛼𝑈0𝑒
−𝛼𝑡 = 𝑃0𝑒
−𝑡 𝜏𝑒𝑛𝑔⁄  (5.3) 
where 𝛼 =  1 𝜏𝑒𝑛𝑔⁄  with 𝜏𝑒𝑛𝑔 being the time constant for the energy decay. The quality 
factor is defined as 𝑄 =  𝜔0𝜏𝑒𝑛𝑔. It thus follows that 
 𝑃 =
𝑈
𝜏𝑒𝑛𝑔
=
𝜔0𝑈
𝑄
 (5.4) 
The time constant for the amplitude decay is related to the time constant for the energy 
decay as τ = 2τeng [158]. This means that the energy in the system decays twice as fast as 
the amplitude of the oscillation. 
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The quality factor Q can be related to the complex eigenfrequency of the system, ω0 + i⁄τ, 
in the following way: Q = ω0τ⁄2. The time constant for the decay rate is equal to the time 
necessary for the amplitude to decay by a factor of e-1. The bigger the time constant of 
the amplitude decay, the lower the rate at which the energy is dissipated in the system and 
the higher the quality factor. 
 
5.2.2. Eigenmode calculations 
As pointed out by Bai et al. [161], it is possible to calculate the complex eigenfrequency 
of a resonant nanostructure (such as those examined here) in the presence of losses by 
searching for the complex frequency of excitation that makes the near-field diverge. 
Alternatively, one can search for a structure geometry that makes the electric field diverge 
at a specific complex frequency. The latter approach was adopted in this thesis, since it 
allowed the design of structures that resonate at a particular chosen (designed-in) 
frequency and which possess a given quality factor (since the complex eigenfrequency 
ω0+i⁄τ of a resonating structure is related with the quality factor as Q = ω0τ⁄2) [158]. Thus, 
a numerical implementation (carried out in COMSOL Multiphysics®) as described by Bai 
et. al. [161] is used for the eigenmode calculations, coupling this to optimization routines, 
built into the Global Optimisation Toolbox of Matlab®, to search for the device 
geometries (values of wuc, wp and tgst in this case) required to deliver the desired quality 
factors.  
In more detail, the model is excited with a complex frequency, but doing this in COMSOL 
Multiphysics® is not possible unless Faraday’s and Amperes’s Laws are transformed. 
Faraday’s and Amperes’s Laws in the differential form are recalled as 
 
 𝛁 × 𝐄 =  −𝑖𝜔𝜇(𝜔, 𝐫)𝐇 (5.5) 
  𝛁 × 𝐇 =  𝑖𝜔𝜀(𝜔, 𝐫)𝐄 + 𝐉 (5.6) 
   
Here, 𝐄 and 𝐇 are the electric and magnetic fields, 𝜇(𝜔, 𝐫) and 𝜀(𝜔, 𝐫) are the magnetic 
permeability and electric permittivity respectively, 𝜔 is the wave frequency, 𝐫 is the 
position vector, 𝐉 is the induced conduction current density. By introducing the following 
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effective permittivities 𝜀𝑒𝑓𝑓  =  𝜔𝜀(𝜔, 𝐫)/𝜔𝐿 and 𝜇𝑒𝑓𝑓  =  𝜔𝜇(𝜔, 𝐫)/𝜔𝐿  with 𝜔𝐿 being 
a real number, Faraday’s and Ampere’s Laws can transformed into the following [161] 
 𝛁 × 𝐄 =  −𝑖𝜔𝐿𝜇𝑒𝑓𝑓(𝜔, 𝐫)𝐇  (5.7) 
 𝛁 × 𝐇 =  𝑖𝜔𝐿𝜀𝑒𝑓𝑓(𝜔, 𝐫)𝐄 + 𝐉 (5.8) 
   
The complex frequency ω that is used to excite the system is now hidden in the new 
effective optical constants (εeff and μeff). The frequency 𝜔𝐿  occupies the place of the usual 
frequency in the solver and it can be fixed to any value. To avoid computational errors it 
is advisable that 𝜔𝐿  is of same order of magnitude as the original frequency ω. Please, 
note that the described method is only a way to make COMSOL Multiphysics® accept 
complex eigenfrequencies as input for a frequency study. A more detailed discussion of 
the of the theory behind the interaction of light with leaky or dissipative resonators can 
be found in ref. [162].  
Using the above described transformation one can calculate the complex eigenfrequency 
of a structure in the presence of losses by searching for the frequency that makes the near-
field diverge. Alternatively, one can search for a structure that makes the electric field 
diverge for a desired complex frequency and hence possesses a given quality factor.   
 
5.3. Quality factor engineering 
 Eigenmode calculations were used to optimize a number of device geometrical 
parameters so that phase-change absorbers, of the type shown in Figure 5.1, could be 
realized with various quality factors at the resonant wavelength of λ = 1550 nm. More 
specifically, the following device parameters - nanostrip resonator width, wp, thickness 
of the GST layer, tgst, and metasurface period, wuc, - were swept using an optimization 
routine to achieve the required optical performance. The numerical technique introduced 
in the previous section 5.2.2 was used to excite the structure with a complex 
eigenfrequency. In essence, the method allows us to design a structure with a desired 
quality factor using the following steps:  
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1. Excite the device structure with a complex frequency, ω+i/τ, where 1/τ is the decay 
rate associated with the amplitude of the oscillation for the loaded resonator (henceforth 
referred to as total decay rate). The real part of the excitation frequency 𝜔 is fixed while 
the imaginary part 1/τ is varied in each simulation to achieve devices with desired quality 
factors.  
2. Search for a device geometry (i.e. in this case, search for values of layer thicknesses, 
metasurface strip widths and periodicity) that causes the modulus of the electric field 
evaluated close to the resonator to diverge when excited with the chosen complex 
(resonance) frequency. This search is done using a global optimization algorithm.  
3. Once the optimal structure is found, it is possible to relate the value of 𝜏 to the value 
of the quality factor as Q = ω0τ/2 [158]. This means that in Step 1 the desired quality 
factor of the structure has been chosen, provided that it is possible to find an appropriate 
device geometry in Step 2 (see section 5.2.2 for further details about the quality factor 
and calculation of eigenmodes).  
This results in significant gains in computational efficiency in the design of devices (as 
compared to conventional FEM simulations), since the model is essentially ‘told’ at 
which frequency the resonance is required using the real part of the desired 
eigenfrequency, and information about the bandwidth (quality factor) will be introduced 
in the imaginary part of the eigenfrequency. So, it is possible to directly target the resonant 
position and bandwidth of the device with far fewer calculations than in the case of a 
conventional design approach.  
The method described in the previous paragraph is now applied to explore and extract 
conclusions of interest regarding the quality factor and the geometrical parameters of the 
device. Ten different absorber device designs (each design being a vector in the 
parametric space wuc, wp and tgst) were obtained for values of the quality factor Q = 4, 4.5, 
5, 5.5, 6. In Figure 5.2(a), the resulting width of the nanostrip resonators wp is plotted 
versus the thickness of the GST layer tgst for all cases. It can be seen that all curves cross 
in a very small region of the graph around wp = 451 nm and tgst = 79.5 nm. This implies 
that for fixed values of wp and tgst (the crossing point in the plot) one can obtain any 
desired value of Q (within the range examined here) by varying only the width of the unit 
cell wuc. To verify this, another set of simulations was carried out to again find structures 
Chapter 5: Quality Factor Engineering 
 
 
76 
 
with Q = 4, 4.5, 5, 5.5, 6, but this time the values of wp and tgst were restricted to be within 
the narrow region where all the curves in Figure 5.2(a) cross (more specifically, for 
convergence purposes, this region was set to be 2 nm wide in the wp direction and 1 nm 
wide in the tgst direction). The results are shown in Figure 5.2(b) and confirm that the 
quality factor of the devices can be linked to only one geometrical parameter, namely the 
periodicity of the top plasmonic metasurface, wuc. This is a key finding of the current 
work, showing how a “family” of absorbers having the same resonant frequency but 
different Q factors can be readily designed, and subsequently fabricated, using essentially 
the same device structure (apart from the value of wuc). 
 
Figure 5.2. (a) Perfect phase-change absorbers of various geometries (wuc, wp and tgst) optimized to possess 
desired quality factors (each colour indicates devices with equal values of Q). (b) Width of the unit cell wuc 
plotted against the corresponding value of Q (the data in this plot corresponds to the optimized devices in 
the region where curves cross in (a) (wp = 451 ± 1 nm and tGST = 79.5 ± 0.5 nm)). 
The maximum and minimum attainable values for the quality factor for the device 
structure of Figure 5.1 (with the restriction of fixed width of the nanostrips and thickness 
of GST) were found to be Q = 3.55 and Q = 6.26. For values of the quality factor smaller 
than 3.55 the periods in the structures start to be large enough (>1000 nm) to have higher 
diffractive orders within the range of measurement. For values of the quality factor bigger 
than 6.26 the width of the unit cell is too close to the width of the nanostrip, making the 
fabrication of these structures too difficult. Other kinds of restrictions not related to the 
geometry but to the optical constants of the materials used may also determine the limits 
of the range for the achievable quality factors. In  particular,  the  internal  losses  will  be  
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determined  by  the  interaction  of  the  excited  resonant fields and the materials that 
comprise the device. 
 
5.4. Reflectance calculations and experiments 
A number of phase-change absorbers resonant at 1550 nm with a range of quality factors 
have been designed in the previous section using the presented eigenmode calculation 
approach. It is next shown, using ‘conventional’ FEM techniques [102] (see section 3.1.2 
for details related to the reflectance calculations), what the expected reflectance spectra 
of the devices should be, over the wavelength range from 1000 to 1600 nm (note that 
1600 nm is the longest wavelength examined since this corresponds to the maximum 
operating wavelength of the spectrophotometer used for experimental characterisation, 
see section 3.2.4 for details about the measurement of the reflectance of the devices). This 
will enable the observation of the change in the bandwidth and in the reflection coefficient 
at resonance for different quality factors.  
Thus, in Figure 5.3(a)-(c) the simulated reflectance spectra are plotted for devices with 
Q = 4.5 (wuc = 715 nm), Q = 5 (wuc = 643 nm), and Q = 5.5 (wuc = 588 nm). The optical 
constants for aluminium (Al) are extracted from the work of Rakic et al.[137]  where the 
experimental data is fitted using the Brendel-Bormann model. The optical constants for 
indium tin oxide (ITO) were obtained by ellipsometry measurements. Finally, optical 
constants of GST are the same as in the work by Ruiz de Galarreta et al. [60]. 
Devices were also fabricated having the same (nominal) nanostrip periodicities, wuc, as 
those in Figure 5.3(a)-(c), and their experimental reflectance spectra measured. The 
results are shown in Figure 5.3(d)-(f).  There is in general a very good agreement between 
the modelling and the experimental results. In the experimental reflectance spectra for the 
amorphous state, it is possible to observe a large absorption peak centred at 1550 nm, as 
expected from the calculated results. The simulation results also show an additional 
feature located between 1200 and 1400 nm wavelength. This additional weaker 
absorption feature is due to an additional resonant mode located at these frequencies and 
which is sensitive to the period as wuc changes. This feature is also observable in the 
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experimental results, but more attenuated (due perhaps to additional optical losses in the 
experimental devices).  
Finally, the reconfigurability of our phase-change absorbers is experimentally shown by 
switching the GST layer from the amorphous to crystalline state, here using controllable 
thermal heating on the hot plate. After switching, the resonant condition of the device is 
lifted, resulting in mirror-like specular reflection with efficiency here of above 60% (see 
Figure 5.3(d)-(f)). Therefore, the devices are indeed reconfigurable and could be used, for 
example as light modulators, here working in reflection and at 1550 nm wavelength. 
 
 
Figure 5.3. (a), (b), (c) Simulated reflectance spectra for designs with fixed values of wp and tgst and with 
Q = 4.5, 5, 5.5 and with the GST layer in the amorphous (coloured lines) and crystalline (black lines) states. 
(d), (e), (f) Experimental reflectance spectra for fabricated devices with the same designs as in top panels 
(and again with the GST in amorphous and crystalline phases).  
 
The dimensions of the fabricated devices were checked using scanning electron 
microscopy (SEM), with the results presented in Figure 5.4. One can see that the achieved 
periodicity and width of nanostrip resonators hardly deviates from the target values of wuc 
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and wp. The fabrication of the devices was carried out using the processes described in 
the previous chapter (section 4.5). 
 
         
        
 
Figure 5.4. SEM images of the fabricated phase-change absorber devices. Values in the scale bars 
correspond to the target values obtained by modelling. (a) wuc = 816 nm, (b) wuc = 715 nm, (c) wuc = 643 
nm, (d) wuc = 588 nm and (e) wuc = 544 nm. Bottom scale bar in all figures is 1 μm. 
 
(a) 
(e) 
(d) 
(b) 
(c) 
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5.5. Critically coupled absorbers 
The eigenmode and reflectance calculations presented in the previous section allow for 
accurate extraction of the external and internal decay rates - important characteristics of 
a practical perfect absorber. The quality factor of a resonating structure, such as perfect 
absorber, can be expressed through its total decay rate as Q = ω0τ/2, where ω0 is the 
resonance frequency and 1/τ is the total decay rate. In turn, the total decay rate 1/τ is 
defined by the internal and external decay rates of the structure, according to the relation 
[158] 
 
 
1
𝜏
=
1
𝜏0
+
1
𝜏𝑒
 (5.9) 
   
Here 1/τ0 is the internal decay rate, i.e. the time measure of the internal losses of the 
resonator through electron scattering, and 1/τe is the external decay rate, i.e. the time 
measure of the external losses of the resonator through the emission of radiation. The 
reflection coefficient Γ(ω) can be expressed in terms of the decay rates as [158] 
 
 𝛤(𝜔) =  
1
𝜏𝑒⁄ −
1
𝜏0⁄ − 𝑖(𝜔 − 𝜔0)
1
𝜏𝑒⁄ +
1
𝜏0⁄ + 𝑖(𝜔 − 𝜔0)
 (5.10) 
 
Thus, once the resonant frequency has been identified via eigenmode calculations, and 
the reflectance coefficient at resonance evaluated (via FEM simulations of the type used 
to generate Figure 5.3(a)-(c), but carried out only at ω0), then Equation (5.9) and (5.10) 
can be solved simultaneously to obtain the values of 1/τ0 and 1/τe at ω0. 
The decay rates thus calculated for a set of perfect absorbers with fixed values of tgst and 
wp but with differing values of Q are plotted in Figure 5.5(a). The interplay between 
internal and external decay rates determines the onset of critical coupling of the absorber 
to the incident radiation [99]. As is well known, the device is critically coupled when 1/τ0 
= 1/τe and in such a case all of the incoming radiation is perfectly absorbed at resonance. 
This condition implies matching of the free-space impedance to the impedance of the 
resonating structure. It can also be interpreted as the moment at which the absorption 
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cross-section is equal to the unit cell area [100]. According to the results shown in Figure 
5.5(a), critical coupling should occur in the devices when Q = 5 (when wuc = 643 nm). 
This is confirmed in Figure 5.5(b), where the reflectance at resonance is shown for all Q 
values examined here; the reflectance is zero (perfect absorption) only for the case when 
Q = 5. Thus, although it is possible to easily obtain (i.e. to design) absorbers with a range 
of Q factors, this comes at a price of higher reflection at resonance (but the reflectance is 
still below 10 % at resonance for all the devices studied here). 
It is also convenient to introduce another measure of the performance of the perfect 
absorber, namely the coupling coefficient CC = τ0/τe, which is plotted in Figure 5.5(c). 
Absorbers with CC > 1 (τ0 > τe) are overcoupled, those with CC < 1 (τ0 < τe) are 
undercoupled, while those with CC = 1 are critically coupled. The results of Figure 5.5(c) 
also demonstrate a clear correspondence between the degree of coupling and the quality 
factor, reiterating the point that it is not possible to design-in an arbitrary value of Q for 
any given degree of coupling (for fixed tgst and wp values, as used here). 
 
Figure 5.5. (a) Total, internal, and external decay rates as a function of Q. (b) Minimum reflectance and 
(c) coupling coefficient as a function of Q. 
 
To explore in a little more detail the occurrence of critical coupling in the phase-change 
absorbers, five sets of devices are compared in Figure 5.6 where FEM simulated and 
experimentally measured reflectance spectra are shown, having nanostrip periodicities 
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ranging from 544 to 816 nm. There is generally good agreement between the simulated 
(Figure 5.6(a)) and experimental (Figure 5.6(b)) results, apart from a mismatch in the 
minimum reflectance values. 
 
 
Figure 5.6. (a) Modelled reflectance spectra for a family of phase-change metamaterial absorbers (GST 
layer in the amorphous state) obtained by varying only the periodicity of the metasurface (the Al 
nanostrips). (b) Experimental reflectance spectra for fabricated devices having the same geometries as in 
(a). 
 
In particular, it is noted that, according to the simulations, the absorber with a nanostrip 
periodicity of 643 nm (wuc = 643 nm) should be the one which is critically coupled, while 
in the experimental results it is the device with wuc = 715 nm which is closest to being 
critically coupled. This discrepancy can be explained by an internal decay rate that is 
larger in the fabricated devices as compared to that in the simulations. This most likely 
arises due to fabrication imperfections, in particular a non-negligible roughness of the 
surface of the Al film used to make the periodic nanostrips. The roughness of Al films is 
known to increase electronic scattering, so affecting their effective optical properties (n 
and k) and increasing losses and decreasing the quality factor [163,164]. Indeed, from 
Figure 5.5(a) it can be seen that if the internal losses were increased slightly (increased 
internal decay rate) then the absorber with Q = 4.5 (wuc = 715 nm) would be (closest to 
being) at the critical coupling condition, while devices with higher Q values (wuc < 715 
nm) would possess a monotonically increasing reflectance at resonance. This is precisely 
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the behaviour seen in the experimental results of Figure 5.6(b). Thus, although the 
underestimation of the internal losses of our devices resulted in the mismatch between 
simulated and measured values of the minimum absorber reflectance, this does not affect 
general findings of this chapter. 
 
5.6. “On-demand” quality factors 
 The above findings clearly show that by fixing two main design parameters of the 
proposed perfect absorbers – the GST layer thickness, tgst, and width of the plasmonic 
strip resonators, wp, - it is possible to control the quality factor and coupling coefficient 
of the device by changing only the resonator periodicity, wuc. Thus, once optimal values 
of tgst and wp are found, the need to run conventional FEM simulations (that can be both 
time and computer power consuming) can be avoided. In fact, as it is shown below, it is 
possible to go further and produce simple guidelines that allow the design of perfect 
absorbers with specific ‘on-demand’ Q factors. 
These simple guidelines are summarized and tested in Figure 5.7, specifically, the 
internal decay rate 1/τ0 is observed to vary approximately linearly with the inverse of the 
width of the unit cell, wuc, as shown in Figure 5.7(a). In contrast, the external decay rate, 
1/τe, increases linearly with wuc, as can be seen from Figure 5.7(b). Therefore, using 
Equation (5.9) and (5.10), it is possible to obtain a simple and quick way to calculate the 
Q value, for a given value of wuc, via the relationship 
 
1
𝑄
=
2
𝜔0
(
1
𝜏0
+
1
𝜏𝑒
) (5.11) 
   
where 1 𝜏0⁄ = 𝑘0 𝑤𝑢𝑐⁄ + 𝐶0  and 𝑘0 (= 1.761 × 10
16 𝑛𝑚 𝑠−1) and 𝐶0(= 3.409 ×
1013 𝑠−1) are the regression coefficients of the linear fitting in Figure 5.7(a), and 1 𝜏𝑒⁄ =
𝑘𝑒𝑤𝑢𝑐 + 𝐶𝑒 where 𝑘𝑒 (= 2.261 × 10
11 𝑛𝑚 𝑠−1) and 𝐶𝑒(= −8.612 × 10
13 𝑠−1) are the 
regression coefficients of the linear fitting shown in Figure 5.7(b).  
The results of applying Equation (5.11) to find Q for the cases with wuc = 560, 600, 675, 
775 nm are shown in Figure 5.7(c), where they are compared to Q values calculated via 
eigenmode simulations. It is clear that that there is excellent agreement between both 
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techniques. Thus, using eigenmode calculations and critical coupling concepts, it has been 
shown that it is possible to design perfect absorbers having a particular desired quality 
factor (at least over the range of Q values studied here), simply by changing the 
periodicity of the top plasmonic metasurface. 
 
 
Figure 5.7. (a) Internal decay rate as a function of the inverse of the plasmonic metasurface periodicity wuc 
(dashed line is a linear best-fit). (b) External decay rate as a function of the inverse of the plasmonic 
metasurface periodicity wuc (dashed line is a linear best-fit). (c) Calculated values of Q using the data in (a) 
and (b) against the values for Q obtained from FEM modelling for the same structures (the dashed “45o 
line” is shown for visual guidance only). 
 
5.7. Summary 
In conclusion, a design method to control the main aspects that define the performance of 
perfect absorbers, i.e. the resonant frequency, bandwidth and reflection coefficient at 
resonance, has been presented. To validate the method, a family of reconfigurable phase-
change perfect absorbers having desired quality factors was designed and fabricated, 
obtaining very good agreement between theory and experiment. Moreover, analysis based 
on a critical coupling approach allowed us to establish simple relationships between 
device geometry and performance. In particular, it has been shown how the width of the 
unit cell is (for fixed values of other device geometric parameters) linked directly to the 
value of Q. As a result, the design and fabrication process of the absorber devices was 
greatly simplified. This was demonstrated by producing a family of devices with a range 
of ‘on-demand’ quality factors, all operating at the same resonant frequency and able to 
(a) (b) (c) 
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be fabricated simultaneously on the same chip (i.e., all with the same layer thicknesses 
and all with the same width of the top optical metasurface nanostrips). Furthermore, by 
changing the phase-change (GST) layer in the absorber structure between its amorphous 
and crystalline states, it was shown that the designed devices can be switched on and off, 
thus allowing for the design of active and reconfigurable components. The design 
approach is likely to find use wherever precise control over the resonant frequency and 
quality factor of plasmonic metasurface resonant absorbers type structures is desired. 
 
 86 
 
 
Chapter 6 Electrically reconfigurable phase-change 
metadevices 
 
6.1. Introduction 
While it has been shown in this thesis (see Chapter 4) and by others [57,147] that ex-situ 
laser switching of the phase-change layer in reconfigurable metasurfaces is possible, a 
much more attractive approach for real-world applications is to use some form of in-situ, 
electrically-driven switching. By such means phase-change metasurfaces could be 
integrated with CMOS driving circuity, so providing a simple and effective route to true 
dynamic and reconfigurable operation. Of course the electrical switching of phase-change 
materials in non-volatile phase-change electrical memories is carried out without any 
notable difficulties [135,165], but in such cases the volumes (and areas) of phase-change 
material that has to be switched are small (of the order of thousands or tens of thousands 
of nm3 in modern devices [165]), whereas in optical metasurfaces the volumes/areas that 
are required to be switched are very much larger (tens of millions of nm3 for ‘pixel’ areas 
of the order of a square micron). Thus, it may be necessary/desirable to use alternative (to 
that used for phase-change memories) electrical switching approaches in the case of 
metasurfaces. 
In this chapter therefore, with regards to the change of the optical response of the 
metasurfaces by electrical means, two approaches are discussed. The first is the ‘direct’ 
electrical switching approach that is utilised in phase-change memories. In this case, a 
voltage is applied across the two electrodes that sandwich a phase-change material layer, 
and the resulting current flow results in Joule heating. By applying voltage pulses of 
appropriate amplitude and duration (and fall-time), crystallisation and amorphisation of 
the phase-change layer can be induced. A particular attraction of this approach is that it 
allows structures such as crossbars to be built (see Figure 6.1(a)) which are much more 
convenient from the point of view of device integration and have already been 
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implemented for commercial electrical phase-change memories [15]. The direct electrical 
switching of large areas/volumes using a crossbar configuration is however problematic 
(as already mentioned above) but it may possible, as shown in section 4.3.2  to circumvent 
such limitations by appropriate design strategies. 
 
 
 
Figure 6.1. a) Schematic representation of a typical crossbar memory architecture (left) and device SEM 
micrograph of the cross section red dotted line (right) (Figure from [168]). b) Schematic of the structure 
used in this chapter for in-situ switching and in which the top patterned metal layer serves a dual role as 
(part of) the optical metasurface and electrically-driven microheater. 
 
The second possible electrical switching approach is that using electrically-driven 
microheaters that are embedded/integrated into the phase-change metasurface in some 
a) 
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way. The use of embedded microheaters for the switching of relatively large 
areas/volumes of phase-change material has been demonstrated for phase-change RF 
switches [166,167] and for phase-change displays [25]. In such cases the microheater was 
invariably integrated into/beneath the bottom plane of the relevant devices. In this 
chapter, however, an alternative approach is used in which the top patterned metal layer 
plays the dual role of optical metasurface and microheater.  
Figure 6.1(b), shows the configuration studied in this chapter for the combined 
metasurface/microheaters device approach. In this structure a difference in electric 
potential is applied along the strips in the top patterned metal layer. The current flowing 
through the strips will raise their temperature due to Joule heating, with subsequent heat 
conduction to the active (phase-change) layer, allowing the phase-change process 
(crystallisation and reamorphisation) to take place. One of the advantages of this approach 
is that heat is very uniformly delivered to the phase-change layer and, as a consequence, 
it is more suited to the switching of large areas/volumes than the direct vertical switching 
approach. Moreover, the basic metal-insulator-metal resonator structure used in the 
previous chapter is preserved, albeit with some modifications required to the materials 
used (for reasons that will become clear in the next section). 
In summary, the main aims and outcomes of this chapter are to: 
- Devise and discuss materials and methods suitable for in-situ electrically-driven 
switching of phase-change modulators in which the top patterned metal layer 
provides a form of integrated microheater. 
- Experimentally fabricate and test the in-situ switching capabilities of such 
devices. 
- Explore alternative structures for direct electrical switching in metasurface 
devices. 
- Discuss how the crystallisation kinetics and thermal properties of the phase-
change material itself can influence the in-situ switching capability of the devices. 
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6.2. Materials and methods for microheater switching of 
phase-change metasurface absorber/modulators 
 To utilise the top patterned metal layer in the metasurface absorber/modulator type 
device as a microheater, as depicted in Figure 6.1(b), requires correct simultaneous 
operation in the electromagnetic, thermal and electrical aspects of the device 
performance. There will thus most likely be tight constrains in the selection of materials 
that exhibit suitable properties in all these aspects of the operation of the device. 
As well as the properties of the materials, there are other restrictions that come from the 
electrical driving system. For instance, many electrical power transfer systems (and 
indeed the measurement systems in research laboratories) are optimised for a 50 Ω load, 
so it is beneficial if the total microheater resistance is close to this value. In more in detail, 
the resistance of a strip of metal is: 
 𝑅𝑠𝑡𝑟𝑖𝑝 =  𝜌
𝐿
𝑤 ∙ 𝑡
 (6.1) 
where ρ is the resistivity of the material used for the heaters, L is the length of the strips, 
w is the width of the strips and t is the thickness of the strip. Thus, if a number of strips N 
are connected in parallel as in Figure 6.1(b), the total resistance of the array would be: 
 𝑅𝑎𝑟𝑟𝑎𝑦  =  𝜌
𝐿
𝑁 ∙ 𝑤 ∙ 𝑡
 (6.2) 
Since values of w and t are usually fixed to obtain a good optical performance, for Rarray 
of 50 Ω, there will be a fixed aspect ratio for the active area (L/N), once the material, and 
hence ρ for the top metal layer is chosen. Therefore, even if Equation (6.2) apparently has 
a lot of degrees of freedom to design the structure, once Rarray, w, t and ρ are fixed the 
aspect ratio L/N is fixed as well. 
Another issue related to the structure shown in Figure 6.1(b) is the electrical insulation 
requirements between parts that act as resistors (heaters) and other metallic parts of the 
structure, so as to prevent electrical leakage. Any such leakage would cause the device to 
change its input impedance. Under these circumstances, the device will also be 
unmatched from the RF circuit used to deliver the switching pulse, resulting in poor 
coupling of the applied voltage pulses to the device. 
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Fortunately, it is possible to make use of previously obtained results to simplify the design 
of the structures. In section 4.3.3, it was found that the material for the top patterned metal 
layer could be fabricated from a different material to the bottom metal layer. In that way, 
it was possible to reach high levels of absorption and at the same time have freedom of 
choice for the material of the top patterned metal layer. This is going to greatly reduce 
the complexity in the design process when choosing an appropriate material for the heater. 
The following materials were thus identified as good candidates to be used in the design 
of devices that use the top patterned metal layer to also provide in-situ switching via a 
microheater approach:  
- Platinum is a good material for the top microheater implementation due to its 
chemical stability. The lack of oxidation is very convenient to have good electrical 
contacts with the probes. Another good property of platinum is its relatively high 
melting point (1768 oC, for the bulk, as compared to the aluminium used for 
example in Chapter 4 whose melting temperature is 660oC). As well as this, Pt 
displays resistivity values that allow reasonable aspect ratios for the active areas 
of the devices. Moreover, the use of Pt for the top patterned metal layer does not 
adversely affect the optical performance of the metasurface, Figure 6.2(a). 
- Silicon is introduced into the dielectric space between the top and bottom metal 
layers (in addition to the GST layer) in order to allow for the reduction of the 
thickness of the GST layer, so facilitating switching. Silicon has a negligible 
extinction coefficient at the targeted frequencies of operation (C-band) and hence 
it behaves optically as a dielectric. Its refractive index is quite high and close to 
that of amorphous GST at the same frequencies. This makes the dielectric spacer 
very homogeneous in terms of optical properties. The high value of the refractive 
index is also advantageous because the electromagnetic mode is reduced in size 
and the resultant device will be more compact. 
- Silicon nitride is introduced between the top patterned metal layer and the GST 
layer (replacing the ITO used in the structures of Chapter 4 and 5). This layer 
protects GST from oxidation and also acts as an electrical insulating layer to 
prevent current leakage to the bottom metal plane. There are two potential reasons 
of the leakage, first is dielectric breakdown of the silicon layer whose dielectric 
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strength is very small, the other reason is the increase of silicon electrical 
conductivity as it is heated up by the resistors. 
- Aluminium is placed in the bottom metal plane to support the resonant mode 
when the phase-change material is in the amorphous state. Despite the melting 
point of aluminium being relatively low, it is placed at a safe distance from the 
heaters and it is well encapsulated. 
Once the materials are chosen, the next step is to simulate the structure 
electromagnetically (see section 4.3.1 for details about electromagnetic modelling of 
reflection). In this simulation it is convenient to fix the thickness of the phase-change 
layer to values around 15 nm. This value for the thickness is a good compromise to 
observe an appreciable optical response while at the same time allowing for the rapid 
cooling of the GST layer that is required for successful amorphisation. A reduced amount 
of GST will lower the thermal resistance that the generated heat will ‘see’ when the 
structure is cooling down. It is expected that GST contributes strongly to this thermal 
resistance due to its relatively low thermal conductivity (the lowest of all materials in this 
particular structure).  
For GST there is a variety of values reported in the literature of the cooling rate that allow 
the phase-change layer to quench from the melted phase. These values are typically at 
least 10 K/ns [69], although re-amorphisation in unexpected situations has been reported, 
such as when using 50 ns fall time pulses [169]. The geometry plays an important role in 
determining how fast the phase-change material cools down. In electrical phase-change 
memories the heat dissipation can be approximately considered to have spherical 
symmetry [77]. The heat being generated and dissipated in this geometry is extremely 
efficient in creating a hot spot and cooling it very fast. In the configuration for the 
metasurface devices under study here, the heat source has a large spatial extension and it 
is 2D (the heat source is approximately a surface). Furthermore, the heat is restricted to 
escaping towards the substrate in a hemisphere. These two geometrical factors reduce the 
rate at which heat can escape from the phase-change layer, hence making the geometry a 
most important to be considered. 
Cooling rates will not only depend on the materials used and their position within the 
structure, but also on the shape and duration of the applied voltage pulse. The pulse used 
Chapter 6: Electrically Reconfigurable Phase-Change Metadevices 
 
 
92 
 
for re-amorphisation has in general a short fall time, and the duration of the pulse is also 
important. A short pulse will heat mostly the phase-change material and will leave other 
areas of the device relatively cool, improving the cooling rates in the structure. This is 
because, for short pulses, heat has not enough time to diffuse to the surrounding parts of 
the device. This in turn will create a larger temperature gradient from the phase-change 
material to the surrounding volume of the device at the end of the applied pulse. As a 
consequence of that, the heat flow will be larger and the cooling rates will be faster for 
short pulses as compared to longer pulses (where the volume around the phase-change 
material will be at a higher temperature by the end of the pulse). 
Simulation of the electrical aspects of the proposed structure is relatively straightforward 
using Equations (6.1) and (6.2). The electrical simulation in turn provides the volumetric 
heat source for the heat transfer simulation. Having the electrical conductivity of the 
material that forms the electrode, it is possible to calculate the geometry of the top 
patterned layer to have an active area suitable for measurement and also calculate the 
dissipated power that results from the combination of all the strips in the top patterned 
metal layer. Phase-change simulations using a Master Rate equation approach (see section 
3.1.5) provide the final part of the overall model used to design microheater based devices 
and gain insights in their performance.  
A sample of the information that can be extracted using the above simulation approach is 
presented in Figure 6.2. The simulation corresponds to a device with materials and 
structure shown in Figure 6.1(b). The thicknesses of the different layers starting from the 
substrate are 90 nm SiO2, 80 nm Al, 76 nm Si, 15 nm GST and 15 nm Si3N4, see Figure 
2.1(a). An additional layer of Si3N4 of 15 nm was also introduced between the Al bottom 
plane and the Si layer (in the dielectric spacer), since this significantly improved the 
electrical robustness in terms of electrical insulation of the heaters (a single layer of Si3N4 
between the phase-change material layer and the top electrode did not always prevent 
dielectric breakdown of the Si layer and subsequent change in impedance of the device). 
On top of the deposited stack of layers the top patterned metal layers comprise 5 nm of 
Ti adhesion layer and 25 nm of Pt.  
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Figure 6.2. (a) Cross section of the unit cell of the simulated device showing thicknesses of the different 
layers and materials (the 5nm Ti adhesion layer between the top platinum layer and the Si3N4 layer is not 
represented). (b) Simulated reflectance of the absorber/modulator device (of the type shown in Figure 
6.1(b)) for a fully amorphous and fully crystalline GST layer. (c) Reflectance of the device as a function of 
time for several applied voltage pulses. (d) Maximum (cyan line), minimum (green line) and average 
(purple line) temperature in the GST layer as a function of time for the set of applied pulses. 
 
The first step in the design process is obtaining a 2D unit cell geometry that provides a 
good optical performance. The method employed in section 4.3 is used here again to 
obtain the optimum geometry. Figure 6.2(b), shows a plot of the electromagnetic 
(optical) response of the resulting structure for the phase-change layer in the amorphous 
and crystalline states. Figure 6.2(c) shows a plot of the reflectance of the device at 1550 
nm during the application of a sequence of voltage pulses having different amplitudes 
(shown in figure). Initially three consecutive pulses of 300 ns duration and reducing 
amplitudes are applied, and upon the application of each pulse the reflectance increases, 
indicating a progressive crystallisation of the device. After the application of the third 
pulse the voltage is set to zero for a period of 300 ns, then a high-amplitude (3.25 V), 
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short-duration (400 ns) pulse is applied, leading to a decrease in reflectance due to melting 
and re-amorphisation of the phase-change layer. Finally, Figure 6.2(d) shows a plot of 
the maximum, minimum and average temperatures in the phase-change layer for the same 
excitation sequence used in Figure 6.2(b).   
 
6.3. Fabrication and characterisation of microheaters-type 
phase-change metasurface absorbers/modulators  
Having designed and simulated structures suitable for the incorporation of microheaters 
into the top patterned layer of the phase-change metasurface absorber/modulator type 
device, it is possible to start the fabrication process. The fabrication of the structures starts 
with the selection of a Si/SiO2 substrate with appropriate thickness of the SiO2 top layer. 
SiO2 has a very low thermal conductivity (1.3 Wm
-1K-1) and one may think that reducing 
this layer to a minimum thickness is always convenient. However, reducing this layer too 
much (less than 50 nm) may result in a very large temperature gradient across the 
dielectric spacer and subsequently the phase-change material layer. This situation causes 
problems, such as very uneven crystallisation process, partial melting of the phase-change 
material layer, and temperature ‘overshoot’ of the top portion of the device. For this 
reason, it is advisable, in principle, to choose the SiO2 layer to be between 50 and 90 nm 
thick. 
After the selection of the substrate, a deposition of the designed stack of layers is carried 
out. The deposited stack of layers was, from bottom to top layer, Al/Si/GST/Si3N4. As 
already pointed out above, in some devices an additional electrical insulating thin layer 
was deposited between the Al and the Si layers to increase the robustness against 
electrical breakdown of the Si layer, leading to the following layer stack 
Al/Si3N4/Si/GST/Si3N4. 
The top patterned metal layer is then fabricated on top of the deposited stack. A similar 
lithography process to that explained in section 3.3 is used here to obtain the PMMA 
mask before metallisation. In this case, the last step is the deposition of a 5 nm of Ti 
adhesion layer followed by the deposition of 25 nm of Pt. The device at this point is be 
ready to be measured. 
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Concerning intermediate measurement steps related to fabrication, a deposition of a 
platinum film of a similar thickness to the one employed for the microheater is carried 
out and the electrical conductivity was measured using a four point probe measurements 
technique. The device’s active area was designed according to the measured value of the 
conductivity to produce a device of approximately 50 Ω total resistance. SEM 
measurements of the geometry of the microheater were also carried out to ensure sizes 
that match the design target, with an example image shown in Figure 6.3(a). 
Several devices were fabricated where the thickness of the phase-change layer was varied 
to explore the compromise between optical performance and switchability. The best 
performance experimentally was found for devices with a GST layer thickness of 25 nm, 
for which the measured optical response in the as-deposited amorphous state and in the 
electrically-switched crystalline state is shown in Figure 6.3(b).  
 
 
Figure 6.3. a) SEM image of the fabricated devices for in-situ switching. It is possible to appreciate the 
vertical strips in the centre that provide both the top patterned layer of the metasurface and provide the dual 
role of an integrated microheater. b) Measured reflectance spectra of a device of the type in a) with 25 nm 
of GST thickness. The reflectance spectrum is plotted for amorphous (as-deposited) GST (blue solid line) 
and after crystallisation (orange solid line). Simulated results are plotted along with the experimental results 
for comparison. The dashed blue and dashed orange lines correspond to the reflectance calculations for the 
phase-change material in the amorphous phase and crystalline phase respectively. Switching here used a 
trapezoidal pulse of 3V maximum held for 2 s and with a rise and fall time of 6 s.  
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It is clear from Figure 6.3(b) that successful crystallisation of the device (inferred from 
the change in optical response matching reasonably well that expected from 
electromagnetic simulations) using the in-situ microheater switching approach has been 
achieved. The measurement process used here started with a relatively long duration pulse 
of very low voltage, gradually increasing the voltage until an increase in reflectance was 
observed. When the reflectance value showed signs of saturation, the device was 
considered to be fully crystallised. 
Although in-situ crystallisation of the absorber/modulator device is demonstrated by the 
results of Figure 6.3(b), a much more demanding task is re-amorphisation. To induce re-
amorphisation, short duration pulses ranging from 50 ns to 100 ns (in some cases reaching 
200 ns) with fall-times of 1 ns were delivered to a device in the fully crystallised state. 
The power of the pulses was gradually increased until changes in the optical reflectance 
(corresponding to signs of re-amorphisation) were observed. 
Once the pulse conditions for both crystallisation re-amorphisation had been determined, 
devices were switched through multiple crystallisation/re-amorphisation cycles, 
demonstrating the potential of using the top patterned metal layer of the metasurface as a 
form of integrated microheater for in-situ switching. Example results are shown in Figure 
6.4. In the top panel of this figure it is possible to see the voltage and duration of a 
sequence of electrical pulses applied to the device. Two classes of pulses can be observed: 
the amorphisation pulses, which are represented by a stem feature, and the crystallisation 
pulses, which are represented by a trapezoidal shape. The amorphisation pulses have 200 
ns duration and an amplitude of 16 V, whereas the crystallisation pulses have 10 s rise/fall 
time and stay 2 s at maximum voltage level (which corresponds to 5.5 V in this case). In 
the bottom panel, the effect of the voltage pulses on the reflectance of the device at 1550 
nm wavelength is represented as a function of time. A number of regular cycles between 
reflectance states is observed to take place in the device. In this case, the observed 
modulation depth is lower than seen in Figure 6.3, due possibly to only partial 
reamorphisation taking place in the device. Higher voltages were gradually employed in 
an attempt to increase the modulation depth, but this resulted in permanent damage to the 
device (such that it stopped working). 
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Figure 6.4. (top) Electrical excitation sequence applied to the microheater array for repeated switching 
cycles (crystallisation pulses have an amplitude of 5.5 V with 10 s rise/fall time and 2 s at maximum 
amplitude; whereas re-amorphisation pulses have an amplitude of  16 V and a duration of 200 ns with 
rise/fall time of 1 ns). (bottom) Variation in reflectance (at 1550 nm) of the device in response to the applied 
electrical excitations. The device tested in this experiment had a GST thickness of 23 nm. 
 
6.4. Alternative approaches for electrically switchable phase-
change absorber/modulators 
In this section, a number of possible alternatives to improve the microheater approach for 
in-situ switching are studied. Two potential alternatives are considered, one based around 
the use of direct electrical switching, the other based around the use of phase-change 
material compositions more readily suited to in-situ switching. 
6.4.1. Structures suited to direct electrical switching 
Although successful in-situ switching using the microheater approach was demonstrated 
in the previous section, there are some potential drawbacks of this approach. The position 
of the microheaters, right on the top of the structure, may cause a temperature overshoot 
in the top layers of the structure, and in the heaters themselves. This will cause the 
temperature of the heaters to be substantially greater than in the phase-change material 
layer when it is melting. The consequence of this situation is a very small window for the 
employed voltages that would enable a reversible switching operation, bearing in mind 
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that the structure also has to cool at a very fast rate (to allow for amorphisation of the 
phase-change layer) 
As has been pointed out, part of this problem comes from the fact the heat is restricted to 
escaping (approximately) in one direction (towards the substrate). As a result of this, heat 
is very efficiently accumulated, but cooling rates in the phase-change layer are as a result 
slower. The other problem is that the heater is external to the phase-change material, and 
so will always be at a higher temperature than it.  
To solve these problems a structure with the following properties is proposed: 
- The volume of phase-change material is changed from a layer of material to a 
confined cell of dimensions that are closer to the switched volume in a phase-
change memory cell (0.1 μm3 approximately for the designed device). This would 
increase the cooling rates to appropriate values to ensure reamorphisation of the 
cell. It also opens up the possibility for using a crossbar type structure (see Figure 
6.1(a)). 
- The structure will generate the heat necessary to switch the phase-change cell by 
passing an electrical pulse through the phase-change material volume (i.e. direct 
electrical switching). In that way, the heat source will be internal to the phase-
change material, thereby avoiding overheating of other parts of the device. 
More specifically, the structure proposed is schematically described in Figure 6.5(a). The 
structure is a metal-insulator-metal structure. In this case, the structure is designed to 
maximise the optical absorption cross-section. Doing so, the electromagnetic fields are 
‘funnelled’ into the metal-insulator-metal cavity [100]. If a phase-change material cluster 
is introduced in the cavity in a place where the resonant mode has a maximum of intensity, 
then the interaction of the phase-change material relative to its volume would be greatly 
increased. At the same time, the phase-change material volume can be shaped in a way to 
allow the current passing through it from the top electrode to the low electrode that would 
be the bottom metal plane.  
As pointed out above, another aspect of interest is that since the structure is based on a 
vertical switching approach it is better suited for the integration as an array of pixels. The 
bottom metal plane is patterned in wide strips as the word line and a strip of ITO is placed 
on top of the metallic resonators as the bit line. This structure can be regarded as a more 
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advanced and developed version of the resonator designed in section 4.3.2, taking into 
account all the acquired experimental and modelling knowledge at the end of the thesis. 
The electromagnetic performance of the device is shown in Figure 6.5(b), with strong 
absorption (at 1550 nm) with the GST in the amorphous phase and good reflection when 
crystalline. 
Simple electrothermal simulations were carried out for the device. It was assumed that 
the GST cell was initially completely crystallised. A voltage pulse of 0.7 V and 20 ns was 
applied to the device. The estimated dissipated energy in the device was 4 pJ/μm2 versus 
the 845 pJ/μm2 estimated in the case of the microheater approach to reamorphise – a very 
significant reduction. As well as this, the obtained cooling rates are approximately 388 
K/ns, which is well above the limit for the reamorphisation of the GST layer [69], see 
Figure 6.5(c) and (d).  
 
6.4.2. Alternative phase-change materials 
So far in this thesis, the phase-change material employed has been Ge2Sb2Te5. This 
material was chosen due to its extensive use in storage applications and hence a well 
reported set of properties (refractive index, electrical conductivity specific heat, thermal 
conductivity and density) in the literature. Ge2Sb2Te5 is a material developed after an 
intensive search for materials with very high crystallisation rates. This property was of 
capital importance to compete in speed with other data storage technologies [2,3].  
Ge2Sb2Te5 is a nucleation dominated material which means that the part of the 
crystallisation process related to the crystal nuclei formation plays a dominant role in the 
crystallisation (or is relatively higher than in other phase-change materials). Higher rates 
for nucleation are located at approximately 0.6Tm (being Tm the melting point of the 
phase-change material) [170]. That means that at temperatures around 300 oC the 
crystallisation process is quite active in Ge2Sb2Te5. The consequence of these properties 
is a material that can crystallise fast enough at relatively low temperatures but has to be 
cooled very fast to reach temperatures below the interval where nucleation takes place to 
avoid recrystallization (i.e. enable re-amorphisation). As it has been said, this behaviour 
is very advantageous in applications where an extremely fast operation is needed, but 
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introduces very tight restrictions from the thermal point of view when used in other 
structures such as metasurfaces where high cooling rates are difficult to achieve. 
 
Figure 6.5. (a) Schematic view of the new structure proposed for a vertical direct electrical switching 
approach. (Left) top view of the device where the word and bit lines are visible. The dotted blue circle 
shows the position of the phase-change material cluster. (Right) Cross section of the device along the red 
dotted line in the figure on the left. (b) Reflectance spectra of the structure for fully amorphous and fully 
crystalline GST cluster. (c) Temperature evolution as a function of time for a rectangular pulse starting at t 
= 20 ns and finishing at t = 70 ns. (d) Temperature distribution in an axisymmetric simulation at the end of 
the applied pulse. 
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A possible solution to this problem would be to use a phase-change material whose 
crystallisation kinetics is different, so providing an advantageous solution for our thermal 
landscape. Of course there are numerous phase-change material compositions that might 
offer more suitable properties than GST, some explored and some not [171,172]. One 
obvious possibility is a  growth-dominated phase-change material, such as 
Ag5.5In6.5Sb59Te29 (AIST) [173]. In growth dominated phase-change materials the 
nucleation process is not what dominates the crystallisation of the material, instead it is 
the rapid growth of the fewer formed nuclei at (typically) higher temperatures. AIST is a 
material that displays the described properties and hence it is considered to be a growth 
dominated phase-change material.  
In the case of undercooled AIST, it was found that the majority of the activity of the 
material during crystallisation was concentrated at very high temperatures closer to the 
melting point as can be seen in Figure 6.6.  
 
 
Figure 6.6. Figure showing the growth rate (U) of undercooled GST and AIST between the melting 
temperature Tm and the glass transition temperature Tg. The same growth rate U is represented in the right 
axis in a logarithmic scale. From this plot it is possible to observe that both peak values for growth are 
rather similar in value for GST and AIST, however the rate for GST is much higher than for AIST at lower 
temperatures. This, according to ref. [170], is due to a different dependence of viscosity with temperature 
for both alloys, with the viscosity of GST lower than the viscosity of AIST at temperatures below 0.7Tm. 
This difference in viscosity also has an impact on the homogenous nucleation rate which has its maximum 
in both materials at 0.6Tm approximately, such that the nucleation rate for AIST is significantly lower 
(growth dominated) than for GST (nucleation dominated). Figure from extracted from ref. [170]. 
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That means that the cooling rate necessary for quenching AIST into the glass state is 
potentially significantly lower than in the case of Ge2Sb2Te5
, Another parameter that is 
considered to give a good picture on how good a glass former is, i.e. how easy is for the 
material to form a glass after being melted, is the reduced glass transition temperature 
[174]. The reduced glass transition temperature is defined as the glass transition 
temperature divided by the melting temperature. The higher this parameter, the easier it 
is for the material to form a glass. On the contrary, the lower this parameter is the easier 
it is for the material to re-crystallise. This parameter by itself is not enough to completely 
characterise the process, but it is a good indication of the overall behaviour discussed 
here. For Ge2Sb2Te5 the reduced glass transition temperature has been reported to be 0.42, 
while for AIST is 0.46 [175]. 
Moreover, the melting point of AIST (~810 K) is significantly lower than in the case of 
Ge2Sb2Te5 (~900 K) [175]. This will have consequences not only from the point of view 
of energy consumption but also from the point of view of robustness of the device and 
the range of suitable metals that can be used for the top and bottom metal layers. 
 
6.5. Summary 
This chapter has been dedicated to the study of different methods and strategies to make 
possible the in-situ electrical switching of the phase-change metasurface 
absorber/modulator devices. Two main strategies have been presented, namely switching 
by means of microheaters and direct electrical switching. 
The majority of the study has been dedicated to the electrical switching of the device 
using microheaters. First of all, a model was developed to have an understanding of what 
sort of response is to be expected from the designed devices in broad terms. The designed 
devices were fabricated, and successful repeated cycling between states was 
demonstrated. Moreover, the approach used in this chapter was quite novel in so much as 
the top patterned layer of the metal-insulator-metal structure was used for the 
microheaters, so providing a dual optical and in-situ switching functionality. 
Finally, two alternative approaches have been suggested to continue the development of 
in-situ switching approaches suited to phase-change metasufaces. One is based in the use 
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of a vertical structure suited to direct electrical switching and that maximises the 
interaction of the phase-change element with the absorbed electromagnetic field. This 
approach allows a great reduction of the volume of the phase-change layer with a 
subsequent reduction of the consumed energy, along with huge increase of the cooling 
rates. On the other hand, the alternative approach based in the use of growth dominated 
phase-change materials (or materials with lower crystallisation rates) with low melting 
points would allow the design of structures that are not as demanding from the point of 
view of thermal operation and would facilitate a reliable operation.
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Chapter 7 Metamaterial concepts applied to phase-
change displays 
 
7.1. Introduction 
In this chapter, the capabilities of phase-change materials in combination with 
metamaterial structures for operation in the visible part of the electromagnetic spectrum 
are explored. The application towards which the work in this chapter is primarily oriented 
is non-volatile reflective display technology. 
The idea of using phase-change materials to provide a form of non-volatile colour display 
was first put forward in 2014 by Hosseini et al. [23]. In that original work, colours were 
generated by a Fabry-Perot type cavity comprising a metal bottom layer, an ITO spacer 
layer, a phase-change material layer (GST) and a top ITO layer. By varying the thickness 
of the ITO spacer layer, and by switching the GST layer between its amorphous and 
crystalline phases, interference effects were used to produce a variety of colours. Later 
works by the same authors [25] showed how red, green and blue pixels could be produced 
using the same approach, so allowing for the generation of arbitrary colours via additive 
approach (i.e adding R, G, B colours). 
In the present chapter, an alternative colour generation scheme is developed that uses 
absorption of incident light to generate colours via a subtractive approach. To accomplish 
this purpose, a structure very similar to the one presented in the previous chapter is used 
to generate cyan, magenta and yellow (CMY) pixels (thus forming the basis for 
subtractive colour production). 
The main outcomes of this chapter are: 
- The presentation of a new subtractive colour generation approach combining 
phase-change materials and metamaterials absorbers. 
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- The successful fabrication and characterization of designed devices. 
- The creation of colour images in simulations and experiments. 
 
7.2. Phase-change metamaterial display 
7.2.1.  Structure, materials and operation 
 As explained in section 2.3, optical metasurfaces have great potential to generate colour, 
and several different structures suited to this task have been suggested in the literature 
[100,108–115].  A common approach is to utilize metallic (or metal-dielectric) nanorods 
[100,111,112,115] or other lithographically patterned metal-dielectric nanostructures 
[109,113,114] that generate structural (i.e. non-colorant) colour using plasmonic effects. 
Such approaches are in general though ‘fixed-by-design’, meaning that colours and 
images are essentially written permanently into the metasurface by the specific 
nanostructure used. For display and electronic signage applications, however, the ability 
to change the displayed image or information in real time is required. Here, such a 
capability is provided by combining a metal-insulator-metal resonant absorber type 
optical metasurface [84,160]  with a thin layer of chalcogenide phase-change material 
(PCM), so providing the key attributes of non-volatile colour generation and dynamic 
reconfigurability, the latter achieved by turning the metal-insulator-metal resonance ‘on’ 
and ‘off’ by switching the PCM-layer between its crystalline and amorphous states. Non-
volatility is a particularly attractive feature of phase-change based displays, since no 
power is needed to retain an image once it is written into the phase-change layer/pixels 
[23–25,116]. As well as this, phase-change displays make use of ambient light (natural 
or artificial). This will have an impact in the energy consumption of the device as no 
power is necessary to retain the state of the device once it has been changed. Additionally, 
the images generated by the display would be brighter the higher the intensity of the 
incident light, instead of darker as is the case of active backlit displays. Many important 
applications such as mobiles, smart labelling, in-window displays, IoT devices, 
wearables, near-eye displays and even artificial retinas [23,116] could potentially benefit 
from the use of the described phase-change display. 
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The basic structure of our proposed phase-change material-based metal-insulator-metal 
metamaterial absorber is shown in Figure 7.1(a). The absorber stack is composed of an 
aluminium bottom plane, a layer of GeTe, a layer of indium tin oxide (ITO) and a top 
aluminium layer patterned into circles. Aluminium is chosen for the metal layers due to 
its good plasmonic behaviour that extends down to visible wavelengths, as well as its ease 
of incorporation into standard semiconductor manufacturing processes [58,104,147] 
(though a potential drawback of Al is its relatively low melting point – see section 7.4 for 
a detailed discussion on this). The ITO layer provides environmental protection for the 
PCM layer (since chalcogenides readily oxidize in air [134]), while of course being 
transparent (necessary to sustain the absorber’s resonant mode) due to its low absorption 
coefficient at visible wavelengths. GeTe is used here for the PCM (rather than GST) layer 
since it presents very interesting properties in the visible spectrum, properties that can be 
used to tune the response of metal-insulator-metal absorbers. Specifically, the negative 
value of the real part of the permittivity of GeTe in the crystalline phase indicates an 
optically metallic-like behaviour [72,73]. Such behaviour is used here to support and 
confine a resonant mode primarily in the ITO layer for a specific (user-defined) spectral 
band. As a result, the energy that corresponds to the wavelengths that fulfil the resonant 
condition will be absorbed. On the other hand, the optical constants of GeTe in the 
amorphous phase are more similar to those of a lossy dielectric; thus, when the GeTe 
layer is switched to the amorphous state, the absorber’s resonant condition cannot be 
fulfilled, resulting in an essentially flat reflectance spectrum. 
The structure of Figure 7.1(a) is thus ideally suited to the generation of subtractive colour: 
with the GeTe layer in the crystalline phase, the structure is designed (by proper choice 
of the resonator geometric parameters – see later) to absorb in the red, green and blue 
wavebands, so generating cyan, magenta and yellow pixels respectively; with the GeTe 
layer amorphous, the resonant absorption is switched off and a white-like reflectance 
should be obtained. By such means a full colour palette should be attainable using 
standard subtractive colour techniques [100,176,177]. 
The response of the metal-insulator-metal absorber of Figure 7.1(a) is controlled 
(designed) by the thickness of the ITO layer (tito), the width (diameter) of the top metallic 
resonator (wp) and the width (wuc) of the unit cell (i.e. the periodicity of the structure), see 
Figure 7.1(b). The thickness of the aluminium bottom plane, the GeTe layer and the top  
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Figure 7.1. (a) 3D schematic of the phase-change metal-insulator-metal absorber structure and the 
materials used. (b) Cross sectional view of the structure with labelling of the geometrical parameters varied 
in the optimization of the devices. (c)–(e) Optimized reflectance spectra of the (c) cyan, (d) magenta and 
(e) yellow pixels, as obtained by FEM simulation. (f), (g) Magnitude of the magnetic field (in the direction 
perpendicular to the plane) in the metal-insulator-metal absorber with the GeTe layer in the amorphous (f) 
and crystalline (g) phase. 
 
metal layer are fixed in the presented approach, at 80 nm, 30 nm and 30 nm respectively: 
the bottom aluminium layer being chosen to be thick enough to prevent any radiation 
passing through the structure; the GeTe thickness being chosen thin enough to facilitate 
effective (electrical, thermal or optical) switching of the phase state, while being thick 
enough to present sufficient optical contrast between states; the top aluminium layer is 
thick enough to prevent significant deviation of the optical constants from those of the 
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bulk while at the same time is thin enough to provide a good lithographic process 
facilitating lift-off.  
At resonance, a gap plasmon [160] is excited in the metal-insulator-metal absorber and 
currents in the top metal resonator are mirrored in the bottom metal plane, resulting in the 
excitation of a transversal magnetic resonant mode. This mode is, in this case, essentially 
a magnetic dipole below the top resonator and transversal to the polarization direction of 
the incident electric field (see section 2.2.1.1). If the structure is properly designed, the 
incident radiation can be perfectly coupled to the resonant mode, resulting in near-zero 
reflectance at the resonant wavelength/frequency, which is here is chosen to coincide with 
the centre of the RGB wavebands, so generating, at resonance, CMY pixels.  
 
7.2.2. Design and optimisation 
The workflow for designing the different pixels starts with a parametrization of the 
geometric distances that mainly determine the performance of the metal-insulator-metal 
device, i.e. tITO, wp and wuc (see Figure 7.1(b)). The reflectance spectra of the designed 
metal-insulator-metal structures are then calculated at visible wavelengths using finite 
element modelling (FEM) (as explained in section 3.1.2). An equal energy illuminant (E 
illuminant) is used, although any other illuminant profile could have been used (and the 
choice will depend on illumination conditions for which an optimal performance of the 
device is desired). Once an appropriate reflectance spectrum is achieved, colorimetric 
calculations are carried out to quantify the performance of the device in terms of colour 
production.  
In particular, the tristimulus values X, Y and Z are calculated using the following formulae 
[178]: 
 𝑋 =
𝐾
𝑁
∫ 𝐼(𝜆)𝑅(𝜆)?̅?(𝜆)𝑑𝜆
780
380
 (7.1) 
  
 𝑌 =
𝐾
𝑁
∫ 𝐼(𝜆)𝑅(𝜆)?̅?(𝜆)𝑑𝜆
780
380
 (7.2) 
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 𝑍 =
𝐾
𝑁
∫ 𝐼(𝜆)𝑅(𝜆)𝑧̅(𝜆)𝑑𝜆
780
380
 (7.3) 
 
where R(λ) is the reflectance of the device as a function of the wavelength, I(λ) is the 
illuminant, K is a scaling factor (unity in this case), ?̅?(𝜆), ?̅?(𝜆)and 𝑧̅(𝜆) are the CIE 
(Commission Internationale de l’Eclairage) standard observer colour matching functions 
and N is given by 
 𝑁 =  ∫ 𝐼(𝜆)?̅?(𝜆)𝑑𝜆
780
380
 (7.4) 
 
 
Finally, to obtain the x and y coordinates in the CIE 1931 chromaticity diagram [179] it 
is necessary to perform the following normalization: 
 
 𝑥 =  
𝑋
𝑋 + 𝑌 + 𝑍
 (7.5) 
 
 𝑦 =  
𝑌
𝑋 + 𝑌 + 𝑍
 (7.6) 
 
Once a geometrical representation of the reflectance spectra (with the GeTe layer both 
crystalline and amorphous) has been obtained (as points on the standard CIE 1931 
chromaticity diagram), a further optimization algorithm is run on the structure that 
minimizes the distance between these points and those for ‘ideal’ CMY pixels (the latter 
chosen according to the "Specifications for Web Offset Publications” [180]. A pattern 
search algorithm is used for this, in the Global Optimization Toolbox in Matlab®, to find 
the optimum geometry that makes the points corresponding to the calculated spectra to 
be as close as possible to their respective chosen objectives. 
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The values for the permittivity used in the electromagnetic calculations for aluminium are 
extracted from the work of Rakic et al. [181] where a Brendel-Bormann model is used to 
extract the optical constants of several metals. The optical constants of ITO have been 
obtained through ellipsometry measurements carried out by ourselves. And finally, the 
optical constants for GeTe have been extracted from the work of Shportko et al. [141] 
where the optical constants of several chalcogenide phase-change materials have been 
compiled. 
Following the above approach, the calculated reflectance spectra corresponding to the 
optimal phase-change metal-insulator-metal absorber structure for cyan, magenta and 
yellow pixels are shown in Figure 7.1(c), (d) and (e) respectively. It can be seen that 
these reflectances are indeed characterized by a strong absorption in the red, green and 
blue when the GeTe layer is crystalline, and a nearly flat response when the GeTe layer 
is amorphous. Earlier, this resonant behaviour and the subsequent absorption (with the 
GeTe in the crystalline state) was attributed to a better confinement of the resonant mode 
in the ITO layer. This is indeed the case, as can be seen in Figure 7.1(f) and (g) where 
the distribution of the modulus of the magnetic field (perpendicular to the plane of the 
paper) is shown for the magenta pixel at 520 nm excitation wavelength and with the GeTe 
layer amorphous (Figure 7.1(f)) and crystalline (Figure 7.1(g)). The field amplitudes are 
much higher when GeTe is crystalline, and the effective confinement of the field to the 
ITO layer is clear. This is precisely what it is expected following the discussion in the 
previous sections on the operation of the metal-insulator-metal structure and the optical 
constants of GeTe. Note that the device dimensions yielding the CMY responses of Figure 
7.1 are given in Table 7.1. 
 
Table 7.1. Geometrical parameters for the optimized phase-change metal-insulator-metal type cyan, 
magenta and yellow pixels (obtained from the colorimetric optimisation). 
Pixel type wuc (nm) wp (nm) tito (nm) 
Cyan 329 214 84 
Magenta 278 181 60 
Yellow 240 156 37 
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7.2.3. Fabrication and characterization of the CMY pixels 
 Having successfully designed and simulated suitable CMY pixels using the phase-
change metal-insulator-metal absorber approach, their experimental realization is now 
reported. The requisite structures for each pixel colour were fabricated using magnetron 
sputtering to deposit the stack of layers (i.e. the Al, GeTe and ITO layers) on a Si/SiO2 
substrate, followed by electron beam lithography to define the top resonator pattern 
(carried out using a PMMA mask followed by sputter deposition of the top Al layer and 
lift-off). The fabrication process is essentially the same as that followed to fabricate the 
previous metal-insulator-metal structures reported in section 3.3.  
Scanning electron microscope (SEM) images of the as-fabricated structures are shown 
for each pixel colour in Figure 7.2(a)-(c) along with the actual colours generated by the 
experimental pixels with the GeTe layer in the amorphous and crystalline phases (inset). 
Figure 7.2(a)-(c) reveals that the target dimensions of the top resonator pattern (as in 
Table 7.1) match very closely those actually achieved. Moreover, with GeTe in the 
crystalline phase the desired CMY colours are produced and, with the GeTe amorphous, 
a more white-like response is obtained. A more quantitative evaluation of the colours 
produced can however be obtained by measurement of the reflectance spectra and by 
mapping to the standard CIE colour diagram, both of which are reported below. 
The reflectance spectra of the as-fabricated phase-change metal-insulator-metal structures 
were measured according to the procedures explained in sections 3.2.4 and 3.2.5. Once 
the data corresponding to the as-deposited amorphous phase of the GeTe was obtained, 
the GeTe was crystallized by heating to 250 oC for 15 minutes and the spectra re-
measured. The results are shown in Figure 7.2(d)-(f) and show the expected preferential 
absorption (with GeTe crystalline) in the RGB wavebands for the CMY pixels 
respectively. These measured spectra were then mapped to the CIE 1931 chromaticity 
diagram, as shown in Figure 7.2(g) (where, for comparison purposes, it is also shown, 
inset, the mapping of the colours simulated via FEM). A good performance for the 
experimental cyan and magenta pixels when compared with the simulated behaviour is 
observed. However, when the metal-insulator-metal absorption peak moves to blue 
wavelengths (~420 nm), so producing a yellow colour, the agreement between the 
experimental and simulated pixels is not so strong. This is most likely due to the fact that 
the blue metal-insulator-metal absorber has the smallest feature sizes and so 
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imperfections in the fabrication process (e.g. film roughness) have a greater influence on 
performance.  
 
 
Figure 7.2. SEM images of the as-fabricated phase-change metal-insulator-metal (a) cyan, (b) magenta and 
(c) yellow pixel structures. The insets are optical microscope images that clearly show the colours generated 
with the GeTe layer in both the amorphous (left) and crystalline (right) states. (d), (e) and (f) show 
experimental reflectance spectra for the cyan, magenta and yellow pixels respectively. (g) Representation 
of the spectra in (d), (e) and (f) in the CIE 1931 chromaticity space (inset shows the mapping of the FEM 
simulated pixel responses of Fig. 3). Also shown are additional aspects of interest, such as colour objective 
points, with the relevant legend adjacent to the CIE 1931 diagram. 
Chapter 7: Metamaterial Concepts Applied to Phase-Change Displays 
 
 
113 
 
 
Such imperfections, as well as uncertainties in the optical constants of the various layers 
used in the devices, are most likely the cause of differences seen in the simulated (Figure 
7.1) and experimental (Figure 7.2) reflectance spectra. A closer correlation between the 
simulated (i.e. designed) performance and that achieved experimentally is thus expected 
for tightly-characterized films and optimized deposition conditions (e.g. to reduce 
roughness). 
 
7.3. Creation of images 
In this section, the ability of the designed structures to display image information is 
studied. The section is divided in two main parts. The first part explains the procedure 
followed in order to simulate colour appearance from reflectance spectra. The second part 
is dedicated to the simulation of selected images (using calculated and experimentally 
measured spectra) and the experimental creation of images using a scanning laser to 
crystallise selected parts of the device. 
 
7.3.1. Photometric and colorimetric calculations (colour 
appearance) 
To translate simulated and measured reflectance spectra of devices into perceived colour 
the following steps were carried out:  
1- Obtain tristimulus information from the spectral information using equations (7.1), 
(7.2), (7.3) and (7.4) in section 7.2.2. 
2- Convert tristimulus XYZ to sRGB colour space coordinates values using the function 
xyz2rgb() in Matlab (this transformation is done for the E illuminant).  
3- Set the correct illumination levels (which are here assumed to correspond to 
illumination levels lying between those in a normal office and outside on an overcast 
day). 
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For cases in which the GeTe layer is assumed to be partially crystallized, the first step 
towards having a multilevel representation is to determine the tristimulus values XYZ for 
the spectra of the GeTe layer in the fully crystalline and fully amorphous states. These 
XYZ values are then transformed to sRGB coordinates using the function xyz2rgb() in 
Matlab. If 𝑅𝐺𝐵𝑐𝑟 are the coordinates of the reflectance spectra for the crystalline state 
and 𝑅𝐺𝐵𝑎𝑚 are the coordinates for the reflectance in the amorphous state, a vector is 
formed using the expression 𝑅𝐺𝐵𝑐𝑟 − 𝑅𝐺𝐵𝑎𝑚. A scale of desired intermediate values 
for colours is then formed following the formula 𝑅𝐺𝐵𝑎𝑚 +  𝑓 ∗ (𝑅𝐺𝐵𝑐𝑟 − 𝑅𝐺𝐵𝑎𝑚) 
where 𝑓 is contained in the interval [0,1].  
The CMY pixels developed here can be combined in various ways to extend the range of 
colours obtainable (i.e. extend the colour palette). One simple approach is to place the 
pixels side-by-side such that the perceived colour is a type of average of that of the 
individual pixels. For example, Figure 7.3 shows such a side-by-side arrangement of C 
and M pixels. Colour information for fully crystalline cyan and magenta pixels was taken 
and the pixels were arranged as in a chessboard type pattern. A close-up image (Figure 
7.3(a)) can distinguish the individual pixels. Figure 7.3(b) is zoomed out until the 
individual pixels are barely distinguishable. Finally, in Figure 7.3(c), the perceived 
colour of the side-by-side chessboard arrangement of the C and M pixels is shown, as 
calculated using the methods described in at the beginning of this section. 
 
 
Figure 7.3. (a) Close-up of a side-by-side arrangement of crystalline C and M pixels (colours extracted 
from measured spectra). (b) Zoomed out image of the pixels in (a) where colours from individual pixels 
start to merge. (c) Colour resulting from side-by-side chessboard arrangement of C and M pixels, as 
calculated using the procedure outlined in this section (inset: calculated sRGB coordinates of the final 
colour). 
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7.3.2. Simulated and experimentally produced images 
The attention is now turned to the generation of display information and images using the 
phase-change metal-insulator-metal pixels designed and fabricated above. For fixed 
displays, such as permanent or semi-permanent signage/advertising/notifications, the 
vivid colour differences obtained using the CMY pixels (i.e. with the GeTe layer fixed in 
the crystalline state) could be used to very good effect. This is illustrated in Figure 7.4 
(a) and (b) where a simple warning display is generated using combinations of 
cyan/magenta pixels (Figure 7.4(a)) and cyan/yellow pixels (Figure 7.4(b)); images were 
generated from simulated and experimental reflectance spectra (i.e. the spectra shown in 
Figure 7.1(c)-(d) and Figure 7.2(d)-(f)) (Note, Figure 7.4(a)(left) uses FEM calculated 
spectra to render the picture and Figure 7.4(a)(right) uses experimentally measured 
spectra to render the figure; the same applies to Figure 7.4(b)). The advantage of using 
the phase-change metal-insulator-metal approach for such fixed displays is that the colour 
is essentially structurally generated and so, unlike colorant-based displays, is not subject 
to any fading with age or extended exposure to sunlight. Moreover, the stronger the 
ambient illumination, the stronger the resulting image contrast, unlike the case for many 
conventional electronic displays. 
Of course, since the GeTe layer can be switched between phases, by for example using 
electrical or thermal excitation [23,182], this approach is not limited to the generation of 
fixed displays. By way of an example in Figure 7.4(c)-(e) the same image as that of 
Figure 7.4(a) and Figure 7.4(b) but in this case rendered into a single pixel type (cyan, 
magenta and yellow) and with the warning triangle displayed using the GeTe layer in its 
amorphous state and the background and exclamation mark by the GeTe in the crystalline 
state. For each pixel type in Figure 7.4(c)-(e) the images were generated using the 
simulated spectra from Figure 7.1 (left column), the experimental spectra from the 
fabricated devices (middle column) and actual experimental images written using a 
scanning laser to switch the phase of the GeTe layer in the pixel devices (right column). 
While switching of phase-change metamaterial type structures using ex-situ laser 
excitation is possible (and also successfully demonstrated by other authors 
[57,60,61,147]), an in-situ approach (such as the electrical or thermal switching described 
in Chapter 6) obviously provides a more practicable approach for real-world applications.  
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Figure 7.4. Phase-change metal-insulator-metal image generation. (a), (b) Images produced by a fixed 
arrangement of two differently coloured phase-change metal-insulator-metal pixels with the GeTe layer in 
the crystalline phase; (a) uses cyan and magenta pixels, (b) cyan and yellow pixels.  Shown in each case 
are (left) images produced using spectral data from FEM simulations and (right) images generated using 
experimental spectral data. (c), (d), (e) Images in CMY pixels and with the warning triangle being produced 
by GeTe in its amorphous phase and the background and exclamation mark by crystalline GeTe. In each of 
(c), (d) and (e) the image generated using simulated spectra (left), experimental spectra (middle) and the 
image experimentally written in the pixel (right), for the C, M and Y cases respectively are shown (the side 
of the triangle is 15 μm long). (f) Shows a binary (black and white) image of the Mona Lisa (left), rendered 
(simulated using experimentally measured spectral data of Figure 7.2(e)) in into a binary image using 
magenta pixels (right) with the GeTe layer in both crystalline (for the black regions) and amorphous (for 
the white) phases. (g) Shows an 8-level gray-scale version of the Mona Lisa (left), rendered (simulated 
using experimentally measured data of Figure 7.2(e)) to an 8-level image in magenta pixels (right), using 
fractional crystallization of the GeTe layer. 
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For the purposes of demonstration, however, ex-situ laser excitation was used here to 
write the experimental images into the cyan, magenta and yellow pixels, shown in Figure 
7.4(c)-(e) (right column). Specifically the crystalline regions in the images were written 
using a scanning laser with a wavelength of 405 nm, a spot size of approximately 0.5 µm 
and a power between approximately 9 and 14 mW. Each pulse in the train of pulses had 
200 ns duration, 10 μs period, with 2000 pulses used per μm of linear scan. The distance 
between adjacent lines is 0.5 um.  It can be seen that, in general, the agreement between 
simulated and experimentally obtained colour is quite good, and that the experimentally 
written images are bright and vivid in colour.  
Next, some of the potentialities for a phase-change metal-insulator-metal type pixels for 
the display of more complex image information are demonstrated. Thus, in Figure 7.4(f) 
a binary (black and white) image of the Mona Lisa is shown, rendered into a binary image 
in a phase-change metal-insulator-metal display, here using magenta pixels with the GeTe 
layer in either crystalline or amorphous states. In Figure 7.4(g) an 8-level grey-scale 
version of the Mona Lisa is shown, rendered into an 8-level image in the phase-change 
metal-insulator-metal display, again in this case using magenta pixels. Both phase-change 
display images, Figure 7.4(f) and Figure 7.4(g), have been simulated using 
experimentally measured spectral data of Figure 7.2(e). Note that the 8-levels of contrast 
are here attained by assuming the GeTe layer can be switched into 8 different fractionally-
crystallized states; since chalcogenide phase-change memories have been shown capable 
of being switched to multiple levels [165,183], such an assumption is reasonable. Such a 
grey-scale display could find utility in emerging applications such as wearable 
electronics, where there is a need to display basic information in a cheap and simple way 
and under a wide variety of ambient light conditions. However, it should be noted that, 
as demonstrated via the colour map of Figure 7.2(g), the phase-change metal-insulator-
metal displays are not limited to simple binary or grey-scale colour generation. Indeed, 
pixels could be combined in various arrangements to form new palettes richer in colour. 
Confirmation that regions shown in the images of Figure 7.4(c)-(e) were indeed 
amorphous (for the triangle) and crystalline (for the background and exclamation mark) 
was obtained using Raman analysis. Figure 7.5(a) shows a map of the intensity of the 82 
cm-1 Raman spectral peak for the warning type image writing into the magenta type pixel 
sample, as shown in Figure 7.4(d) (and repeated here in Figure 7.5(b)). The intensity of 
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the 82 cm-1 peak is expected to be significantly higher for crystalline GeTe as compared 
to amorphous GeTe  [184–187], and indeed this is what is observed. In Figure 7.5(a), it 
is possible to see a clear distinction between amorphous (dark) and crystalline (bright) 
GeTe regions (note that the red colour here is just false colour mapping of the Raman 
peak intensity to position) (See the Appendix section for more detailed information 
regarding the Raman measurements of Figure 7.5). 
 
 
Figure 7.5. (a) Map of the intensity of the 82 cm-1 Raman peak for the warning triangle image written into 
the magenta pixel sample (shown in b), showing that the background and exclamation mark in the image 
are both crystalline, while the triangle itself is amorphous. 
 
Finally, it should be pointed out that the phase-change metal-insulator-metal absorber 
structures of the form developed in this work may also find applications in other 
interesting fields. In particular, if the operation of the devices is considered not from the 
reflection point of view, but instead from the absorption point of view, then, as pointed 
out in the previous sections, the devices have the ability to modulate light absorption in 
the red, green and blue spectral bands. This type of behaviour is intimately related to 
human visual perception, specifically with the cone cells located in the retina and 
responsible for colour perception. Thus, it may well be that devices of the type presented 
here can offer new and interesting possibilities in biologically-inspired artificial vision 
systems or visual prostheses [188,189]. 
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7.4. Thermal considerations 
Although the previous sections have shown good colour production using a phase-change 
metal-insulator-metal absorber type structure in which aluminium is used for the top and 
bottom metal layers, there is, potentially, a drawback of using Al in so much as it has a 
relatively low melting temperature which is only slightly higher than that of many phase-
change materials. Thus, during amorphisation of the phase-change layer, it is possible 
that the bottom, top, or even both Al layers in structures of the type shown in Figure 7.1 
could melt and distort (or even mix with the phase-change layer itself). Thus, it is 
important to take into account thermal considerations when also selecting the optimum 
choice of metal layers. 
Two aspects of the thermal behaviour have been identified to play a key role in the correct 
functioning of the phase-change metasurface absorber device, namely the achievement of 
fast enough cooling rates in the phase-change material layer, and the temperature reached 
in areas of the device susceptible to be melted. Thermal simulations were therefore run in 
order to quantify these two aspects of the operation. The simulations were carried out for 
the case of an embedded bottom microheater, as depicted in Figure 7.6. In this case, a 
volumetric heat source domain condition is applied to the bottom metal plane region in 
the simulation, emulating in this way the Joule heating produced after an electrical pulse 
is applied to the heater.  
 
Figure 7.6. Schematic representation of the microheater approach used in the thermal simulations of this 
section. Figure adapted from ref. [182].  
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It is possible to do some preliminary considerations regarding the temperature distribution 
expected. For instance, the temperature reached by the heater (bottom metal plane) has to 
be greater or equal than the melting point of GeTe in order to be able to melt it. Having 
into account that the melting point of GeTe (~998 K) is bigger than the melting point of 
Al (~933 K), that means the bottom metal plane would be melted during the switching 
process. A solution to this situation would be the employment of a different metal with a 
higher melting point as bottom metal heater to avoid melting. However, doing so could 
raise a question on how the replacement of the material in the bottom metal layer would 
influence the optical response of the device. In order to answer this question, 
electromagnetic simulations were carried out and it was found that substituting Al by Pt 
in the bottom metal layer does not carry with it any significant variation in the achieved 
optical performance. This is due to the low interaction of the resonant mode with the 
bottom metal plane, in turn due to the high extinction coefficient of GeTe in the visible 
part of the spectrum (especially in the crystalline phase). Figure 7.7 shows the optical 
performance of the CMY pixels using Al compared to Pt as bottom metal plane. 
 
 
Figure 7.7. Calculated reflectance of the device for the GeTe layer in the amorphous and crystalline state 
and for devices incorporating aluminium and platinum as bottom metal plane. Optical constants used for Pt 
are extracted from ref. [137]. 
  
Now that an appropriate material to form the bottom metal heater has been identified, the 
thermal simulations are carried out using this computational domain as a heat source. The 
temperature in four different points of the structure is monitored in order to assess the 
correct thermal performance of the designed devices. These four points are the centre of 
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the Al top disk, the GeTe/ITO interface, the centre of the GeTe layer and the Pt/GeTe 
interface. The temperature in the top Al top disk indicates if melting point of Al is reached 
during switching (specifically during re-amorphisation of the GeTe), whereas the 
temperatures referred to the centre of the GeTe layer and its interfaces indicate if the GeTe 
layer is completely melted and if the necessary cooling rates are achieved after a re-
amorphisation pulse is sent. The temperature curves obtained are plotted in Figure 7.8, 
Figure 7.9 and Figure 7.10. For each individual case, it is possible to see how sufficiently 
high cooling rates are obtained that enable the successful re-amorphisation of the phase-
change layer. As well as this, the materials that comprise the structure are all below their 
melting temperature during the re-amorphisation pulse, with the exception of GeTe.  
One factor in the structure that avoids overheating of the top part of the devices is the low 
thermal conductivity of the layer in between GeTe and the aluminium top resonator. This 
layer is composed of ITO in this case, however it can be changed to any other optically 
transparent material with suitable thermal conductivity when using an embedded 
microheater approach (Figure 7.6) to enable a correct thermal performance. 
 
Figure 7.8. (Left) Temperature evolution in the cyan pixel. The temperature plotted corresponds to the 
centre of the Al top disc, the centre of the GeTe layer, the GeTe/ITO interface and the Pt/GeTe interface 
for a rectangular pulse of 40 ns duration. The bottom Pt plane was set as a heat source of 0.95e18 Wm-3. 
The maximum temperature reached in the centre of the top Al resonator is 878 K and the maximum 
temperature reached in the GeTe/ITO interface is 1003 K. The minimum cooling rate in the GeTe layer is 
34 Kns-1. (Right) Schematic showing the points in which the temperature was probed (colour of the circles 
that mark the position correspond to the colour of the lines in the temperature plot). 
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Figure 7.9. (Left) Temperature evolution in the magenta pixel. The temperature plotted corresponds to the 
centre of the Al top disc, the centre of the GeTe layer, the GeTe/ITO interface and the Pt/GeTe interface 
for a rectangular pulse of 40 ns duration. The bottom Pt plane was set as a heat source of 0.85e18 Wm-3. 
The maximum temperature reached in the centre of the top Al resonator is 917 K and the maximum 
temperature reached in the GeTe/ITO interface is 1052 K. The minimum cooling rate in the GeTe layer is 
45 Kns-1. (Right) Schematic showing the points in which the temperature was probed (colour of the circles 
that mark the position correspond to the colour of the lines in the temperature plot). 
  
Figure 7.10. (Left) Temperature evolution in the yellow pixel. The temperature plotted corresponds to the 
centre of the Al top disc, the centre of the GeTe layer, the GeTe/ITO interface and the Pt/GeTe interface 
for a rectangular pulse of 30 ns duration. The bottom Pt plane was set as a heat source of 0.825e18 Wm-3. 
The maximum temperature reached in the centre of the top Al resonator is 925 K and the maximum 
temperature reached in the GeTe/ITO interface is 1004 K. The minimum cooling rate in the GeTe layer is 
42 Kns-1. (Right) Schematic showing the points in which the temperature was probed (colour of the circles 
that mark the position correspond to the colour of the lines in the temperature plot). 
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In particular, an ultra-low thermal conductivity ITO from [190] has been chosen, although 
other low thermal conductivity dielectrics could have been chosen as well [191,192]. 
Thermal properties of GeTe (density, heat capacity and thermal conductivity) for the 
simulations has been extracted from [193–195]. 
The structure could be further optimised by considering strategies to enhance robustness 
in the performance such as encapsulation of the top Al resonator or the use of lower 
melting point phase-change materials such as AIST, see section 6.4.2.  
     
7.5. Summary 
In this chapter, the use of metamaterial absorbers combined with phase-change materials 
for display applications has been explored. By paying attention to the optical constants 
displayed by phase-change materials in the visible part of the electromagnetic spectrum 
and use of metasurface concepts, it was possible to design a structure that generates 
colours by subtraction (absorbed bands).  
The structures were optimised using colorimetric calculations in order to achieve the 
desired performance in terms of colour production. Individual pixels were then fabricated 
and their performances measured, finding all expected features of the designed behaviour 
in the devices’ experimental response. 
The potential of the fabricated devices in terms of formation of images was assessed by 
rendering images experimentally using a scanning diode laser, and by means of 
colorimetric simulations. The designed functionalities allow the formation of high 
contrast binary images and colour palettes by combination of pixels. All produced results 
provide a useful insight in the potential performance that these devices would have in 
applications such as non-volatile display technology and others such as signage or 
security marking.  
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Chapter 8 Conclusion and Further Work 
8.1. Conclusions 
This thesis has presented a detailed study of ways in which phase-change materials can 
be combined with plasmonic optical metasurfaces to deliver dynamic reconfigurability, 
and hence additional/new functionality. A particular focus of the work was on metal-
insulator-metal absorber type structures and devices, with potential applications ranging 
from ‘perfect’ absorbers, amplitude modulators and metasurface-based colour displays.  
An emphasis throughout has been on the design and development of practicable structures 
and devices, i.e. ones that (i) can be readily fabricated using conventional manufacturing 
techniques, (ii) could, eventually, be used in real-world applications and (iii) are amenable 
to some form of in-situ switching (of the phase-change material embedded in the 
metasurface). Such an emphasis on practicability has a knock-on effect on the design 
process, for example in regard to the choice of materials and the geometry of device 
structures so as to allow for the achievement of the desired optical response, to enable 
proper environmental protection (since the phase-change layer oxidises easily) and, at the 
same time, to ensure the necessary thermal and electrical properties for proper switching 
(crystallisation and, more importantly amorphisation) of the phase-change layer 
integrated into the metasurface. 
In terms of material considerations, a good choice for the suitable encapsulation of the 
phase-change material was found to be ITO. This brings environmental protection from 
oxidation while at the same time provides good optical performance (not so strong 
absorption at the near-infrared wavelength ranges explored in this thesis) and offers the 
possibility to be used as a top electrode (or at least a conductive layer) for some form of 
in-situ electrical or thermal (via microheaters) switching of the phase-change layer. 
With regards to the materials that are placed in the dielectric spacer, it was found that the 
materials that comprise this part of the device can be dielectrics or semiconductors (that 
have a low extinction coefficient at the working frequency). As well as this, these 
dielectrics should have appropriate thermal conductivity in order to facilitate the correct 
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thermal operation of the devices (in particular the fast cooling rates, typically > 10 Kns-1, 
required for successful amorphisation of the phase-change layer).  
Turning to the choice of the top and bottom metal layers in the metal-insulator-metal 
absorber structure, while gold and silver are very commonly used ‘plasmonic’ metals, 
they are not necessarily the most suitable for their use in phase-change based 
metasurfaces, primarily due to their high diffusivity in chalcogenides which can lead to 
unwanted alloying (e.g. with Au to form AuTe2) and subsequent disruption of the phase-
change process [196]. In the work of this thesis, therefore, alternative metals were 
explored including Al, W, TiN and Pt. A particular interesting result was that there exists 
a relatively high degree of freedom in the choice for the top metal layer while still having 
a good optical performance. The bottom metal layer should, however, always exhibit 
good plasmonic behaviour. A further consideration in the choice of metals for practicable 
devices is their melting point, which, ideally, should be noticeably higher than that of the 
phase-change material, so as to avoid unwanted melting of metal layers during 
amorphisation of the phase-change layer. 
In relation to the fabrication process, it was found that the typical tolerances that appear 
using standard fabrication techniques, such as thin-film deposition by sputtering or 
evaporation and nanoscale patterning by electron beam or optical lithography, did not 
have in principle a detrimental impact on the optical performance of the basic metal-
insulator-metal absorber device. This is a result that permeates from Chapter 4 to all other 
chapters in the thesis, since the structures studied in all chapters are essentially similar in 
nature.  
Having successfully addressed the materials and geometric design requirements for the 
implementation of practicable metal-insulator-metal absorbers, in Chapter 5 a method 
was developed that allowed for the design, in a fast and efficient way, of the essential 
aspects of absorber performance, specifically the bandwidth (Q factor) and the resonance 
frequency. Interestingly, it was found that by fixing two main design parameters of the 
absorber structure, namely the phase-change layer thickness and width/size of the 
plasmonic resonators on the top surface, it is possible to control the quality factor and 
coupling coefficient of the device by changing only the resonator periodicity whilst 
leaving the operating resonance frequency unaltered. This approach to ‘quality factor 
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engineering’ might find useful application wherever precise control over the resonant 
frequency and quality factor of plasmonic metasurface resonant absorbers type structures 
is desired. 
Turning now attention to the operation of the metal-insulator-metal type absorber devices 
in a reversible manner, the study in Chapter 6 showed that electrically-driven in-situ 
switching of the phase-change layer (between its crystalline and amorphous states) is 
indeed possible using microheaters appropriately embedded into the structure. Indeed, it 
was shown that, for appropriately patterned plasmonic resonators in the top metal layer 
(such as the strip-like pattern), it should be possible to employ the resonators as the 
microheaters themselves.  
Finally, in Chapter 7 the basic metal-insulator-metal absorber type structure was adapted 
for use in the visible, in particular with a view to the generation of reflective colour 
displays. More specifically, by using the well-known chalcogenide alloy GeTe and an 
appropriately designed metal-insulator-metal structure it was shown possible to design 
‘pixels’ that, when the GeTe layer is in the crystalline phase, selectively absorb the red, 
green and blue parts of the spectrum, so generating cyan, magenta and yellow colours. 
When the GeTe layer is switched to the amorphous phase however, the resonant 
absorption was suppressed and a white-like reflective response was generated. This 
functionality can serve to form palettes of different colours, or high contrast images very 
useful in a variety of display applications such as wearables or signage.  
 
8.2. Further Work 
It is interesting to highlight four potentially rewarding routes for further technological 
development of the concepts put forward in this thesis. Two of them are related to the 
improvement of the performance and robustness of the reconfigurable phase-change 
metal-insulator-metal absorber type devices. The other two are related to the 
improvement of the devices that work in the visible part of the electromagnetic spectrum. 
As it has been pointed out, the performance in terms of switchability and energy 
efficiency is expected to be improved by the employment of the crossbar-like, direct 
electrical switching structure outlined in Section 6.4.1. However, in this thesis only 
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preliminary modelling results have been obtained. Having an experimental demonstration 
of the correct operation of this structure is something that would have a high value due to 
its novelty and its potentially superior performance (e.g. in terms of switching speeds and 
energies). As well as this, a detailed study of alternative (to GST and GeTe) phase-change 
materials is an area that could potentially be of great benefit, paying particular attention 
to not only optical properties (n and k), but also to the ease of amorphisation (e.g. via 
reduced glass transition temperature) and melting temperatures, which also play a key 
role in determining the effectiveness of electrically-driven in-situ switching capabilities 
and switching energy. 
Another aspect of interest to be further explored is the multilevel operation of the 
designed devices and the improvement of the performance upon switching. Having a 
multilevel operation implies that the designed devices would be potentially able to carry 
out more complex tasks (such as multilevel non-volatile amplitude modulation of light) 
in both the near-infrared and the visible part of the electromagnetic spectrum. 
Furthermore, as it has been said, there is room for improvement on the operation of the 
display type devices working in the visible part of the electromagnetic spectrum. The first 
task that would undoubtedly improve the value of the present work is to apply all the 
results related to electrical switching (the ones mentioned in Chapter 6 and the potential 
ones referred to the application of different phase-change alloys mentioned in the 
previous paragraph) to the display type structures.  
Finally, turning our attention to the fabrication process for the structures in the visible 
part of the electromagnetic spectrum, it would be interesting to find a method that replaces 
the electron beam lithography used here with another kind of fabrication process better 
suited for relatively large surfaces. It has been seen that the size of the individual features 
that comprises the pattern for the operation in the visible part of the electromagnetic 
structure is between 300 nm and 100 nm in diameter. In this situation, it may be worth to 
explore the deposition of metal nanoparticles. The development of a process that can 
reliably deposit metal nanoparticles of the right size over large areas would make 
unnecessary the lithography step with the subsequent improvement of the fabrication 
process. All this provided that the electromagnetic and thermal behaviour are not 
substantially affected.  
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Appendix 
A.Colorimetry and photometry concepts 
Colorimetry and photometry are very wide and transversal fields. They incorporate 
knowledge from mathematics, biology, metrology, electronic engineering and computer 
science. In this section of the appendix the concepts that have been used to calculate the 
different quantities in Chapter 7 are going to be listed and explained in more detail: 
 
Irradiance and Illuminance: Irradiance is the power per unit area impinging in a surface. 
Illuminance, on the other hand, is defined according to human perception. Illumination 
makes reference to the power per unit area but weighted with a function that measures 
the responsivity of the human vision to light. Illuminance can therefore be considered as 
a measurement of the perceived amount of light per unit area. 
 
Tristimulus values and chromaticity coordinates: If red, green and blue reference 
stimuli are used to match all colours perceived in the different wavelengths in the visible 
part of the spectrum, it will be found that the amount of the different stimulus necessary 
to match each colour will produce three different wavelength dependent functions called 
matching functions (?̅?(𝜆), ?̅?(𝜆), ?̅?(𝜆)). If we consider that the generated matching 
functions forms a basis in algebraic sense to generate all perceived colours, then the 
tristimulus values will be the scalar product of the colour stimulus studied with each one 
of the matching functions. The matching functions (?̅?(𝜆), ?̅?(𝜆), ?̅?(𝜆)) are transformed to 
a more mathematical convenient representation (?̅?(𝜆), ?̅?(𝜆), 𝑧̅(𝜆)) that does not contain 
negative values. From this conversion it is possible to define the scalar products 
previously mentioned that will produce the XYZ tristimulus in the reflective case as it is 
shown in section 7.2.2. 
It is always convenient to start from a conversion of the spectral power distribution under 
study to the CIE 1931 representation and then convert to another representation from 
there if necessary. This is because all matrix transformations are usually defined from 
CIE 1931 to another colour space (sRGB for instance). 
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B.Parameters for Sputtering Deposition 
Material Chapter Ar Pressure  Power (W) RF/DC Machine 
Al 4, 5, 7 1×10-3 Torr 170 DC PB 
ITO 4, 5 1×10-3 Torr 25 DC PB 
GST 4, 5 1×10-3 Torr 25 DC PB 
Al 6, 7 10.5×10-3 mbar 170 DC NPVD 
Si 6 5×10-3 mbar 55 RF NPVD 
Si3N4 6 5×10-3 mbar 57 RF NPVD 
GST 6 18.8×10-3 mbar 35 DC NPVD 
GST 6 5×10-3 mbar 14 RF NPVD 
Ti 6 6.4×10-3 Torr 35 DC N 
Pt 6 6.4×10-3 Torr 50 DC N 
SiO2 6 5×10-3 mbar 71 RF NPVD 
ITO 7 5×10-3 mbar 38 RF NPVD 
GeTe 7 10.5×10-3 mbar 15 DC NPVD 
 
PB: Purpose built sputtering machine; NPVD: Moorfield NanoPVD system; N: Nordiko 2000. 
 
C. Raman measurements in Section 7.3.2 
Raman measurements were acquired in a backscattering configuration using a Horiba 
confocal Raman microscope equipped with an air-cooled charge coupled device (CCD) 
detector. The GeTe samples were excited with linearly polarized solid-state laser of 532 
nm wavelength via a 100× objective. In order to avoid unintentional laser-induced 
modification to the GeTe lattice structure, all Raman spectra were acquired at a low laser 
power density of ~ 0.02 mW/µm2, with the acquisition time set at 30 s, providing optimum 
signal-to-noise ratio. Raman mapping images (18 µm ×18 µm) were acquired using a 
motorized xyz stage with a step size of 300 nm and an acquisition time of 2 s at each 
point. The Si Raman peak at 520.7 cm-1 from a control sample was used as reference for 
the GeTe peak frequency calibration. 
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Figure A1(a) shows the Raman mapping image of a structurally modified region of the 
magenta sample, exhibiting clear distinction between amorphous (dark regions) and 
crystalline (bright regions) GeTe. Figure A1(b) shows the corresponding single point 
Raman spectra taken from the marked regions (see inset of Figure A1). It is evident from 
the data, crystalline GeTe exhibits significantly higher peak intensity, as well as relatively 
narrow spectrum (i.e. full-width at half maximum) in comparison to the amorphous phase.  
 
 
 
 
Figure A1. (a) Raman mapping of structurally modified GeTe region on Magenta sample. (b) Raman spectra of 
amorphous and crystalline GeTe taken from the marked regions of the Raman map (inset).  
 
(a) (b) 
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