A Proof of the Riemann hypothesis The new version contains a change in
  Definition 3.4, resulting in simpler proofs of theorems in Sections 3 and 4.
  Also, important proof in Sec.5 has been modified, for completeness and
  clarity by Stenger, Frank
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Abstract
The function G(z) =
∫
∞
0
ξz−1(1 + exp(ξ))−1 dξ is analytic and has
the same zeros as the Riemann zeta function in the critical strip D =
{z ∈ C : 0 < ℜz < 1} . This paper combines novel methods about
indefinite integration, indefinite convolutions and inversions of Fourier
transforms with numerical ranges to prove the Riemann hypothesis.
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1 Introduction and Summary
This paper is about the Riemann hypothesis, a problem which many have
attempted. It contains a proof of this hypothesis, i.e., that the non–trivial
zeros of the Riemann zeta function are all simple, and located on the critical
line, {z ∈ C : ℜz = 1/2} .
The second section, §2 contains the derivation of the well–known function,
G . It is proved that the function G has the same zeros as the zeta function,
ζ(z) in the critical strip D = {z ∈ C : 0 < ℜz < 1}. Upon denoting the
interval (0 ,∞) by R+ , where R denotes the real line, the function G is
given by
1
G(z) :=
∫
R+
ξz−1
exp(ξ) + 1
dξ . (1.1)
This integral representation for G has an advantage over the similar, well–
known integral expression for the zeta function, in that the integral in (1.1)
converges for ℜz > 0 , whereas the corresponding one for the zeta function,
i.e., the integral representation
ζ(z) =
1
Γ(z)
∫
R+
ξz−1
eξ − 1 dξ (1.2)
converges only if ℜz > 1 .
Section 3 presents some new ideas about indefinite integration operators
and their numerical ranges which are applicable to this paper. §4 contains
a derivation of a new formula based on indefinite convolution via Fourier
transforms, and a new formula for Fourier transform inversion. The methods
of §3 and §4 are then applied in §5 to derive properties about the function
G, to prove that the zeros of G in D are simple, and to prove the correctness
of the Riemann hypothesis.
2 The Related Function G
This section contains a derivation of the function G , as well as of some
properties of G , such as that G has the same zeros in the critical strip D as
the zeta function, and a derivation of a functional equation for the G that
is related to the one for the zeta function.
2.1 Defining G .
The usual series expansion of the Riemann Zeta function can be obtained
by expanding 1/(exp(ξ)− 1) of in powers of e−ξ and integrating term-wise,
under the assumption that ℜz > 1 . Thus,
ζ(z) =
1
Γ(z)
∫
R+
ξz−1
eξ − 1 dξ =
1
Γ(z)
∫
R+
(
e−ξ + e−2 ξ + . . .
)
ξz−1 dξ
=
∞∑
n=1
1
nz
.
(2.1)
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Here Γ(z) denotes Euler’s gamma function.
The above infinite sum for ζ(z) yields
2
2z
ζ(z) =
∞∑
n=1
2
(2n)z
, (2.2)
and subtracting the series (2.2) from the infinite series in (2.1), and then
proceeding as for (2.1) above, yields an integral that converges for ℜz > 0 :
ζ(z) =
1(
1− 22z
)
Γ(z)
∫
R+
ξz−1
eξ + 1
dξ . (2.3)
The following theorem follows by inspection of Equation (2.3).
Theorem 2.1 Set
G(z) :=
∫
R+
ξz−1
eξ + 1
dξ . (2.4)
Then G is an analytic function of z on the right half plane.
It is convenient to study the function G by means of Fourier transforms. To
this end, denoting the real line by R , replacing ξ with ey in Equation (2.4),
and setting z = σ + i t , one gets the Fourier transform identity
G(σ + i t) :=
∫
R
κ(σ, y) ei y t dy .
κ(σ, y) :=
eσ y
1 + exp(ey)
,
(2.5)
2.2 The zeros of ζ and G .
The function G and the zeta function have exactly the same zeros in the
critical strip D .
Theorem 2.2 A point z ∈ D = {ξ ∈ C : 0 < ℜξ < 1} is a zero of
multiplicity µ ≥ 1 of G if and only if z is a zero of multiplicity µ of the
Riemann zeta function, ζ .
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Proof. If z ∈ D is a zero of multiplicity µ of ζ , then, setting G = w ζ ,
with w(z) = (1− 2/2z) Γ(z) , so that w is analytic and non–vanishing in D ,
it follows by induction on k using the identities, that
G(k)(z) =
k∑
j=0
(
k
j
)
w(k−j) ζ(j)(z)
= w(z) ζ(k)(z) , k = 1 , 2 , . . . , µ+ 1 .
(2.6)
Starting with k = 0 , then k = 1 , and so on, until k = µ+ 1 , one concludes
that the multiplicity of the zero z ∈ D of G is the same as that for ζ .
Conversely, if z is a zero of multiplicity µ of G in the critical strip D then by
reversing the role of G and ζ in (2.6) and then replacing w with 1/w , where
1/w is also analytic and non–vanishing in D , one concludes by essentially
the same proof that z is also a zero of multiplicity µ of ζ .
The Riemann zeta function ζ(z) has so–called trivial zeros at the points
z = −2 , −4 , −6 , . . . , as well as nontrivial zeros that are located in the
critical strip D . The Riemann hypothesis states that all non–trivial zeros
of the Riemann zeta function lie on the critical line {z ∈ C : ℜz = 1/2} .
2.3 Functional equation for G .
Since G(σ) is real, the Schwarz reflection principle implies that if t ∈ lR ,
and σ + i t ∈ D , then ℑG(σ − i t) = −ℑG(σ + i t) . In particular, if z ∈ D
and if G(z) = 0 , then G(z) = 0 .
An important equation for the Riemann zeta function ζ is the well known
functional equation of ζ , which takes the form
π−
z
2 Γ
(
z
2
)
ζ(z) = π−
1−z
2 Γ
(
1− z
2
)
ζ(1− z) , (2.7)
This functional equation enables analytic continuation of ζ across the critical
line, {z ∈ C : ℜz = 1/2} . The function G possesses a similar relation, which
is gotten by substituting (2.3)–(2.4) into (2.7). This yields the following
theorem.
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Theorem 2.3 Let G(z) be defined as in (2.5). Then, a functional equation
for the function G is
π−
z
2
2− 2z Γ
(
1− z
2
)
G(z) =
π−
1−z
2
2− 21−z Γ
(
1− 1− z
2
)
G(1− z) . (2.8)
3 Indefinite Integration Operators.
This section presents the important indefinite integration operators and their
numerical ranges, as well as properties of these operators.
Definition 3.1 Let H be a Hilbert space of complex–valued functions f , g ,
. . . , , with inner product (f, g), and let T be a bounded linear operator defined
on H . The numerical range W of T is defined on H by
W = {(Tf, f) : f ∈H , with ‖f‖ = (f, f)1/2 = 1} .
The closure of the numerical range of T contains the spectrum of T . “Nu-
merical range” is synonymous with “field of values” with the latter being
used more often for matrices. Other properties of the numerical range can
be found, for example, in [GR] and in [Sh] .
3.1 The operators J ∓ and (J ∓)−1
Definition 3.2 Let R+ denote the interval (0,∞) , let β ∈ (0,∞] , and let
g be defined on (0, β). Definitions of two indefinite integration operators J ∓
with support on (0, β) are
(J− g) (t) :=
∫ β
t
g(τ) dτ ,
(J+ g) (t) :=
∫ t
0
g(τ) dτ ,
(3.1)
whenever these integrals exist.
It is important to note that the operators J ∓ are supported on (0, β) , i.e.,
these operators vanish outside of this interval.
The support of (J ∓)−1 is the same as the support of J ∓ . However, while
J ∓ vanishes outside of the interval of its support, the inverses of these
operators are defined to be infinite outside of their interval of support. In
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addition, each of these inverse operators have the property: if G = J ∓ g ,
then g = (J∓)−1 G , i.e., g(t) = ∓ ddt G(t) , whenever the derivatives exist.
These operators and their approximations have been extensively used in
[Sp, Sc], where they played important roles for the development of many
new formulas for numerical methods for solving PDE as well as for solving
ODE ([DS], and Ex. 2.1 of [SBK]). In the present paper we are primarily
interested in applying these operators on sub-intervals of R− = (−∞, 0) and
R+ = (0,∞) of the real line R = (−∞,∞) .
Note that the operators 1/J ∓ – i.e., the inverses of the operators J ∓ – are
bounded if the function G in Definition 3.2 is differentiable. Furthermore,
if (0, β) is a finite interval, then both L2(0, β) norms ‖J+‖ and ‖J −‖ are
bounded on their interval of support by β/
√
2 , as is shown below. It will be
assumed, that if β is unbounded, then the Hilbert space H is defined such
that the operators J ∓ and 1/J ∓ are again bounded.
Theorem 3.3 Let J ∓ be defined as in Definition 3.1, and let (0, β) be the
support of J∓ . Then the numerical ranges of J ∓ and of 1/J ∓ are contained
in {z ∈ C : ∓ℜz ≥ 0} .
Proof. The proof of this theorem which follows is for the case of J + ,
inasmuch as the proof for J− is similar.
Let g ∈ L2(0, β) denote a complex valued function that is integrable over
(0, β) ⊂ R+ . Then
ℜ (J + g, g) = ℜ
∫ β
0
∫ x
0
g(t) dt g(x) ,
=
1
2
∣∣∣∣∣
∫ β
0
g(x) dx
∣∣∣∣∣
2
≥ 0 ,
(3.2)
so that the inner products (J+ g, g) are contained in the closed right half
plane. Similarly, the inner products (J + g, g) are also contained in the
closed right half plane. Furthermore, if (J ∓)−1 g exists, then, as shown in
Theorem 3.5 below, this value ((J ∓)−1 g, g) must also lie in the closed right
half plane.
If β is finite, then the bound ‖J +‖ ≤ β/√2 follows from1
1Lax has shown in §20.3 of [La], that the spectrum of J∓ is the single point 0 . However,
the numerical ranges of these operators is not just a single point, as is shown below.
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‖J + g‖2 =
∫ β
0
∣∣∣∣∣
∫ x
0
g(t) dt
∣∣∣∣∣
2
dx
≤
∫ β
0
(∫ x
0
1 |g(t)| dt
)2
dx
≤
∫ β
0
x dx
∫ β
0
|g(x)|2 dx
=
β2
2
‖g‖2 .
(3.3)
Clearly, there exist functions g ∈ L2(0, β) such that ∫ β0 g(x)dx = 0 . It
is also possible to have
∫ β
0 g(x)dx = ∞ if β = ∞ , if e.g., ℜg(x) = (x +
1)−1 , or to get any value of (J + g, g) in between 0 and ∞, e.g., by using
a transformation of (0, 1) to (0, β) or to (0,∞) of the integral ∫ 10 xa−1 dx =
1/a . Hence the range of values of J+ is contained in the closed right
half plane. Similarly, the range of values of 1/J + is also contained in the
closed right half plane. Moreover, these range of values are convex, by the
Toeplitz–Hausdorff theorem ([GR], Theorem 1.1-2, or [Sh], Theorem 6.1).
3.2 Sub–spaces of Hilbert space
It is important to consider a setting of the operators (∓i/J ∓) that is suitable
for the analysis of §5. Thus the Hilbert space should consist of Fourier
transforms of real–valued functions of L2(R) that are differentiable, and
which also belong to L1(R) .
Definition 3.4
(a.) Let ε ∈ (0, 1/2 denote a positive number, and let Lε denote the Hilbert
space of all real valued functions k , ℓ , . . . defined on R , with norm
‖k‖ =
(∫
R
|k(x)|2 eε |x| dx
)1/2
< ∞ . Let L−ε denote the subset of Lε
consisting of those functions k = k− that vanish on R+ := (0,∞) ,
and let L+ denote the subset of L consisting of those functions k = k+
that vanish on R− := (−∞, 0) .
(b.) Let L∓ denote the Hilbert space of all functions k̂∓ defined by
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k̂∓(x) :=
∫
R
ei x y k∓(y) dy , k∓ ∈ L∓ε . (3.4)
(c.) Let J∓ denote the numerical ranges of the operators ∓i/J ∓ acting on
L∓ . These are defined by the union of all numbers
{(
∓i/J ∓ k̂∓ , k̂∓
)
: k̂∓ ∈ L∓ , ‖k̂∓‖ = 1
}
. (3.5)
The weighted inner produce introduced in the (a)-Part of Definition 3.4
ensures that the functions k̂∓ defined in (3.4) are differentiable, and that
they belong to L1(R) .
The following theorem is stated for the operator i/J + , inasmuch as the
numerical range of −i/J − is just the negative of the numerical range of
i/J + .
Theorem 3.5 Let L+ε and L+ be as in Definition 3.4. Then
(i/J + k̂+ , k̂+) =
∫
R+
((i/J +) k̂+)(x) k̂+(x) dx
= a+ i b
a = −π
∫
R∓
y |k+(y)|2 dy ,
b =
1
2
∣∣∣∣∫
R+
k+(y) dy
∣∣∣∣2 ,
(3.6)
where a and b are bounded.
The numerical range of L+ is J+ , where
J+ ⊂ (−∞, 0) × (0,∞) . (3.7)
Proof. Proof of Equation (3.6): By Taking k̂+ = u+i v where k̂+ is the
Fourier transform of k+ ∈ L+ , with u and v real–valued, and differentiable
one has, for the imaginary part of the first equation of (3.6), i.e., for the
value of b , that
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b = ℑ
(
i/J + k̂+ , k̂+
)
= ℑ
∫
R+
i k̂+
′
(x) k̂+(x) dx
=
−1
2
(u2(x) + v2(x))
∣∣∣∞
0
,
=
1
2
|k̂+(0)|2
=
1
2
∣∣∣∣∫
R+
k+(y) dy
∣∣∣∣2 .
(3.8)
Note by the (a)–part of Definition 3.4 that the functions k∓ of L belong
to L1(R) , and hence the term u2(∞) + v2(∞) = |k̂+2(∞)| = 0 , by the
Riemann–Lebesgue lemma. In addition, the term in the last line of (3.8) is
non–negative, as already seen in the proof of Theorem 3.3. This term can
vanish, e.g., if
∫
R+
k+(y) dy = 0, and it is bounded, since k+ ∈ L1(R+) .
Next, for the real part, a , of (3.5):
a = ℜ(i/J + k̂+, k̂+)
= ℜ
∫
R+
i
∂
∂x
∫
R+
ei x y k+(y) dy
∫
R+
ei x η k+(η) dη dx
= −ℜ
∫
R+
e−i x y y k+(y) dy
∫
R+
ei x η k+(η) dη dx .
(3.9)
The interchange of the order of integration in the next equation of this proof
is permitted by dominated convergence.
Multiplying the integrand of the double integral in the last line of (3.9) by
e− δ x with δ a positive number, yields
a = ℜ((i/J +) k̂+, k̂+)
= −ℜ
∫
R+
∫
R+
y k+(y) k+(η)
∫
R+
e− x (δ+i(y−η)) dx dη dy
= −
∫
R+
y k+(y)
∫
R+
k+(η) δ
(y − η)2 + δ2 dη dy → −π
∫
R+
y (k+(y))2 dy ,
(3.10)
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as δ → 0 , and where the limit indicated in the last line of (3.10) exists a.e.
on R+ . Note, it follows from Definition 3.4 that a is bounded.
Proof of Equation (3.7): It is evident, regarding the set of all numerical
range numbers a+ i b of i/J+ with a and b as in (3.5), that b can attain all
values on [0,∞) , since k ∈ L1(R+) , and since ∫
R+
k(y) dy can vanish. Also,
a is bounded.
By applying the mean value theorem for integrals to the integral for a as
given in Equation (3.10), and the identity
∫
R+
|k̂∓(x)|2dx = 1 , so that∫
R+
(k(x))2 dx = 1/(2π) , there exists a number θ ∈ (0,∞) , such that
a = −π
∫
R+
y (k(y))2 dy = − θ . (3.11)
Note in particular, that − θ must be negative. That is the line {z ∈ C :
ℜz = 0} belongs to neither J+ nor to J− = −J+ . It also follows readily,
that the numerical range of J+ is convex.
This completes the proof of Theorem 3.5 .
The following corollary is self–evident, in view of the above proof. Also, the
numbers ∓b of Theorem 3.5 cannot vanish if k∓ is positive.
Corollary 3.6 Let J∓ be defined as in Theorem 3.4. Then the smallest
convex set containing J− ∪ J+ is contained in C , and J− ∩ J+ is the empty
set. The subset of the numerical range J− (resp., J+) corresponding to
those functions of L− (resp., L+) which are positive is contained in (0,∞)×
(−∞, 0) (resp., (−∞, 0)× (0,∞)).
4 Indefinite Convolution via Fourier Transforms
The following definitions for Fourier and inverse Fourier transforms will be
used here. It is assumed that k ∈ Lε , with Lε defined as in Definition 3.4.
k̂∓(y) :=
∫
R∓
k∓(t) ei t y dt , y ∈ R ,
k∓(t) :=
1
2π
∫
R
k̂∓(y) e− i t y dy , t ∈ R∓ .
(4.1)
Here R− = (−∞, 0) , and R+ = (0,∞); by Definition 3.4, the integrals
exist, and the functions f̂∓ are differentiable on R∓ .
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4.1 Indefinite convolution.
Model indefinite integrals q∓ corresponding to a given functions k− defined
on (−β, 0) , k+ defined on (0, β) , and g defined on (0, β) take the form
q−(t) :=
∫ β
t
k−(t− y) g(y) dy ,
q+(t) :=
∫ t
0
k+(t− y) g(y) dy .
(4.2)
It is assumed that these integrals exist for all such t . In what follows,
operator expressions are derived for these integrals, by combining the results
of §3 with the Fourier and inverse Fourier transforms (4.1).
Novel explicit approximate solutions of the integral equations (4.2) were
first obtained in [Sp], §4.6, by use of Laplace, instead of Fourier transforms.
Indeed, many new results were thus obtained in §4.6 of [Sp] and in [Sc],
including novel explicit formulas for approximate Laplace transform inver-
sions, novel explicit formulas for Hilbert transforms (discovered indepen-
dently by Yamamoto [Y] and Stenger [Sc], §1.5.12), and novel formulas for
partial differential and convolution type integral equations. Included with
each of these formulas are very efficient and accurate methods of approxima-
tion – most of which are given in [Sc] – methods that usually are orders of
magnitude more efficient than the current popular methods of solving such
equations.
Theorem 4.1 Let β ∈ (0,∞] let J∓ be defined as in Definition 3.1, let
(−β, 0) be the support of J− , and let (0, β) be the support of J + . Let the
functions k∓ satisfy the conditions of Theorem 3.5, and let k∓ and g in (4.2)
be such that the integrals in these equations exist. Then for t ∈ R+ ,
q∓ = k̂∓
(∓i /J ∓) g . (4.3)
Proof. The proof resembles that given in §4.6 of [Sp] and §1.5.9 of [Sc] for
the case of Laplace transforms. Details of the proof which follows are given
only for the case of k+ , since the proof for the case of k− is similar. The
proof makes use of the following:
• That k+ initially has compact support on a finite interval (0, β) , –
inasmuch extension to an infinite interval can be carried out via well–
known procedures of analysis (see e.g., [FL]);
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• That the numerical ranges of J ∓ are contained in {z ∈ C : ℜz ≥ 0} ;
• The inequality ‖J ∓‖2 ≤ β/
√
2 , which was proved in Equation (3.3);
• By inspection of (4.1), that k̂+ is analytic in the upper half Ω+ of the
complex plane; and
• The well–known formulas (4.1), as well as2
((J+)n g+) (t) = ∫ t
0
(t− y)n−1
(n− 1) ! g
+(y) dy , n = 1 , 2 , . . . ,
k̂∓(z) = ∓ 1
2π i
∫
R∓
k̂∓(t)
t− z dt , ∓ℑz > 0 .
(4.4)
Hence, corresponding to the above points, for t ∈ (0, β) , and with I denoting
the identity operator,
q+(t) =
∫ t
0
k(t− ξ) g(ξ) dξ =
∫ t
0
(
1
2π
∫
R
k̂+(y) e− i y (t−ξ) dy
)
g+(ξ) dξ
=
1
2π
∫
R
(∫ t
0
∞∑
n=0
(−i t (t− ξ))n
n !
g(ξ) dξ
)
k̂+(y) dy
=
(
1
2π
∫
R
J+
∞∑
n=0
(− i yJ +)n k̂+(y) dy g) (t)
=
((
1
2π i
∫
R
J+/ (1 + i tJ +) k̂+(y) dy) g ) (t)
= lim
δ→0+
(
1
2π i
∫
R
k̂+(y)/
(
t I − i/ (J+ + δ I)) dy g) (t)
= lim
δ→0+
(
k̂+
(
i/
(J + + δ I)) g) (t) = (k̂+ (i/J +) g) (t)
(4.5)
2The formula corresponding to the first of (4.4) for J− defined on (0, β) is
((J−)n g)(t) =
∫ β
t
(y − t)n−1
(n− 1) !
g(y)dy .
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a.e. on R .
Similarly, q−(t) =
(
k̂− (−i/J−) g
)
(t) a.e. on R+ .
The above identities (4.3) are esoteric. They do, however readily enable
applications. See §4.6 of [Sp], or §1.5.9 of [Sc].
4.2 Fourier transform inversion.
This section describes a novel formula for the inversion of Fourier integrals,
namely for the determination of k on (0, β)) given k̂∓ on R, where k̂∓ are
the Fourier transforms of k∓ as defined in (4.1).
Theorem 4.2 Let k̂∓ satisfy the conditions of Theorem 4.1, and let (k∓)′
exist on R+ . Then
k =
(
1/J ∓) k̂∓ (∓ i/J ∓) 1 , (4.6)
where the “1” on the right hand side of (4.6) denotes the function that is
identically 1 .
Proof. This theorem is proved only for the case of k+ , inasmuch as the
proof for the case of k− is similar.
The fundamental theorem of calculus yields
k+(t)− k+(0) =
∫ t
0
(
k+
)′
(y) dy ,
=
∫ t
0
(
k+
)′
(t− y) dy ,
=
∫ t
0
(
k+
)′
(t− y) 1 dy .
(4.7)
The last line of (4.7) is now in the form of q+ in (4.2), except that k+ in (4.2)
is here replaced with the derivative (k+)
′
, and g+ with the the function that
has value 1 on R+ . Hence, using the Fourier transform −i ξ k̂+(ξ)− f(0) of
(k+)
′
and substituting into (4.3) yields equation (4.6) for the case of k+ .
The identities (4.6), while esoteric, can nevertheless yield applicable approx-
imations in suitable analytic function settings, as they did for the case of
Laplace transforms in [Sc].
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Remark 4.3 (i.) The substitution y = ∓ i /s in (4.1) leads to a Laplace
transform approach used for cases already covered extensively, in [Sp],
§4.5–4.6, and then followed up with all of the text, [Sc] . These sources
cover some of the operator results of this section, elucidating them to
approximation via use of Cauchy sequences of analytic functions based
on Sinc methods of approximation.
(ii.) Theorems 4.1 and 4.2 have applications not only to approximation via
Sinc methods, as in [Sc], but also, to any other method of approxima-
tion, including methods of approximation via orthogonal polynomials,
the implementation of these being the same as those for the Sinc ap-
proximation methods of [Sc].
Theorem 4.4 Let J ∓ be defined as in Definition 3.1. The proof of Theorem
4.1 then yields
((J +)n 1) (t) = { tnn ! if t > 0 ,
0 if t < 0 .
(4.8)
Furthermore, for any (y, t) ∈ R×R+ ,
e∓ i t y =
(
1
1± i y J+ 1
)
(t) (4.9)
The symbolic forms of Equation (4.9) simplify the use of Theorem 4.2, as
will be seen in §5. For example, by using (4.9), we get
(1/J +) k̂+(i/J +) 1)(t)
=
d
dt
(
1
2π i
∫
R
k̂+(ξ)
ξ − i/J + dξ
)
(t)
=
d
dt
(
1
2π i
∫
R
(i/J +) k̂
+(ξ)
1 + i ξ J+ dξ
)
(t)
= k+(t) .
(4.10)
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5 Proving the Riemann hypothesis
This section begins with a summary of some analyticity properties of func-
tions which elucidate the understanding of ensuing results.
It is necessary to have available some revealing and workable expressions for
the equation G(z) = 0 , as well as for the derivative Gz(z) , for all values of
z which solve G(z) = 0 in the critical strip D .
The important formulas given in the Fourier transform inversion, Theorem
4.2 is readily applied via the identities (4.9) of Theorem 4.4. These identities
include and exhaust all of the possible requisite equations, and they are also
sufficient for the aims of this section. It is necessary to consider only the case
of t > 0, because of identities involving the pair G(σ + i t) and G(σ − i t) ,
and due to the functional equation, also the pair G(σ+i t) and G(1−σ−i t) .
To this end, we shall here and henceforth use the notation
D+ = {z = σ + i t ∈ D : t > 0} . (5.1)
Of importance are derivations of explicit expressions for G− and G+, whose
sum is the function G . These functions are first expressed via use of Fourier
transforms. Here G−(σ+ i ·) (resp., G+(σ+ i ·) denotes a function of t that
has an analytic extension to the lower half, Ω− (resp., upper half, Ω+) of the
complex t plane. Equation (4.9) then enables alternate equations for each
of G− and G+ , by enabling explicit alternate operator valued expressions
for the function e∓ i t y , in terms of J+ . This yields alternate expressions
for G∓(z) for any z = σ+ i t in D+ . The selective pairing of these formulas
yields two different operator valued functions U(σ, t) and V (σ, t), where U
and V are expressed in terms of functions related to G∓(σ + i t) . These
functions U and V are then also paired with the derivatives Uσ and Vσ
respectively. It then follows, by combining this pairing with the numerical
range results of §3, that if G(σ + i, t) = 0 for σ + i t ∈ D+ , that either
U(σ, t) = 0 , in which case Uσ(σ, t) < 0 , or else V (σ, t) = 0 , in which case
Vσ(σ, t) > 0 . Furthermore, the vanishing of either U(σ, t) or V (σ, t) for
σ + i t ∈ D+ then implies that G(σ, t) = 0 . These results, combined with
the functional equation for G given in Theorem 2.3 then enable the proof of
the Riemann hypothesis.
It is convenient to split this section into several subsections.
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5.1 Formulas for G(z) and Gz(z) .
The notations for G and κ will be those given in Equation (2.5). As in
previous sections, let R denote the real line, (−∞,∞) , let R− = (−∞, 0) ,
let R+ = (0,∞) , and let D+ = {z ∈ D : ℑz > 0} . Definitions of the
functions κ∓(σ, y) , along with κ , for (σ + i y) ∈ D , are the following.
κ(σ, y) :=
eσ y
1 + exp(ey)
, if y ∈ R ,
κ−(σ, y) :=

e−σ y
1 + exp (e−y)
, if y ∈ R+ ,
0 , if y ∈ R− ,
κ+(σ, y) :=

eσ y
1 + exp (ey)
, if y ∈ R+ ,
0 , if y ∈ R− .
(5.2)
The functions κ∓(σ, ·) then take the role of the function k∓ of Definition
3.4. They belong to the space of functions L∓ε , provided that 0 < ε < σ .
We shall assume this to be the case.
Next, definitions for G , G∓ , Gz = Gσ and G
∓
z = G
∓
σ are:
G(σ + i t) :=
∫
R
κ(σ, y) ei t y dy ,
G∓(σ + i t) :=
∫
R+
κ∓(σ, y) e∓ i t y dy ,
Gσ(σ + i t) :=
∫
R
y κ(σ, y) ei t y dy ,
G∓σ (σ + i t) :=
∫
R+
∓y κ∓(σ, y) e∓ i t y dy .
(5.3)
5.2 Analyticity properties as a function of t .
The following important and beautiful relation involving the region of an-
alyticity and asymptotic behavior of a function f and those of its Fourier
transform fˆ can be found in [Ti], §1.27. The results given as a function of t
hold for all fixed σ ∈ (0 , 1) .
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Lemma 5.1 If for positive constants d and δ the function f is analytic in
the region {z ∈ C : |ℑz| < d}, and if |f(ξ)| = O(exp(−δ |ξ|)) as ξ → ∓∞
on R , then given any positive number η < min(d , δ) the Fourier transform
fˆ of f is analytic in {z ∈ C : |ℑz| < δ − η} and fˆ(ξ) = O(exp(−(d− η)|ξ|)
as ξ → ∓∞ on R .
The statements of the following lemmas are valid for all fixed but otherwise
arbitrary σ ∈ (0, 1) . In these lemmas, the spaces L and L∓ are defined in
Definition 3.4.
Lemma 5.2 which follows can be deduced from Lemma 5.1, by inspection
of the functions κ and κ∓ of Equation (5.2), functions that belong to the
spaces L and L∓ .
Lemma 5.2 If δ ∈ (0, σ) is a constant, then the functions κ(σ, ·) defined
in (5.2) have analytic continuations to the region {z ∈ C : |ℑz| < π/2 −
δ . Moreover, κ−(σ, ξ) = O(exp(−(σ − δ) ξ)) and κ+(σ, ξ) = O(exp((σ +
δ) ξ)/ exp(exp(ξ))) as ξ → ∞ , ξ ∈ R+ . Restricted to R , the function
κ(σ, ·) belongs to the space L .
Lemma 5.3 If δ ∈ (0 , σ) is a constant, then the functions G(σ + i ·) , and
Gz(σ+ i ·) have analytic continuations to the region {t ∈ C : |ℑt| < σ− δ} ;
these functions are of the order of exp(−(π/2− δ) |t|) as t→ ∓∞ , σ+ i t ∈
D , and restricted to R , they belong to the spaces of functions L .
The statement of the next lemma is based on that of Lemma 5.3.
Lemma 5.4 Let δ ∈ (0, σ) denote a constant. The functions G−(σ, ·) and
G−z (σ, ·) are analytic in the region {t ∈ C : ℑt < σ − δ} , and the functions
G+(σ, ·) and G+z (σ, ·) are analytic in the region {t ∈ C : ℑt > −∞} .
5.3 The Functions P∓(z) .
The functions P∓ are required for the application of Theorem 4.2. These
functions are defined in regions Ω∓ := {(ξ + i η) ∈ C : ξ ∈ R ,∓η > 0} as
follows.
P∓(σ, ξ + i η) :=
∫
R+
G±(σ + i t) e∓ i (ξ+i η) t dt ,
= ± i
∫
R+
κ±(σ, y)
y − (ξ + i η) dy .
(5.4)
17
Lemma 5.5 Let the functions P∓ be defined as in (5.4). Then P∓(σ, ·) ∈
L2(R) and P∓ is analytic in Ω∓ . In addition, P∓(σ, ·) is continuous on
Ω∓ \ {0} .
Proof. The statement of Lemma 5.5 is a consequence of the Sokhotski
formulas – see e.g., [H], p. 94 ff.
5.4 Applying Fourier transform inversion.
Theorem 4.2 provides the key formulas for the recovery the two functions
G∓ from their Fourier transforms as given in (5.3).
The proof of Theorem 4.2, based on the proof of Theorem 4.1, gave rise to
novel identities stated in Theorem 4.4, identities that are, in effect, equiva-
lent to the proofs of Theorems 4.1 and 4.2. It is thus possible to use these
identities instead of repeated referencing Theorem of 4.2. The definitions
given in Equation (5.3) combined with equation (4.9) yield alternate formu-
las for G∓(σ + i t) for all σ + i t ∈ D+ .
Lemma 5.6 The following identities are valid in the regions indicated.
G−(σ + i t) :=
∫
R+
κ−(σ, y) e−i t y dy , σ + i t ∈ D ,
:=
(∫
R+
κ−(σ, y)
1 + i yJ + dy 1
)
(t) , σ + i t ∈ D+ ,
(5.5)
and
G+(σ + i t) :=
∫
R+
κ+(σ, y) ei t y dy , σ + i t ∈ D ,
:=
(∫
R+
κ+(σ, y)
1− i yJ + dy 1
)
(t) , σ + i t ∈ D+ .
(5.6)
5.5 Direct sum of formulas.
Suitable pairings of equations (5.5) and (5.6) enable novel direct sum oper-
ator expressions that are related to G in D+ . These formulas enable more
revealing tests about solutions of G(z) = 0 in D+ .
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These are the direct sum formula
U(σ, ·) :=
∫
R+
κ−(σ, y)
1 + i y J+ dy 1 ⊕
∫
R+
κ+(σ, y)
1− i yJ + dy 1 , (5.7)
and the direct sum formula
V (σ, ·) :=
∫
R+
κ−(σ, y)
1− i y J+ dy 1 ⊕
∫
R+
κ+(σ, y)
1− i yJ+ dy 1 . (5.8)
Recall, that starting with G(z) with z ∈ D , we have G(z) = G(z), so that
the function V of (5.8) does not seem to provide a new function. This is not
the case, however, since U and V are defined only on D+ , and moreover, G
and V (as well as U and V , and also, U and G) are independent functions
in D+ .
5.6 Pairing with Gσ and with numerical ranges.
Each of the operator formulas U and V of (5.7) and (5.8) are next paired
with the derivatives of these functions, and then also with numerical range
results of §3. The equations (5.7) and (5.8) are now stated in a slightly
altered form based on the following substitution which was also made in the
proof of Theorem 4.1, and which will provide additional insight regarding a
particular solution in D+ of G(z) = 0 .
1
1± i y J+ =
∓i/J +
y ∓ i/J + = 1−
y
y ∓ i/J + . (5.9)
Paired with Gz = Gσ , and using (5.9), the formulas (5.7) and (5.8) become
U(σ + i ·) :=
∫
R+
κ−(σ, y)
(
1− y
y + i/J +
)
dy 1
⊕
∫
R+
κ+(σ, y)
(
1− y
y − i/J +
)
dy 1 ,
(5.10)
which is paired for the same z with the direct sum formula
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Uσ(σ, ·) :=
∫
R+
− y κ−(σ, y)
(
1− y
y + i/J +
)
dy 1
⊕
∫
R+
y κ+(σ, y)
(
1− y
y − i/J +
)
dy 1 .
(5.11)
Similarly, direct sum formula
V (σ, ·) :=
∫
R+
κ−(σ, y)
(
1− y
y − i/J +
)
dy 1
⊕
∫
R+
κ+(σ, y)
(
1− y
y + i/J +
)
dy 1 ,
(5.12)
is paired for the same z with the direct sum formula
Vσ(σ, ·) :=
∫
R+
− y κ−(σ, y)
(
1− y
y − i/J +
)
dy 1⊕
⊕
∫
R+
y κ+(σ, y)
(
1− y
y + i/J +
)
dy 1 .
(5.13)
These formulas are next paired with numerical range results of §3 . The
following complex numbers, based on the statement of Theorem 3.5, are the
numerical ranges of the operator i/J + with respect to κ∓(σ, ·) where for
each σ ∈ (0, 1) , κ∓(σ, ·) is a suitable contender for the functions k ∈ L∓ε in
Definition 3.4, provided that ε ∈ (0, σ) .
c∓ := a∓ + i b∓
a∓ := −π
∫
R+
y (κ∓(σ, y))2 dy
b∓ := 12
(∫
R+
κ∓(σ, y) dy
)2
.
(5.14)
Note that b∓ > 0 , since κ∓(σ, t) > 0 for all σ + i t ∈ D+ . Thus − c∓
lies in the domain of analyticity of the functions P− , while c∓ lies in the
domain of analyticity of P+ – see Lemma 5.5. Replacements of the operator
−i/J + (resp., i/J +) in (5.12) – (5.13) with the numerical range number
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− c∓ (resp., c∓) , yields a “one–point” (i.e., one point that is defined for each
of the functions κ∓(σ, ·)) range numbers defined by the resulting integrals.
It is clear from (5.2) and (5.14), that the numbers c∓ depend smoothly on
σ ; indeed by Theorem 2.1, or by inspection of (5.2) κ∓ has an analytic
extension as a function of σ to the open right half plane {σ ∈ C : ℜσ > 0} .
It furthermore follows, with c∓ defined as in (5.14), since − c∓ (resp., c∓)
is in the interior of the fourth (resp., second) quarter of C , the functions
− c∓(·) (resp., c∓ are analytic functions of σ whose values remain in J−
(resp., J+ for all σ ∈ (0, 1) .
Lemma 5.7 The numbers ∓ c∓ of Equation (5.14) are analytic on the right
half plane, and the value of − c∓(σ) (resp., c∓(σ)) remains in the fourth
(resp., second) quarter of C for all σ ∈ (0, 1) .
Based on Definition 3.4 and Theorem 3.5, c− (resp., c+) will be associated
with the function κ− (resp., κ+) when using the numerical range numbers
in place of i/J + . The line segment
L(s) := {− (1− s) c− + s c+ ∈ C : 0 ≤ s ≤ 1} (5.15)
is the numerical range3 of the direct sum operator expression −i/J +⊕i/J + .
Notice that, at s = 0 , L(s) = L(0) = − c− is in the fourth quarter of the
complex plane C , where − c− the numerical range of the operator −i/J +
with respect to κ− , and as s increases from 0 to 1 , L(s) proceeds to the
second quarter of C , ending up at L(1) = c+ , the numerical range of the
operator i/J + with respect to κ+ . In particular, ℑL(s) > 0 for all s ∈ [0, 1] ,
since b∓ in (5.14) is positive. It then follows that the imaginary part of this
trajectory changes from a negative to a positive value, when ℑL(s) = 0 , i.e.,
when s = ℑ(c−)/(ℑ(c− + c+)) . By Corollary 3.6, L(s) lies in the smallest
convex set containing the two sets
(−∞, 0) × (0,∞) and (0,∞) × (−∞, 0) .
The definition (5.15) of L(s) will be used for describing the numerical ranges
of the operators of U , V , Uσ and Vσ of (5.10) – (5.13).
The direct sum operation of (5.10) (resp., of (5.12)) transform the line seg-
ment L(s) into a curve C (resp., C′). Similarly, the direct sum operations
3Definition 3.1 of the numerical range requires that L(s) be multiplied by a positive
constant (see §2.8 of [Sh] for the explicit definition of this constant), but such a change in
value does not alter the outcome of the discussion which follows.
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(5.11) (resp., (5.13)) transforms the line segment L(s) into a curve Cσ (resp.,
C′σ). These curves are defined as follows.
C(s) :=
⋃ (∫
R+
κ−(σ, y)
(
1− y
y + L(s)
)
dy
+
∫
R+
κ+(σ, y)
(
1− y
y − L(s)
)
dy
)
,
Cσ(s) :=
⋃ (
− y κ−(σ, y)
(
1− y
y + L(s)
)
dy
+
∫
R+
y κ+(σ, y)
(
1− y
y − L(s)
)
dy
)
,
(5.16)
and
C′(s) :=
⋃ (∫
R+
κ−(σ, y)
(
1− y
y − L(s)
)
dy
+
∫
R+
κ+(σ, y)
(
1− y
y + L(s)
)
dy
)
,
C′σ(s) :=
⋃ (
− y κ−(σ, y)
(
1− y
y − L(s)
)
dy
+
∫
R+
y κ+(σ, y)
(
1− y
y + L(s)
)
dy
)
,
(5.17)
It suffices for sake of argument up to the end of this paper to examine only
the imaginary parts of the above expressions: (5.16) for Cσ , and (5.17) for
C′σ . Note, to this end, that the integrand of each of these formulas is a
difference of two terms, namely,
∓
∫
R+
y κ∓(σ, y)
(
1− y
y ± i/J +
)
dy 1
= ∓
∫
R+
y κ∓(σ, y) dy ±
∫
R+
y2 κ∓(σ, y)
y ± i/J + dy 1 .
(5.18)
and inasmuch as the term y κ∓(σ, y) is real–valued, the imaginary part of
(5.18) is becomes
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∓ℑ
∫
R+
y κ∓(σ, y)
(
1− y
y ± i/J +
)
dy 1 = ±ℑ
∫
R+
y2 κ∓(y)
y ± i/J + dy 1 .
(5.19)
Next, it is convenient to split L(s) into real and imaginary parts: L(s) :=
Lr(s) + i Li(s) where Lr(s) (resp. Li(s)) denotes the real (resp. imaginary)
part of L(s) .
By means of the Poisson integral representation and (5.19), the imaginary
parts of the above curves Cσ(s) and C′σ(s) , (5.11) and (5.13) become
ℑCσ(s) :=
⋃(∫
R+
y2 κ−(σ, y) (−Li(s))
(y + Lr(s))2 + (Li(s))2
dy
+
∫
R+
− y2 κ+(σ, y)Li(s)
(y − Lr(s))2 + (Li(s))2 dy
)
,
(5.20)
and
ℑC′σ(s) :=
⋃(∫
R+
y2 κ−(σ, y)Li(s)
(y − Lr(s))2 + (Li(s))2 dy
+
∫
R+
y2 κ+(σ, y)Li(s)
(y + Lr(s))2 + (Li(s))2
dy
)
.
(5.21)
It follows by inspection of (5.14), since b∓ is positive for all σ ∈ (0, 1) , so
that Li(s) is positive for all s ∈ [0, 1] by (5.15). It is thus evident from
(5.16), as s traverses from 0 to 1 , and L(s) traverses a line segment from
− c− in the fourth quadrant to c+ in the second quadrant, that C(s) starts
at C(0) in the upper half plane and ends up at C(1) in the lower half plane,
C′(s) starts at C′(1) in the lower half plane and ends up at C(1) in the upper
half plane.
Hence we see from (5.16) and (5.20), that as s traverses from 0 to 1 , Cσ(s)
starts at Cσ(0) in the lower half plane and stays in the lower half plane until
it arrives at Cσ(1) , also in the lower half plane. Similarly, we see from (5.17)
and (5.21) that as s traverses from 0 to 1 , C′σ(s) starts at C′σ(0) in the upper
half plane, and stays there, arriving at C′σ(1) also in the upper half plane.
The following theorem summarizes the above discussions.
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Theorem 5.8 Let U and V be defined as in (5.7) and (5.8), and let σ ∈
(0, 1) be fixed.
(a) If U(σ, t) = 0 (resp., if V (σ, t) = 0) for σ+ i t ∈ D+, then both G(σ+ i t)
and G(σ − i t) vanish.
(b) If G(σ + i t) = 0 for σ + i t ∈ D, then either U(σ, |t|) = 0 or else
V (σ, |t|) = 0 , σ + i |t| ∈ D+ .
(c) If U(σ, t) = 0 (resp., if V (σ, t) = 0) for σ + i t ∈ D+, then ℑCσ(s) < 0
(resp., ℑC′σ(s) > 0) for all s ∈ [0, 1] .
The explicit expressions (5.10) to (5.13) combined with (5.16)–(5.17) and
(5.20)–(5.21) now enable further deductions. For example, by Theorem 5.8,
• The formula U(σ, t) of (5.10) selects all solutions σ + i t ∈ D+ of
G(σ + i t) = 0 for which ℑUσ(σ, t) < 0 , where Uσ(σ, t) is defined in
(5.11);
• The formula V (σ, t) of (5.12) selects all solutions σ + i t ∈ D+ of
G(σ + i t) = 0 for which ℑVσ(σ, t) > 0 , where Vσ(σ, t) is defined in
(5.11).
It thus follows from Lemma 5.7 and Theorem 5.8 that if U(σ′, t′) = 0 for
σ′ = i t′ ∈ D+ , so that C(s1) = 0 for some s1 ∈ (0, 1) , then ℑCσ(s) is a
function of σ that is analytic and non–vanishing in the region {z = σ+ i t′ ∈
C : 0 < σ < 1} . Similarly, if V (σ′′, t′′) = 0 for σ′′+i t′′ ∈ D+ , then C(s2) = 0
for some s2 ∈ (0, 1) , and then Cσ(s) is a function of σ that is analytic and
non–vanishing in the region {z ∈ C : z = i t′′+σ, 0 < σ < 1} . Furthermore,
since the signs of the real and imaginary components of the numbers c∓
defined in (5.14) are non–changing as a function of σ, the imaginary part
of the curve Cσ (resp., of the curve C′σ) lies entirely in the interior of the
lower half, Ω− (resp. upper half, Ω+) of the complex plane C , for all
σ ∈ (0, 1) . With reference to Theorem 5.7, these observations prove, in
particular, that if U(σ′, t′) = 0 then Gz(σ
′ + i t′) 6= 0 (resp., if V (σ′′, t′′) = 0
then Gz(σ
′′ + i t”) 6= 0).
In summary, we have
Lemma 5.9 If U(σ′, t′) = 0 for some σ′+i t′ ∈ D+ , (resp., if V (σ′′, t′′) = 0
for some σ′′ + i t′′ ∈ D+), then Uσ(σ + i t′) (resp., V (σ + i t′′)) is non–
vanishing for all σ ∈ (0, 1) .
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Recalling the definition of C(s) (resp., C′(s)) as defined in (5.17) (resp.,
(5.18)), at a solution z ∈ D of G(z) = 0 , both the real and imaginary
parts of C(s) (resp., C′(s)) must change sign as s traverses from 0 to 1 ,
although the value of s at such a sign change may be different for the real
and imaginary parts of C(s) (resp., C′(s)) . Since the spectrum of one of
the direct sum equations (5.10) or of (5.12) must vanish at a solution of
G(z) = 0, both the real and imaginary parts of C(s) (resp., of C′(s)) must
vanish for the same value of s .
Now, for the final theorem of this section.
Theorem 5.10 All zeros in D of G(σ+ i t) = 0 are simple zeros. If G(σ+
i t) = 0 for σ + i t ∈ D , then σ = 1/2 .
Proof. IfG(σ+i t) = 0 for some σ+i t ∈ D , thenG(σ+i |t|) = 0 , and hence
either U(σ, |t|) = 0 or V (σ, |t|) = 0 . If U(σ, |t|) = 0 , then Uσ(σ, |t|) 6= 0 ,
whereas, if V (σ, |t|) = 0 , then Vσ(σ, |t|) 6= 0 . That is, if G(σ+ i t) = 0 , then
Gz(σ + i t) 6= 0 .
Next, suppose that G(σ+i t) = 0 , with σ+i t ∈ D , but with σ 6= 1/2 . Then
G(σ−i t) = 0, and by the functional equation of Theorem 2.3, G(1−σ+i t) =
0. Hence ℑG(1−σ+ i t) = ℑG(σ+ i t) = 0. But then either ℑU(1−σ, |t|) =
ℑU(σ, |t|) = 0 or else ℑV (1 − σ, |t|) = ℑV (σ, |t|) = 0 . In the first of
these cases, it follows, since U(σ, |t|) is a differentiable function of σ, there
must exist a point σ1 between σ and 1 − σ , such that ℑUσ(σ1 + i |t|) = 0 .
However, this contradicts Lemma 5.9. The same contradiction results if
ℑV (σ, |t|) = 0 .
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