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Abstract: In large storage systems, files are often coded across several servers to improve
reliability and retrieval speed. We consider a system of n servers storing files using a
Maximum Distance Separable code (cf. [5]). Specifically, each file is stored in equally
sized pieces across L servers such that any k pieces can reconstruct the original file. File
requests are routed using the Batch Sampling routing scheme. I.e. when a request for a file
is received, a centralized dispatcher routes the job into the k-shortest queues among the L
for which the corresponding server contains a piece of the file being requested. We study
the long time behavior of this class of load balancing mechanisms. In particular, it is shown
that the ODE system that describes the mean field limit of the occupancy measure process
has a unique fixed point which is stable. This fixed point corresponds to a distribution on
N0 of queue lengths with tails that decay super-exponentially. Upper and lower bounds
on the decay rate are provided. Finally, we show that the unique invariant measure of the
Markov occupancy measure process converges to the Dirac measure concentrated at the
unique fixed point of the ODE system, establishing the interchangeability of the t → ∞
and n →∞ limits.
AMS 2000 subject classifications: 60K25, 60K30, 60K35, 90B22, 68M20, 90C31.
Keywords: Mean field approximations, stochastic networks, propagation of chaos, cloud
storage systems, supermarket model, MDS coding, Power-of-d, interchange of limits, sta-
bility.
1. Introduction
In large data centers, files are often “coded” to improve reliability and retrieval speed. In such
a system each file is broken down into smaller pieces and distributed across multiple servers. In
this work, we consider load balancing mechanisms in a network storing files using a Maximum
Distance Separable (MDS) code. We model such a system by considering a system of n servers
each maintaining its own first-in-first out (FIFO) queue. I(n) files are stored in the system
such that each file is stored on L servers and any subset of size k contains enough information
to reconstruct the original file. A stream of jobs requesting files uniformly at random arrive
from the outside and are then routed by a centralized dispatcher. We consider a routing scheme
known as Batch Sampling (BS) (cf. [5]) in which incoming file requests are routed to the k
shortest queues among the L corresponding to servers containing the requested file. In the
special case where k = 1, this load balancing scheme reduces to the well-studied supermarket
model (see [11, 4]).
Batch sampling schemes of the form considered in this work were first studied in [5] where
the authors calculate the steady state (t → ∞) queue length distribution in the large system
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limit. Recently, in [2], limit theorems over finite time horizons for the occupancy measure
process associated with such systems were established. Specifically, [2] proved convergence
in probability, on the path space, of the occupancy measure process to a system of ODE.
Furthermore, [2] studied fluctuations from the deterministic limit by establishing a functional
central limit theorem with the limit described through an infinite dimensional linear SDE. The
results in [2] describe the asymptotic system behavior over any finite time horizon, however they
do not address the long time behavior (e.g. stability, properties of the invariant distribution,
etc.) of the occupancy process. In this work our goal is to study the steady state properties of
such systems which is of primary relevance when system behavior over a long time horizon is
of interest. We show that the ODE system indentified in [2] that determines the law of large
number (LLN) behavior of the occupancy measure process has a unique fixed point u¯ which is
stable. Namely, starting from an arbitrary initial condition, the solution to the ODE converges
to this fixed point as t→∞. We also show that the queue length distribution corresponding to
the fixed point has tails which decay super-exponentially extending this well known property of
the supermarket model (i.e. k = 1) to a general k < L. We give explicit upper and lower bounds
(cf. Theorem 2.2) on these tails which are sharp in the sense that they coincide when k = 1.
Finally we prove an important interchange of limit property. In [5], it has been shown that
queue length process Qn for the n-server system is positive recurrent and, thus, has a unique
invariant probability measure. This then implies that the occupancy measure process has a
unique invariant distribution. In this work we show that this invariant measure converges to δu¯
in probability, as n→∞. Roughly speaking, this result says that the limits n →∞ and t →∞
can be interchanged and, in particular, the fixed point of the ODE is a good approximation
for the steady state behavior of the occupancy process for large n.
The organization of the paper is as follows. In Section 2 we present our main results. The
fixed point of the ODE system from [2], which was first identified in [5], is given in (2.9).
Theorem 2.2 gives explicit upper and lower bounds on the rate of decay for the tail of the
queue length distribution determined by (2.9). In Theorem 2.3 we show that (2.9) is, in fact,
a stable fixed point of the ODE (2.6). Finally, Theorem 2.4 presents the interchange of limits
property discussed above. The remainder of the paper is devoted to proving the above results.
In Section 3 we prove a lemma which will be needed in the proof of Theorems 2.3 and 2.4.
Proof of Theorems 2.2, 2.3, and 2.4 are then given in Sections 4, 5, and 6, respectively.
1.1. Related Work
Load balancing mechanisms similar to the type considered here have been studied in many
works. Specifically, the Join-the-Shortest-Queue (JSQ), Join-the-Idle-Queue (JIQ), and Power-
of-d (also known as the supermarket model) routing schemes have garnered quite a bit of
attention (see [11, 3, 9, 6, 1, 10, 4, 8, 7] and references therein). The papers [11, 6] were
the first to study the tail behavior of the fixed point of the ODE system associated with the
Power-of-d routing scheme, showing that in steady-state the fraction of queues with lengths
exceeding m decay super-exponentially in m, a large improvement over the exponential rate
for the setting where jobs are routed to servers uniformly at random. Later works on a similar
theme include [9, 8, 7]. In all these works, the authors study fluid and diffusion approximations
for various types of load balancing mechanisms. In each case, stable fixed points are identified
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for the LLN limit and the interchangeability of limit property is established.
1.2. Notation
The following notation will be used. The space of probability measures on a Polish space S,
equipped with the topology of weak convergence, will be denoted by P(S). When S = N0 we
will metrize P(S) with the metric d0 defined as
d0(µ, ν) ≐
∞
∑
j=0
∣µ(j) − ν(j)∣
2j
, µ, ν ∈ P(N0).
For S-valued random variables X, Xn, n ≥ 1, convergence in distribution of Xn to X as n→∞
will be denoted as Xn ⇒ X. Let ℓ2 = {(aj)∞j=0∣∑
∞
j=0 a
2
j < ∞} be the Hilbert space of square
summable real sequences. Similarly, ℓ1 = {(aj)∞j=0∣∑
∞
j=0 ∣aj ∣ < ∞} is the Banach space of real
summable sequences. For a real number a, (a)+ will denote the positive part of a. For a, b ∈ R
we define a ∧ b =min(a, b) and a ∨ b =max(a, b).
2. Model and Results
We consider a system with n servers each with its own infinite capacity queue. In all, there are
I(n) equally sized files stored over the n servers. Each file is stored in equally sized pieces at
L servers such that any k pieces can reconstruct the original file. The files are distributed such
that each combination of L servers has exactly c files. This, in particular, implies I(n) = c(n
L
).
Jobs arrive from outside according to a Poisson process with rate nλ and request one of the
I(n) files uniformly at random. Such a request corresponds to selection of one of the (n
L
) sets
of L servers, chosen uniformly at random, which is the set of servers containing the pieces
of the requested file. The job is then routed to the k shortest queues among this set of L
servers. Each server processes queued jobs according to the first-in-first-out (FIFO) discipline.
Processing times at each server are mutually independent and exponentially distribution with
mean k−1.
Let Qn(t) = {Qni (t)}
n
i=1 where Q
n
i (t) represents the length of the i-th queue at time t and
let πn(t) = {πni (t)}i∈N0 where π
n
i (t) represents the proportion of queues with length exactly i
at time t. This can explicitly be written as
(2.1) πni (t) =
1
n
n
∑
j=1
1{Qn
j
(t)=i}.
It will be convenient to work with the process un(t) = {uni }i∈N0 where u
n
i (t) represents the
proportion of queues with length at least i. Namely, uni (t) = ∑
∞
j=i π
n
j (t). We will assume for
simplicity that Qn(0) = qn is nonrandom and thus πn(0) and un(0) are nonrandom as well.
We identify P(N0) with the infinite dimensional simplex S = {s ∈ R∞+ ∣∑
∞
i=0 si = 1} and let
Sn = 1nN
∞
0
∩S. The spaces S and Sn can be identified with subsets of U¯ = {u ∈ R∞+ ∣1 = u0 ≥ u1 ≥
. . . ≥ 0} and U¯n = {u ∈ U¯ ∣ui = ri/n, ri ∈ Z}, respectively, each endowed with the product metric,
ρ(x, y) ≐
∞
∑
j=1
∣xj − yj ∣
2j
.
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The identification map ι ∶ S → U¯ is defined as ι(p)j ≐ ∑∞k=j pk, j ∈ N0, p ∈ S. Note that for
pn, p ∈ S, d0(pn, p) → 0 if and only if ρ(ι(pn), ι(p)) → 0. Additionally, note that πn(t) ∈ Sn
and un(t) ∈ U¯n for all t ∈ [0, T ]. Let Σ = {ℓ = (ℓi)Li=1 ∈ NL0 ∣ℓ1 ≤ ℓ2 ≤ ⋯ ≤ ℓL} and for ℓ ∈ Σ
define ρi(ℓ) ≐ ∑Lj=1 1{ℓj=i}, i ∈ N0. Roughly speaking, Σ will represent the set of possible states
for L selected queues arranged by non-decreasing queue length. Note that each file will be
stored at L servers and that at any given time t the queue lengths of these L servers (up to a
reordering) will correspond to an element in Σ. We will refer to the elements of Σ as “queue
length configurations”. Given a configuration ℓ ∈ Σ, ρi(ℓ) gives the number of queues of length
i (among the L selected). From the above description of the system it follows that the empirical
measure process, πn(t), is a continuous time Markov chain (see Section 2 of [2]) with state
space Sn and generator
(2.2)
Lng(r) = nλ(n
L
) ∑ℓ∈Σ(
∞
∏
i=0
( nri
ρi(ℓ)))[g (r +
1
n
∆ℓ) − g(r)]
+ k
∞
∑
i=1
nri [g (r + 1
n
(ei−1 − ei)) − g(r)] ,
for g ∶ Sn → R where
(2.3) ∆ℓ ≐
k
∑
i=1
eℓi+1 −
k
∑
i=1
eℓi
and for y ∈ N0, ey ∈ ℓ2 is a vector with 1 at the y-th coordinate and 0 elsewhere. Here we use
the standard conventions that 00 = (0
0
) = 0! = 1, and (a
b
) = 0 when a < b. The above generator
can be understood as follows. A typical term in the second expression corresponds to a jump
as a result of a server, with exactly i jobs queued, completing a job. The term in the square
brackets gives the change in value of f as a result of such a jump and the prefactor knri
corresponds to the fact that servers process jobs at rate k and there are in all nri queues (prior
to the jump) with exactly i jobs. The first expression in (2.2) corresponds to a jump resulting
from an arrival of a job to the system. Typically, such an arrival makes a request for L servers
with queue length configuration ℓ1 ≤ ℓ2 ≤ ⋯ ≤ ℓL and results in the jump 1n∆ℓ. The sum in (2.3)
only goes up to k (instead of L) since only the smallest k queues are affected by such a jump.
Since prior to the jump, there are nri queues with exactly i jobs, the overall rate associated
with the configuration ℓ = {ℓ1 ≤ ℓ2 ≤ ⋯ ≤ ℓL} ∈ Σ equals
nλ
(n
L
) (
∞
∏
i=0
( nri
ρi(ℓ))) .
Define, for r ∈ ℓ1,
(2.4) F (r) ≐ λL! ∞∑
j=0
ζ¯δ(j, r)ej + k ∞∑
j=0
[rj+1 − rj]ej + r0e0
where
ζ¯δ(j, r) ≐ ζ¯(j − 1, r) − ζ¯(j, r)
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and, adopting the convention that ∑ai=b xi = 0 for a < b,
(2.5) ζ¯(j, r) ≐ k−1∑
i1=0
(∑j−1m=0 rm)i1
i1!
L−i1
∑
i2=1
[i2 ∧ (k − i1)](rj)i2
i2!
(∑∞m=j+1 rm)L−i1−i2(L − i1 − i2)! .
It was shown in Theorem 2.2 of [2] that πn → π, in probability, in D([0, T ] ∶ S) where π is the
unique solution to the following ODE,
(2.6) π˙(t) = F (π(t)), π(0) = π0.
Following [5], let f ≡ f (L,k) ∶ [0,1] → R be defined as
f(x) ≐ k∑
i=1
( L
L − k + i
)(L − k + i − 2
i − 1
)(−1)i−1xL−k+i.
The following lemma gives a representation for ζ¯ in terms of f .
Lemma 2.1. Fix r ∈ S and let u = ι(r), i.e. um = ∑∞i=m ri, m ∈ N0. Then, for j ∈ N0
(2.7) L!ζ¯(j, r) = f(uj) − f(uj+1).
Proof of this lemma will be give in Section 3. It follows from Lemma 2.1 and Theorem 2.2
of [2] that the law of large number limit of un solves the following ODE,
u˙j(t) = λ[f(uj−1(t)) − f(uj(t))] − k[uj(t) − uj+1(t)], u(0) = g ∈ U¯ .(2.8)
Consider the queue length distribution u¯ = (u¯m)m∈N0 defined recursively through,
{ u¯m+1 = λf(u¯m)k for m ∈ N0
u¯0 = 1
(2.9)
We will see in Theorem 2.3 that u¯ is the unique fixed point of (2.8). The following result shows
that the vector (u¯m)m∈N0 which, roughly speaking, represents the steady state distribution of
the queue lengths for large n, decays super-exponentially in m with rate determined by L and
k.
Theorem 2.2. Suppose u¯ satisfies (2.9). Then the following upper and lower bounds hold:
i) u¯m ≤ λ
(L/k)m−1
L/k−1 for all m ∈ N0.
ii) u¯m ≥ λ
(L−k+1)m−1
L−k for all m ∈ N0.
We note that the bounds are tight in the sense that when k = 1 the upper and lower bounds
agree. Proof of this theorem is given in Section 4. Since f is a polynomial it is easy to see
that f(x) = O(xL−k+1) as x→ 0. Intuitively, it makes sense that the queue length distribution
should have an upper bound of the form λ
(L−k+1)m−1
L−k . Indeed, we can establish an upper bound
of this form for large m, however due to the higher order terms in f the bound will not hold
for small m. In fact, the threshold for a large enough m will depend on L and k. Furthermore,
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the coefficient of xL−k+1 in f depends on L and k and, using its form, it can be shown that the
upper bound (for large m) will be of the form a
(L−k+1)m−1
L−k where a depends on L and k. Recall
that the routing scheme considered here corresponds to the well-known “Power-of-d” or super
market model when L = d and k = 1. The above result reduces to results in [4] and [11] in this
case.
Following [11], define
vj(u) = ∞∑
i=j
ui, u ∈ U¯ .
Let U ≐ {u ∈ U¯ ∣v1(u) < ∞} and note that this can be identified with the space of probability
measures on N0 with finite first moment. The space U is endowed with the topology inherited
from U¯ . We now characterize the long time behavior of the law of large number limit. Note
that u¯ ∈ U . The next theorem shows that u¯ is the unique fixed point in U for the system defined
by (2.8) and this fixed point is, in fact, stable.
Theorem 2.3. Suppose λ < 1 and u is a solution to (2.8) with g ∈ U . Then
i) u(t) ∈ U for all t.
ii) For each j ∈ N0, limt→∞(uj(t) − u¯j) = 0 and thus limt→∞ ρ(u(t), u¯) = 0. In particular, u¯
is the unique fixed point of (2.8) in U .
The proof of this theorem will be given in Section 5.
From Proposition 1 of [5] the process Qn is positive recurrent and, thus, has a unique
invariant distribution L˜n ∈ P(Nn0 ). Note that L˜n can be identified with a measure Ln ∈ P(U¯n)
which is an invariant measure for un. Furthermore, for any t ≥ 0, un(t) can be mapped to
Q˜n(t) ∈ N0 which is equal (up to a relabeling) to Qn(t). Due to symmetry, Qn and Q˜n must
have the same invariant distribution. Therefore Ln is the unique invariant measure for un. The
following result shows that this invariant measure converges, as n →∞, to the Dirac measure
concentrated at u¯.
Theorem 2.4. Let Ln be the unique invariant distribution for the process un. Then Ln ⇒ δu¯.
Furthermore, we have
lim
n→∞
lim
t→∞
Eun(t) = u¯.
Proof of Theorem 2.4 is given in Section 6.
3. Proof of Lemma 2.1
The result will follow upon verifying,
L!ζ¯(m,r) = k∑
ℓ=1
ℓ−1
∑
i1=0
(L
i1
) (1 − um)i1 L−i1∑
i2=ℓ−i1
(L − i1
i2
)ri2muL−i1−i2m+1(3.1)
and, for ℓ = {1, . . . , k},
∞
∑
j=m
ℓ−1
∑
i1=0
(L
i1
) (1 − uj)i1 L−i1∑
i2=ℓ−i1
(L − i1
i2
)(rj)i2uL−i1−i2j+1 =
L
∑
j=L−ℓ+1
(L
j
)ujm(1 − um)L−j .(3.2)
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These equations can be interpreted as follows. Suppose the occupancy measure is in state r.
Roughly speaking, a typical term in the outside summation on the RHS of (3.1), denoted as
pm(ℓ), corresponds to the probability that the ℓ-th largest out of L randomly selected queues is
of lengthm. Then (3.1) states that the rate of jobs being routed into queues of lengthm is equal
to the sum ∑kℓ=1 pm(ℓ). Recall that a file request will correspond to a queue length configuration
a1 ≤ a2 ≤ ⋯ ≤ aL, where aj corresponds to the length of the j-th largest queue. A typical term in
the outside summation on the LHS of (3.2), denoted p˜ℓ(j), corresponds to the probability that
aℓ = j . Terms in the summation on the RHS of (3.2), denoted qm(j), correspond to the prob-
ability that aj−1 < m ≤ aj . The expression (3.2) then states that ∑∞j=m p˜ℓ(j) = ∑Lj=L−ℓ+1 qm(j).
Once these equalities are established the remainder of the argument follows as in Appendix B
of [5] which argues that ∑kℓ=1∑
L
j=L−ℓ+1 qm(j) = f(um). Combining this fact with (3.1) and (3.2)
then gives,
L!ζ¯(m,r) = k∑
ℓ=1
pm(ℓ) = k∑
ℓ=1
⎡⎢⎢⎢⎢⎣
∞
∑
j=m
p˜ℓ(j) − ∞∑
j=m+1
p˜ℓ(j)
⎤⎥⎥⎥⎥⎦
=
k
∑
ℓ=1
⎡⎢⎢⎢⎢⎣
L
∑
j=L−ℓ+1
qm(j) − L∑
j=L−ℓ+1
qm+1(j)
⎤⎥⎥⎥⎥⎦
= f(um) − f(um+1)
which proves the result.
We now prove the two equalities. First consider (3.1). By rearranging and collecting combi-
natorial terms we can write
L!ζ¯(m,r) = k−1∑
i1=0
L−i1
∑
i2=1
[i2 ∧ (k − i1)](L
i1
)(L − i1
i2
)(1 − um)i1 ri2muL−i1−i2m+1 .(3.3)
Note that the RHS in (3.3) can be written as
k−1
∑
i1=0
L−i1
∑
i2=1
[i2∧(k−i1)]
∑
ℓ=1
(L
i1
)(L − i1
i2
) (1 − um)i1 ri2muL−i1−i2m+1
=
k−1
∑
i1=0
(L
i1
)(1 − um)i1 L−i1∑
i2=1
(i1+i2)∧k
∑
ℓ=i1+1
(L − i1
i2
)ri2muL−i1−i2m+1 .
(3.4)
We then exchange the order of summations as follows
k−1
∑
i1=0
(L
i1
)(1 − um)i1 L−i1∑
i2=1
(i1+i2)∧k
∑
ℓ=i1+1
(L − i1
i2
)ri2muL−i1−i2m+1
=
k−1
∑
i1=0
k
∑
ℓ=i1+1
(L
i1
) (1 − um)i1 L−i1∑
i2=ℓ−i1
(L − i1
i2
)ri2muL−i1−i2m+1
=
k
∑
ℓ=1
ℓ−1
∑
i1=0
(L
i1
)(1 − um)i1 L−i1∑
i2=ℓ−i1
(L − i1
i2
)ri2muL−i1−i2m+1 .
(3.5)
Combining (3.3), (3.4), and (3.5) gives (3.1).
We now prove (3.2). Fix ℓ ∈ {1, . . . , k} and note that
L
∑
j=L−ℓ+1
(L
j
)ujm(1 − um)L−j =
ℓ−1
∑
i1=0
(L
i1
)(1 − um)i1uL−i1m .(3.6)
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Then, applying the binomial theorem to uL−i1m = (rm + um+1)L−i1 , (3.6) becomes
ℓ−1
∑
i1=0
(L
i1
)(1 − um)i1uL−i1m =
ℓ−1
∑
i1=0
(L
i1
)(1 − um)i1 L−i1∑
i2=0
(L − i1
i2
)ri2muL−i1−i2m+1(3.7)
which, by breaking up the summation indexed by i2, can be rewritten as
ℓ−1
∑
i1=0
(L
i1
)(1 − um)i1 L−i1∑
i2=ℓ−i1
(L − i1
i2
)ri2muL−i1−i2m+1
+
ℓ−1
∑
i1=0
(L
i1
)(1 − um)i1 ℓ−i1−1∑
i2=0
(L − i1
i2
)ri2muL−i1−i2m+1 .
(3.8)
Now consider the second term in (3.8). By relabeling the indices we get
ℓ−1
∑
i1=0
(L
i1
)(1 − um)i1 ℓ−i1−1∑
i2=0
(L − i1
i2
)ri2muL−i1−i2m+1
=
L
∑
i1=L−ℓ+1
(L
i1
)ui1m+1
L−i1
∑
i2=0
(L − i1
i2
)(1 − um)i2rL−i1−i2m
=
L
∑
i1=L−ℓ+1
(L
i1
)ui1m+1(1 − um+1)L−i1
(3.9)
where the second equality follows from the binomial theorem. It then follows from (3.6)-(3.9)
that for any m′ >m
L
∑
j=L−ℓ+1
(L
j
)ujm(1 − um)L−j
=
m′
∑
j=m
ℓ−1
∑
i1=0
(L
i1
)(1 − uj)i1 L−i1∑
i2=ℓ−i1
(L − i1
i2
)ri2j uL−i1−i2j+1 +
L
∑
j=L−ℓ+1
(L
j
)ujm′(1 − um′)L−j .
The result then follows upon sending m′ →∞.
4. Proof of Theorem 2.2
It is proved in Lemma 5 of [5] that f(x) ≤ kxL/k and thus (i) is immediate from (2.9).
We now verify (ii). From (2.9) it suffices to show that f(x) ≥ kxL−k+1 for x ∈ [0,1]. Since
both sides of the inequality evaluate to zero at x = 0, it is equivalent to show
h(x) ≐ 1
k
f(x)
xL−k+1
≥ 1 for x ∈ (0,1].(4.1)
Note that f(1) = k (cf. Lemma 2 of [5]), and thus h(1) = 1. It follows that h′(x) ≤ 0, x ∈ (0,1]
is sufficient for verifying (4.1). Taking the derivative of h gives
h′(x) = 1
k
xf ′(x) − (L − k + 1)f(x)
xL−k+2
.(4.2)
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Denoting xf ′(x) − (L − k + 1)f(x) as w(x), we note that in order to show h′(x) ≤ 0 one must
only verify w(x) ≤ 0. One can verify (cf. (68) and (69) of [5]) that w can be expressed as follows
w(x) ≐ k−1∑
ℓ=0
(k − 1
ℓ
)(−1)ℓ 1
L − k + ℓ
ℓ
L − k + ℓ + 1
xL−k+ℓ+1.
Therefore
w′′(x) = xL−k−1 k−1∑
ℓ=0
(k − 1
ℓ
)ℓ(−x)ℓ = −(k − 1)xL−k(1 − x)k−2
and so w′′(x) ≤ 0 for all x ∈ [0,1]. Noting that w′(0) = 0, it follows that w′(x) ≤ 0 for all
x ∈ (0,1] and since w(0) = 0, w(x) ≤ 0 for x ∈ (0,1]. This verifies (4.1).
5. Proof of Theorem 2.3
In this section we present the proof of Theorem 2.3. Namely, for every g ∈ U , the solution u of
(2.8) satisfies u(t) ∈ U for all t ≥ 0 (Lemma 5.5), and there is a unique fixed point to (2.8) in
U defined by (2.9) which is asymptotically stable. The argument follows along the lines of the
proof of Theorem 1 of [11] (cf. Lemmas 1-7 therein). The key difference is that the the term
λ[f(ui−1) − f(ui)] appears in the differential equation instead of λ[u2i−1 − u2i ]. As we will see,
this difference can be handled using the properties of f shown in Lemma 2 of [5]. Specifically,
we will use the facts that f(0) = 0, f(1) = k, f is strictly increasing, convex, and differentiable
with derivative bounded by L.
We first consider a truncated version of (2.8). Fix K ∈ N, c ≥ 0, and consider the following
boundary value problem
(5.1)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
s˙j(t) = λ[f(sj−1(t)) − f(sj(t))] − k[sj(t) − sj+1(t)], j = 1, . . . ,K
s0(t) = 1
sj(0) = gj , j = 1, . . . ,K
with
(5.2) sK+1(t) = c.
The following two lemmas giving monotonicity and uniqueness properties for the truncated
system will be used to extend the same properties to the full system in Lemma 5.6.
Lemma 5.1. Suppose s is a solution to (5.1)-(5.2) with initial conditions satisfying
1 = g0 ≥ g1 ≥ . . . ≥ gK ≥ gK+1 = c.(5.3)
Then
1 = s0(t) ≥ s1(t) ≥ . . . ≥ sK(t) ≥ sK+1(t) = c(5.4)
for all t ≥ 0.
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Proof. Since solutions to (5.1)-(5.2) depend continuously on the initial conditions we can take
the inequalities in (5.3) to be strict, without loss of generality. Let t0 be the first time that an
equality appears in (5.4). Since s0 > sK+1, then there exists an i ∈ {1, . . . ,K} such that either
si−1(t0) > si(t0) = si+1(t0) or si−1(t0) = si(t0) > si+1(t0). In the former case, since f is strictly
increasing, s˙i(t0) = λ[f(si−1(t0)) − f(si(t0))] > 0 and s˙i+1(t0) = k[si+2(t0) − si+1(t0)] ≤ 0 if
i < K and si+1(t0) = 0 if i = K, both of which contradict the assumption that si(t) > si+1(t)
for t < t0. The latter case follows from a similar argument.
Lemma 5.2. Let {s(1)i }Ki=0 and {s(2)i }Ki=0 solve (5.1) and be such that s(1)i (0) ≥ s(2)i (0) for all
i = 1,2, . . . ,K. If, in addition, s(1)
K+1(t) ≥ s(2)K+1(t) for all t ≥ 0 then s(1)i (t) ≥ s(2)k (t) for all
i = 1,2, . . . ,K,K + 1 and all t ≥ 0.
Proof. Again, assume without loss of generality that the inequalities are strict. I.e. s
(1)
i (0) >
s
(2)
i (0) for all i = 1,2, . . . ,K and s(1)K+1(t) > s(2)K+1(t), for all t ≥ 0. Suppose the first time equality
appears is at time t0. If j ∈ {1, . . . ,K} is the largest index such that s(1)j (t0) = s(2)j (t0) then,
since f is strictly increasing,
s˙
(1)
j (t0) − s˙(2)j (t0) = λ[f(s(1)j−1(t0)) − f(s(2)j−1(t0))] + k[s(1)j+1(t0) − s(2)j+1(t0)]
≥ k[s(1)j+1(t0) − s(2)j+1(t0)] > 0
which contradicts the assumption s
(1)
j (t) > s(2)j (t) for t < t0.
Note that Lemma 5.2, in particular, shows that there is a unique solution to (5.1)-(5.2). We
now consider the full system (2.8). In the following lemma we show that the full system can
be constructed as the limit of the sequence of truncated systems defined through (5.1).
Lemma 5.3. Let g ∈ U¯ .
i) There exists a unique solution to (2.8) in U¯ .
ii) This solution can be obtained as the limit as K →∞ of solutions to the truncated systems
(5.1)-(5.2) associated with c = 0.
Proof. Part (i) follows immediately from Lemma 2.1 and Proposition 2.1 of [2]. Let sK(t), K =
1,2, . . . denote solutions to (5.1) with sKK+1(t) = 0. It follows from Lemma 5.1 that sK+1K+1(t) ≥
sKK+1(t) = 0 and from Lemma 5.2 that for fixed t and i ≤ K, sK+1i (t) ≥ sKi (t). It follows that
limK→∞ s
K
i (t) = si(t) exists, s(t) ∈ U¯ , and si satisfies (2.8) which proves (ii).
Lemma 5.4. Let u be a solution to (2.8) taking values in U¯ . Then the following estimate holds
for all t,
(5.5) uj(t) ≤ j∑
i=0
ui(0)(λkt)j−i(j − i)! , j ∈ N0.
Proof. The lemma follows from using an inductive argument. Note that the inequality is im-
mediate for j = 0. Suppose now that (5.5) holds for j − 1, for some j ≥ 1. Then, since f(0) = 0,
f(1) = k, and f is convex on [0,1], it follows from (2.8) that
u˙j(t) ≤ λf(uj−1(t)) ≤ λkuj−1(t).
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Since (5.5) holds for j − 1 by our inductive hypothesis we have, by integrating over t on both
sides of the above inequality, that (5.5) also holds for j. The result follows.
Lemma 5.5. Let u be a solution to (2.8) taking values in U¯ . If u(0) ∈ U , then u(t) ∈ U for all
t ≥ 0. Furthermore, v1(u(t)) ≤ exp(λkt)[1 + v1(u(0))].
Proof. This follows immediately from the estimate (5.5).
The following monotonicity property of the full system (2.8) is an immediate consequence
of Lemma 5.2 and part (ii) of Lemma 5.3.
Lemma 5.6. Let u(1) and u(2) be a solutions to (2.8) in U¯ with u(1)j (0) ≥ u(2)j (0) for all j ∈ N0.
Then u
(1)
j (t) ≥ u(2)j (t) for all j = N0 and all t ≥ 0.
With the above lemmas we can now complete the proof of Theorem 2.3.
Proof of Theorem 2.3. Part (i) of the theorem was shown in Lemma 5.5.
Now consider part (ii). Suppose gi ≤ u¯i, i ∈ N0. Then from Lemma 5.6, it follows that
v1(u(t)) ≤ ∑∞i=1 u¯i < ∞. If instead, gi ≥ u¯i, i ∈ N0 then from (2.9) and noting that u¯0 = 1 and
f(1) = k, we have that u¯1 = λf (L,k)(1)/k = λ. Thus, from Lemma 5.6 once more, u1(t) ≥ λ for
all t ≥ 0, from which it follows that
v˙1(u(t)) = λf(1) − ku1(t) = k(λ − u1(t)) ≤ 0.
Therefore, in both cases v1(u(t)) is uniformly bounded in t. Assume for now that we are in
one of these two cases.
We now prove that
∫
∞
0
∣uk(t) − u¯k∣dt <∞(5.6)
for each k. Noting that f has derivative bounded by L (cf. Lemma 2 of [5]) it will then follow
that, for each of these two cases we have the desired convergence
lim
t→∞
∣uk(t) − u¯k∣ = 0, for all k ∈ N0.(5.7)
From this, convergence for an arbitrary initial condition will follow on noting that from Lemma
5.6, u−(t) ≤ u(t) ≤ u+(t) where u− and u+ are the solutions to (2.8) with u−k(0) = gk ∧ u¯k and
u+k(0) = gk ∨ u¯k. Finally, we prove (5.6) using an inductive argument. It is clear that (5.6) holds
for k = 0. Now suppose (5.6) is true for k − 1, for some k ≥ 1. Then
v˙k(u(t)) = λf(uk−1(t)) − kuk(t) = λ[f(uk−1(t)) − f(u¯k−1)] − k[uk(t) − u¯k]
and thus
vk(u(t)) − vk(g) = ∫ t
0
(λ[f(uk−1(s)) − f(u¯k−1)] − k[uk(s) − u¯k])ds.
Note that since vk(u(t)) ≤ v1(u(t)) we must have that vk(u(t))−vk(g) is uniformly bounded in
t. From the inductive assumption and appealing again to the boundedness of the first derivative
of f it follows that supt∈[0,∞) ∫ t0 λ[f(uk−1(s)) − f(u¯k−1)]ds <∞. Therefore (5.6) is satisfied for
k which completes the proof.
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6. Proof of Theorem 2.4
Note that Ln is a probability measure on the set U¯ which is a compact set in the product
topology. Thus, {Ln}n∈N is a tight sequence in P(U¯). Let {Lnk}k∈N be a weakly convergent
subsequence with limit point L. Suppose unk(0) is distributed according to Lnk (we write
unk(0) ∼ Lnk). Then unk(t) ∼ Lnk for all t ≥ 0. By a minor modification of the proof of
Theorem 2.2 of [2] it follows now that unk ⇒ u in D([0, T ],U) where u solves the ODE
(2.8) a.s. Theorem 2.2 of [2] proves such a result for the case where the initial occupancy
measure u(0) is deterministic. However, the extension to the case where the initial conditions
are stochastic is straight forward. Since at any time t, unk(t) ∼ Lnk , it follows that u(t) ∼ L.
From the fact that u¯ is the unique fixed point of (2.8) it follows now that L = δu¯ and thus δu¯
must be the limit point of every convergent subsequence. This completes the proof of the first
statement in Theorem 2.4. The second statement is immediate on noting that for all k ∈ N0,
Eunk(t)→ ∫U ukdLn(u) as t→∞.
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