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Abstract
An efficient, accurate and reliable numerical solver is essential for solving complex
mathematical models and obtaining their computational approximations. The solver pre-
sented in this work is built upon nonlinear multigrid with the full approximation scheme
(FAS). Its implementation is achieved, in part, using a complex, open source software
library PARAMESH, and the resulting numerical solver, Campfire, also combines with
adaptive mesh refinement, adaptive time stepping and parallelization through domain de-
composition.
There are five mathematical models considered in this work, ranging from applica-
tions such as binary alloy solidification and fluid dynamics to a multi-phase-field model
of tumour growth. These mathematical models consist of nonlinear, time-dependent
and coupled partial differential equations (PDEs). Using our adaptive, parallel multi-
grid solver, together with finite difference method (FDM) and backward differentiation
formulas (BDF), we are able to solve all five models in computationally demanding 2-D
and/or 3-D situations.
Due to the choice of second order central finite difference and second order BDF2
method, we obtain, and demonstrate, solutions with an overall second order convergence
rate and optimal multigrid convergence. In the case of the multi-phase-field model of
tumour growth, this has not previously been achieved. The novelties of our work also in-
clude solving the model of binary alloy solidification with a time-dependent temperature
field in 3-D for the first time; implementing non-time-dependent equations alongside the
coupled time-dependent partial differential equations (and increasing the range of bound-
ary conditions) to significantly increase the generality and range of applicability of the
described multigrid solver; improving the efficiency of the implementation of the solver
through multiple developments; and introducing penalty terms to smoothly control the
behaviour of phase variables where their range of valid values is constrained.
ii
To my parents, Mr. Ru Jin Yang, Mrs. Xue Mei Wen,
and my wife Mrs. Yi Yun Zhang,
who made everything possible for me...
iii
Declarations
Some parts of the work presented in this thesis have been included in the following
articles which are submitted for publication,
P. Bollada, C. Goodyer, P. Jimack, A. Mullis and F. Yang., “Thermal-solute phase field three
dimensional simulation of binary alloy solidification.”, Journal of Computational Physics,
submitted August 2014.
In detail, the work from this jointly authored publication (submitted August 2014) is
presented in Chapter 4. The contribution F. Yang made in this publication is explained in
Sections 4.2 and 4.3 in detail. While P. Bollada is mainly credited for solving the mathe-
matical model presented in this publication, P. Jimack and A. Mullis provided necessary
guidance, as well as many insight into the model itself. C. Goodyer implemented the
software used for this work.
Some parts of the work described in this thesis have also been presented in the UK
& Republic of Ireland SIAM section, 25th Biennial Numerical Analysis Meeting Strath-
clyde 2013, and was awarded a Certificate of Recognition for an Outstanding Talk for the
presentation “Towards the development and application of an optimal solver for contin-
uum models of tumour growth”.
iv
Contents
1 General Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Mathematical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 Thin Film Flows . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1.1 Fully-Developed Flows . . . . . . . . . . . . . . . . . 6
1.3.1.2 Droplet Spreading with Precursor Film andMoving Con-
tact Lines . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.2 Phase-Field Models . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.2.2 A Two-Phase-Field Model For Binary Alloy Solidifica-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.2.3 A Two-Phase-Field Model: Cahn-Hilliard-Hele-Shaw
System of Equations . . . . . . . . . . . . . . . . . . . 15
1.3.2.4 A Multi-Phase-Field Model of Tumour Growth . . . . 17
1.4 Overview of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5 Main Achievements of the Thesis . . . . . . . . . . . . . . . . . . . . . 21
2 Introduction to Scientific Computing Techniques 22
2.1 Discretization Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.1 Spatial Discretizations . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.1.1 Finite Difference Methods . . . . . . . . . . . . . . . . 24
2.1.1.2 Boundary Conditions . . . . . . . . . . . . . . . . . . 27
2.1.2 Temporal Discretizations . . . . . . . . . . . . . . . . . . . . . . 28
2.1.2.1 Explicit Versus Implicit . . . . . . . . . . . . . . . . . 29
2.1.2.2 Family of Backward Differentiation Formulae . . . . . 31
2.2 Adaptivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.1 Spatial Adaptivity . . . . . . . . . . . . . . . . . . . . . . . . . 32
v
2.2.1.1 Refinement and Interpolation . . . . . . . . . . . . . . 35
2.2.1.2 Coarsening and Restriction . . . . . . . . . . . . . . . 36
2.2.2 Temporal Adaptivity . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3 Common Solution Methods for Algebraic Systems Arising from Local
Discretizations of Partial Differential Equations . . . . . . . . . . . . . . 39
2.3.1 Solution Methods for Linear Partial Differential Equations . . . . 39
2.3.2 Solution Methods for Nonlinear Partial Differential Equations . . 48
2.4 Multigrid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.4.1 Introduction to Multigrid . . . . . . . . . . . . . . . . . . . . . . 52
2.4.2 Linear Multigrid . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4.2.1 Multigrid Cycle Strategies . . . . . . . . . . . . . . . . 57
2.4.3 Newton Multigrid . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.4.4 Nonlinear Multigrid . . . . . . . . . . . . . . . . . . . . . . . . 62
2.4.5 Adaptive Multigrid . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.5 Parallel Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.5.1 Introduction to Parallel Computing . . . . . . . . . . . . . . . . 70
2.5.1.1 Traditional Parallel Architectures . . . . . . . . . . . . 71
2.5.1.2 Measures of Parallel Performance . . . . . . . . . . . . 72
2.5.1.3 Many-Core Parallel Architectures . . . . . . . . . . . . 74
2.5.2 Parallel Communication . . . . . . . . . . . . . . . . . . . . . . 75
2.5.3 Mesh Partitioning in Parallel . . . . . . . . . . . . . . . . . . . . 77
2.5.4 Spatial Adaptivity in Parallel and Dynamic Load Balancing . . . 80
2.5.5 Multigrid Algorithms in Parallel . . . . . . . . . . . . . . . . . . 82
3 An Overview of the Software Tools 85
3.1 Introduction to PARAMESH and Campfire . . . . . . . . . . . . . . . . 86
3.2 PARAMESH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.2.1 Adaptive Mesh Refinement . . . . . . . . . . . . . . . . . . . . . 87
3.2.2 Data Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.2.3 Dynamic Load Balancing and Grid Transfer Operators . . . . . . 91
3.2.4 The Role of Guard Cells and Its Updating Subroutine . . . . . . . 93
3.3 Campfire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.3.1 NewOrdering and Partitioning Strategy for Data Structure in Camp-
fire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.3.2 Adaptive Mesh Refinement in Campfire . . . . . . . . . . . . . . 97
3.3.3 Adaptive Time Stepping in Campfire . . . . . . . . . . . . . . . 100
vi
3.3.4 Adaptive Multigrid Solver in Campfire . . . . . . . . . . . . . . 101
4 Fully Coupled Phase-Field Solver for Model of Binary Alloy Solidification 105
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2 Coarse-To-Fine Solution Prolongation in Campfire . . . . . . . . . . . . 106
4.2.1 The Motivation of New Functionality . . . . . . . . . . . . . . . 107
4.2.2 Implementation of Coarse-To-Fine Solution Prolongation . . . . . 107
4.3 Improvement to Guard Cells Update in PARAMESH . . . . . . . . . . . 108
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5 Parallel, Adaptive and Fully Implicit Time Stepping with FAS Multigrid on
Models of Thin Film Flows 115
5.1 Droplet Spreading Model Outline . . . . . . . . . . . . . . . . . . . . . 116
5.2 Discretization Schemes for Droplet Spreading Model . . . . . . . . . . . 117
5.3 Implementation of Droplet Spreading Model . . . . . . . . . . . . . . . . 118
5.3.1 Implementation of Non-Time-Dependent Equations in Campfire . 119
5.3.2 Implementations ofMultigrid Solver and Dirichlet Boundary Con-
dition in Campfire for Droplet Spreading Model . . . . . . . . . . 120
5.3.3 Convergence Test Based Upon Solution Restriction . . . . . . . . 122
5.4 Results on Droplet Spreading Model . . . . . . . . . . . . . . . . . . . . 123
5.4.1 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.4.2 Convergence Tests and Multigrid Performance . . . . . . . . . . 127
5.4.2.1 Convergence Tests . . . . . . . . . . . . . . . . . . . . 127
5.4.2.2 Multigrid Performance . . . . . . . . . . . . . . . . . 129
5.4.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . 131
5.4.3 Adaptivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.4.3.1 Temporal Adaptivity . . . . . . . . . . . . . . . . . . . 135
5.4.3.2 Spatial Adaptivity . . . . . . . . . . . . . . . . . . . . 140
5.4.4 Parallel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.5 Fully-Developed Flows Model Outline . . . . . . . . . . . . . . . . . . . 153
5.6 Discretization Schemes for the Model of Fully-Developed Flows . . . . . 154
5.7 Results for the Model of Fully-Developed Flows . . . . . . . . . . . . . . 156
5.7.1 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
5.7.2 Convergence Tests . . . . . . . . . . . . . . . . . . . . . . . . . 167
5.7.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
vii
6 Fully and Semi-Implicit Time Stepping with Parallel, FASMultigrid on Cahn-
Hilliard-Hele-Shaw System of Equations 169
6.1 Model Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
6.2 Temporal Discretization Schemes . . . . . . . . . . . . . . . . . . . . . 172
6.2.1 Semi-Implicit Convex Splitting Scheme . . . . . . . . . . . . . . 172
6.2.2 Fully-Implicit BDF2 Method . . . . . . . . . . . . . . . . . . . . 173
6.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.3.1 Spatial Discretization Scheme . . . . . . . . . . . . . . . . . . . 173
6.3.2 Implementations of Multigrid Solvers . . . . . . . . . . . . . . . 176
6.3.2.1 Implementation of Our Multigrid Solver . . . . . . . . 176
6.3.2.2 Implementation of Wise’s Multigrid Solver . . . . . . . 179
6.4 Results on Cahn-Hilliard-Hele-Shaw System of Equations . . . . . . . . 181
6.4.1 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
6.4.2 Convergence Tests and Multigrid Performance . . . . . . . . . . 184
6.4.2.1 Convergence Tests . . . . . . . . . . . . . . . . . . . . 184
6.4.2.2 Multigrid Performance . . . . . . . . . . . . . . . . . 186
6.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
7 Parallel, Adaptive, Phase-Field Simulations with Fully-Implicit Time Step-
ping and FAS Multigrid on Model of Tumour Growth 192
7.1 Brief Literature Review on Tumour Modeling . . . . . . . . . . . . . . . 193
7.1.1 Early Mathematical Models of Tumour Growth . . . . . . . . . . 194
7.1.2 Continuum Models . . . . . . . . . . . . . . . . . . . . . . . . . 196
7.1.3 Discrete and Hybrid Models . . . . . . . . . . . . . . . . . . . . 198
7.2 Model Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
7.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
7.3.1 Discussion on the Implementation of Multigrid Solver Used by
Wise et al. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
7.3.2 Implementation of Our Multigrid Solver in Campfire . . . . . . . 204
7.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
7.4.1 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
7.4.2 Convergence Tests . . . . . . . . . . . . . . . . . . . . . . . . . 225
7.4.3 Simulations in 3-D . . . . . . . . . . . . . . . . . . . . . . . . . 232
7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
8 Conclusions 258
8.1 Future Developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
viii
Bibliography 262
ix
List of Figures
1.1 Sketch of thin film flow H(X ,Y,T ) over a topography S(X ,Y ) on a solid
substrate inclined at an angle α to the horizontal. . . . . . . . . . . . . . 7
1.2 Sketch of precursor film model on an inclined substrate at angle α to the
horizontal and the parabolic velocity vx(z) in the droplet liquid. Note
the h∗ represents a true thin film ahead of droplet, velocity is zero at the
substrate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Sketch of a phase-field variable φ in a two-phase-field system, represent-
ing two phases (i.e. materials or states) by values of 1 and −1. Two
phases are separated by a diffuse interface with a thickness ε . . . . . . . . 12
2.1 Sketch shows a 2-D vertex-centred grid with 8× 8 internal points; and a
five-point stencil on a vertex-centred grid point a; and a nine-point stencil
on another vertex-centred grid point b. The grid points which are needed
for the computation in each stencil are marked as ◦. . . . . . . . . . . . . 26
2.2 Sketch shows a 2-D cell-centred grid with 9×9 internal grid points (marked
as •), and the ghost cells (marked as ◦) which are outside the actual
boundary. This type of ghost cells are used to provide the boundary con-
ditions on the cell-centred grids. . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Sketch shows (a) a 2-D uniform cell-centred grid; (b) a 2-D cell-centred
grid with three levels of mesh refinement, in which the finest refinement
level has the equivalent mesh resolution of the uniform grid in (a). . . . . 33
2.4 Sketch shows (a) the refinement process applied on a 2-D cell-centred
point (marked as▽), which results in four new grid points (marked as ◦),
and these four points are futher refined into sixteen grid points (marked
as •); (b) points on a fine cell-centred grid presented with symbols , •,
△ and ⋄ are used to explain the bilinear interpolation in Equation (2.12)
which transfer values from coarse grid points (marked as ◦) to the fine
grid points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
x
2.5 Sketch shows the coarsening process on a 2-D cell-centred grid, which
reduces a group of four points (marked as •) on the fine level of refinement
to one point (marked as ◦) on the coarse level of refinement. . . . . . . . 37
2.6 Sketch shows a 6× 6 2-D cell-centred Cartesian grid, ◦ represents 20
ghost cells that are used as boundary points, • represents 16 unknowns,
i = 0, . . . ,5 is the number of rows and j = 0, . . . ,5 is the number of
columns for each grid points (i, j). . . . . . . . . . . . . . . . . . . . . . 40
2.7 Sketch shows a hierarchy of four 2-D uniform Cartesian grids, each of
which has grid spacing hL = Ωx/2
L , where L is the level of grid and
Ωx is the size of the computational domain in x direction (and Ωx = Ωy in
this case). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.8 Sketch shows a standard V-cycle and a W-cycle in a four-grid multigrid
method. Within the cycles, • denotes where smoother is used; ◦ denotes
the “exact” coarse grid solver; \ denotes the fine-to-coarse restriction and
/ denotes the coarse-to-fine interpolation. . . . . . . . . . . . . . . . . . . 57
2.9 Sketch shows the full multigrid (FMG) cycle strategy, where computation
starts on the coarsest grid, and after each new interpolation, a coarse grid
solver is required. Upon reaching the finest grid, V-cycle (or W-cycle if
is needed) can be carried out normally with an improved initial guess.
Note • denotes where smoother is used; ◦ denotes the “exact” coarse grid
solver; \ denotes the fine-to-coarse restriction; / denotes the coarse-to-fine
interpolation and // denotes the FMG interpolation which interpolates the
approximate solution u from a coarse grid to a fine grid. . . . . . . . . . . 59
2.10 Sketch shows a three-level hierarchy of 1-D adaptive cell-centred grids,
the MLAT with nonlinear multigrid method can be applied to these grids.
For these grids that only cover some regions of the domain, temporary
boundary points are illustrated. . . . . . . . . . . . . . . . . . . . . . . . 67
2.11 Sketch of (a) a four-core shared memory architecture; (b) a completely
distributed memory architecture; and (c) the hybrid architecture. . . . . . 71
2.12 Diagram that shows how a problem with serial part at beginning gains
efficiency by using parallel (Section 1.2, [222]). . . . . . . . . . . . . . . 73
2.13 Sketch shows a 2-D uniform mesh with four hundred internal grid points
split into four blocks, each with one hundred internal grid points. . . . . . 78
xi
2.14 Sketch shows the role of guard cells (marked as ◦) in a 2-D block parti-
tion; guard cells which are used as boundary points and as duplication of
grid points from neighboring blocks are illustrated; for these guard cells
that are near the partition edge, curved lines are used to identify their
corresponding grid points on neighboring blocks. . . . . . . . . . . . . . 79
2.15 Sketch shows the refining process that transfers a 10× 10 block on the
left to four 10× 10 blocks on the right, and the coarsening process turns
all four blocks on the right to the single 10×10 block on the left. . . . . . 81
3.1 Sketch shows (a) a 2-D mesh consists of 2×2 blocks, this mesh is there-
fore square topology but not square geometry; (b) another 2-D mesh con-
sists of 3×2 blocks, and it square geometry but not square topology. . . . 88
3.2 Sketch shows a 2-D Cartesian grid with a block size of 2× 2, blocks are
enumerated from number 1 to 17, with a specific ordering strategy from
PARAMESH, that is called Morton order [180], the heavy lines in the
grid indicate the boundaries of each block, and the lighter lines indicate
individual grid cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.3 Sketch shows a quad-tree [180] with indices of blocks from the corre-
sponding mesh shown in Figure 3.2, furthermore, four different shapes
(i.e. ,△, • and ◦) are used to indicate a possible distribution in a paral-
lel environment to balance the workload. . . . . . . . . . . . . . . . . . . 90
3.4 Sketch shows the resulting mesh if the adaptive mesh demonstrated in
Figure 3.2 is required to refine block 4 and coarsen blocks 14,15,16 and 17. 91
3.5 Sketch shows a quad-tree with indices of blocks from the corresponding
mesh shown in Figure 3.4, which came from the previously defined mesh
in Figure 3.2. The changes made to Figure 3.2 were refining block 4 and
coarsening blocks 14,15,16 and 17. Furthermore, four different shapes
(i.e. , △, • and ◦) are used to indicate a possible distribution for four
MPI processes in a parallel environment. . . . . . . . . . . . . . . . . . . 92
3.6 Sketch shows the CEG strategy that is used in Campfire which replaces
the Morton order in PARAMESH. Four different shapes (i.e. ,△, • and
◦) are used to indicate a possible distribution of Campfire for four MPI
processes in a parallel environment. See Figure 3.3 for the corresponding
example of Morton order. . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.1 Dendrite at t = 102 with Le = 40 and dx = 0.78. The silver shape is the
contour of φ = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
xii
4.2 Dendrite at t = 186 with Le = 40 and dx = 0.78. The silver shape is the
contour of φ = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.3 A cross-section along the x-axis of a typical solution with Le = 40. . . . . 113
4.4 A plot of the evolution of tip radius on the y-axis with three different grid
sizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.5 Effect of using the C2F technique on the evolving tip radius of the dendrite.114
4.6 Plot of the wall-clock time for a middle-late stage simulation with grid
size dx= 0.39, using different number of cores (64 to 1024). . . . . . . . 114
5.1 Figures show the evolution of the maximum height of the droplet during
simulations, on the left-hand side is Figure 5(b) from [81] and on the
right-hand side, we show results from our multigrid solver implemented
in Campfire. Parameters used to generate these results are shown in Table
5.1. Legends in these figures indicate the finest resolutions of grids that
are used for that particular simulation. . . . . . . . . . . . . . . . . . . . 125
5.2 Figures show the convergence rate of a typical multigrid V-cycle from a
single time step. On the left-hand side is Figure 4(b) from [81] and on
the right-hand side are the results of our multigrid solver. Four different
finest grid resolutions are used, such as shown in the legends. Parameters
that are used to generate these results are shown in Table 5.1. . . . . . . . 127
5.3 Figure shows a log-log plot, in x direction, the total number of grid points
from the finest grid is shown, and the average CPU time per time step in
seconds is presented in y direction. For comparison, a line with slope of
1 is also shown in the figure. . . . . . . . . . . . . . . . . . . . . . . . . 131
5.4 Evolution of the time step sizes from two test cases for the droplet spread-
ing problem on 512× 512 and 1024× 1024 finest grids. Results are ob-
tained by using the adaptive BDF2 method shown in Equation (2.14). . . 136
5.5 Figure shows the evolutions of the maximum height of the droplet. We
measure the maximum height for comparison and demonstration of the
accuracy of the adaptive time stepping. Results with the finest grids 256×
256, 512×512 and 1024×1024 have been previously presented in Figure
5.1, and they are obtained using the fixed time step size. For the two cases
of adaptive time stepping, we use squares and stars to indicate the values
of time step size within each time step. . . . . . . . . . . . . . . . . . . . 137
xiii
5.6 Figure shows a zoom-in feature for the end of the graphs that are origi-
nally presented in Figure 5.5. We magnify the figure at the end of simula-
tion (i.e. T = 1×10−5) and use the measurement of the maximum height
of droplet to indicate the accuracy of the simulation. . . . . . . . . . . . . 138
5.7 Figure shows the evolution of time step sizes from a much longer simula-
tion using the adaptive time stepping approach demonstrated previously
in Figure 5.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.8 The evolution of the maximum height of the droplet from using the ag-
gressive AMR and on uniform grids. . . . . . . . . . . . . . . . . . . . . 142
5.9 The maximum height of the droplet at T = 1× 10−5 from using the ag-
gressive AMR and uniform grids. This is a zoom-in of Figure 5.8 at the
end of the simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.10 The evolution of the maximum height of the droplet using the three ap-
proaches which are presented as cases in Table 5.11. . . . . . . . . . . . 145
5.11 The zoom-in feature of Figure 5.10 at the end of its simulation. Solutions
of three approaches are presented, as previously shown as cases in Table
5.11. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.12 Figure shows two snapshots of the evolution of AMR during each adap-
tive simulation. Top-left is the aggressive AMR at t = 0 and top-right
shows the aggressive AMR at t = 1× 10−5. Bottom-left is the conser-
vative AMR at t = 0 and bottom-right shows the conservative AMR at
t = 1×10−5. Each colour represents a different level of mesh refinement:
“red” - 1024× 1024, “yellow” - 512× 512, “light blue” - 256× 256 and
“dark blue” - 128×128. . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.13 The parallel efficiency (see Equation (2.59)) from using different numbers
of cores. This test is done on level 7 with uniform grids, which has the
grid hierarchy 16×16−1024×1024, and timings are presented in Table
5.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.14 The speed-up (see Equation (2.56)) which compares the CPU times from
using different numbers of cores with the CPU time of the sequential case.
This test is done on level 7 with uniform grids, which has the grid hierar-
chy 16×16−1024×1024, and timings are presented in Table 5.12. . . . 150
5.15 Figure (a) shows the topography of trench 2 with a full square 20×20 do-
main; Figure (b) shows the topography of trench 2 with a narrow domain
of size 20×5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
xiv
5.16 Figure (a) shows the film thickness over trench 2 with a full square 20×20
domain; Figure (b) shows the film thickness over trench 2 with a narrow
domain of size 20×5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.17 Figure (a) shows the peak 1 testing case from [125]. Figure (b) shows our
corresponding results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
5.18 Figure (a) shows the peak 2 testing case from [125]. Figure (b) shows our
corresponding results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
5.19 Figure (a) shows the peak 3 testing case from [125]. Figure (b) shows our
corresponding results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.20 Figure (a) shows the trench 1 testing case from [125]. Figure (b) shows
our corresponding results. . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.21 Figure (a) shows the trench 2 testing case from [125]. Figure (b) shows
our corresponding results. . . . . . . . . . . . . . . . . . . . . . . . . . . 165
5.22 Figure (a) shows the trench 3 testing case from [125]. Figure (b) shows
our corresponding results. . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.1 Figures show the reductions in the scaled 2-norm of the residuals for cases
of Tests 1 and 2 presented in Table 6.1. The left-hand side is a copy of
Fig. 1 from [225], and the right-hand side figure shows our results. . . . . 184
6.2 Figures show the reductions in the scaled 2-norm of the residuals with
λ = 2. These results are generated by using our multigrid solver with
the BDF2 method, and they are repeated simulations which have been
previously presented on the right-hand side in Figure 6.1. . . . . . . . . . 187
6.3 Figure shows a log-log plot, in x direction, the total number of grid points
from the finest grid is shown, and the average CPU time per time step in
seconds is presented in y direction. For comparison, a line with slope of
1 is also shown in the figure. . . . . . . . . . . . . . . . . . . . . . . . . 189
6.4 Figure shows the convergence rates using the scaled 2-norm of the resid-
uals. These results are generated separably using the red-black Gauss-
Seidel and the local Gauss-Seidel, global Jacobi iterations on levels 5 and
6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
xv
7.1 Solutions of φV from solving the described model of tumour growth using
the parameters in Table 7.1, with γ = 0.1. The two figures in the left col-
umn are the corresponding results from [226], the white colour represents
the value close to 1, the black colour shows the value close to 0 and the
enclosed black regions indicate necrotic tumour tissue. The other two fig-
ures in the right column are from our solver, the red colour shows a value
that is close to 1, and the blue colour shows a value which is close to 0. . . 214
7.2 Solutions of φV from solving the described model of tumour growth using
the parameters in Table 7.1, with γ = 0.0. The two figures in the left col-
umn are the corresponding results from [226], the white colour represents
the value close to 1, the black colour shows the value close to 0 and the
enclosed black regions indicate necrotic tumour tissue. The other two fig-
ures in the right column are from our solver, the red colour shows a value
that is close to 1, and the blue colour shows a value which is close to 0. . . 216
7.3 Solutions of φV from solving the described model of tumour growth using
the parameters in Table 7.1, with γ =−0.1. The two figures in the left col-
umn are the corresponding results from [226], the green colour represents
the value close to 0.5, the black colour (and white background) shows the
value close to 0. The other two figures in the right column are from our
solver, the red colour shows a value that is close to 1, and the blue colour
shows a value which is close to 0. . . . . . . . . . . . . . . . . . . . . . 217
7.4 Figure shows the solutions of φV , which is the evidence that the presented
model of tumour growth is sensitive to the initial conditions. The two
figures in the left column are obtained (with γ = 0.0) through an initially
discontinuous φT smoothed with only 20 sweeps; the two figures in the
right column are the corresponding ones, using the original initial condi-
tion which has 160 smoothing sweeps. . . . . . . . . . . . . . . . . . . . 218
7.5 Results for variable φT from the described model of tumour growth with
γ = 0.0 and the smoothest initial condition for φT . . . . . . . . . . . . . . 220
7.6 Results for variable µ from the described model of tumour growth with
γ = 0.0 and the smoothest initial condition for φT . . . . . . . . . . . . . . 221
7.7 Results for variable φD from the described model of tumour growth with
γ = 0.0 and the smoothest initial condition for φT . . . . . . . . . . . . . . 222
7.8 Results for variable p from the described model of tumour growth with
γ = 0.0 and the smoothest initial condition for φT . . . . . . . . . . . . . . 223
xvi
7.9 Results for variable n from the described model of tumour growth with
γ = 0.0 and the smoothest initial condition for φT . . . . . . . . . . . . . . 224
7.10 Sketch shows our approach with using multiple BDF1 methods to allow
larger time step size to be taken. . . . . . . . . . . . . . . . . . . . . . . 226
7.11 Sketch shows a possible situation where the infinity norm of the difference
between two estimated solutions becomes relatively large from a slight
shift of one solution relative to the other. . . . . . . . . . . . . . . . . . . 228
7.12 3-D results for variable φT with γ = 0.0. In this figure, the solutions of
φT which have values in a range from 0.5 to 1.0 are displayed. Top-left
feature is the initial condition of φT , top-right feature the shape of tumour
at t = 50 and the bottom feature is the shape at t = 100. . . . . . . . . . . 233
7.13 3-D results and images of cross-sections for variable φT with γ = 0.0. In
this figure, the solution of φT at t = 100 is displayed again in the top-
left feature (it is previously presented in Figure 7.12); the cross-section
through the plane x = 20 is presented in the top-right feature; the cross-
section through the plane y= 20 is in the bottom-left feature; and finally
the cross-section through the plane z= 20 is displayed in the bottom-right
feature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
7.14 3-D results variable φT with γ = 0.0 at t = 100 from two different grid
hierarchies: the one on the left-hand side is from a grid hierarchy with 4
levels; the one on the right-hand side is from the described level 5 grid
hierarchy which has been presented in Figure 7.12. . . . . . . . . . . . . 235
7.15 3-D results of variable φT with γ = 0.0 at t = 50 (at top left), 100 (at top
right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy. The solution at t = 100 is already presented in Figure 7.14. . . 236
7.16 3-D results and images of cross-sections for variable φT with γ = 0.0 from
level 4. In this figure, the solution of φT at t = 200 is displayed again in
the top-left feature (it is previously presented in Figure 7.15); the cross-
section through the plane x = 20 is presented in the top-right feature;
the cross-section through the plane y = 20 is in the bottom-left feature;
and finally the cross-section through the plane z = 20 is displayed in the
bottom-right feature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
7.17 3-D results of variable µ with γ = 0.0 at t = 50 (at top left), 100 (at top
right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy. The shown features are cross-sections through the plane x= 20. 238
xvii
7.18 3-D results of variable φD with γ = 0.0 at t = 50 (at top left), 100 (at top
right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy. The choice of the lowest value shown in these features is the
middle value of the current solution. . . . . . . . . . . . . . . . . . . . . 239
7.19 3-D results and images of cross-sections for variable φD with γ = 0.0 from
level 4. In this figure, the solution of φD at t = 200 is displayed again in
the top-left feature (it is previously presented in Figure 7.18); the cross-
section through the plane x = 20 is presented in the top-right feature;
the cross-section through the plane y = 20 is in the bottom-left feature;
and finally the cross-section through the plane z = 20 is displayed in the
bottom-right feature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
7.20 3-D results of variable p with γ = 0.0 at t = 50 (at top left), 100 (at top
right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy. The choice of the lowest value shown in these features is the
middle value of the current solution. . . . . . . . . . . . . . . . . . . . . 241
7.21 3-D results of variable n with γ = 0.0 at t = 50 (at top left), 100 (at top
right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy. The choice of the lowest value shown in these features is the
middle value of the current solution. . . . . . . . . . . . . . . . . . . . . 242
7.22 3-D results of variable φT with γ = 0.0 and DH = 3 at t = 50 (at top left),
100 (at top right), 150 (at bottom left) and 200 (at bottom right) from the
level 4 grid hierarchy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
7.23 3-D results and images of cross-sections for variable φT with γ = 0.0 and
DH = 3 from level 4. In this figure, the solution of φT at t = 200 is dis-
played again in the top-left feature (it is previously presented in Figure
7.22); the cross-section through the plane x = 20 is presented in the top-
right feature; the cross-section through the plane y= 20 is in the bottom-
left feature; and finally the cross-section through the plane z = 20 is dis-
played in the bottom-right feature. . . . . . . . . . . . . . . . . . . . . . 244
7.24 3-D results of variable φT with γ = 0.0 and λL = 3 at t = 50 (at top left),
100 (at top right), 150 (at bottom left) and 200 (at bottom right) from the
level 4 grid hierarchy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
xviii
7.25 3-D results and images of cross-sections for variable φT with γ = 0.0
and λL = 3 from level 4. In this figure, the solution of φT at t = 200 is
displayed again in the top-left feature (it is previously presented in Figure
7.24); the cross-section through the plane x = 20 is presented in the top-
right feature; the cross-section through the plane y = 20 plane is in the
bottom-left feature; and finally the cross-section through the plane z= 20
is displayed in the bottom-right feature. . . . . . . . . . . . . . . . . . . 246
7.26 3-D results of variable φT with γ = 0.0 and λN = 5 at t = 50 (at top left),
100 (at top right), 150 (at bottom left) and 200 (at bottom right) from the
level 4 grid hierarchy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
7.27 3-D results and images of cross-sections for variable φT with γ = 0.0 and
λN = 5 from level 4. In this figure, the solution of φT at t = 200 is dis-
played again in the top-left feature (it is previously presented in Figure
7.26); the cross-section through the plane x = 20 is presented in the top-
right feature; the cross-section through the plane y= 20 is in the bottom-
left feature; and finally the cross-section through the plane z = 20 is dis-
played in the bottom-right feature. . . . . . . . . . . . . . . . . . . . . . 248
7.28 3-D results of variable φT with γ = 0.0 and M = 5 at t = 50 (at top left),
100 (at top right) and 150 (at bottom) from the level 4 grid hierarchy. . . . 249
7.29 3-D results and images of cross-sections for variable φT with γ = 0.0 and
M = 5 from level 4. In this figure, the solution of φT at t = 100 is dis-
played again in the top-left feature (it is previously presented in Figure
7.28); the cross-section through the plane x = 20 is presented in the top-
right feature; the cross-section through the plane y= 20 is in the bottom-
left feature; and finally the cross-section through the plane z = 20 is dis-
played in the bottom-right feature. . . . . . . . . . . . . . . . . . . . . . 250
7.30 3-D results of variable φT with γ = 0.0 andM = 15 at t = 50 (at top left),
100 (at top right), 150 (at bottom left) and 200 (at bottom right) from the
level 4 grid hierarchy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
7.31 3-D results and images of cross-sections for variable φT with γ = 0.0 and
M = 15 from level 4. In this figure, the solution of φT at t = 200 is dis-
played again in the top-left feature (it is previously presented in Figure
7.30); the cross-section through the plane x = 20 is presented in the top-
right feature; the cross-section through the plane y= 20 is in the bottom-
left feature; and finally the cross-section through the plane z = 20 is dis-
played in the bottom-right feature. . . . . . . . . . . . . . . . . . . . . . 252
xix
7.32 The convergence rate of a typical multigrid V-cycle from a typical time
step. The vertical axis shows the values of max{||φT ||∞, ||µ||∞, ||φD||∞, ||n||∞}
after each V-cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
7.33 The convergence rate of a typical multigrid V-cycle from a typical time
step. The shown results are from solving the pressure equation. . . . . . . 256
xx
List of Tables
2.1 Coefficients α j, β and order p up to p= 4 for the family of BDF methods
that is described in Equation (2.11). The coefficients are presented with
the assumption of constant size of time step δ t. . . . . . . . . . . . . . . 31
4.1 Comparison between the original and improved GCUs with fixed 20 time
steps and 16 processors. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.1 The parameters of the droplet spreading model that were used by Gaskell
et al. in [81] for generating the results presented in their Figures 4 and 5. . 124
5.2 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences. These re-
sults are generated with a smooth initial condition and without the disjoin-
ing pressure term. Parameters are shown in Table 5.1, with the exceptions
of n= 1 and m 6= 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.3 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences. These re-
sults are generated with the use of a smooth initial condition and the dis-
joining pressure term in the pressure equation. Parameters are shown in
Table 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4 Table shows the resolution of the finest grid, total number of time steps,
average V-cycles required per time step and the CPU time for five differ-
ence hierarchies of uniform grids. . . . . . . . . . . . . . . . . . . . . . 130
5.5 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
reformulated coupled linear system which consists of Equations (5.14)
and (5.15). These results are generated with the use of the smooth initial
condition and the Dirichlet boundary condition that are used in Section
5.4.2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
xxi
5.6 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
reformulated coupled linear system which consists of Equations (5.16)
and (5.17). These results are generated with the use of the smooth initial
condition and the Dirichlet boundary condition that are used in Section
5.4.2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.7 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
reformulated coupled linear system which consists of Equations (5.18)
and (5.19). These results are generated with the use of the smooth initial
condition and the Dirichlet boundary condition that are used in Section
5.4.2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.8 Comparisons between the use of fixed time step size and the adaptive
time stepping for two test cases. The total number of time steps, the
average V-cycles required per time step and the CPU time are used for
the comparisons. Due to the limit of space, abbreviations are used, where
TS means “time step”, Avg. means average and ATS is short for adaptive
time stepping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.9 Table shows the details of three test cases using the aggressive AMR. CPU
times from only using uniform grids are also included for comparison. . . 141
5.10 Comparison of the maximum number of leaf grid points used in adaptive
test cases and the total number of grid points in uniform test cases. A
ratio between the number of leaf points with AMR and the number of
grid points with uniform grids is also presented. . . . . . . . . . . . . . . 141
5.11 The total number of grid points (or leaf points) and the CPU time on the
level 7 test case from using three different approaches: simulations with
aggressive and conservative AMR and with uniform grids. . . . . . . . . 144
5.12 The CPU times of using different numbers of cores in parallel on level 7,
with uniform grids, which has the grid hierarchy 16×16−1024×1024,
and mesh block size is 8×8. . . . . . . . . . . . . . . . . . . . . . . . . 148
5.13 The CPU times of using different numbers of cores in parallel on level
7 but with a finer coarsest grid (i.e. 32× 32), i.e. a grid hierarchy of
32×32−1024×1024, and mesh block size of 8×8. . . . . . . . . . . . 148
5.14 Table shows results of the described weak scaling. Note the coarsest grid
is changed to 64×64 for all tests in this table. . . . . . . . . . . . . . . . 151
xxii
5.15 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
droplet spreading model with the original initial condition which is pre-
sented in Equation (5.10). These results are generated with solutions at
T = 1.2×10−2 using uniform grids and fixed time step sizes. Computa-
tions are carried out using 16 cores on ARC2. . . . . . . . . . . . . . . . 152
5.16 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
droplet spreading model with the original initial condition which is pre-
sented in Equation (5.10). These results are generated with solutions at
T = 2.0×10−2 using spatial adaptivity and temporal adaptivity. Compu-
tations are carried out using 16 cores on ARC2. . . . . . . . . . . . . . . 153
5.17 Values of the infinity norm and the two norm of the differences of the
solutions generated using a full square domain and a narrow rectangular
domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.18 Values of parameters used in the simulations of fully-developed flows. . . 160
5.19 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
converged steady state solutions of the model of fully-developed flows
with the case of trench 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.1 Table shows the number of V-cycles required at the 20th time step from
five different grid hierarchies of the Wise solver. The scaled 2-norm of
the residuals are measured against a fixed stopping criterion that is 1×
10−8. A fixed time step size δ t = 1×10−3 is chosen for all tests. Wise’s
results that are published in [225] are presented inside of brackets here
for comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
6.2 Results show the differences in consecutive solutions measured in the
stated norms, followed by the ratio of consecutive differences. These
results are generated with the use of Wise solver and the semi-implicit
temporal discretization scheme. . . . . . . . . . . . . . . . . . . . . . . . 185
6.3 Table shows results from the convergence tests using the infinity norm and
the two norm on all three variables φ , µ and p from the CHHS system of
equations. These results are generated with the use of our multigrid solver
and the fully-implicit BDF2 method. Parameters used are described in the
text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
xxiii
6.4 Table shows the results generated using our multigrid solver with the
BDF2 method. CPU times are included which are obtained from using
a single CPU. The same simulations are previously presented in Table 6.3
to demonstrate the convergence tests. . . . . . . . . . . . . . . . . . . . . 188
6.5 Tables the performances of our multigrid solver with two different itera-
tions used for the simulations shown in Figure 6.4. . . . . . . . . . . . . 191
7.1 The parameters of the multi-phase-field model of tumour growth that were
used by Wise et al. in [226]. . . . . . . . . . . . . . . . . . . . . . . . . 212
7.2 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
described model of tumour growth with γ = 0.0 and ε = 0.2. . . . . . . . 227
7.3 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
described model of tumour growth with γ = 0.0 and ε = 0.1. . . . . . . . 229
7.4 Results show the differences in consecutive solutions measured in the
stated norm, followed by the ratio of consecutive differences from the
described model of tumour growth with γ = 0.1 and ε = 0.2. . . . . . . . 231
xxiv
List of Algorithms
1 Point-wise adaptive mesh refinement . . . . . . . . . . . . . . . . . . . . 34
2 Point-wise spatial adaptive routine . . . . . . . . . . . . . . . . . . . . . 34
3 V-cycle linear multigrid method [216] . . . . . . . . . . . . . . . . . . . 56
4 Newton multigrid method [216] . . . . . . . . . . . . . . . . . . . . . . 61
5 V-cycle nonlinear FAS multigrid method for a single nonlinear PDE [216] 65
6 V-cycle MLAT nonlinear FAS multigrid method [216] . . . . . . . . . . . 69
7 Guard cells update . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
8 Marking procedure of adaptive mesh refinement in Campfire . . . . . . . 98
9 Adaptive mesh refinement in Campfire . . . . . . . . . . . . . . . . . . . 99
10 Adaptive time stepping in Campfire . . . . . . . . . . . . . . . . . . . . 101
11 Campfire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
12 Improved guard cells update . . . . . . . . . . . . . . . . . . . . . . . . 109
xxv
Nomenclature
There are five different mathematical models considered in this thesis, ranging from
models of thin film flows, binary alloy solidification and Cahn-Hilliard-Hele-Shaw sys-
tem of equations to multi-phase-field model of tumour growth. To respect the general
convention used for notation, in this thesis, we include a local glossary for each model,
and they are given in Chapter 1 when each of models are introduced, as well as in subse-
quent chapters when they are described in detail.
Here we summarise common notation used in this thesis. It is worth noting that a few
of them are only relevant to short sections of text, therefore limited repetitions will occur,
on the other hand, specific definitions of all notations used are denoted as clear as possible
in the text.
A,C,M Matrices
a Array contains elements in the matrices
b Right-hand side vector
E Exact error or parallel efficiency
e Approximate error
f ,F ,g Known functions for the purpose of demonstration
h Distance between two adjacent grid points, and this notation is used
for the variable of thin film thickness
I21 Grid transfer operator which operates from grid 2 to grid 1
i, j,k Indices of Cartesian grid points
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Chapter 1
General Introduction
Recent scientific research has led to the use of complex mathematical models and their
computational approximations. These models often consist of highly nonlinear, time-
dependent and coupled partial differential equations (PDEs). Accurate, efficient and reli-
able numerical algorithms (and, frequently, great computational power) are necessary in
order to obtain robust computational solutions.
This thesis is concerned with the novel application of advanced numerical methods
to the efficient solution of nonlinear time-dependent systems of PDEs. Specifically, the
focus is on parabolic systems. In this chapter these systems are introduced and described,
including the introduction of some specific examples. In subsequent chapters, the numer-
ical methods and the software that we have exploited and developed are discussed.
1.1 Background
In this section, a simple linear time-dependent parabolic system is firstly described, with
subsequent generalizations to illustrate the introductions of nonlinearity. Following this,
an example system of nonlinear PDEs is derived from the Navier-Stokes equations by
using lubrication theory. Two of its variations are then described: the first one describes
fully-developed flows over well-defined topography; the second one describes droplet
spreading with a precursor film. The remainder of the section is used to introduce some
phase-field models and some of their applications. One example model, for rapid solidi-
1
Chapter 1 2 1.1
fication, is presented in detail. The second example model is a two-phase Cahn-Hilliard-
Hele-Shaw system of equations that is used to study the mixing of fluids. The final exam-
ple model is a multi-phase system for simulating tumour growth.
An example of a single parabolic PDE is the diffusion equation [188], that may take
the following form:
∂u
∂ t
=
∂ 2u
∂x2
+
∂ 2u
∂y2
+
∂ 2u
∂ z2
. (1.1)
Here u(x,y,z, t) has four independent variables. Physically u may represent a temperature
field, whilst t represents time and (x,y,z) are Cartesian spatial coordinates. This equation
is often written using the Laplace operator△ for simplicity:
∂u
∂ t
=△u, (1.2)
where in 2-D
△= ∂
2
∂x2
+
∂ 2
∂y2
, (1.3)
or in 3-D
△= ∂
2
∂x2
+
∂ 2
∂y2
+
∂ 2
∂ z2
. (1.4)
A closed region Ω is defined to be the spatial domain, whereas [0,T ] is defined to be the
temporal region of interest. The full domain for this PDE is Ω× [0,T ]. For complete-
ness, values on both the boundary of the spatial domain and the initial state of all spatial
points need further specification. Two broad classes of boundary conditions are consid-
ered for models in this research: Dirichlet and Neumann. An example of the former is the
following:
u= g on ∂Ω× (0,T ], (1.5)
where g is a given function on the boundary ∂Ω of the spatial region Ω. A Neumann
boundary condition is
∂u
∂ν
= f on ∂Ω× (0,T ], (1.6)
where f is a given function and ν denotes the outward-pointing normal to the boundary
∂Ω. There are models that require the Dirichlet boundary condition on part of the domain
and Neumann boundary condition for the rest.
For the boundary condition that is required on the boundary of the temporal region
of interest, this is typically presented for all of Ω at t = 0, and is known as an initial
condition. For example, u(x,y,z, t = 0) = u0(x,y,z).
The PDE described in Equation (1.2) is linear since the terms involving u and its
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derivatives are all linear. There are several ways for nonlinearity to appear. One form
involves adding a source term f (u), which is a nonlinear function that depends upon u.
Thus Equation (1.2) turns into the following:
∂u
∂ t
=△u+ f (u), (1.7)
This nonlinearity can also exist within the following form:
∂u
∂ t
= ∇ · ( f (u)∇u) , (1.8)
where f (u) is again a nonlinear function, ∇· is the divergence operator and ∇ is the gra-
dient operator, together ∇ ·∇ =△.
Equations (1.2), (1.7) and (1.8) that have been considered so far, are known as parabolic
PDEs. There are two other types of PDEs: elliptic and hyperbolic. An elliptic PDE is
non-time-dependent, and a hyperbolic PDE often involves oscillations. There are no hy-
perbolic PDE considered in this thesis. The interested reader is directed to [65, 188, 205]
for more detailed description of PDEs.
Having described single nonlinear parabolic equations, an example of a system of
coupled partial differential equations (system of PDEs) is introduced. At least some of
the dependent variables in such a system will appear in more than one equation. Here we
present an example of a fourth-order system, which takes the form of two coupled linear
second-order equations:
∂u
∂ t
=△p,
p=−△u.
(1.9)
Here u(x,y,z, t) and p(x,y,z, t) are the two dependent variables. To complete this system,
a spatial domain Ω and its boundary ∂Ω are defined, a boundary condition for each de-
pendent variable needs to be imposed. For example, u(x,y,z) = p(x,y,z) = 0 on ∂Ω is the
Dirichlet boundary condition, and ∂u∂ν =
∂ p
∂ν = 0 on ∂Ω is the Neumann boundary condi-
tion, where ν denotes the outward-pointing normal to the boundary ∂Ω. Combinations of
these are possible.
Initial conditions u(x,y,z, t = 0) and p(x,y,z, t = 0) are also required. In practice, after
specifying the initial condition u(x,y,z, t = 0), it is then possible to obtain p(x,y,z, t = 0)
using the second equation from the system of coupled Equations (1.9). Situations like this
are often encountered in this thesis, and details with each specific problem are discussed
Chapter 1 4 1.2
in later chapters.
For completeness, an equivalent form of the system of coupled Equations (1.9) is also
presented, written as a single fourth-order diffusion PDE:
∂u
∂ t
=△(△u) . (1.10)
Clearly, Equations (1.9) and (1.10) are representations of a linear system. To introduce
nonlinearity, we present the following fourth-order nonlinear coupled system, in the form
of two second-order equations:
∂u
∂ t
= ∇ · (u2∇p),
p=−△u.
(1.11)
For this problem, Dirichlet and/or Neumann boundary conditions can be applied. Initial
conditions for u and pmust also be specified, for example, u(x,y,z, t = 0) = u0(x,y,z) and
p(x,y,z, t = 0) = p0(x,y,z).
Having described the general structure of parabolic PDEs, and systems of coupled
equations, before the actual mathematical models are introduced, in the following section,
the methodology followed in this thesis is explained.
1.2 Methodology
These mathematical models introduced in the current chapter are selected for the purpose
of achieving an incremental research methodology. The first model (model of droplet
spreading) studied is selected because of its simplicity. Although it is a simple model, to
accurately and efficiently solve it, many additional techniques are required, such as spatial
adaptivity and adaptive time-stepping. Since it has been well studied, we can compare our
solutions against those presented in literature.
The second model (model of fully-developed flows) can be viewed as an variation to
the droplet model. The comparison between this model and the famous Navier-Stokes
equations is still an ongoing research project.
The third model (model of binary alloy solidification) is included because many novel
implementations and improvements to our software necessarily aided the work of Bollada
in [27].
The fourth model (CHHS system of equations) is selected as a stepping stone towards
the tumour model of Wise et al. This methodology is used by Wise et al., and it is our
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intention to follow their foot steps.
The fifth model (model of tumour growth) is the main goal of this research.
1.3 Mathematical Models
In this section, five mathematical models that are considered in this thesis are introduced.
Due to conventional notation used in the literature, we prefer to keep the same notation as
much as possible for each of the problem, therefore, several local glossaries are used here
to clearly indicate the notation.
1.3.1 Thin Film Flows
The flow of thin liquid films on surfaces is of both interest and importance in fields such
as biophysics, physics and engineering. In the review paper [174], various mathemati-
cal models have been described, which concern different aspects of the physics of thin
liquid films. In the context of this research, the dynamics of the contact lines between
a thin film of liquid and a substrate are described, as well as fully-developed thin film
flows over a prescribed topography. It is widely known that the Navier-Stokes equations
provide a good representation of fluid dynamics in various situations. The models that we
are interested in are derived from lubrication theory [174]. It provides justification for ap-
proximations that reduce the Navier-Stokes equations to a simpler system of PDEs [63].
Such a system provides an accurate description of these thin film flows [58], as long as
the ratio between characteristic flow thickness and extent of the substrate is small [174].
The basic idea is to assume that the variation of the flow in the direction perpendicular
to the film is negligible and therefore averaging may be undertaken in this direction. It
is further assumed that this dimensional length is very small compared to the tangential
length scales and so higher order terms in this ratio may be neglected. Consequently, the
resulting dependent variables are functions of just two spatial dimensions, x and y.
A mathematical model of fully-developed flows over topography is described in the
following subsection. A droplet spreading model is discussed afterwards. A local glossary
is given below for the models of thin film flows. It is worth noting that since the notation
h is occupied, when comes to described the distance between two adjacent grid points, we
use dx,dy for x and y directions, respectively.
Glossary
Symbol Description
Chapter 1 6 1.3
H,h Thin film thickness
h∗ Precursor film thickness
S,s Topography
X ,Y,Z,x,y,z Cartesian coordinates
T,To Time
U,V,W,u,v,w Velocity components
ρ Density
P, p Pressure
g Gravitational acceleration
µ Viscosity
σ Surface tension
α Inclined angle of the substrate to the horizontal
Ca Capillary number
N Relative importance of the normal component of gravity
n,m Exponents in the disjoining pressure term
Φe Equilibrium contact angle
Vx(Z) Parabolic velocity inside of the droplet
Π(h) Disjoining pressure term
Bo Bond number
Ho Characteristic thin film flow/droplet thickness
Lo Characteristic substrate length
ε Ratio between Ho and Lo, and is assumed to be sufficient small
by lubrication theory
S0,s0 Topography height/depth
γ Steepness of the topography
lt Streamwise topography extent
wt Spanwise topography extent
A Aspect ratio of the topography
dx,dy distance between two adjacent grid points in the x and the y
directions
1.3.1.1 Fully-Developed Flows
For fully-developed flows, it is assumed that fluid has already covered the domain in its
initial condition. For the purpose of demonstration, Figure 1.1 is a sketch of the flow
H(X ,Y,T ), over an inclined substrate with a topography S(X ,Y ), which is inclined at an
angle α to the horizontal. The fluid is assumed to be Newtonian and incompressible, of
Chapter 1 7 1.3
 α
Free surface
Inclined plane
g
Z
Y
X
H(X,Y)
ﬂow direction
Upstream x=0
S(X,Y)
Figure 1.1: Sketch of thin film flow H(X ,Y,T ) over a topography S(X ,Y ) on a solid
substrate inclined at an angle α to the horizontal.
constant density ρ and viscosity µ , with surface tension σ . The incompressible Navier-
Stokes equations which govern the motion of a time-dependent flow in three dimensions
are:
ρ
(
∂U
∂ t
+U .∇U
)
=−∇P+µ△U+ρg, (1.12)
∇.U = 0, (1.13)
where U = (U,V,W ) is fluid velocity, P is pressure and g = g(sinα,0,−cosα), where
g = 9.81ms−2 is the acceleration due to gravity and α is the angle of the solid substrate
to the horizontal. Taking characteristic thin film flow thickness H0 and the extent of the
substrate L0, in order to have a valid thin film approximation, the ratio ε =H0/L0 must be
small. Thus a domain Ω is defined that is large enough to meet this requirement [81, 82].
The Navier-Stokes equations (1.12) and (1.13) may be simplified by using the lubri-
cation theory (also called thin film or long-wave approximation). After all analyses are
performed (for details, see [82] for example), results are obtained in terms of following
non-dimensional (lower case) variables [82]:
h(x,y, t) =
H(X ,Y,T )
H0
, s(x,y) =
S(X ,Y )
H0
, (x,y) =
(X ,Y )
L0
, z=
Z
H0
,
(u,v,
w
ε
) = (U,V,W )
T0
L0
, t =
T
T0
, T0 =
µL0
σε3
, p(x,y) =
2P(X ,Y )
ρgL0sinα
,
(1.14)
Chapter 1 8 1.3
where h(x,y, t) is the thin film flow thickness, s(x,y) is the non-dimensionalized topog-
raphy of the substrate (e.g. three cylinder-like obstacles in Figure 1.1), (x,y,z) are non-
dimensional Cartesian spatial coordinates, (u,v, wε ) is the fluid velocity, p(x,y, t) is the
pressure vector, t represents time and T0 is the time scale which has been derived in [173].
The derivation of the resulting Reynolds equation is outside the scope of this thesis how-
ever the interested reader is referred to Hayes et al. [107] for a Green’s function approach
to obtain this thin film equation:
∂h
∂ t
=
∂
∂x
[
h3
3
(
∂ p
∂x
−2
)]
+
∂
∂y
[
h3
3
(
∂ p
∂y
)]
. (1.15)
Throughout this fully-developed flow, the pressure field satisfies
p=− ε
3
Ca
△(h+ s)+2ε(h+ s− z)cotα, (1.16)
where Ca is the so-called capillary number, which reflects the ratio of viscosity µ to
surface tension σ . As previously mentioned the ratio of thin film flow thickness H0 to
length scale L0 is small [81, 82]. The choice of L0 is, in the context of domain-filled
fully-developed flow, equal to the capillary length Lc, from which Equation (1.16) may be
further simplified (see [82] for more details) to
p=−6△(h+ s)+2 3
√
6N(h+ s), (1.17)
where N =Ca1/3cotα measures the relative importance of the normal component of grav-
ity [25]. For completeness, boundary and initial conditions are required and have to be
defined for both dependent variables. Generally it is assumed that there exists zero flux
at boundaries. Therefore zero Neumann boundary conditions are applied, with the ex-
ception of the upstream boundary, which represents a source of flow. For simplicity,
a positive constant Dirichlet boundary condition can be used for the upstream bound-
ary. Initial conditions for each variable can be defined as h(x,y, t = 0) = h0(x,y) and
p(x,y, t = 0) = p0(x,y).
In summary, the system of PDEs for fully-developed thin film flow consists of Equa-
tions (1.15), (1.17) along with an additional numerical representation of the topography.
We return to this system in Chapter 5 where an advanced solver is presented, along with
its results. In the following section, a different variant of this model, which uses the
lubrication theory to study droplet spreading, is introduced.
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1.3.1.2 Droplet Spreading Precursor Film and Moving Contact Lines
The physical phenomenon of a liquid droplet spreading on a substrate has been studied in
many scientific fields. In each case, a common demand is to obtain a relatively accurate
numerical model for which the solution represents a good approximation to real-world
experiments [148]. Many such models are suggested in review paper [174]. The model
presented in this thesis is very close to the work of Schwartz, Bertozzi and their co-
workers in [24, 63, 194, 195]. Similar to the fully-developed flow, as discussed in the
previous section, lubrication theory is applied to the Navier-Stokes Equations (1.12) and
(1.13). The non-dimensional variables that are used, are the same as those in Equation
(1.14), with one exception of pressure p, which is given by
p(x,y) =
L0P
σε
. (1.18)
The resulting lubrication model is described in detail by Gaskell et al. in [81]. The
Reynolds equation for droplet spreading is the following:
∂h
∂ t
=
∂
∂x
[
h3
3
(
∂ p
∂x
− Bo
ε
sinα
)]
+
∂
∂y
[
h3
3
(
∂ p
∂y
)]
, (1.19)
where Bo = ρgL
2
0/σ is the Bond number, measuring the relative importance of gravita-
tional force to surface tension [195]. The main challenge to resolve a droplet spreading
model is to accurately capture the moving contact lines between the thin film liquid and
the solid substrate (see Figure 1.2). The above equation is based on the assumption of
a no-slip condition at the substrate. This assumption gives zero velocity at the substrate
because the no-slip condition on the substrate prevents movement, however a non-zero
velocity is required at the interface between the air, the drop and the substrate to permit
spreading. Figure 1.2 shows how this “paradox” may be resolved, illustrating a cross-
section of the droplet on a substrate inclined at an angle α to the horizontal, as well as a
precursor film of thickness h∗ to over come the no-slip condition at the moving contact
lines. The physical phenomenon of a thin precursor film has been detected in the real-
world experiments presented in [20, 56]. Alternatively, there are slipping models [174].
Examples of the slipping models can be found in [115, 211], and results obtained from
them suggest acceptable accuracy. Diez in [63] compared these two approaches (precur-
sor film versus slipping models), and the same conclusion is reached in terms of model
accuracy. However, the precursor film model shows an advantage over the slipping model
in terms of efficiency.
Similar to fully-developed flow, [81] introduces an associated pressure equation for
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h*
Vx(z) g
α
Moving contact line
Figure 1.2: Sketch of precursor film model on an inclined substrate at angle α to the
horizontal and the parabolic velocity vx(z) in the droplet liquid. Note the h
∗ represents a
true thin film ahead of droplet, velocity is zero at the substrate.
the droplet spreading model as follows:
p=−△(h+ s)−Π(h)+Bo cosα(h+ s− z), (1.20)
where possible topographies may be included through s(x,y), Π(h) is a disjoining pres-
sure term which is defined in [194, 195]. This term is used to alleviate the singularity at
the moving contact line, and is given by
Π(h) =
(n−1)(m−1)(1− cosΘe)
h∗(n−m)ε2
[(
h∗
h
)n
−
(
h∗
h
)m]
, (1.21)
where n and m are the exponents of interaction potential and Θe is the equilibrium contact
angle.
In summary, the droplet spreading model described here is based upon Equations
(1.19) to (1.21) for the unknowns h and p. Note that the far-field Dirichlet boundary
condition for h takes the form h = h∗ in this problem. This is described again in more
detail in Chapter 5.
In the next section, phase-field models and the diffuse-interface methods are de-
scribed.
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1.3.2 Phase-Field Models
Modeling the evolution of interfaces between materials is a challenge arising in many
scientific fields. In Section 1.3.2.1, we introduce the concept of phase-field models which
have been used to solve such interface problems, (along with very brief descriptions of
other types of approaches). In Section 1.3.2.2, one of the applications from the field of
rapid solidification, which has recently been solved using phase-field software developed
in the Scientific Computing research group, at the University of Leeds is described. In
Section 1.3.2.3, a two-phase-field Cahn-Hilliard-Hele-Shaw (CHHS) model is discussed.
Finally, a more complex multi-phase-field model for tumour growth is presented in Sec-
tion 1.3.2.4.
1.3.2.1 Introduction
In this subsection, mathematical models are considered which may be used to model an
evolving interface between different materials, or different material states (e.g. solid and
liquid). Many types of techniques have been developed over the years. Here three main
approaches are summarised: free boundary problems with a sharp interface [124]; models
with level set methods [133]; and phase-field models [138].
For free boundary problems, real physical descriptions are used to specify the interface
region which is then tracked explicitly. This normally results in sharp interfaces and steep
gradients in the interface region, see for example [212, 213]. The systems of equations in
these models are difficult to solve from a numerical point of view, and require explicitly
tracking the interface [7]. Techniques such as a front-tracking method and moving mesh
approaches, have been developed to improve this tracking process, applications can be
found in [18, 32, 124].
An alternative to explicit tracking is to have an implicit representation of the interface.
This can be done using a level set function, and is often referred as the level set method.
Examples of this method can be found in [48, 116, 133, 176]. The benefit of using the
level set method is the evolving interface can be captured by using a given fixed grid. On
the other hand, this representation requires one extra level set variable, which defines the
interface when equal to a constant value (typically the choice of value is zero) [198].
The use of diffuse-interface methods as described in [43], provide an alternative tech-
nique for solving the interface implicitly. The resulting models are called phase-field
models. Generally phase-field variables are smooth (differentiable) and are nearly con-
stant valued throughout most of the domain. However, at the interface regions, between
different phases, values of phase-field variables vary smoothly to represent the change in
Chapter 1 12 1.3
material or state. Figure 1.3 shows a phase variable φ in a two-phase-field system. φ = 1
and φ =−1 represent two different materials or states, respectively. These two phases are
separated by a diffuse interface with a thickness ε .
φ
x
1
-1
ε
Figure 1.3: Sketch of a phase-field variable φ in a two-phase-field system, representing
two phases (i.e. materials or states) by values of 1 and −1. Two phases are separated by
a diffuse interface with a thickness ε .
If the value of ε in Figure 1.3 becomes very small, models reduce to free boundary
problems with the sharp interface issues. However, as long as the interface is relatively
diffusive in phase-field models, there is no shape-interface tracking required. This may
leads to an enormous numerical advantage. On the other hand, a very diffusive interface
may lower the accuracy of the model. Therefore the choice of ε should be made with
consideration of such a trade-off.
One may argue phase-field variables do not explicitly represent their subjects from real
physics, but only give a phenomenological description. However, phase-field variables
are coupled with other variables that do represent real physical properties, such as energy,
temperature, concentration and velocity [189]. Furthermore the phase-field equations
are derived from physical energy minimization principles [167]. Many applications are
described in [13, 41, 47, 138, 142, 167]. Results suggest phase-field models are able to
simulate complex morphological evolutions with acceptable accuracy.
In the following section, a 3-D two-phase-field model is introduced, which models
binary alloy solidification.
1.3.2.2 A Two-Phase-Field Model For Binary Alloy Solidification
A glossary for the model of binary alloy solidification is give below.
Glossary
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Symbol Description
φ Phase-field variable
A Anisotropy function
τ Relaxation time function
θ Temperature
U Solute concentration
t Time
x,y,z Cartesian coordinates
M Scaled magnitude of the liquidus slope
c∞ Solute concentration far from the interface
λ Coupling parameter
k Equilibrium partition coefficient
D Dimensionless solute diffusivity
α Thermal diffusivity
c Concentration
ε Strength of the anisotropy
Le Lewis number
Ωundercooling Undercooling parameter
The mathematical model that is presented here has been developed by Karma and Rappel
in [127,128]. Goodyer et al. in [91] solved a 3-D phase-field isothermal system with two
dependent variables: a phase-field, φ(x,y,z, t), and a solute concentration, U(x,y,z, t).
Ramirez et al. presented a similar model in 2-D [184], where an additional dependent
variable was added, temperature, θ(x,y, t). Then Bollada et al. in [27] extended the work
of [91, 184] to non-isothermal in 3-D. This phase-field model has three dependent vari-
ables: a phase-field variable φ(x,y,z, t), which takes values of +1 and −1 in the solid and
liquid phases respectively; a dimensionless solute concentration U(x,y,z, t); and temper-
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ature θ(x,y,z, t). The equation for φ(x,y,z, t) is given as the following 1:
τ(c,φ)A2(x,y,z)
∂φ
∂ t
=
∇ · (A2(x,y,z)∇φ)− [φ3−φ +λ (θ + c∞U)(1−2φ2+φ4)]
+
∂
∂x

A(x,y,z)

−∂A(x,y,z)
∂φx
φy|∇φ |2
φ2x +φ
2
y
+
∂A(x,y,z)
∂φx
φzφx√
φ2x +φ
2
y




+
∂
∂y

A(x,y,z)

∂A(x,y,z)
∂φy
φx|∇φ |2
φ2x +φ
2
y
+
∂A(x,y,z)
∂φy
φzφy√
φ2x +φ
2
y




− ∂
∂ z
[
A(x,y,z)
(
∂A(x,y,z)
∂φz
√
φ2x +φ
2
y
)]
.
(1.22)
A(x,y,z) is an anisotropy function which is used to identify preferred growth directions of
solid alloy, expressed as
A(x,y,z) = A0
[
1+ ε
(
φ4x +φ
4
y +φ
4
z
|∇φ |4
)]
,
and τ(c,φ) is a dimensionless relaxation time function which is defined by
τ(c,φ) =
1
Le
+Mc∞[1+(1− k)U ].
Here Le the Lewis number and Le = α/D is the ratio of the thermal diffusivity, α , and
the dimensionless solute diffusivity, D. It is worth noting that the Lewis number may
be very large: this makes the model very difficult to solve as the problem is especially
“stiff”. On the other hand, a small Lewis number does not accurately represent the re-
alistic parameters for typical metal alloys. Discussions around this Lewis number and
relevant applications can be found in [190,191]. The variable c is the concentration of the
secondary component of the alloy, k is the equilibrium partition coefficient,M is a known
constant (the scaled magnitude of the liquidus slope), c∞ is the solute concentration far
from the interface, λ is a coupling parameter, and ε is a small parameter that governs the
strength of the anisotropy.
1Bollada et al. in [27] used different notation to present this model, however, the presentation used here
is mathematically equivalent to the one in [27].
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The equation for the dimensionless concentration fieldU(x,y,z, t) is given by
(
1+ k
2
− 1− k
2
φ
)
∂U
∂ t
=∇ ·
{
D
1−φ
2
∇U+
1
2
√
2
[1+(1− k)U ] ∂φ
∂ t
∇φ
|∇φ |
}
+
1
2
[1+(1− k)U ] ∂φ
∂ t
,
(1.23)
where the non-dimensional concentration field U(x,y,x, t) is related to the concentration
c via
U =
(
2c/c∞
1+k−(1−k)φ
)
1− k .
The equation for the temperature field θ(x,y,z, t) is given as the following:
∂θ
∂ t
= α△θ + 1
2
∂φ
∂ t
. (1.24)
In order to complete this model, a domain Ω is defined, which is further assumed to
be sufficiently large that its boundaries ∂Ω are far from solid alloy, thus the boundaries
have no effect on the evolution of the solid-liquid interface away from these far-field
boundaries. Zero Neumann boundary conditions are therefore applied for simplicity:
∂φ
∂ν
=
∂U
∂ν
=
∂θ
∂ν
= 0 on ∂Ω, (1.25)
where ν denotes the outward-pointing normal to the boundary ∂Ω. Initially, φ(x,y,z, t =
0) can be defined as a small spherical seed of solid phase in the middle of the domain,
in order to initiate the solidification process [91]. Reasonable choices forU(x,y,z, t = 0)
and θ(x,y,z, t = 0), are straightforward to obtain given φ(x,y,z, t = 0), see [27].
As mentioned previously, the results of this model that are presented in this thesis are
selected to demonstrate the new software functionality of our solver that is described in
Sections 4.2 and 4.3. In the next section, a two-phase-field model for studying a mixture
of fluids is described.
1.3.2.3 A Two-Phase-Field Model: Cahn-Hilliard-Hele-Shaw System of Equations
A glossary for the Cahn-Hilliard-Hele-Shaw system of equations is given below.
Glossary
Symbol Description
φ Phase-field variable
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µ Chemical potential
p Pressure
u Advective velocity
γ Parameter in pressure equation
ε Interface thickness
The Cahn-Hilliard (CH) equations originate from the work in [42, 43], and are used to
model spinodal decomposition. Then Shinozaki and Oono [201] used a variation of the
CH equations to simulate binary-fluid spinodal decomposition in a Hele-Shaw cell. The
resulting model is called Cahn-Hilliard-Hele-Shaw (CHHS) system of equations. This
CHHS model that is describe in this thesis is from the work of Wise [225] which is a
simplified version of the model derived by Lee et al. in [144, 145]. This model can be
used to study a mixture of two binary fluids, and is given by
∂φ
∂ t
=△µ−∇ · (φu), (1.26)
µ = φ3−φ − ε2△φ , (1.27)
u =−∇p− γφ∇µ, (1.28)
∇ ·u = 0, (1.29)
where phase-field variable φ(x,y,z, t) = ±1 is the pure fluids, µ(x,y,z, t) represents the
chemical potential, u(x,y,z, t) is the advective velocity, p(x,y,z, t) is a pressure and ε is a
constant. Additionally, in the CHHS model we take γ > 0. If γ = 0 , Equations (1.26),
(1.28) and (1.29) reduces to the CH equations [42].
A domain Ω and its boundary ∂Ω are defined, and no-flux boundary conditions are
assumed. Therefore the boundary conditions for the CHHS system of equations are the
following:
∂φ
∂ν
=
∂ µ
∂ν
=
∂ p
∂ν
= 0 on ∂Ω, (1.30)
where ν denotes the outward-pointing normal to the boundary ∂Ω.
Benefiting from using the diffuse-interface method, the initial condition φ(x,y,z, t =
0) may have shape changes. However, a diffusive initial condition is used in Chapter 6 in
order to represent diffusive interface of fluids. Using φ(x,y,z, t = 0) to obtain µ(x,y,z, t =
0) is straightforward from Equation (1.27). On the other hand, since p(x,y,z, t) only
appears in its gradient form in the CHHS system, a solver is required to obtain p(x,y,z, t =
0), details are given in Chapter 6.
Based upon this CHHS system of equations, a multi-phase-field model is proposed
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in [227] to simulate tumour growth. We explain such a model in the next section.
1.3.2.4 A Multi-Phase-Field Model of Tumour Growth
A glossary for the multi-phase-field model of tumour growth is given below.
Glossary
Symbol Description
φW Volume fraction of extracellular fluid
φV Volume fraction of viable tumour tissue
φD Volume fraction of dead tumour tissue
φH Volume fraction of healthy tissue
φT Total tumour volume fraction
uS Tissue velocity
p Cell-to-cell (solid) pressure
n Concentration of nutrient
µ Intermediate variable
ST Net source of tumour cells
SD Net source of dead cells
M Mobility constant
f (φT ) Quartic double-well potential
ε Interface thickness
κ Tissue motility function
γ Excess adhesion force at the diffuse tumour/host-tissue interface
D Diffusion coefficient
DH Nutrient diffusivity in the healthy tissue
Tc Nutrient capillary source term
VHP Rate of nutrient transfer from vasculature in healthy cells
V TP Rate of nutrient transfer from vasculature in tumour cells
nN Necrotic limit (if the nutrient is lower then dead cells start to appear)
nC Nutrient level in the capillaries
λL Birth rate of tumour cells from mitosis
λA Death rate of cells from apoptosis
λN Death rate of cells from necrosis
G(φT ) Continuous cut-off function
H Heaviside function
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H smooth Smoothed Heaviside function
εHeaviside Interface thickness in the smoothed Heaviside function
Q(φT ) An interpolation function in nutrient capillary source term
x,y,z Cartesian coordinates
The mathematical model from Cristini et al. [51] is extended by Wise et al. in [227].
It is a multi-phase-field model, based upon the CHHS system of equations [225] from
the previous section, which simulates tumour growth. This model consists of fourth-
order nonlinear advection-reaction-diffusion equations for multiple cell-species, as well
as coupling with reaction-diffusion equations for substrate components. It is described
from a numerical point of view in [226] by Wise, Lowengrub and Cristini. This model is
described here. Furthermore it is discussed again in Chapter 7 in detail.
There are in total five phase-field variables which represent volume fractions in this
model, and they are summarised in the glossary at the beginning of this subsection.
In addition, there are three assumptions amongst these volume fractions. Firstly, it is
assumed the extracellular fluid volume fraction is everywhere constant, φW (x,y,z, t) =
φW,0 = constant. After this assumption, the tumour model consists of multiple solid cell
fractions. Secondly, cells are assumed to be close-packed, and this leads to the sum of the
healthy cell volume fraction φH , the viable tumour cell volume fraction φV and the dead
tumour cell volume fraction φD equals to 1 (i.e. φH +φV +φD = 1). Thirdly, it is further
assumed that inside of tumour there are only two types of cells: viable and dead. This indi-
cates the total tumour cell volume fraction φT is the sum of φV and φD (i.e. φT = φV +φD).
Based upon these three assumptions, there are only two phase-field variables that are re-
quired to be solved, and they are φT and φD. Once the solutions of these two variables are
obtained, other variables may be extrapolated from the assumptions made.
The φT is evaluated by the following Cahn-Hilliard-type advection-reaction-diffusion
equations.
∂φT
∂ t
=M∇ · (φT∇µ)+ST −∇ · (uSφT ), (1.31)
µ = f ′(φT )− ε2∇2φT , (1.32)
where M > 0 is the mobility constant, f (φ) = φ2(1− φ)2/4 is the quartic double-well
potential, ε > 0 is the interface thickness parameter between healthy and tumour tissue,
ST and SD are the net sources of tumour cells which depend on φV and φD (see Chapter 7
for full details).
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A dynamical equation for solving the volume fraction of dead tissue φD is used:
∂φD
∂ t
=M∇ · (φD∇µ)+SD−∇ · (uSφD). (1.33)
According to the assumption that cells are close-packed, the viable tumour tissue volume
fraction φV can be computed through φV = φT −φD and φH = 1−φT .
The tissue velocity uS is assumed to obey Darcy’s law. In order to obtain the velocity
uS, the cell pressure p is computed first, then back-calculate for uS. The tissue velocity is
given by
uS =−κ(φT ,φD)(∇p−
γ
ε
µ∇φT ),
∇ ·uS = ST ,
where κ > 0 is the tissue motility function and γ ≥ 0 is a measure of the excess adhesion.
Together with the two equations above, a Poisson equation for the cell pressure p can be
constructed:
−∇ · (κ(φT ,φD)∇p) = ST −∇ · (κ(φT ,φD)γ
ε
µ∇φT ). (1.34)
A quasi-steady equation is given for the nutrient concentration through diffusion:
0= ∇ · (D(φT )∇n)+Tc(φT ,n)−n(φT −φD), (1.35)
where D(φT ) = DH(1−Q(φT )) +Q(φT ) is the diffusion coefficient, DH is the nutri-
ent diffusivity in the healthy tissue, Q(φT ) is an interpolation function, and Tc(φT ,n) =
(vHP (1−Q(φT )) + vTPQ(φT ))(nC − n) is the nutrient capillary source term, vHP ≥ 0 and
vTP ≥ 0 are constants specifying the degree of pre-existing uniform vascularization, nC ≥ 0
is the nutrient level in capillaries.
The model equations are valid throughout a regular domain Ω, there are no internal
boundary conditions for the solid tumour, the necrotic core or other variables. Therefore,
only one set of outer boundary conditions is imposed:
µ = p= 0, n= 1,
∂φT
∂ν
=
∂φD
∂ν
= 0 on ∂Ω, (1.36)
where ν denotes the outward-pointing normal to the boundary ∂Ω.
Initial conditions are also required. A specific set for φT (x,y,z, t = 0) and φD(x,y,z, t =
0) is defined later on in this thesis. After both of these are given, µ(x,y,z, t= 0), p(x,y,z, t=
0) and n(x,y,z, t = 0) can be determined. This model is further discussed in detail in
Chapter 7. In the following section, an overview on the structure of this thesis is given.
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1.4 Overview of Thesis
In this section, an overview of this thesis is presented. In Chapter 2, a number of methods
are introduced which are used to obtain the discretizations of these models. Within these
descriptions, we emphasize the focus in this thesis which is using finite difference meth-
ods (see Section 2.1.1.1), cell-centred Cartesian grids with Neumann, Dirichlet bound-
ary conditions (see Section 2.1.1.2) and backward differentiation formulae (see Section
2.1.2.2). In order to solve the resulting system, some common solution methods are de-
scribed. We start with solution methods for linear problem which consist of sparse matri-
ces and their storage, direct methods like Gaussian elimination via the LU factorisation,
a number of iterative methods and the technique of preconditioning. We go on to explain
the solution methods for nonlinear problems. The main focus of this thesis, the multigrid
methods, are then described in detail. To further improve the efficiency, parallel comput-
ing may be employed, and we link this with the multigrid methods.
Having discussed a number of scientific computing techniques in Chapter 2, we in-
troduce the software tools used in this thesis in Chapter 3 which consist of a software
library PARAMESH (see Section 3.2) and a multigrid solver Campfire (see Section 3.3).
These two are firstly introduced for their backgrounds and connections. Campfire is the
main software tool used as the numerical solver in this thesis, and we summarise the
implemented adaptive multigrid solver in detail.
Chapter 4 is where we discuss the first of five models: the model of binary alloy solid-
ification. The model is introduced again, and a novel implementation made with Campfire
is discussed. Results from solving this model using the multigrid solver in Campfire are
presented. These results are mainly generated by Bollada and are also presented in [27].
The models of Thin film flows are presented in Chapter 5. Its discretizations are in-
cluded, and novel implementations of this model with Campfire are discussed. Firstly,
non-time-dependent equations are implemented in Campfire for the first time. Then
we described the use of Dirichlet boundary conditions in Campfire which has not been
achieved before. Finally, the convergence test based upon solution restriction is explained,
and these tests are later on employed to demonstrate second order convergence rate. Re-
sults on the droplet spreading models are summarised in Section 5.4. One of the derivation
of the thin filmmodels is the model of fully-developed flows, and it is presented in Section
5.5. We include its discretizations and the results for validation and convergence tests.
The Cahn-Hilliard-Hele-Shaw system of equations are presented Chapter 6. Two dif-
ferent temporal discretization schemes are introduced. The first one is from [225] and it
is a semi-implicit scheme. The second one is our fully-implicit scheme with the BDF2
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method. The implementation of this problem in Campfire is summarised. We present
the discrete systems followed by these two different schemes, and the implementation
of two multigrid solvers is included. Firstly, we explain our multigrid solver with the
fully-implicit scheme. Then we discuss the implementation used in [225]. In addition,
both solvers are implemented in Campfire for the purpose of comparison. Results from
solving this model are presented in Section 6.4. Chapter 6 is concluded with a discussion
on different Gauss-Seidel iteration strategies.
The multi-phase-field model of tumour growth is discussed in Chapter 7. First of
all, a brief literature review on tumour modeling is summarised. The model of tumour
growth that is studied in this thesis is from [226] and is presented again. We describe
the implementation. A discussion is presented on the implementation used in [226] and
the reasons why a second order convergence rate is not obtained. Having followed the
suggestions from Wise et al. stated in [226], we present our implementation in Campfire.
Results of this tumour growth model are presented in Section 7.4. Chapter 7 is concluded
with a discussion on the issues of multigrid convergence from the pressure variable.
In Chapter 8, conclusions and further work are discussed.
1.5 Main Achievements of the Thesis
The main achievements of this thesis can be separated into two parts. The first part is the
achievements towards the software implementation (this software, Campfire, is described
in Chapter 3), and these can be summarised as
• extending Campfire to non-time-dependent equations,
• expanding the choices of Campfire’s boundary conditions,
• increase the restart capacity of Campfire,
• improvement to the parallel implementation of the software library, PARAMESH
(which the Campfire is built upon).
The second part is that we obtained a second-order convergence rate from the multi-
phase-field model of Wise et al. in [226]. This is done by combining second-order FDM,
BDF2, penalty terms and smoothing Heaviside function all together.
These achievements are described in detail in the thesis.
Chapter 2
Introduction to Scientific Computing
Techniques
In the previous chapter, a selection of parabolic PDEs and systems were presented. These
ranged from simple linear and nonlinear diffusion equations through to systems for thin
film flows and phase-field models. In order to obtain approximations of the true solutions
of these mathematical models, a number of scientific computing techniques are required.
Within Section 2.1, spatial and temporal discretization schemes are described, for obtain-
ing discrete systems from mathematical models that are originally continuous in space
and time. Approximations using spatial and temporal discretizations can be further im-
proved in terms of efficiency by applying adaptivity, this is discussed in Section 2.2. In
order to solve these discrete systems, a number of standard linear and nonlinear solvers
are discussed in Section 2.3, and a state-of-the-art multigrid algorithm is described in Sec-
tion 2.4, along with four of its variations. A large amount of numerical computations are
typically required for large simulations (e.g. using very fine spatial discretizations), even
when multigrid methods are used. To further improve the computational performance, the
use of parallel computing is introduced in Section 2.5.
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2.1 Discretization Schemes
In this section, possible spatial and temporal discretization schemes for the parabolic
models which are presented in the previous chapter are described. In Section 2.1.1 several
options for spatial discretization are introduced. In Section 2.1.2 concepts of explicit and
implicit temporal discretization schemes, with examples are discussed. Furthermore, the
family of Backward Differentiation Formulae (BDF), which is used extensively in this
thesis, is described in detail.
2.1.1 Spatial Discretizations
The mathematical models described in the previous chapter are continuous in space and
time. In order to obtain numerical approximations to the solutions of these models, meth-
ods of spatial discretization are applied. These discretization techniques seek to approxi-
mate the spatial parts of the problem with a finite number of degrees of freedom. Typically
these are defined based upon decomposing the spatial domain Ω into a set of points or cells
(however other approaches, such as spectral methods [89] and collocation methods [139]
do exist). Here the three most common choices of point/element based methods are intro-
duced, with the most detail coming in Section 2.1.1.1, where a Finite Difference Method
(FDM) is described, which is extensively used in this thesis. The outcome of each of these
spatial discretization schemes, when applied to a parabolic PDE, is to reduce the problem
to an initial value system of ordinary differential equations (ODEs). Such systems are
discrete in space, however still continuous in time (temporal discretization schemes are
introduced later in Section 2.1.2).
Alternative approaches, which will not be considered further, include the Finite Ele-
ment Method (FEM). The FEM was proposed in the 1940s [214], and one of the initial
applications was developed for the solution of aircraft structural problems [185]. There-
after, its potential for solutions of a variety of applied science and engineering problems,
as well as solving different types of PDEs were recognized [208]. Until today, it is consid-
ered to be one of the best methods for efficiently solving a large range of practical prob-
lems [185], especially if the domain is geometrically complex, although such problems
are not considered in this thesis. The FEM decomposes the spatial domain into a number
of non-overlapping elements, each of which represents a sub-section of the domain. Then
the FEM uses integrals over the individual elements to form a full approximation across
the domain. A typical triangle element is often used in 2-D, where three grid points are
required to define such an element. Based upon the shape of elements and their spatial
dimension, more grid points are needed for each element. Commonly, the basis function
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of each grid point is defined to be 1 at the point and linearly reduces to 0 upon reaching
adjacent grid points along the edges. This is referred to as a low-order polynomial, al-
though higher-order polynomial approximations are possible by employing extra points
(e.g. edge-centred points and cell-centred points). [187, 231] provide good introductory
guides to the FEM, and some of its applications can be found in [19, 106, 196].
Another popular discretization scheme is the Finite Volume Method (FVM). This
method also decomposes the domain into a finite number of elements, then uses averaged
values and volume integrals over elements to form an approximation of the solution [218].
The approximation within individual element is local, thus imposing no requirements on
the grid structure, and therefore unstructured grids can also be used. The FVM is often ap-
plied to hyperbolic conservation laws, and an application of this method on non-uniform
grids can be found in [120].
The Discontinuous Galerkin (DG) method combines the FEM and the FVM together,
and overcomes the limitation of the FVM on achieving higher-order accuracy on general
unstructured grids by applying higher-order polynomial basis functions [114]. The DG
method also maintains local conservation and flexibility in the choice of the numerical
flux. However, one of the trade-offs of using the DG method is having to increase the
total degrees of freedom. An application of the DG method can be found in [55].
In the following section, the FDM is described.
2.1.1.1 Finite Difference Methods
The FDM decomposes the continuous spatial domain into a finite number of grid points,
and a discrete difference operator is used in place of the differential operator at each
grid point. On a cubic domain Ω in 3-D, a set of uniform grid points are defined as the
following:
Zh = {(x,y,z) : x= ih,y= jh,z= kh i, j,k = 0, ...,N−1} , (2.1)
where (x,y,z) are Cartesian spatial coordinates, N is the number of grid points in each
coordinate direction and h= 1/(N−1) is the equal distance between the adjacent points.
These grid points are further separated into two categories: internal points and boundary
points. The set of internal points is denoted by Ωh = Ω∩Zh, and n= N−2 is the number
of internal grid points in each coordinate direction. The set of boundary points is denoted
by ∂Ωh = ∂Ω∩Zh, and Ωh = Ωh∪∂Ωh is the set of all grid points on the domain Ω and
its boundary. An example shown in Figure 2.1 has N = 10 and 8×8 internal grid points.
The FDM is only applied to the internal points Ωh, and with the assumption that boundary
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conditions (e.g. Neumann and/or Dirichlet boundary conditions from Equations (1.6) and
(1.5)) have been applied to boundary points ∂Ωh.
As an example, to approximate the 2-D Laplace operator which is previously intro-
duced in Equation (1.3),
△u= ∂
2u
∂x2
+
∂ 2u
∂y2
, (2.2)
a standard second-order central finite difference scheme is used for the second derivative
of u in the x and the y directions. The resulting discrete system is given as the following:
△huh = 1
h2
(
ui−1, j−2ui, j+ui+1, j
)
+
1
h2
(
ui, j−1−2ui, j+ui, j−1
)
=
1
h2
(
ui−1, j+ui+1, j+ui, j−1+ui, j+1−4ui, j
)
,
(2.3)
where uh = uh(x) is the so-called grid point function, x ∈ Ωh and the element of uh cor-
responding to (ih, jh) is denoted as ui, j. Equation (2.3) is also called five-point stencil
scheme, where for each internal grid point Ωh, four neighbours and itself are involved in
computing the approximation, as shown at a grid point a in Figure 2.1. The grid points
which are needed for the computation in each stencil are marked as ◦. This approxima-
tion and its equivalent seven-point stencil scheme in 3-D, are needed for many terms in
these mathematical models that are described in Chapter 1, for example, variable p in
Equation (1.15); −6△(h+ s) term in Equation (1.17); and both △µ and φ terms in the
CHHS which is represented in Equations (1.26) to (1.29) etc. The resulting systems after
applying the spatial discretization schemes are systems of ordinary differential equations
(ODEs) for the unknowns ui, j(t) in 2-D or ui, j,k(t) in 3-D.
There is also a central finite difference scheme for the first derivative of variables.
For example, such a scheme can be applied to ∇ · (uSΦT ) term in Equation (1.31) of the
tumour model. For the purpose of demonstration, the first derivative of u in the x and the
y directions of using this scheme is approximated as the following:
∇h ·uh = ui+1−ui−1
2h
. (2.4)
To increase the order of accuracy of the finite difference discretization scheme, larger
stencils can be used. Figure 2.1 shows a nine-point stencil on another vertex-centred grid
point b, and points that are needed by this nine-point stencil are marked as ◦. Although, it
is advantageous to use a higher-order scheme provided the solution is sufficiently smooth,
issues may arise if parallel computing and mesh partitioning are taken into account. In
the context of this thesis, due to the use of parallel computing, only the five-point stencil
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in 2-D (and its equivalent seven-point stencil in 3-D) is applied, the reasons are explained
in Section 2.5.3.
a
b
Boundary
Figure 2.1: Sketch shows a 2-D vertex-centred grid with 8× 8 internal points; and a
five-point stencil on a vertex-centred grid point a; and a nine-point stencil on another
vertex-centred grid point b. The grid points which are needed for the computation in each
stencil are marked as ◦.
In Figure 2.1, an example is shown in a vertex-centred grid, where a boundary condi-
tion can be specified on boundary points which are directly positioned on the boundary.
There are also other types of grid points, such as face-centred, edge-centred and cell-
centred points. The Cartesian grids with cell-centred points have been used extensively
in this thesis, and an example of such a grid type is shown in Figure 2.2. Although it is
possible to use vertex-centred grid points as the boundary points (which are geometrically
on the boundary) for cell-centred grids, the use of ghost cells (shown in Figure 2.2 as ◦)
is also common and is our approach. Following the definition of vertex-centred points in
Equation 2.1, the cell-centred grid points (including these ghost cells) on a cubic domain
Ω in 3-D are defined as
Zh =
{
(x,y,z) : x=
(
i− 1
2
)
h,y=
(
j− 1
2
)
h,z=
(
k− 1
2
)
h i, j,k = 0, ...,N−1
}
,
(2.5)
where (x,y,z) are Cartesian spatial coordinates, N is the number of grid points in each
coordinate direction, h= 1/(N−1) is the equal distance between the adjacent points and
n= N−2 is the number of internal grid points in each coordinate direction. On the same
Cartesian grid shown in both Figures 2.1 and 2.2, there are 10× 10 vertex-centred grid
points and 8× 8 of them are internal points; on the other hand, there are 11× 11 cell-
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centred grid points (including ghost cells) and 9× 9 of them are internal points. Spatial
discretization schemes of FDM, like the five-point stencil can be applied in the same
way as to the vertex-centred grids. However, ghost cells that provide boundary condition
on cell-centred grid are not positioned on the boundary itself. In the following Section,
Dirichlet and Neumann boundary conditions on cell-centred grids and the use of ghost
cells are described.
2.1.1.2 Boundary Conditions
Boundary
h
h
c
h
h
Figure 2.2: Sketch shows a 2-D cell-centred grid with 9×9 internal grid points (marked
as •), and the ghost cells (marked as ◦) which are outside the actual boundary. This type
of ghost cells are used to provide the boundary conditions on the cell-centred grids.
In Figure 2.2, ghost cells (marked as ◦) on a cell-centred grid which are used to repre-
sent boundary points are illustrated. These ghost cells are set outside the actual boundary.
Therefore, values at these points that are used to indicate boundary conditions have to be
treated very carefully.
The zero Neumann boundary condition, ∂u/∂ν = 0 on the boundary ∂Ω, requires
boundary points to copy the exact values from the nearest internal grid points. This has no
conditions on the position of the boundary points, therefore, for boundary points in both
types of grids (i.e. vertex-centred grid in Figure 2.1 and cell-centred grid in Figure 2.2),
the zero Neumann boundary condition can be applied in the same way. The computation
which needs the values from boundary points (e.g. applying the five-point stencil scheme
on near-boundary grid point) can also be done in the same way on the cell-centred grids.
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Previously, the five-point stencil scheme is applied to a near-boundary vertex-centred grid
point a in Figure 2.1. Here the equivalent five-point stencil on a near-boundary cell-
centred grid point c is demonstrated in Figure 2.2, which takes values from one boundary
point, three internal grid points and itself. Although, this boundary point is not positioned
on the boundary, as long as it mirrors the value on point c, the zero Neumann boundary
condition is correctly imposed. This zero Neumann boundary condition is employed in
all five mathematical models that are described in Chapter 1, for fully-developed flow and
droplet spreading problem, it is discussed in Sections 1.3.1.1 and 1.3.1.2; and for other
three phase-field models, see Equations (1.25), (1.30) and (1.36). A non-zero Neumann
boundary condition increases the complexity in the case of cell-centred grids, however
this is neglected since no such boundary condition is used in this thesis.
On the other hand, the Dirichlet boundary condition u= g, which is defined in Equa-
tion (1.5) generally requires a specific value to be applied on boundary ∂Ω. For the vertex-
centred grid, values of the function g can be directly applied to the boundary points which
are positioned at the boundary (see Figure 2.1). However, values for the ghost cells on a
cell-centred grid need to be set to reflect the correct values on the boundary (see Figure
2.2). For example, the function g(x,y, t) = 0 yields the average between the ghost cells
and their nearest internal points equals to 0. Or if the function g(x,y, t) = g, implies
ughost cell+unearest internal point
2
= g,
which leads to
ughost cell = 2g−unearest internal point. (2.6)
The Dirichlet boundary condition is needed in the model of tumour growth for variable
µ , p and n (see Equation (1.36)), and the model of fully-developed flow (discussion is
included in Section 1.3.1.1).
Having described spatial discretization schemes and the resulting spatial discrete sys-
tems, in the next section, temporal discretization schemes are discussed. They are used to
discretize the initial value system of ODEs that are still continuous in time.
2.1.2 Temporal Discretizations
In the previous section, spatial discretization schemes are described and used to discretize
parabolic PDEs into initial value systems of ODEs. This semi-discretization in space re-
sults in systems that are continuous in time, therefore temporal discretization schemes are
needed to obtain the fully-discrete systems which can be used for numerical approxima-
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tions.
There are two main types of temporal discretization scheme: explicit methods and
implicit methods [34]. In order to present these temporal discretization methods clearly,
a single initial value ODE is considered, and is written in the following form:
du
dt
= f (t,u). (2.7)
Applying a spatial discretization scheme (e.g. FDM) will produce a similar equation in
vector form, in terms of vectors uh(t) and fh(t,uh). However, for simplicity, they are
presented as scalars here to demonstrate the temporal discretization schemes. In this
section, both explicit and implicit methods are introduced.
2.1.2.1 Explicit Versus Implicit
The concept of explicit methods is based upon using only known values from the previous
time steps to compute values at the current time step. A straightforward example of an
explicit method is the forward Euler method. When this is applied to Equation (2.7), the
resulting equation is
uτ+1 = uτ +δ t f (tτ ,uτ), (2.8)
where superscript τ indicates the solution from the previous time step, τ + 1 means the
unknown solution at the current time step, and δ t is the size of the time step. The forward
Euler method of Equation (2.8) is first-order accurate in time [34]. There are other types
of explicit methods that can provide a higher order of accuracy, such as the explicit Runge-
Kutta methods, and these methods are examples of so-called “one-step” methods where
uτ+1 is determined only from knowledge of uτ . Higher order explicit methods may also
be derived from multi-step schemes, where uτ , uτ−1, uτ−2, etc. are used to determine
uτ+1. An application with a second-order Runge-Kutta method can be found in [150],
and a description of a fourth-order Runge-Kutta method is given in [34].
The discrete equations resulting from the application of explicit methods are easy to
solve, and this is the primary advantage of explicit methods. However, explicit methods
generally have the property that they are only conditionally stable. This means that the
stability of the solution is only guaranteed when the size of time step δ t is sufficiently
small. Furthermore, the finer the mesh resolution that is used in the spatial discretization
methods, the smaller time step δ t needs to be. For second-order parabolic systems or
equations, δ t = O(h2), such as Equation (1.2); and for fourth order parabolic systems,
δ t = O(h4), for example, the model of fully-developed flow in Equations (1.15) and
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(1.17) [34], this gives an enormous computational disadvantage when large (very high
spatial resolution) simulations are required.
The use of implicit methods is typical in order to overcome these issues with con-
ditional stability. This is because such methods typically have much greater regions of
stability than explicit methods, and sometimes they can even be unconditionally stable.
Discussions on this can be found in [59, 119, 225]. A straightforward example of an im-
plicit method is the first-order backward Euler method. When this is applied to Equation
(2.7), the resulting equation is
uτ+1 = uτ +δ t f (tτ+1,uτ+1). (2.9)
This backward Euler method is called implicit, because the function f (t,u) needs to be
evaluated at uτ+1 in order to obtain uτ+1. Another example is the second-order Crank-
Nicolson method [50], where Equation (2.7) is reduced to the following:
uτ+1 = uτ +
δ t
2
f (tτ ,uτ)+
δ t
2
f (tτ+1,uτ+1). (2.10)
Applications of this method can be found in [81,226]. Other examples of implicit schemes
include implicit Runge-Kutta schemes [92], and implicit multi-step methods [141].
In comparison to the explicit methods, the system resulting from using an implicit
method becomes an implicit equation or, in the case of ODE systems, a large algebraic
system of equations. If the given function fh is nonlinear, the resulting algebraic systems
become nonlinear as well. Furthermore, common spatial discretization schemes only use
a relatively few neighbouring points to compute each internal point (e.g. the five-point
stencil in 2D). This leads to large sparse systems of linear or nonlinear algebraic equa-
tions (see Sections 2.3.1 and 2.3.2 for more details). To efficiently solve these systems,
sparse/iterative solvers are employed including Krylov methods and multigrid techniques.
The detail of such methods is described later. In the following section, a family of implicit
temporal discretization schemes are discussed. The variant with second-order accuracy in
time is extensively used in this research.
Before we proceed to the next section, it is worth noting that the implicit schemes
may be further separated into two categories: fully-implicit and semi-implicit. The pre-
sented backward Euler method in Equation (2.9) is a fully-implicit scheme, because for
the known function f (t,u), it uses the unknown solution from the current time step. On
the other hand, the presented Crank-Nicolson method is an implicit scheme, where solu-
tions from two time steps are applied to the function f (t,u).
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2.1.2.2 Family of Backward Differentiation Formulae
The Backward Differentiation Formulae (BDF) are implicit temporal discretization schemes.
The backward Euler method, which is previously presented in Equation (2.9), belongs to
the family of BDF methods, and is termed BDF1. The number 1 indicates the order of
accuracy (and also the number of previous time steps from which solutions are needed).
Given Equation (2.7), a general form for the BDF family can be presented as the following
uτ+1+
p−1
∑
j=0
α ju
τ− j = βδ t f (tτ+1,uτ+1), (2.11)
where the superscript τ + 1 indicates the unknown solution at current time step, τ − j
means the known solution from one of the previous time steps, δ t is the size of time
step (and is assumed constant for this description), p indicates the order of accuracy in
time, α j and β are parameters as defined in Table 2.1 up to p = 4 [119]. It is proven by
Hundsdorfer and Verwer in [119] that the BDFs of order 1−4 are A-stable. Details of the
family of BDF methods can also be found in [83, 105, 141].
p β α0 α1 α2 α3
1 1 -1
2 2
3
−4
3
1
3
3 6
11
−18
11
9
11
− 2
11
4 12
25
−48
25
36
25
−16
25
3
25
Table 2.1: Coefficients α j, β and order p up to p = 4 for the family of BDF methods
that is presented in Equation (2.11). The coefficients are presented with the assumption
of constant size of time step δ t.
It can be shown from Table 2.1 that when order p = 1, values of α and β reduce
the general form of BDF methods in Equation (2.11) to the backward Euler method in
Equation (2.9). It is also clear from Table 2.1 that the higher order the method, the more
previous time step solutions are needed.
The member of the family of BDF methods when p = 2 is termed the BDF2. With
second order of accuracy in time, this method is compatible with the second-order central
finite difference scheme which is previously described in Section 2.1.1.1. An application
of this BDF2 method can be found in [91]. This BDF2 method is extensively used in this
thesis.
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Having described spatial discretization with uniform grids and temporal discretization
with fixed δ t, in the following section, the concept of adaptivity is described, which plays
a major role in the efficiency improvement of the discretization schemes.
2.2 Adaptivity
In the previous section, a number of spatial and temporal discretization schemes are de-
scribed. Of these schemes, the FDM on cell-centred grids and the BDF2 method are
extensively used in this thesis. In the following sections, the concept of adaptivity is
described, which improves the discretization schemes in terms of their efficiency. To
demonstrate the adaptivity, examples from using the FDM on cell-centred grids and the
family of BDF methods are given.
2.2.1 Spatial Adaptivity
Considering the examples of the droplet and the phase-field models that are illustrated
previously in Figures 1.2 and 1.3, observations and numerical experiments suggest that
the finest mesh resolution (and the resulting heavy computation) are only needed in parts
of the domain: areas around the moving contact line in the droplet model; and around the
diffuse interfaces in the phase-field models. If uniform meshes (e.g. Figure 2.3(a)), which
have the same level of mesh resolution everywhere, are employed in such situations, a lot
of the finest grid computations, that are not in the areas of this need, will have little effect
on the overall accuracy of the simulation.
The idea of spatial adaptivity then naturally emerges, which suggests a set of different
mesh resolutions to be used in different regions of the domain. This concept is illustrated
in Figure 2.3(b) where a 2-D cell-centred grid with three levels of mesh refinement is
presented. The centre of the mesh is the area of the greatest resolution: the refinement
level 3 has the equivalent mesh resolution of the uniform grid in Figure 2.3(a). From
the comparison of the two sketches (a) and (b) in Figure 2.3, it suggests that the use
of adaptive meshes can lead to a great improvement in terms of efficiency. Especially
when there are small regions which require greater resolution (either to reduce the level
of the local error to that the rest of the domain, or because a quantity of interest is most
influenced by aspects of the solution in that region [217]). Some applications of spatial
adaptivity can be found in [18, 23, 123, 130, 147, 223].
From the implementation point of view, one of the most common approaches is for the
user to define a maximum and a minimum mesh resolution. The entire domain is covered
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(a) (b)
Figure 2.3: Sketch shows (a) a 2-D uniform cell-centred grid; (b) a 2-D cell-centred
grid with three levels of mesh refinement, in which the finest refinement level has the
equivalent mesh resolution of the uniform grid in (a).
by the coarsest mesh resolution, referred to here as refinement level 1, and the number
of the level increments by one with each subsequent local refinement. The grid points
that have refinements from them are called parents points, and others are called children
points. Based upon problem-specific refinement criteria, regions where the greatest res-
olution is required are refined to have higher mesh level until the sufficient accuracy is
obtained or the maximum resolution is reached. These refinement criteria may depend
upon error estimation [44], the actual values of certain variables, the magnitude of the
gradient of variable values [122], etc. The specific choices used in this thesis are de-
scribed along with the detail of each model in later chapters. Algorithm 1 describes the
main procedures of a point-wise adaptive mesh refinement routine, based upon a problem-
specific user-defined refinement criterion. When the marking procedures end, a “Spatial
adaptive routine” is called to actually perform the refining and/or coarsening (this routine
is defined in Algorithm 2).
The introduction of variable mesh resolution means that structured finite difference
approximations on uniform meshes cannot be used without careful consideration of the
interfaces between mesh levels. For example, without further adjustment the five-point
stencil scheme which is described in Equation (2.3) experiences difficulty if applied to
those grid points that are at adjacent edges of refinement levels shown in Figure 2.3(b).
In Chapter 3 Section 3.2.4, a specific approach which deals with the data exchange across
the refinement edges is described and applied throughout this thesis.
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Algorithm 1 Point-wise adaptive mesh refinement
1: for All children points, n do
2: Call “Problem-specific user-defined refinement criterion” with n
3: if n.criterion = refine and n.level != max level then
4: n.refine = true
5: else if n.criterion = coarsen and n.level != min level then
6: Call “Problem-specific user-defined refinement criterion” with n.neighbour
7: if n.neighbour.criterion = coarsen then
8: n.coarsen = true
9: n.neighbour.coarsen = true
10: end if
11: end if
12: end for
13: for Each children points, n do
14: Call “Spatial adaptive routine” with n
15: end for
In Figure 2.3(b), the region which requires highest refinement lies in the centre of the
mesh. Furthermore, when solving parabolic problems, the solution may evolve through
time. In this case the region of the spatial domain that requires the highest refinement
may also evolve, a dynamic adaptive technique is required. This requires refinement
and coarsening processes to be carried out during the simulation, typically at the start
of each time step. Algorithm 2 describes the main procedures for a point-wise spatial
adaptive routine which is sequentially executed on all children points. This algorithm is
also recursively performed if necessary, to preserve the mesh validity, which is to ensure
that, on the structured Cartesian meshes, neighbouring regions have only one level of
difference in refinement.
Algorithm 2 Point-wise spatial adaptive routine
1: Input parameter: n – a grid point
2: if n.refine = true then
3: Refining n into four new grid points
4: ifMore than one refinement level exists with n.neighbour then
5: n.neighbour.refine = true
6: Call ’Spatial adaptive routine’ with n.neighbour
7: end if
8: else if n.coarsen = true and n.neighbour.coarsen = true then
9: if Resulting child point has no more than one refinement level between surround-
ing children points then
10: Coarsening n and its neighbours to obtain such new child point
11: end if
12: end if
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In the following subsections, the preservation of mesh validity, both the refinement
and the coarsening processes are described in detail, along with interpolation and restric-
tion operators which are used to transfer values between levels of refinement during the
dynamic adaptive process.
2.2.1.1 Refinement and Interpolation
Once a sub-region of the domain is marked for refining, the refinement process separates
each marked cell. In a 2-D situation, one marked cell is separated into four equal-space
cells, and four new cell-centred children points are generated while the old point is marked
as a parent point. Figure 2.4(a) shows this process in 2-D by separating a coarsest grid
point (marked as▽) on a cell-centred grid, into four points (marked as ◦), and these four
points are further refined into sixteen grid points (marked as •). This procedure can also
be carried out in a similar manner on a 3-D cell-centred grid. That is one grid point can
be refined into eight new points, and if these eight points are refined again, the number of
resulting children points is sixty-four (and in total seventy-two grid points from all three
refinement levels in 3-D).
(a) (b)
d
3/16
1/16
9/16
3/16
Figure 2.4: Sketch shows (a) the refinement process applied on a 2-D cell-centred point
(marked as▽), which results in four new grid points (marked as ◦), and these four points
are futher refined into sixteen grid points (marked as •); (b) points on a fine cell-centred
grid presented with symbols , •, △ and ⋄ are used to explain the bilinear interpolation
in Equation (2.12) which transfer values from coarse grid points (marked as ◦) to the fine
grid points.
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During a simulation, this refinement process needs to be operated in a dynamic man-
ner. Thus, an interpolation operator is required to transfer values from coarse grid points
to the newly-generated fine grid points. This interpolation operator is written as Ih2h, where
h and 2h are the distances between two adjacent points on the fine and coarse refinement
levels, respectively. A bilinear interpolation for cell-centred grid points from [216] is in-
troduced here as an example. Figure 2.4(b) is used to help explaining this process, where
symbols , •, △ and ⋄ are used to identify grid points on the fine level, and ◦ represents
grid points that are on the coarse level. In addition, the amount of values taken from the
surrounding coarse level grid points are identified as fractions at a particular grid point d
in Figure 2.4(b). This bilinear interpolation is given by
Ih2hu2h(x,y) =


1
16
[
9u2h
(
x− h
2
,y− h
2
)
+3u2h
(
x− h
2
,y+ 3h
2
)
+3u2h
(
x+ 3h
2
,y− h
2
)
+u2h
(
x+ 3h
2
,y+ 3h
2
)]
for •;
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(
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+9u2h
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)
+3u2h
(
x+ h
2
,y+ 3h
2
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for ;
1
16
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3u2h
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x− h
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,y− 3h
2
)
+9u2h
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x− h
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)
+u2h
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for ⋄;
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+9u2h
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for △,
(2.12)
where the array u stores values at the grid points, and (x,y) are the Cartesian coordinates
of the grid points. In 3-D cell-centred grids, the generalization of the bilinear interpolation
is called trilinear interpolation. Both of the 2-D bilinear and 3-D trilinear interpolations
are O(h2) accurate. A description of the trilinear interpolation can be found in [216],
and an example can be found in [161]. The interpolation operators with higher-order
accuracy generally derived from multi-linear schemes, the fundamental difference to the
second-order interpolation is that, the multi-linear interpolations extends their stencils, so
a greater number of coarse grid points are considered, see for example [136].
In the following section, the coarsening process and a corresponding restriction oper-
ator are introduced.
2.2.1.2 Coarsening and Restriction
The coarsening process preforms a reverse operation to the previously described refine-
ment process. It is shown in Figure 2.5, where a group of four cell-centred points on the
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fine level of refinement reduce to one point on the coarse level of refinement. In order
to preserve the validity of the mesh, for the structured cell-centred grids that are used in
this thesis, to obtain one grid point on the coarser level of refinement, a group of four
grid points are required from the finer level of refinement in 2-D (and a group of eight
grid points from the finer level of refinement are needed in 3-D). All of points in a group
should be marked for coarsening by the refinement criterion, in order to carry out the
coarsening operator.
Figure 2.5: Sketch shows the coarsening process on a 2-D cell-centred grid, which reduces
a group of four points (marked as •) on the fine level of refinement to one point (marked
as ◦) on the coarse level of refinement.
The coarsening process is operated dynamically during the simulation, a restriction
operator is required for these newly-generated points on the coarse level of refinement.
This restriction operator is written as I2hh , where h and 2h are the distances between two
adjacent points on the fine and coarse refinement levels, respectively. A simple four-point
averaging approach from [216] can be applied. It is given by
I2hh uh(x,y) =
1
4
[
uh
(
x− h
2
,y− h
2
)
+uh
(
x− h
2
,y+
h
2
)
uh
(
x+
h
2
,y− h
2
)
+uh
(
x+
h
2
,y+
h
2
)]
,
(2.13)
where the array u stores values of grid points, and (x,y) are the Cartesian coordinates of
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the grid points. For the restriction on 3-D cell-centred grids, the equivalent eight-point
averaging approach can be used [216]. Both averaging approaches are O(h2) accurate.
The restrictions with higher-order accuracy can be derived from multi-linear schemes,
where more fine grid points are considered by the operator.
In the following section, adaptivity in the temporal discretization schemes is de-
scribed.
2.2.2 Temporal Adaptivity
The temporal discretization schemes (i.e. BDF methods) from Equation (2.11) and Table
2.1 are described with an assumption of a fixed time step size δ t. For temporal adaptivity
to appear, variable time step sizes δ tn are used 1. In this section, temporal adaptivity with
the BDF2 method is explained in detail, since it is applied in this thesis.
During the simulation, a user-defined, problem-specific criterion may be used to de-
termine for each time step, if the δ tτ+1 should be increased, decreased or kept the same
compared to δ tτ , providing the solution is converging at the current time step. There is
another circumstance where δ tτ+1 is too large for the solution to converge at a given time
step. Then this time step needs to be reset and computed again with a smaller δ tτ+1.
Authors of [81] suggested a variable amount for adaptive δ tτ+1 to change between time
steps, based upon the error estimate. Examples of using a local error estimate for the
criterion can also be found in [90, 189]. The criterion used in this thesis is very similar
to [91], where the convergence rate of the implicit solver is used, as a local indicator of
time step selection, the detail of which are explained in Chapter 3 Section 3.3.3.
The second-order BDF2 method for variable time step sizes is presented in [69, 119]
for the ODE in Equation (2.7), and it is given by
uτ+1−
(
(rBDF +1)2
1+2rBDF
uτ −
(
rBDF
)2
1+2rBDF
uτ−1
)
=
1+ rBDF
1+2rBDF
δ tτ f (tτ+1,uτ+1), (2.14)
where ratio rBDF = δ tτ/δ tτ−1, superscripts τ + 1, τ and τ − 1 indicate the current, pre-
vious and the one-before-previous time steps, respectively. Applications of the BDF2
method with variable time step sizes can be found in [90, 91]. The choices of variable
δ tτ+1 may have effects on the stability of the scheme. Author of [69] suggested that,
for semi-linear parabolic problems, the ratio of rBDF is restricted to be less than 1.91
for maintaining the stability of the BDF2 methods. Additional information can be found
in [168].
1Superscript n= 1,2, . . . ,τ +1 indicates the number of time steps.
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Having described spatial and temporal discretization schemes and their adaptivity, in
the next section, several common solution methods are briefly introduced, in order to
solve the fully-discrete systems that arise at each time step of an implicit scheme.
2.3 Common SolutionMethods for Algebraic Systems Aris-
ing from Local Discretizations of Partial Differential
Equations
Having explained the derivation of the discrete algebraic systems arising from using spa-
tial (and temporal) discretization schemes for elliptic (and parabolic) PDEs, in this sec-
tion, several common solution methods are briefly introduced for these systems. In Sec-
tion 2.3.1, solution methods for linear problems are described, including direct methods,
iterative methods and technique of preconditioning. In Section 2.3.2, solution methods
for nonlinear problems are discussed, including Newton’s method and nonlinear iterative
methods.
2.3.1 Solution Methods for Linear Partial Differential Equations
Let’s consider a simple linear elliptic PDE, such as Poisson’s equation given as
△u= f , (2.15)
where f is a known function that is independent of u. For simplicity, initially Equation
(2.15) is considered in 1-D. A set of 1-D cell-centred grid points is defined as
Zh =
{
x : x=
(
i− 1
2
)
h i= 0, ...,N−1
}
, (2.16)
where the elements of Zh are the Cartesian spatial coordinates. N is previously defined as
the number of grid points in each coordinate direction, so in this 1-D case, N is the total
number of grid points. Let n represent the internal grid points in each coordinate direction.
In other words, n is the number of unknowns for a standard finite difference discretization
of Equation (2.15) with Dirichlet boundary conditions, and h = 1/(N− 1) is the equal
distance between each grid point. On this 1-D Cartesian grid, there are two boundary
points: xi=0 and xi=N . It is assumed for simplicity that Dirichlet boundary condition have
been applied, so u(xi=0) and u(xi=N) are specified. For all internal points, the 1-D central
finite difference approximation using a three-point stencil shown in Equation (2.17) can
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be used (cf. the 2-D five-point stencil in Equation (2.3)):
△huh = ui−1−2ui+ui+1
h2
. (2.17)
When discretized by this three-point scheme, Equation (2.15) can be written in the fol-
lowing form:
Au= b, (2.18)
where u∈Rn is the vector of unknowns, b∈Rn is the right-hand side vector, and A∈Rn×n
is a coefficient matrix. Moreover, A is a sparse matrix, because the three-point stencil that
is shown in Equation (2.17), is based on local approximations, where the dependence of
updating a grid point is limited to its local neighbours. In a sparse matrix, the number of
non-zero elements per row is only dependent upon the stencil, and is independent of h or
n. Thus the number of non-zero elements is O(n) as n→ ∞.
Let’s consider the example PDE shown in Equation (2.15) in a 2-D situation, with
a set of 2-D cell-centred grid points defined as Equation (2.5) (although Equation (2.5)
defines a 3-D set of grid points, it is straightforward to define a set of 2-D points from the
definition), where N = 6 and therefore n = 4. This 6× 6 2-D cell-centred grid is shown
in Figure 2.6.
Boundary
Ghost cells as
boundary points
0,0 0,1 0,2 0,3 0,4 0,5
1,0 1,1 1,2 1,3 1,4 1,5
2,0 2,1 2,2 2,3 2,4 2,5
3,0 3,1 3,2 3,3 3,4 3,5
4,0 4,1 4,2 4,3 4,4 4,5
5,0 5,1 5,2 5,3 5,4 5,5
Figure 2.6: Sketch shows a 6× 6 2-D cell-centred Cartesian grid, ◦ represents 20 ghost
cells that are used as boundary points, • represents 16 unknowns, i= 0, . . . ,5 is the number
of rows and j = 0, . . . ,5 is the number of columns for each grid points (i, j).
Equation (2.15) is then discretized by the standard five-point stencil from Equation
(2.3) on this given grid. It is assumed the values of boundary points are known and can
be re-arranged into the RHS vector b. The resulting Au= b for the 16 unknowns (u1,1 to
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u4,4) can be written as
− 1
h2


4 −1 −1
−1 4 −1 −1
−1 4 −1 −1
−1 4 −1
−1 4 −1 −1
−1 −1 4 −1 −1
−1 −1 4 −1 −1
−1 −1 4 −1
−1 4 −1 −1
−1 −1 4 −1 −1
−1 −1 4 −1 −1
−1 −1 4 −1
−1 4 −1
−1 −1 4 −1
−1 −1 4 −1
−1 −1 4




u1,1
u1,2
u1,3
u1,4
u2,1
u2,2
u2,3
u2,4
u3,1
u3,2
u3,3
u3,4
u4,1
u4,2
u4,3
u4,4


=


b1,1
b1,2
b1,3
b1,4
b2,1
b2,2
b2,3
b2,4
b3,1
b3,2
b3,3
b3,4
b4,1
b4,2
b4,3
b4,4


. (2.19)
Only non-zero elements are presented in the coefficient matrix A. If a 3-D situation is con-
sidered, the use of the corresponding seven-point stencil on Equation (2.15) is straightfor-
ward.
When a very fine grid is used, and especially for problems in higher dimensions, this
coefficient matrix A can become very large. Thus, before solving the linear system, this
large but sparse matrix needs to be stored via the use of some efficient storage schemes.
The simplest storage scheme is the so-called coordinate format [89]. To store a n× n
matrix, it uses three arrays, each with size of the number of non-zero elements. They
are, firstly a “value” array which contains all the real non-zero values of the matrix in
any order; secondly, an integer “row” array which contains the corresponding row indices
of these values; and finally an integer “column” array which contains the corresponding
column indices of the values.
This coordinate format can be further improved by compressing the “row” array. Thus
it only contains a position which indicates the range of each row within the “value” array.
This requires the “value” array to be modified, so that it stores the non-zero values row by
row, from row 1 to n. This is called the compressed sparse row format, and an equivalent
scheme which compresses the “column” array instead, is called the compressed sparse
column format [89]. There are other storage schemes that exist, for example the modified
sparse row format, which exploits the fact that the diagonal elements of common matri-
ces are usually non-zero, and are often required (therefore are accessed without indirect
addressing). Detailed descriptions of these storage schemes can be found in [192], and
an application which describes several storage schemes in a parallel environment can be
found in [99].
The common solution methods to solve a sparse linear system fall into two general
categories: direct methods and iterative methods. The former, in the absence of rounding
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errors, may provide the true solution (to the fully-discrete system) after a finite number of
computations. On the other hand, the latter aims to move closer towards the true solution
after each iteration from a provided initial guess. Typically, there is no attempt to gain
the true solution when using iterative methods, instead, an acceptable approximation is
obtained.
Gaussian elimination via LU factorisation is arguably the most widely used direct
method for solving general linear systems. This may be modified to work on sparse
systems, however, before this is described, an important concept of matrix structure which
is preferred by the direct methods (reasons are discussed later), needs to be explained. The
desired matrix structure is for all non-zero elements to gather around the diagonal. This
type of matrix is termed a banded matrix, and can be defined as the following:
ai j 6= 0 only if i−ml ≤ j ≤ i+mu,where ml,mu ≥ 0,
where ai j are the elements of a banded matrix A. The number ml +mu+ 1 is called the
bandwidth. Matrices with larger bandwidth typically occur from the discretizations of
PDEs in higher dimensions and/or from using larger stencils. For example, using the
three-point stencil in Equation (2.17) leads to a matrix with a bandwidth of 3. It is often
called a tridiagonal matrix. The sparse matrix A from discretising Equation (2.15) in 2-D
using the standard five-point stencil, as shown in Equation (2.19), has the bandwidth of 9.
The bandwidth increases as the grid becomes finer. This is because both upper and lower
diagonals of non-zero elements become further away from the leading diagonal. With
the row-by-row ordering shown in Figure 2.6 and Equation (2.19), a 2-D matrix has a
bandwidth of 2n1/2+1. In addition, if a seven-point stencil is used in 3-D, the bandwidth
of a sparse matrix is 2n2/3+1.
The reason for this interest in the bandwidth of a matrix is because, during Gaussian
elimination, many original zero elements may become non-zero. This is termed fill-in,
and the bandwidth gives an upper bound on the number of zero elements that can become
non-zero during the Gaussian elimination process. In some extreme cases, a sparse matrix
that is not banded can turn into a dense matrix because of the fill-in. Therefore, generally
the first step of applying a sparse direct solve (e.g. Gaussian elimination with LU fac-
torisation) is pre-ordering using an algorithm that aims to minimize fill-in, this process is
also called permutation. To name a few examples, the band method, envelope method and
Cuthill-McKee algorithm can be used as a pre-ordering algorithm. The interested reader
is directed to [54, 72, 84] for more information.
Actually pre-ordering to minimize fill-in is sufficient for symmetric, positive-definite
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matrices (this type of matrix is described in detail later). However, it is not quite sufficient
for general sparse systems. This is because the Gaussian elimination without pivoting is
known to be numerically unstable in general. Hence the ordering may have to be changed
again during the elimination process, based upon the sizes of the numerical values that
appear in the pivot position. This is an additional complication that has to be managed by
algorithms such as SuperLU [210].
Having obtained a well-ordered matrix A, it can be rewritten in terms of lower and
upper triangular component matrices, so that A = LU . Two systems can then be created
from separating Equation (2.18); they are
Lz= b, (2.20)
Uu= z. (2.21)
Firstly Equation (2.20) is solved by a forward substitution for the vector z, then Equation
(2.21) can be solved by a backward substitution for the solution u. The implementation of
Equations (2.20) and (2.21) needs to take advantage of using the sparse matrices, L andU .
There exists general purpose software for solving large, sparse systems of linear equations
using such direct methods, for example, SuperLU [210] and MUMPS [169]. Applications
of these software packages (and further references) can be found in [10, 151].
There are other direct methods that exist for less general sparse systems. For example,
the frontal method, which is extended from the band method. This method can perform
well as long as the matrix bandwidth is relatively small and is commonly used with appli-
cations of the FEMwith very fine structured meshes. An application of the frontal method
can be found in [66] where detailed programming code is given. The interested reader is
directed to [64, 89, 154] for more information about the direct methods.
For the demonstrated 1-D problem with the use of three-point stencil, the described
LU factorisation only requiresO(n) computations. However, for the problems with sparse
matrices in higher dimensions, the direct methods generally requiresO(n2) computations.
This becomes excessively expensive in practice when n is very large (i.e. having a very
fine grid).
An alternative to the direct methods is to use iterative methods for the solution of
sparse linear systems. One of the simplest iterative methods for the linear system that is
presented in Equation (2.18) is the Jacobi iteration. In order to update each unknown ui,
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a point-wise Jacobi iteration is given by [89]
ul+1i =
(
bi−
i−1
∑
j=1
ai ju
l
j−
n
∑
j=i+1
ai ju
l
j
)/
aii, (2.22)
where ai j are the elements of coefficient matrix A, bi are the elements of the right-hand
side vector, and superscripts l+1 and l indicate values from the current and previous iter-
ations, respectively. Note elements of aii belong to the diagonal of the matrix A. Therefore
the Jacobi iteration only works on non-zero diagonal matrices. In fact, it only converges
for diagonally-dominant matrices [34].
The Jacobi iteration only uses the values from the previous iteration. Another iterative
method, the Gauss-Seidel iteration, improves this by taking the most up-to-date values of
u. Therefore, a point-wise Gauss-Seidel iteration has the following form:
ul+1i =
(
bi−
i−1
∑
j=1
ai ju
l+1
j −
n
∑
j=i+1
ai ju
l
j
)/
aii. (2.23)
In general, because of using latest values, the Gauss-Seidel iteration converges faster than
the Jacobi iteration. However, it shares the same requirement on the matrix structure (i.e.
it only works on matrices that are diagonally-dominant).
There is another alternative to the Jacobi and Gauss-Seidel iterations. This is based
upon a parameterized splitting, and can be seen as an extension to the Gauss-Seidel iter-
ation. It is called the method of successive over-relaxation (SOR), and is based upon ω ,
a weighted parameter that takes values strictly in the range of 0 to 2. A point-wise SOR
method has the following form:
ul+1i = ω
[(
bi−
i−1
∑
j=1
ai ju
l+1
j −
n
∑
j=i+1
ai ju
l
j
)/
aii
]
+(1−ω)uli. (2.24)
Note if ω = 1, the SORmethod turns back to the Gauss-Seidel iteration. When 0<ω < 1,
it can be seen as a “conservative” relaxation, whereas for ω > 1, it is over-relaxation.
Typically a value in the range of (1,2) is selected to accelerate the convergence of the
Gauss-Seidel iteration.
There is one important feature which is shared by these three iterative methods, that
is the so-called “smoothing property”. This feature describes that these iterative methods
(with an appropriate choice of ω in case of SOR) are able to reduce the higher frequency
error components very quickly (generally in a few iterations), and it is well known they
are less effective against lower frequency error components, the error being the differ-
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ence between the true solution and the approximate solution. The high frequency error
components are defined as the highest frequency oscillations that are representable on the
given grid (with grid spacing h). This “smoothing property” is exploited by the multigrid
methods that are described in Section 2.4.
For general sparse matrices arising from low order PDE discretizations, Jacobi, Gauss-
Seidel and SOR methods typically require O(n2) computations to converge (i.e. O(n)
iterations at a cost of O(n) per iteration). Detailed descriptions of these three methods
can be found in [103,104,228], and applications of these in a parallel environment can be
found in [11, 126].
There are other types of iterative methods, many of which solve the linear system
by minimising the residual (which is shown in Equation (2.27)) over larger and larger
subspaces of Rn. Before describing the methods, let’s consider a minimization problem
with a quadratic form. The general quadratic form can be written as the following:
f (u) =
1
2
uTAu−bTu+ c, (2.25)
where A ∈Rn×n is a symmetric (i.e. the transpose of A is equal to A) and positive-definite
(i.e. for every non-zero vector vec, vecTAvec> 0) matrix, u and b are two vectors in Rn,
and c is a scalar constant (vecTw represents the inner product of two vectors vec and w).
The gradient of function f in Equation (2.25) with respect of u can be obtained as the
following:
f ′(u) = Au−b, (2.26)
where f ′(u) ∈ Rn represents the gradient of the quadratic function f (u). If a solution u
minimises the gradient, so that f ′(u) = 0, then this solution u is also the solution of the
minimization problem in Equation (2.25).
The gradient shows the direction of the greatest increase of f (u). In order to find a
solution which minimises f (u), the opposite direction of the gradient is used as a descent
direction, this is called the residual and is defined by
r =− f ′(u) = b−Au. (2.27)
Here a specific iterative method which minimises the residual is described. It is called
the steepest descent method, and is an iterative method. Like the three iterative methods
described earlier, the steepest descent method also requires a series of iterations, such as
ul=1, ul=2, etc., where l is the number of iteration and ul=0 is a known initial guess. The
method stops when the approximate solution satisfies a pre-defined stopping criterion.
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By using the residual as described above, the steepest descent method updates the
solution u as the following:
ul+1 = ul+α lrl, (2.28)
where the value of the scalar α l determines the distance taken along the direction of
the residual within the iteration l. α l minimises f (ul) when the derivative d
dα f (u
l) = 0.
This leads to rl−1 and f ′(ul) being orthogonal, i.e. f ′(ul)T rl−1 = 0. In addition, since
f ′(ul) =−r(ul) from Equation (2.27), α l can be defined as
α l =
rlT rl
rlTArl
. (2.29)
This expression for α l only holds if the matrix A is symmetric and positive-definite.
For general problems with symmetric and positive-definite matrices, the complexity
of the steepest descent method is still O(n2), if it is assumed O(n) iterations are required
to converge. Details about this method can be found in [89, 192] and some applications
can be found in [16, 162].
Note that because of f ′(ul)T rl−1 = 0 in the steepest descent method, the new search
direction is always orthogonal to the previous one. This creates these so-called “zigzag”
routes, which often repeat the same direction as earlier ones. It can be improved by mak-
ing the new search direction A-orthogonal to the previous one. Considering two residual
vectors rl and rl+1, which also indicate the search direction, they are A-orthogonal (also
are called A-conjugate) if
rlTArl+1 = 0. (2.30)
The method that exploits this orthogonality, and uses it to improve the steepest descent
method, is called the Conjugate Gradient (CG) method. An important feature in the CG
method is the set of search direction, which is defined as the following:
Kl = span{rl=0,Arl=0,A2rl=0, . . . ,Al−1rl=0}, (2.31)
where superscript l denotes the number of iterations, and rl=0 is the residual calculated
from using the initial guess ul=0. This set is called a Krylov subspace. Each new sub-
space Kl+1 is formed from the union of the previous subspace Kl and the subspace AKl .
Additionally, because AKl is included in Kl+1, the next residual rl+1 can be proven to be
A-orthogonal to Kl . Thus, stepping through the subspaces Kl , the CG method can be used
as an iterative method to minimise the residual r.
The CG method was first introduced in [113]. Details and analyses of the CG method
Chapter 2 47 2.3
can be found in [112, 170]. There are many CG-related methods, and one example can
be found in [33]. Like the steepest descent method, the CG method only works on
matrices that are symmetric and positive-definite. A method which is called Minimal
Residual Method (MINRES) extends the idea, so it works on symmetric and indefinite
matrices (matrix A is an indefinite matrix, if there are two vectors vec and w, such that
vecTAvec > 0 > wTAw). A discussion comparing the CG method and MINRES can be
found in [140]. For problems with non-symmetric matrices, the Generalized Minimum
Residual Method (GMRES) is often used. The CG method, the MINRES and the GM-
RES all belong to the family of Krylov subspace methods. However, the described Krylov
subspace methods have the property of converging more and more slowly (for problems
arising from discretizations of PDEs) as n→ ∞ (i.e. h→ 0). More details about the
Krylov subspace methods can be found in [64, 152, 192, 193].
The rates of convergence of the described Krylov methods can be further improved.
This is done by using a technique which is called preconditioning. Considering the linear
problem Au = b, the aim of the preconditioning is to find a nonsingular matrix M, so
that, M−1Au=M−1b has the same solution as the original problem but is much easier to
solve [89, 192]. Let’s use the CG method with a symmetric and positive-definite matrix
A as an example. The convergence of the CG method is well understood and is based
on the condition number κ(A) of the coefficient matrix A. The condition number is the
ratio of the matrix’s largest and smallest eigenvalues. Because of the assumption that
A is a symmetric and positive-definite matrix, its eigenvalues are positive real numbers.
Theorem 10.2.6 from Golub and Van Loan [88, pg.530] describes the convergence of the
CG method, which is given as the following. Note the Algorithm 10.2.1 mentioned in this
Theorem is from [88, pg.527], and is the algorithm for the CG method.
Theorem 1. (from Golub and Van Loan [88, pg.530]) Suppose A ∈ Rn×n is symmetric
positive definite and b ∈ Rn. If Algorithm 10.2.1 produces iterates {xk} and κ = κ2(A)
then
||x− xk||A ≤ 2||x− x0||A
(√
κ−1√
κ +1
)k
.
Proof. See [156, pg.187] from Luenberger.
κ2(A) in the presented theorem above is the spectral condition number measured in
two norm. Therefore, if through the use of preconditioning, a matrix M can be found, so
that κ(M−1A) ≈ 1, then the CG method may have an optimal convergence. The matrix
M is called a preconditioner. If κ(M−1A) ≈ 1 is not achievable, then using the precon-
ditioning to reduce the spectral range of the eigenvalues can also improve the rate of
convergence.
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For more general matrices (e.g. indefinite and non-symmetric) and their solvers (e.g.
MINRES and GMRES), although they are less well understood, the use of precondition-
ing still can improve their rates of convergence. This has been seen in practice, and the
interested reader is directed to [22, 89] for more information. There are many algorithms
that can be used to find such preconditioner. To name a few examples, incomplete LU
factorization and sparse approximate inverse are commonly applied. Their applications
can be found in [45, 49].
It is worth noting that in this section, a single linear elliptic PDE is chosen for the
purpose of demonstration. For a linear parabolic PDE which is time-dependent, it may
also be written in the form of Au = b for the problem arising from each time step by
using the implicit temporal discretization schemes that are described in Section 2.1.2. In
addition, these described solution methods may be used to solve this Au= b system from
each time step.
Having described some common methods and techniques for the linear PDEs, in the
following section, solution methods for nonlinear PDEs are introduced.
2.3.2 Solution Methods for Nonlinear Partial Differential Equations
For solving a nonlinear algebraic system arising from the discretization of a nonlinear
PDE, a nonlinear version of the Jacobi iteration can be derived. In order to describe this
method, a single equation which is a nonlinear elliptic boundary value problem (e.g. the
Poisson equation with a nonlinear source term for the sake of argument) is considered
here. When discretized, the equation can be written as the following algebraic system:
A(u) = f , (2.32)
where A, instead of being a single matrix as in the linear case, is a vector-valued nonlinear
function that takes u as input. Hence u is the solution for nonlinear problem and f is a
vector of RHS values (independent of u). Equation (2.32) has the following equivalent
form:
F (u) = 0, where F (u) = A(u)− f . (2.33)
A commonly used nonlinear Jacobi iteration which is described in [31] is applied. A
solution ui (generally this solution is an approximation to the true solution) is obtained as
follows
ul+1i = u
l
i−
Fi(u
l)
(Fi)
′ (ul)
, (2.34)
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where the superscripts l+1 and l are the current and previous iterations of the nonlinear
Jacobi sweeps, respectively, (Fi)
′ (ul) is the first derivative of Fi(ul) with respect to uli
and ul=0 is an initial guess. Note that this update must be applied in turn for each unknown
component of uli , and Equation (2.33) represents the nonlinear Jacobi form. The nonlinear
Gauss-Seidel form always uses the most up-to-date components of u in the evaluation of
the quotient on the right-hand side.
Having described the nonlinear Jacobi iteration for solving the discretization of a sin-
gle nonlinear elliptic PDE, it is worth noting that the nonlinear Jacobi iteration can also be
applied in a block-wise manner as well as a point-wise manner. Hence for solving the al-
gebraic system arising from discretization of a nonlinear system of PDEs, we may update
multiple unknowns corresponding to the same grid point simultaneously within one non-
linear Jacobi iteration. Typically, all variables associated with one grid point are grouped
together and are updated one grid point at a time. The reason for using the nonlinear block
Jacobi approach for solving such systems is that it is typically much more robust than a
point-wise iteration and so, in the context of time-dependent PDEs, typically allows much
larger time steps to be selected (and still lead to a convergent iteration).
This block Jacobi method is based upon Newton’s method (which is described later
in this section), for the small nonlinear system corresponding to the unknowns on each
grid point. By approximately solving this small system as a whole, with all unknowns
at all other grid points frozen, all variables at the “visited” grid point can be updated
simultaneously.
In order to demonstrate the use of this nonlinear block Jacobi method, consider a finite
difference discretization of a system of elliptic nonlinear PDEs: F (u) = 0. Let ui,k be
the solution on grid point i for unknown variable k, where we assume K unknowns at
each grid point i. The system F (u) = 0 is made up of n×K coupled nonlinear algebraic
equations,
Fi,k(ui,k) = 0, (2.35)
where ui ∈RK andFi ∈RK , and for i= 1, . . . ,n and k= 1, . . . ,K (to clarify the notation
ui,k is the k
th component of ui ∈RK and Fi,k is the kth component of Fi ∈RK ). On one
grid point i, all K variables may be updated simultaneously as
ul+1i = u
l
i−C−1i Fi(uli), (2.36)
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where C−1i is the inverse of the K ×K Jacobian matrix Ci, which is given as
Ci =


∂Fi,1
∂ui,1
∂Fi,1
∂ui,2
. . .
∂Fi,1
∂ui,K
∂Fi,2
∂ui,1
∂Fi,2
∂ui,2
. . .
∂Fi,2
∂ui,K
...
...
. . .
...
∂Fi,K
∂ui,1
∂Fi,K
∂ui,2
. . .
∂Fi,K
∂ui,K

 . (2.37)
The Gauss-Seidel form of this method is straightforward as it uses the most up-to-date
values of u on the RHS of Equation (2.36), rather than only using ul .
The described point-wise and block Jacobi methods are so-called “local relaxation-
type” methods which perform local linearization at each grid point. On the other hand,
the well-known Newton’s method applies a global linearization of the nonlinear problem.
Let’s consider the same general form of the discrete nonlinear system arising from appli-
cation of FDM for example, to a system of nonlinear elliptic PDEs: F (u) = 0. Again,
let ui,k be the solution on grid point i for each variable k. Then u
l can be updated in the
following iterative manner,
ul+1 = ul− J−1F (ul), (2.38)
where J is the full Jacobian matrix. Let δu= ul+1−ul then Equation (2.38) becomes
δu=−J−1F (ul), (2.39)
which leads to the equation
Jδu=−F (ul). (2.40)
It is worth noting that the Jacobian matrix J is much larger than the local Ci matrices
which appeared for each grid point i in the nonlinear block Jacobi method. Considering
there are K variables and n unknowns in the system, J is a nK × nK matrix, and can
be defined as
J =


∂F1,1
∂u1,1
. . .
∂F1,1
∂un,1
∂F1,1
∂u1,2
. . .
∂F1,1
∂un,K
...
...
...
...
∂Fn,1
∂u1,1
. . .
∂Fn,1
∂un,1
∂Fn,1
∂u1,2
. . .
∂Fn,1
∂un,K
∂F1,2
∂u1,1
. . .
∂F1,2
∂un,1
∂F1,2
∂u1,2
. . .
∂F1,2
∂un,K
...
...
...
...
∂Fn,K
∂u1,1
. . .
∂Fn,K
∂un,1
∂Fn,K
∂u1,2
. . .
∂Fn,K
∂un,K


. (2.41)
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When using a discretization scheme that is based upon local approximations, such as the
FDM and FEM, this full Jacobian matrix J becomes a sparse matrix. Hence, the resulting
sparse linear system from Newton’s method which is presented in Equation (2.40) can be
solved for δu by the linear solvers which are described in Section 2.3.1. The combination
of Newton’s method and the Krylov subspace methods is well known, and an example can
be found in [137]. Once δu has been obtained by a linear solver, a correction step ul+1 =
ul +δu can be carried out easily by Newton’s method. More details of Newton’s method
and the nonlinear Jacobi and Gauss-Seidel iterations can be found in [61, 175, 216].
Similar to the previous section, a single nonlinear elliptic PDE is chosen for the pur-
pose of demonstration. The use of the implicit temporal discretization schemes that are
described in Section 2.1.2 reduces nonlinear parabolic PDEs which are time-dependent
into the form of A(u) = f . In addition, this system arises at each time step. So for each
time step, the described nonlinear solution methods may be applied to solve the resulting
nonlinear system A(u) = f .
Both described linear and nonlinear solvers do not have a complexity of O(n) when
applied to general algebraic systems arising from local discretizations of PDEs. On the
other hand, multigrid methods appear to be one of the fastest for solving the algebraic sys-
tems of equations for elliptic and parabolic problems. In the following section, multigrid
methods which are the main focus of this thesis, are described in detail.
2.4 Multigrid
Having briefly introduced some common solution methods for the discrete algebraic sys-
tems arising from the local discretization of PDEs, in this section multigrid methods,
which are the main focus in this thesis, are described in detail. Firstly in Section 2.4.1,
the general idea of multigrid is introduced, along with the exploitation of the so-called
“smoothing property” of some of the iterative methods that are summarized in the pre-
vious section. In Section 2.4.2, a linear multigrid method is described. Then in Section
2.4.3, Newton’s method is employed to linearise a nonlinear algebraic system of PDEs
arising from the local discretization of a nonlinear PDE, and then application of the linear
multigrid method is described for the resulting linear system at each Newton iteration.
Alternatively, for solving nonlinear PDEs, a nonlinear multigrid method called the Full
Approximation Scheme (FAS) is described in Section 2.4.4. This nonlinear FAS multi-
grid method is the key method in this thesis. Finally, to benefit from using spatial adap-
tivity, which is discussed previously in Section 2.2.1, the extension of the nonlinear FAS
multigrid method to include adaptivity, the Multi-Level Adaptive Technique (MLAT), is
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described in Section 2.4.5.
2.4.1 Introduction to Multigrid
The idea of using multiple grids to enhance the computation can be traced back to 1946,
Southwell in his publication [207] described an application which solves on a coarse grid
and then interpolates the solution to improve the initial guess on fine grid. However,
multigrid methods operate differently. Brandt in his 1977 paper, entitled “Multi-Level
adaptive solutions to boundary-value problems” [29], systematically describes the first
multigrid methods, and some of their applications. The paper is known as one of the first,
and one of the most important, publications on this subject (and it is certainly one of the
most highly cited publications).
The multigrid method is commonly accepted as being one of the fastest numerical
methods for the solution of the systems of equations that arise from locally discretising
elliptic PDEs and elliptic systems of PDEs. This is because it is able to solve a linear
algebraic system of equations for elliptic and parabolic problems involving n unknowns
with a computational cost of O(n) [216]. Although the multigrid methods are now known
as a single algorithm, they are in fact a combination of solution methods, and the multigrid
methods employ them in such a way that solutions can be obtained in the most efficient,
and accurate manner.
The multigrid methods operate on a hierarchy of grids. In Figure 2.7, such a hierarchy
of 2-D uniform Cartesian grids is shown. These grids are defined such that on a grid
level, L , two adjacent grid points are a distance hL = Ωx/2
L apart, where Ωx is the
size of the computational domain in x direction (and Ωx = Ωy in this case). The multigrid
methods that are considered in this thesis, which operate on a hierarchy of grids such
as that shown in Figure 2.7, all belong to the family of methods known as geometric
multigrid. There are multigrid methods that do not require an actual hierarchy of meshes
to be generated, and these methods are called algebraic multigrid. This type of multigrid
method is not considered in this thesis, therefore no further detail is given, however, the
interested reader is directed to [31, 216] for detailed descriptions, and some applications
of algebraic multigrid can be found in [60, 204]. Multigrid methods can also be used as
preconditioners, see [5, 73] for examples.
Due to the nature of many classical iterative methods, such as the Jacobi and the
Gauss-Seidel iterations, which are discussed in the previous section, they may possess
the so-called “smoothing property”, which multigrid is then able to exploit. An iterative
method is said to possess this “smoothing property” if it tends to converge much quicker
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Figure 2.7: Sketch shows a hierarchy of four 2-D uniform Cartesian grids, each of which
has grid spacing hL = Ωx/2
L , where L is the level of grid and Ωx is the size of the
computational domain in x direction (and Ωx = Ωy in this case).
when the error has high frequency components. More specifically, when all Fourier com-
ponents (up to the resolution of the grid) are present in the initial error, smoothing methods
will damp out the highest frequency components of the error in a very small number of
iterations. Therefore, by applying a few sweeps of such an iterative method on a fine
grid, a large reduction of the high frequency components of the error is achieved. In
order to remove the remaining low frequency components of the error on the fine grid,
the algebraic system is moved down to a coarser grid in the grid hierarchy (see Figure
2.7). Since the number grid points is reduced on such coarser grid, part of the error now
becomes high frequency. Therefore the iterative method can still quickly reduce the high
frequency components of the error within a few number of sweeps. This is repeated until
the coarsest grid is reached (grid level 1 in Figure 2.7 for example). A large amount of
computations can be performed to obtain an “exact” solution on the coarsest grid, with a
reasonable time cost. This “exact” solution can then be used to improve the fine grid so-
lution. The computations that are performed on these coarser grids are termed the coarse
grid correction, whereas the solver on the coarsest grid is termed the coarse grid solver.
The iterative method used on each level of grids (may exclude coarse grid solver if differ-
ent from this iterative method) is termed the smoother.
It is known that the convergence rate of a multigrid method is independent from the
size of finest grid, based upon two conditions: a well-functioning smoother with the
“smoothing property” and a well-functioning coarse grid solver which can obtain the “ex-
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act” solution on the coarsest grid. The cost of performing multigrid methods may thus be
proven to be O(n) in such situation. Comprehensive introductions to multigrid analysis
can be found in [31, 216]. Some applications of multigrid methods can be found in, for
example, [6, 23, 30, 81, 85, 90, 91, 147, 199, 225, 226]. In the following section, the linear
multigrid method is introduced.
2.4.2 Linear Multigrid
The use of the multigrid methods to solve algebraic systems arising from local discretiza-
tions of linear elliptic PDEs is based upon an important relation between residual and
error for linear equations. These two concepts are briefly discussed in Section 2.3.1, and
they are described here in detail. However before that, a simple 2-D linear boundary value
problem is introduced in order to present the linear multigrid method clearly. For exam-
ple, the Poisson’s equation, when discretized (e.g. by applying the FDM that is described
previously in Section 2.1.1.1) leads to a linear algebraic system that my be written in the
following form:
Au= b. (2.42)
Here A is the coefficient matrix, u denotes the vector of the solution values for this prob-
lem, and b denotes the right-hand side (RHS) vector. Now consider an approximation to
the solution of Equation (2.42) obtained by using a small number of iterations of a fixed
point iterative method (e.g. Jacobi from Equation (2.22) or Gauss-Seidel from Equation
(2.23)). Let v denote such an approximate solution of Equation (2.42). Hence, the exact
error E, defined by the difference between u and v, is given by
E = u− v. (2.43)
On the other hand, the amount by which the approximate solution fails to satisfy Equation
(2.42) is known as the residual (or defect), and is shown in the following residual equation:
r = b−Av. (2.44)
Note that the error E is generally unknown, however the residual may always be com-
puted. Having defined the concept of error and residual, now the relation between them
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can be observed:
AE = A(u− v)
= Au−Av
= b−Av
= r.
(2.45)
The Equation (2.45) is called the error equation. However, to obtain the exact error E
from solving this error equation is just as difficult as exactly solving the original problem
in Equation (2.42). If v was computed using a small number of iterations of an iterative
method with the “smoothing property”, we know that E may be accurately represented on
a coarser grid (as its highest frequency components will be negligible). Therefore, instead
of trying to find the exact error E by solving Equation (2.45) directly, an error approxima-
tion e is obtained by approximating the system (2.45) on a coarser grid and solving that
(smaller) system instead. Using this error approximation, a better approximation of v can
then be computed as the following:
vbetter approximation = Ih2he+ v, (2.46)
where Ih2h is an interpolation operator, such as Equation (2.12).
To summarise a two-grid linear multigrid method, firstly a small number of sweeps of
a smoother (e.g. Jacobi from Equation (2.22) or Gauss-Seidel from Equation (2.23)) are
performed on the fine grid, using the initial guess of v to obtain an approximate solution,
v f . The superscript f denotes values (or operations that are carried out) on the fine grid.
This is termed a pre-smoother in the context of the multigrid methods. Then residual r f
is calculated on the fine grid as shown in Equation (2.44). A restriction operator Icf (for-
merly defined as I2hh in Section 2.2.1.2) is now required to transfer the values of the fine
grid residual r f to the coarse grid. The approach which is shown previously in Equation
(2.13) can be used to obtain rc on the coarse grid. The superscript c denotes values (or
operations that are carried out) on the coarse grid. On the coarse grid, the error equation
Acec = rc can then be solved with an initial guess ec = 0 by a coarse grid solver. Stan-
dard direct or iterative methods, which are described in Section 2.3.1, can be used here,
however, these may still be quite slow if the coarse grid has a large number of degrees
of freedom. After applying the coarse grid solver, ec is interpolated back to the fine grid.
A interpolation operator I
f
c (formerly defined as I
h
2h in Section 2.2.1.1) is required, and
the approach that is shown previously in Equation (2.12) can be used to obtain e f . On
the fine grid, a correction process is carried out as illustrated in Equation (2.46). Finally,
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a few sweeps of the smoother are applied to re-adjust the solution for possible high fre-
quency error components that may be introduced in the correction process. This is termed
a post-smoother in the context of the multigrid methods. This description summarises one
iteration of the linear multigrid method with a two-grid approach.
In practice, if the number of degrees of freedom on the fine grid is very large, to apply
an “exact” coarse grid solver on a relatively coarser grid in a two-grid approach, is very
inefficient. Therefore, multiple grids are used, this then requires the two-grid method to be
performed recursively. Algorithm 3 illustrates a standard V-cycle linear multigrid method
(more details on multigrid cycle strategies are described in Section 2.4.2.1). Within the
algorithm, p1 and p2 are the numbers of sweeps that are performed by pre- and post-
smoothers, respectively. Their values can be problem-specific, however, they are typically
in range of zero to four. Additionally, in Algorithm 3, superscript h is the distance between
two adjacent points on a given structured grid (e.g. grids shown in Figure 2.7), and Ωh
denotes such a grid.
Algorithm 3 V-cycle linear multigrid method [216]
p1 and p2 are the number of sweeps performed by pre- and post-smoothers respectively;
and superscript h is the distance between two adjacent points on a given grid Ωh.
Function: vh = V-cycleLMG(h,vh,bh,Ah)
1. Apply p1 iterations of the pre-smoother on A
hvh = bh
vh = PRE-SMOOTH(p1,v
h,Ah,bh)
2. Compute the residual rh
rh = bh−Ahvh
3. Restrict the residual rh from Ωh to Ω2h to obtain r
2h
r2h = I2hh r
h
4. Set the initial guess for e2h to be 0
if Ω2h = coarsest grid then
Perform an “exact” coarse grid solver on A2he2h = r2h
else
e2h = V-cycleLMG(2h,e2h,r2h,A2h)
end if
5. Interpolate the error e2h from Ω2h to Ωh to obtain e
h
eh = Ih2he
2h
6. Perform correction
vh = vh+ eh
7. Apply p2 iterations of the post-smoother on A
hvh = bh
vh = POST-SMOOTH(p2,v
h,Ah,bh)
This process illustrated in Algorithm 3 can be repeated until a user-specified stopping
criterion is satisfied, and commonly a suitable norm of the residual is considered. For
different models that are presented in this thesis, stopping criteria are slightly different
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from one another, and are individually described in detail in later chapters.
Although here an elliptic equation is used as an example, the linear multigrid method
can be applied to time-dependent problems (e.g. linear parabolic PDEs). For example,
when an implicit temporal discretization scheme (e.g. BDF2 method that is described
in Section 2.1.2.2) is applied (following a standard spatial discretization), each time step
consists of a fully-discrete system. Such a system can be solved by using the linear
multigrid method. One important feature for multigrid methods in general is that the
number of V-cycles that are needed for convergence is independent from the grid size,
and this is demonstrated across a range of applications in later chapters.
Having mentioned the standard V-cycle for the linear multigrid method, in the follow-
ing subsection, multigrid cycle strategies, including the V-cycle, are described in more
detail.
2.4.2.1 Multigrid Cycle Strategies
Algorithm 3 in the previous section illustrates a standard V-cycle strategy, which consists
of only one coarse grid correction within each level of the multigrid cycle. In this section,
some other multigrid cycle strategies are described. A complete multigrid cycle starts
from applying the pre-smoother on the finest grid, and ends with the post-smoother on the
finest grid.
Grid level 1
Grid level 2
Grid level 3
Grid level 4
One V-cycle One W-cycle
Figure 2.8: Sketch shows a standard V-cycle and a W-cycle in a four-grid multigrid
method. Within the cycles, • shows where smoother is used; ◦ denotes the “exact” coarse
grid solver; \ denotes the fine-to-coarse restriction and / denotes the coarse-to-fine inter-
polation.
In the left half of Figure 2.8, one V-cycle is illustrated for a four-grid multigrid method.
Note that between two smoothers on each grid, only one coarse grid correction is used.
An alternative is the so-called W-cycle, which is shown in the right half of Figure 2.8.
The same operations and notations (i.e. •, ◦ \ and /) are used as in the V-cycle case. The
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idea of the W-cycle is that after the pre-smoother is applied, at each level other than the
finest, two coarse grid corrections are then applied consecutively. The W-cycle that is
shown in Figure 2.8 is also termed W2, which indicates that one additional coarse grid
correction is needed after each new interpolation. Note W1 is the original V-cycle, and
W3 runs two additional coarse grid corrections after each new interpolation, etc.
The improvement of the W-cycle is the increased number of coarse grid solvers ap-
plied in one cycle, along with an increased number of pre- and post-smoothers at each
grid level. In many cases this can cause the iteration to converge faster. On the other
hand, the trade-off of the W-cycle is the extra cost per cycle. The use of the W-cycle can
be found in [153], for example.
Another multigrid cycle strategy is called Full Multigrid (FMG), which is shown in
Figure 2.9. Unlike the V- and W-cycles, FMG starts on the coarsest grid,
This computation begins with a coarse grid solver, followed by interpolation of the
solution to the next finer level. Then a single V-cycle (or W-cycle) is carried out at each
level, followed by another interpolation of the solution to the next level. Finally, a stan-
dard cycle is repeated. These new interpolations at the end of each stage in the FMG
require extra attention and are marked as // in Figure 2.9. In contrast to the interpola-
tion that is used in standard cycles of the linear multigrid method, the FMG interpolation
transfers approximations of the solution u from Ω2h to Ωh, instead of error e. It is worth
noting that the FMG is not a complete cycle, thus it may only be used once at the begin-
ning of the computation for solving an elliptic problem (or at the beginning of each time
step for a time-dependent parabolic problem). An application that combines the FMG and
the W-cycle can be found in [53].
Apart from those multigrid cycle strategies described above, it is worth noting there
are other cycle strategies too. For example, the F-cycle starts on the finest grid but per-
forms a similar pattern as the FMG cycle after the first coarse grid solver. Unlike the FMG,
the F-cycle performs complete cycles. The description of this can be found in [216], how-
ever no further discussions are made here.
It is noteworthy that when parallel computing is used (discussed in Section 2.5), the
communication on the coarsest grid may prevent the parallel algorithm from executing
with good parallel efficiency. In such cases, multiple visits to the coarsest grid in one cycle
(e.g. W-cycle and FMG) may not be necessarily the best option in terms of efficiency.
This is one of the main reasons that only the V-cycle is used in this thesis (the multigrid
algorithm in parallel is discussed further in Section 2.5.5, where this issue is discussed in
detail).
In the following sections, nonlinear PDEs are considered, initially by combining New-
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Grid level 1
Grid level 2
Grid level 3
Grid level 4
Full multigrid
Normal 
V-cycle
Figure 2.9: Sketch shows the full multigrid (FMG) cycle strategy, where computation
starts on the coarsest grid, and after each new interpolation, a coarse grid solver is re-
quired. Upon reaching the finest grid, V-cycle (or W-cycle if is needed) can be carried
out normally with an improved initial guess. Note • denotes where smoother is used; ◦
denotes the “exact” coarse grid solver; \ denotes the fine-to-coarse restriction; / denotes
the coarse-to-fine interpolation and // denotes the FMG interpolation which interpolates
the approximate solution u from a coarse grid to a fine grid.
ton’s method with linear multigrid, and then by introducing a nonlinear multigrid scheme.
2.4.3 Newton Multigrid
Newton’s method is a well known technique for solving nonlinear algebraic equations and
systems. It is introduced in Section 2.3.2. The use of Newton’s method provides a global
linearization of a nonlinear system. The resulting linear system for the correction term
δu, as demonstrated in Equation (2.40), needs to be solved by some linear solver. In the
previous section, the described linear multigrid is applied to the solution of discretizations
of linear PDEs, providing a suitable smoother and coarse grid correction are used. In
this section, we generalise the linear multigrid approach based upon the combination of
Newton’s method and the linear multigrid method.
Consider a simple nonlinear boundary value problem consisting of a single nonlinear
PDE. When discretized, the equation can be written as
F (u) = 0, (2.47)
where F is a known nonlinear function, and u is the true solution of this discretized
nonlinear problem. An approximate solution v of the true solution u can be obtained by
following an iterative step, and this is shown in Equation (2.38). From Equations (2.38) to
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(2.40), the linear system which needs to be solved is derived. This linear system is given
as
Jδv=−F (v), (2.48)
where J is the Jacobian matrix and is defined in Equation (2.41), and δv is the correction
term in Newton’s method.
Given an initial guess v0, the Jacobian matrix J0 can be formed and the RHS values
−F (v0) can also be calculated. Since δv is the correction term, the initial guess δv0= 0 is
commonly used in Newton’s method. Applying the linear multigrid to this linear problem,
δv0 can be obtained with the optimal amount of computations. Then the solution, v, to the
original nonlinear problem can be updated as v1 = v0+ δv0. If the approximate solution
v1 is not satisfactory, then the Jacobi matrix J0 is updated to J1 using the solution v1, and
the linear problem J1δv1 =−F (v1) is solved, again by the linear multigrid method. This
process repeats until an acceptable solution vl is obtained after l iterations. The above
description briefly summarises the Newton multigrid method without repeating the linear
multigrid method which is already explained in the previous section. Algorithm 4 uses
the linear multigrid function which is defined in Algorithm 3 to illustrate the Newton
multigrid method.
It is worth noting that there are several changes required in order to carry out Algo-
rithm 4 efficiently in practice. One of them is associated with forming the Jacobian of
the coarse grid approximations (i.e. A2h in step 4 from Algorithm 3). It is very compu-
tationally expensive to directly approximate the Jacobian on coarser grids, so typically
A2h = I2hh A
hIh2h is used in the Newton multigrid version of Algorithm 3.
For time-dependent nonlinear problems, if an implicit temporal discretization scheme
is required, then the Newton multigrid function that is presented in Algorithm 4, may be
carried out for the discrete system at each implicit time step. For simplicity, after the first
time step, the most up-to-date solution v from the latest time step can be used as the initial
guess in the next time step.
In this thesis, the Newton multigrid method is not applied. The interested reader
is directed to [31, 216] for more information. An application of the Newton multigrid
method can be found in [28], where the authors compare the Newton multigrid with a
nonlinear multigrid method. They also discuss a number of practical aspects of its efficient
implementation and of convergence.
As an alternative for solving a nonlinear problem, the nonlinear multigrid method is
described in the following section.
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Algorithm 4 Newton multigrid method [216]
v0 is an initial guess for the discrete nonlinear equation F (v) = 0 on a given grid
Ω. Neighbouring grid points have h distance on the grid Ω. The superscript l is the
number of iterations. This NewtonMG function requires the linear multigrid function
V-cycleLMG which is presented in Algorithm 3
Function: u = NewtonMG(v0,F (v))
1. Initialisation
l = 1
vl = v0
while ul does not satisfy the stopping criterion do
2. Generate the Jacobian matrix Jl based upon the solution vl
3. Calculate the RHS vector F (vl)
4. Initialise the correction term δv for Newton’s method
δv= 0
while δu does not provide a good enough correction do
5. Perform a linear multigrid solver
δv= V-cycleLMG(h,δv,−F (vl),Jl)
end while
6. Perform the correction of Newton’s method
vl+1 = vl+δv
7. Increases the number of iterations
l += 1
end while
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2.4.4 Nonlinear Multigrid
Having described the use of a linear multigrid method in combination with Newton’s
method, in this section, a nonlinear multigrid method, known as the Full Approximation
Scheme (FAS), is introduced. This scheme is the main focus of this thesis, and is designed
to treat the nonlinearity directly, based upon a nonlinear smoother followed by a modified
coarse grid correction.
The major distinction between linear and nonlinear multigrid methods is that the rela-
tion between error and residual (shown in Equation (2.45)) does not hold in the nonlinear
case, and therefore no error equation (i.e. AE = r) can be formed. Instead of the coarse
grid correction being based upon solving for the error approximation e, the FAS uses a
coarse grid correction that is based upon solving for the solution itself on the coarsest
grid. To achieve this, the FAS restricts both the residual r and the approximate solution
v to the coarser grids. Thus the original nonlinear problem is approximated directly on
these coarser grids, however with a modified Right-Hand Side (RHS).
In order to describe a two-grid nonlinear multigrid method clearly, a single PDEwhich
is a nonlinear boundary value problem is considered here. When discretized on the fine
grid, the equation can be written as in Equation (2.49). Note the superscript f denotes
these values on the fine grid, and later on the superscript c denotes values on the coarse
grid. This notation is used throughout this section. The discrete nonlinear system is
A f (u f ) = f f , (2.49)
where A f , instead of being a single matrix as in the linear case, is a vector-valued nonlin-
ear function that takes u f as input, where u f is the true solution for the nonlinear problem
on the fine grid, and f f is a vector of the RHS values for the fine grid problem. Equation
(2.49) has a following equivalent form:
F
f (u f ) = 0, where F f (u f ) = A f (u f )− f f . (2.50)
A nonlinear pre-smoother is required in the nonlinear multigrid method: firstly to obtain
an approximate solution v f of the true solution u f ; secondly to be able to remove the high-
frequency error components in a small number of sweeps (in other words, it should have
the “smoothing property”). The point-wise nonlinear Jacobi iteration which is presented
in Equation (2.34) can be used. Applying this iterative method to the equation on the fine
grid, an approximate v f can be obtained.
In this nonlinear case, the residual on the fine grid r f can be calculated in a similar
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manner to the linear case (and also can be calculated at any given time). The following
equation demonstrates this process:
r f =−F f (v f ) = f f −A f (v f ). (2.51)
Next, as mentioned previously, the FAS restricts both residual r f and the approximate
solution v f to the coarse grid by applying a restriction operator Icf . Since only the FDM is
used in this thesis, the approach shown in Equation (2.13) can be used for restricting both
the fine grid residual and the fine grid solution. If, for instance, the FEM which is briefly
discussed in Section 2.1.1 is used, then two different restriction operators are required.
This is because for restricting the solution to the coarse grid, it is the integrals of those
fine grid elements that need to be considered, instead of the values on grid points. No
further discussion is made on the multigrid with the FEM, more detailed descriptions can
be found in [31, 216].
A restricted residual rc and a restricted solution wc are obtained on the coarse grid
through the use of the restriction operator Icf
rc = Icf r
f ,
wc = Icf v
f .
(2.52)
Having the restricted solution wc, the original nonlinear problem from the fine grid is
now solved on the coarse grid, however, with a modified RHS. The following equation
demonstrates the coarse grid problem with such a modified RHS:
Ac(vc) = f c+[rc− ( f c−Ac(wc)]
= rc+Ac(wc),
(2.53)
where Ac is a vector-valued nonlinear function from the discretization on the coarse grid
with the same boundary conditions as on the fine grid. Note the approximate solution vc
on the coarse grid can be solved with a RHS that involves only the known restricted values
rc and wc. The coarse grid solver may use the nonlinear Jacobi iteration presented in
Equation (2.34), for example, however many sweeps may be needed to obtain a converged
solution. Upon obtaining the solution vc on the coarse grid, an error approximation ec can
then be calculated on the coarse grid as
ec = vc−wc. (2.54)
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The same interpolation operator from Equation (2.12) can be applied on ec to obtain e f
on the fine grid. This allows the correction process to be carried out in the same manner
as the linear multigrid method, shown as the following:
v f better approximation = v f + e f . (2.55)
This is followed by a few sweeps from a post-smoother (i.e. the nonlinear Jacobi or Gauss-
Seidel iteration) to remove possible high frequency error components that are potentially
introduced during the correction process. The above description summarises one cycle of
the two-grid nonlinear multigrid method, and can be repeated if a user-specified stopping
criterion is not satisfied.
For the same reason as the linear multigrid method that is described before, the non-
linear multigrid method normally operates on multiple grids. This requires a recursive
algorithm, and in Algorithm 5, a standard V-cycle nonlinear FAS multigrid method is
illustrated, where the notation is the same as in the linear case.
Algorithm 5 illustrates one V-cycle of the nonlinear FAS multigrid method, however,
multiple cycles can be performed if a user-specified stopping criterion is not satisfied.
Considerations associated with the choice of stopping criteria are discussed later in this
thesis.
Although a nonlinear boundary value problem is used as an example here, the non-
linear multigrid method can be extended to time-dependent problems (e.g. nonlinear
parabolic PDEs). This is done by applying the nonlinear multigrid method to the fully-
discrete system that arises at each time step from using an implicit temporal discretization.
There is an alternative nonlinear multigrid method, according to Hackbusch [102]
which is different from the nonlinear FAS multigrid. The main difference is that for the
nonlinear FAS multigrid, the initial approximation on the coarse grid w2h comes from re-
stricting vh on the fine grid (as illustrated in Algorithm 5). However, Hackbusch’s method
uses values from the FMG process as the first approximation on the coarse grid, since
this approximation is a solution of the nonlinear coarse grid equation. In addition, Hack-
busch’s method includes two scaling factors c and 1− c, in the restriction of the residual
and the interpolation of the correction respectively. Therefore, the residual from the fine
grid and the correction from the coarse grid do not take the full weight. This is used
to ensure the solvability of the coarse grid equation [216]. Details of the Hackbusch’s
nonlinear multigrid method and the choices of the scaling factors can be found in [102].
This thesis is primarily concerned with the development and application of multigrid
methods for the solution of nonlinear parabolic systems of PDEs. Each of these models
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Algorithm 5 V-cycle nonlinear FAS multigrid method for a single nonlinear PDE [216]
p1 and p2 are the number of sweeps performed by pre- and post-smoothers respectively;
and superscript h is the distance between two adjacent points on a given grid Ωh.
Function: vh = V-cycleFASMG(h,vh, f h,Ah(vh))
1. Apply p1 iterations of the pre-smoother on A
h(vh) = f h
vh = PRE-SMOOTH(p1,v
h,Ah(vh), f h)
2. Compute the residual rh
rh = f h−Ah(vh)
3. Restrict the residual rh from Ωh to Ω2h to obtain r
2h
r2h = I2hh r
h
4. Restrict the fine grid approximate solution vh from Ωh to Ω2h to obtain w
2h
w2h = I2hh v
h
5. Compute the modified RHS
f 2h = r2h+A2h(w2h)
6. if Ω2h = coarsest grid then
Perform an “exact” coarse grid solver on A2h(v2h) = f 2h
else
v2h = V-cycleFASMG(2h,w2h, f 2h,A2h(v2h))
end if
7. Compute the error approximation e2h on Ω2h
e2h = v2h−w2h
8. Interpolate the error approximation e2h from Ω2h to Ωh to obtain e
h
eh = Ih2he
2h
9. Perform correction
vh = vh+ eh
10. Apply p2 iterations of the post-smoother on A
h(vh) = f h
vh = POST-SMOOTH(p2,v
h,Ah(vh), f h)
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consists of multiple coupled equations, and some variables appear in several equations.
The nonlinear multigrid method with the FAS, which is described earlier in this section
for a single PDE can still be applied to these complex systems. Almost all operators from
the nonlinear FAS multigrid method for singe equation, like restriction, interpolation and
coarse grid correction have to be extended to work on all variables in such a system,
however the fundamental principles are not changed. The main difference comes from the
nonlinear smoother and the extra complexity of the coarse grid solver. For the nonlinear
system of PDEs, the nonlinear block Jacobi iteration which is presented in Equation (2.36)
and discussed in Section 2.3.2 can be used as the smoother, and also as the coarse grid
solver. Note this method updates all variables simultaneously on a grid point. In this
case, the coarse grid solver performs the same iteration with a “block” structure, and
often with many more sweeps in order to obtain an “exact” solution on the coarsest grid.
Similar methods that can be used as replacements are, for example, the block nonlinear
Gauss-Seidel iteration and the Gauss-Picard method, whose descriptions can be found
in [61, 216].
So far the spatial adaptivity has not yet been considered in the described multigrid
methods and the resulting adaptive grids (see for example Figure 2.3). In the following
section, an adaptive multigrid method that is based upon the nonlinear FAS multigrid
method is introduced.
2.4.5 Adaptive Multigrid
The spatial adaptivity that is described in Section 2.2.1, and the resulting adaptive grids
(see for example Figure 2.3) plays a major role in terms of improving the computational
efficiency. Therefore a mechanism for applying multigrid methods in combination with
grid adaptivity is needed. In this section, the Multi-Level Adaptive Technique (MLAT)
from Brandt [29] is described in detail since this is used throughout this thesis. TheMLAT
is applied as part of a nonlinear multigrid scheme with the FAS, which is discussed in
Section 2.4.4. The major differences that are introduced by the inclusion of adaptivity are
handled by the MLAT, through the use of temporary Dirichlet boundary points.
In order to demonstrate the MLAT clearly 1-D cell-centred Cartesian grids are used, as
illustrated in Figure 2.10 where a three-level hierarchy of grids is shown as an example.
On these grids, a nonlinear problem A(u) = f is considered, and v is the approximate
solution of u. Grid level 3 in Figure 2.10 is the finest grid, and only covers a part of
the whole domain. By setting the two end-points of this grid to be temporary Dirichlet
boundary points (i.e. fix their own values), the nonlinear Jacobi iteration (or the nonlinear
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Grid level 3
Grid level 2
Grid level 1
Left temporary Dirichlet
       boundary point
Right temporary Dirichlet 
        boundary point
Left ghost point representing 
the boundary point
Right ghost point representing 
the boundary point
Figure 2.10: Sketch shows a three-level hierarchy of 1-D adaptive cell-centred grids, the
MLAT with nonlinear multigrid method can be applied to these grids. For these grids that
only cover some regions of the domain, temporary boundary points are illustrated.
block Jacobi iteration if there is a system of PDEs) can be applied to the interior of grid
level 3 as usual. It is worth noting that due to the use of cell-centred grid points, the
two end-points are positioned outside the temporary boundary. We refer these points as
ghost points in Section 2.1.1.2. Upon having an approximate solution vL=3, the residual
on internal points of grid level 3 can be calculated. The approximate solution and the
residual are then restricted via the same restriction operator that is used in the nonlinear
FAS multigrid. However, the restricted solution and residual occur in the region that
belongs to both grid levels 3 and 2 (i.e. ΩL=3 ∩ΩL=2). For those regions that only
belong to grid level 2 but not grid level 3, two conditions may occur. Firstly, if it is the
first V-cycle, then the initial guess is considered as the coarser grid solution vL=2 on
grid level 2. For time-dependent problems, this happens to the first V-cycle at every time
step. Secondly, on the subsequent V-cycles, vL=2 takes the most up-to-date values as the
solution on grid level 2. The next step in the nonlinear FAS multigrid is to compute the
modified RHS, and this can be done on the intersection region, by using the restricted
solution and residual. For those regions that have no restricted values, the original RHS
fL=2 on grid level 2 is used.
Although the example from Figure 2.10 is using 1-D cell-centred grids, to extend this
to higher dimensions is straightforward.
The above process repeats from grid level 2 to grid level 1. It is assumed that the
coarsest grid will always cover the whole domain. So there is no need for temporary
Dirichlet boundary points on grid level 1, instead, the original boundary points are used.
The coarse grid solver can then be applied as usual. The nonlinear Jacobi iteration from
Equation (2.34) can be used (or the nonlinear block Jacobi iteration from Equation (2.36)
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if there is a system of PDEs). Many sweeps may be needed to obtain a converged solution
on the coarsest grid.
Upon obtaining the “exact” solution on grid level 1, the error approximation eL=1
is calculated, but only on regions which are shared with grid level 2. Then the error
approximation is interpolated to grid level 2 via the same interpolation operator which
is used in the nonlinear FAS multigrid. This is followed by the usual correction process
and a few sweeps of a post-smoother. For the remaining regions on grid level 1, the
original solution is replaced by the “exact” coarse grid solution. This process ends when
the post-smoother on the finest grid (grid level 3) is carried out. The above description
summarises a three-grid V-cycle of nonlinear multigrid method with the combination of
FAS and MLAT. In Algorithm 6, a recursive approach for a more general V-cycle adaptive
multigrid is illustrated.
Algorithm 6 only considers the algebraic system arising from the discretizations of a
single nonlinear PDE. We have discussed a nonlinear FAS multigrid which deals with a
system of nonlinear PDEs in the previous section. The adaptive multigrid with MLAT that
is presented Algorithm 6 can be extended to solve a system of PDEs in a similar manner.
Details about the software implementation of the adaptive multigrid method with FAS
and MLAT are discussed in the next chapter.
Apart from the MLAT, there is another common scheme for handling load adaptiv-
ity that is also based upon the nonlinear FAS multigrid method. This is called the Fast
Adaptive Composite Grid (FAC) method. The FAC method uses a so-called conserva-
tive discretization at the interface. During the computation, conservation interpolation
is applied, so that finer grids which cover sub-regions of the domain may have correct
temporary boundary values around them. Thus their interior can be updated by nonlin-
ear iterative methods. The use of the FAC methods is generally associated with the FVM.
The interested reader is directed to [164,202] for more information about the FACmethod.
Other methods for the adaptive multigrid also exist, for example, applications which are
associated with the FEM can be found in [21, 122].
Having described multigrid methods, in the next section, parallel computing is intro-
duced which, from a computational point of view, can greatly improve the efficiency.
2.5 Parallel Computing
Having described techniques that aim to gain efficiency based upon advanced mathemati-
cal algorithms such as adaptivity and multigrid to solve PDEs, here a further improvement
is discussed from a computational point of view. Large numerical simulations of scien-
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Algorithm 6 V-cycle MLAT nonlinear FAS multigrid method [216]
p1 and p2 are the number of sweeps performed by pre- and post-smoothers respectively;
and superscript h is the distance between two adjacent points on a given grid Ωh.
Function: vh = V-cycleMLATMG(h,vh,v2h, f h, f 2h,Ah(vh),A2h(v2h))
1. Apply p1 iterations of the pre-smoother on A
h(vh) = f h
vh = PRE-SMOOTH(p1,v
h,Ah(vh), f h)
2. Compute the residual rh on Ωh
rh = f h−Ah(vh)
3. Restrict the residual rh from Ωh to Ω2h∩Ωh to obtain r2h
r2h = I2hh r
h
4. Restrict the fine grid approximate solution vh from Ωh to Ω2h to obtain w
2h
w2h =
{
I2hh v
h on Ω2h∩Ωh
v2h on the remaining part of Ω2h
5. Compute the modified RHS
f 2h =
{
r2h+A2h(w2h) on Ω2h∩Ωh
f 2h on the remaining part of Ω2h
6. if Ω2h = coarsest grid then
Perform an “exact” coarse grid solve on A2h(v2h) = f 2h
else
v2h = V-cycleMLATMG(2h,w2h,v4h, f 2h, f 4h,A2h(v2h),A4h(v4h))
end if
7. Compute the error approximation e2h on Ω2h∩Ωh
e2h = v2h−w2h
8. Update solution on the remaining part of Ω2h
v2h = v2h latest
9. Interpolate the error approximation e2h from Ω2h to Ωh to obtain e
h
eh = Ih2he
2h
10. Perform correction
vh = vh+ eh
11. Apply p2 times of post-smoother on A
h(vh) = f h
vh = POST-SMOOTH(p2,v
h,Ah(vh), f h)
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tific and engineering problems generally demand very substantial computational power.
A finite difference or finite element mesh may contain hundreds of millions of points to
satisfy the needs of accuracy and reliability [80, 91, 226]. This presents significant com-
putational challenges both in terms of the memory required to work with such a large
mesh and the execution times needed to obtain the solution of the corresponding discrete
systems of equations.
The idea of parallel computing comes from natural logic: if a job is too big for one
person (or one computer) to handle, we should, if we can, split it up. In the case of a
computer, the split needs to take place across multiple Central Processing Units (CPUs),
also referred to as processors. In more modern parallel architectures the split can also
take place across the cores on each CPU. Today’s computers have multiple cores, and
frequently multiple CPUs or nodes [98], a node consists of multiple cores which are
combined together. For example, a description of “two quad cores machine” means it
has two nodes, each with four cores and so in total there are eight cores. According to
the January 2014 TOP500 [209], the largest supercomputer at that time was the Tianhe-2,
with over 3 million cores.
In addition to computational cores, parallel computers also need to address another
component: that is memory. Generally speaking, memory is a physical device used to
store running programs and their associated data until these programs terminate, where it
will be made available for new programs. It is mentioned previously in Section 2.1.1, that
in order to discretize PDEs (e.g. using the FEM), mesh information and coefficients of
the discrete equations need to be stored. Such data needs to stay in the memory as long
as the program is running, and can consume a very large amount of memory depending
upon the mesh size.
In the following section, parallel architectures and assessments of parallel perfor-
mance are introduced.
2.5.1 Introduction to Parallel Computing
Having introduced the concepts of CPUs, cores and memory, in the next section, three
traditional parallel architectures are described. Then several general measures of parallel
performance are introduced, which include speed-ups from different points of views and
efficiency. In Section 2.5.1.3, parallel architectures that consist of Graphics Processing
Units (GPUs) are briefly explained.
Chapter 2 71 2.5
2.5.1.1 Traditional Parallel Architectures
The combinations and organizations of cores and memory lead to different parallel archi-
tectures. The common personal computers use shared memory, which means all cores
on this computer gain direct access to the entire memory address space, regardless of the
number of cores. Another architecture type is distributed memory, where different subsets
of the cores each have their own memory. If data is required that is not stored locally to
a core then exchange is needed, so cores have to communicate: this is done by sending
controlled signals through a physical communication band that connects these cores. Ul-
timately, a hybrid that combines these two is commonly used in most supercomputers.
That is, each node consists of multiple cores that share a common section of memory,
however every node is linked to the other nodes and their sections of memory to form
a large distributed system. Examples can be found in [26, 70]. Figure 2.11 shows the
difference between shared and distributed memory architecture, as well as the hybrid of
the two.
(a) (b)
(c)
memory
core 1 core 2 core 3 core 4
memory memory
memory memory
processor 1 processor 2
processor 3 processor 4
memory memory
memory memory
core 1 core 2 core 3 core 4 core 5 core 6 core 7 core 8
core 9 core 10 core 11 core 12 core 13 core 14 core 15 core 16
processor 1 processor 2
processor 3 processor 4
Figure 2.11: Sketch of (a) a four-core shared memory architecture; (b) a completely dis-
tributed memory architecture; and (c) the hybrid architecture.
Another classification of the parallel architectures is known as Flynn’s taxonomy,
which was proposed by Flynn in [74], based upon single or multiple instruction and
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data streams. A stream of instructions is generated by the program execution, and the
instructions operate upon the data. All three parallel architectures in Figure 2.11 be-
longs to the class of multiple instruction stream-multiple data stream (MIMD). They all
consist of multiple interconnected processors and these processors simultaneously and
independently execute different instructions on different data. In Section 2.5.1.3, a single
instruction stream-multiple data stream (SIMD) is described, although its application is
not considered in this thesis. Detail of the Flynn’s taxonomy can also be found in [75].
In the following section, common measures of parallel performance are described.
2.5.1.2 Measures of Parallel Performance
Distributed memory architectures permit memory scalability in a natural manner as larger
and larger jobs are solved on increasing numbers of cores. A further goal of parallel com-
puting is the scalability of the execution time as the core count and/or the problem size is
increased. For example, in an ideal world, when p cores are used to solve a computational
job the execution time should reduce to a fraction 1/p of the execution time on a single
core. This leads us to define the concept of speed-up [178,186]
S(p) =
Execution time of a job using single core
Execution time using a multicore system with p cores
. (2.56)
In the ideal situation described above, S(p) = p. In practice this perfect speed-up can be
difficult to achieve since there are overheads associated with parallel execution on p cores
(e.g. synchronization points; unequal work per core, etc.).
Even more importantly however, speed-up will be less than p whenever there is a
section of the code that cannot be executed in parallel. Figure 2.12 illustrates how a
problem which consists of both serial and parallelizable sections has limitations on the
possible speed-up from using parallel computing. It suggests that the more serial sections
there are, the less efficiency can be gained through using parallel computing. This may
be quantified by Amdahl’s law [9], which notes that:
S(p) =
ts
f ts+(1− f )ts/p =
p
1+(p−1) f , (2.57)
where f is the fraction of the computation that must be done sequentially, p is the number
of cores, ts is the total time required if the problem is solved by single core machine, and
parallel execution time, tp, is rewritten as f ts+(1− f )ts/p. Amdahl’s law assumes ts to
be constant. The speed-up factor S from Amdahl’s law tends to p as f → 0 and tends to
1 as f → 1. Thus, to obtain good parallel speed-ups the sequential fraction, f , has to be
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Parallel with
multiple processors
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p processors
t s
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serial section Parallelizable section
(1-f)t  /ps
Figure 2.12: Diagram that shows how a problem with serial part at beginning gains effi-
ciency by using parallel (Section 1.2, [222]).
very small.
From a different point of view, one may be interested in how much larger problems
can be solved within a fixed time period by applying more cores. This information is
provided by Gustafson’s law [101]. Assumptions made by Gustafson that the parallel
execution time, tp, and serial section execution time, f ts, are constant. Therefore, sequen-
tial execution time, ts, is separated into f ts+(1− f )ts; it is further assumed tp = 1 for
simplicity. Hence the Gustafson’s law is given by
S(p) =
f ts+(1− f )ts
f ts+(1− f )ts/p = p+(1− p) f ts. (2.58)
Another assessment for parallel performance is efficiency, which indicates the average
usage from all the cores [186, 222]. The efficiency, E, which is given as a percentage, is
defined as
E =
ts
tp× p ×100%. (2.59)
In practice, even when there is good speed-up with a low number of cores, most problems
hit a threshold where having more cores only has a negative impact on efficiency. This
generally means the problem is split into too small fractions, and that the time needed
for computations on each fraction becomes dominated by the communications between
them. Details about parallel communication are in Section 2.5.2. In the following sec-
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tion, another parallel architecture which is built on graphics processing units is briefly
explained.
2.5.1.3 Many-Core Parallel Architectures
Graphics Processing Units (GPUs) are an well-known example of the many-core archi-
tectures, or the so-called “accelerator” (e.g. Intel MIC, etc.). The GPUs were originally
designed for image rendering on graphic cards. Comparing to CPUs, GPUs have rela-
tively greater numbers of cores, however these cores are individually smaller. According
to the January 2014 TOP500 [209], Titan was the “largest” supercomputer at that time
(as measured by the number of Floating Point Operation Per Second (FLOPS) achieved
on certain dense matrix benchmark problems) containing 18,688 GPUs in its architecture
with 27 petaFLOPS. As mentioned in Section 2.5.1.1, Flynn’s taxonomy classifies the
architecture within each GPU as single instruction stream-multiple data stream (SIMD),
which means multiple cores in one GPU simultaneously execute a single instruction on
different data. To program more general applications on the GPUs, a technique that is
called GPGPU can be used, which is short for general-purpose programming using a
graphics processing unit [134]. An example can be found in [177].
Due to the fact that each GPU processor has relatively greater number of cores, GPU
cores compute relatively faster [146], provided they have access to the necessary data.
The parallel architectures that are built using GPUs tend to have more processing units,
and have very large theoretical computational power. For certain tasks they can therefore
allow excellent performance [134].
On the other hand, a major disadvantage of using GPUs comes from the limited mem-
ory space, and the large amount of time it takes to move data between the CPU and the
GPU cache. Furthermore, because of the larger number of cores on one GPU processor,
memory space per core is even smaller. Similarly, there are circumstances, such as using
the FEM with a very fine resolution of mesh, where the amount of data to be moved to
the GPU can be a major bottleneck. There are also circumstances that applications cannot
be highly parallelized, because of inevitable serial sections, synchronization, sequential
order on execution etc. These situations happen in the multigrid methods which are the
main focus of this thesis (see Section 2.4). Instead of using GPUs for the multigrid meth-
ods, they can be better handled by the CPUs. In addition, as described in Section 2.3,
discretization schemes and solution methods that are used in this thesis are usually con-
sidering sparse matrices, which the GPUs do not work on well. In general, it is known
that the SIMD model is much more restrictive than the MIMD model (model with the
use of CPUs), so fewer problems are really well suited. Due to the disadvantages that are
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stated above, the many-core architectures and the use of GPUs are not considered in this
thesis.
However, a possible alternative to the CPU architecture is the hybrid architecture
which combines CPUs and GPUs together. This hybrid architecture executes the appro-
priate parts on the CPUs and runs numerically intensive and highly parallelizable parts on
the GPUs. Programming languages such as CUDA and OpenCL are designed to achieve
this hybrid implementation, applications can be found in [131, 230]. Some performance
analyses between CPUs and GPUs can be found in [146,149, 203].
In the following section, parallel communication is introduced.
2.5.2 Parallel Communication
The programming and architectural paradigm used throughout this thesis is based upon
distributed memory and message passing, which means passing and exchanging informa-
tion between cores. This is done here using a software library called Message Passing In-
terface (MPI). MPI was proposed and designed by a group of researchers from academia
and industry, [166] is its official website. The main purpose of MPI was to create a
portable and standard library for message passing: nowadays MPI and its interface are
widely acknowledged as a de facto standard and commonly used. However, MPI only
defines detailed function definitions and operation principles, not their actual implemen-
tations in software. Therefore, in order to program using MPI, a specific software library
that defines the implementations of MPI protocols is required. Many such libraries exist
and some of them are free to the public. For example, Open MPI and MPICH, are both
widely accepted and applied to various parallel computers. The results of using these
software libraries are a sequence of MPI processes. These processes can be carried out by
any number of computer processors. For simplicity, here it is assumed one MPI process
is allocated to one computer core.
Here a pair of basic MPI functions are demonstrated as an example to illustrate how
MPI works. They are MPI Send and MPI Recv [98]. The former tells the process exe-
cuting it to send a message that contains either one item or an array of data, to a specific
destination process; the latter pauses the executing process and waits for desired data
to be received. This type of communication is called blocking. There are other types
of communications, for example, nonblocking routines proceed without confirming the
completion of message exchange. Only the blocking routines are used in this thesis. The
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syntax used to define MPI Send and MPI Recv is as follows:
MPI Send(address, count, data type, destination, tag, comm) ,
MPI Recv(address, count, data type, source, tag, comm, status) ,
where
• (address, count, data type) specifies the data and its size and type;
• destination specifies the process (within the given communicator) where data is sent
to;
• source specifies the process (within the given communicator) where data is expected
to come from;
• tag specifies the ID of message, which enables multiple data to be sent separately;
• comm specifies the communicator (essentially a pre-defined set of processes) to be
used for this transmission;
• status provides information about the received message.
There are many other global operations defined by MPI to allow programming parallel
code. For example, MPI Bcast broadcasts a message from a root process to others in the
communicator, and MPI Reduce gathers values from all processes in a communicator and
reduce to a single value (e.g. performing maximize) and return to a root process.
So far MPI and communications between processes have been described, however
there are other forms of parallel computing that exist without message passing. One of the
most common examples comes from shared memory concurrent programming via thread-
ing [79]. A thread is a sequence of instructions which cores can operate on [206]. Across
multiple cores, it is possible to distribute multiple threads to achieve parallel computing.
This is called multithreading. One of the distinct differences between multithreading and
message passing is that within multithreading, no messages are passed between threads.
It is assumed that each thread, and therefore every core, has access to the entire memory
address space (i.e. parallel architecture with shared memory, see Figure 2.11(a)).
It is very inconvenient for programmers to deal with each thread and its low level
interaction with computer hardware. Thus like the MPI for message passing, software
libraries are generally used. For multithreading, the most widely used libraries are called
Open Multi-Processing (OpenMP) and Pthreads. The use of these software libraries will
break sections of code which contain the additional multithreading commands into threads
for different cores to execute in parallel. Memory contention issues may arise if shared
variables are involved, or if data dependencies require a certain order of loop execution,
and these challenges to program using multithreading can add considerable complexity.
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Since the parallel executions discussed in this thesis are exclusively undertaken with
the MPI, no further details of OpenMP or Pthreads are provided here. The interested
reader is referred to [17, 46], for example. As a final note, in this subsection however,
architectures such as the hybrid shown in Figure 2.11(c) could be ideally suited for a
combination of shared and distributed memory libraries. For example, MPI and OpenMP
can be combined such that external communications between nodes is handled by MPI
software, and within each node, coding can make use of OpenMP with multiple threads.
An application of such a hybrid system can be found in [100], where a parallel multigrid
implementation is used to simulate alloy dendrite growth. In their parallel software, both
MPI and OpenMP are used, and tested on a 640-core computing cluster.
Having described parallel communication, in the next section, partitioning a discrete
PDE system across multiple processes is demonstrated, and the use of message passing
in the resulting parallel solver is described.
2.5.3 Mesh Partitioning in Parallel
As mentioned in Section 1.1, systems of PDEs are defined in closed regions. The use
of discretization schemes such as those described in Section 2.1 allows the solutions in
such regions to be approximated by a finite number of values. For each unknown value,
computations for which only local values are involved are carried out in order to obtain
the solution. For example, consider a cell-centred finite difference approximation to a sin-
gle PDE on a two-dimensional square region. The left diagram in Figure 2.13 illustrates
the four hundred unknown values within the computational domain on a 20×20 uniform
mesh. If MPI is to be used to parallelize this problem then a common way of partition-
ing the data across the processes is to use a geometric partition (and is often referred as
domain decomposition in the literature). This assigns ownership of the unknowns within
each sub-region of the full mesh to a unique process in the MPI communicator. Figure
2.13 illustrates a natural geometric partition into four sub-regions, corresponding to four
MPI processes, and partition edges and boundary are also identified. These sub-regions
are often referred as blocks, however, a sub-region of the domain may contain multiple
blocks.
The block partitioning approach used in Figure 2.13 can be further applied to larger
numbers of sub-regions (e.g. 16 blocks of size 5×5), leading to more blocks with smaller
size as the number of processes increases. This partition strategy eventually requires the
work of load balancing, which allocates an equal number of points (or blocks) to eachMPI
process in order to maximize parallel efficiency. Uniform meshes certainly are easier to
Chapter 2 78 2.5
Partition 
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Figure 2.13: Sketch shows a 2-D uniform mesh with four hundred internal grid points
split into four blocks, each with one hundred internal grid points.
achieve such a balance, however this is also required for non-uniform and unstructured
meshes. This general load-balancing problem may be expressed formally as a graph parti-
tioning problem which is believed to be NP-hard [62]. There are many software tools (e.g.
Jostle [219], METIS [129], SCOTCH [181] etc.) and heuristic algorithms (e.g. greedy,
recursive coordinate bisection, recursive spectral bisection etc. [135]) that have been pro-
posed over the years, aimed at finding “good” partitions (though, generally these are not
optimal).
Having partitioned the unknowns in the mesh across the MPI processes, the next step
is to compute the discrete solution in parallel. Here an iterative solution process in which
the update value at each grid point depends upon its four neighbours is considered (e.g.
the point-wise Jacobi iteration that is presented in Equation (2.22) with the use of the
five-point stencil from Equation (2.3)). Updates of interior points can be carried out easily,
however near partition edge points will require data from one or more neighbouring blocks
which are held by other processes. To fulfill this requirement, MPI is used to facilitate
message transmission between processes.
To acquire values from neighbouring processes, the concept of ghost cells which is
introduced in Figure 2.2 for representing boundary points on cell-centred grids can be
extended. In practice, the most common approach is to introduce an extra layer of guard
cells around each block of the partition. Figure 2.14 illustrates the use of one layer of
guard cells (marked as ◦) on one block of the partition from Figure 2.13.
In Figure 2.14, these guard cells at partition edges are used to store the values of grid
points from neighboring blocks; and curved lines are used to link these guard cells with
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Figure 2.14: Sketch shows the role of guard cells (marked as ◦) in a 2-D block partition;
guard cells which are used as boundary points and as duplication of grid points from
neighboring blocks are illustrated; for these guard cells that are near the partition edge,
curved lines are used to identify their corresponding grid points on neighboring blocks.
their corresponding internal grid points from neighboring blocks. At the actual boundary,
guard cells are used as the ghost cells for representing boundary points. For the standard
five-point stencil in 2-D, or equivalent seven-point stencil in 3-D, one layer of guard cells
is sufficient. Larger stencils may require additional layers of guard cells and/or additional
messages to be sent. In either case, this leads to communication of more data.
The idea of load balancing which is described earlier suggests the size of block should
be as small as possible, especially for non-uniform meshes, so it can be flexible to manage
an equal workload on each MPI process. However, the choices of block size and the size
of guard cells become a trade-off. If the block size is too small the number of guard cells
becomes overwhelming. For example, a 4× 4 block (where 4 is the number of internal
grid points in x and y directions) has more guard cells (i.e. 20) than internal points (i.e.
16). These guard cells do not contribute to the computation directly and require a large
amount of time to update. The choice of block size in applications of this thesis is further
discussed in Chapter 3.
In [200], Shin et al. described a parallel multigrid method that is used to solve the
Cahn-Hilliard equations with finite difference and stabilized splitting schemes. Only uni-
form grids were considered, and they applied the same idea of having a layer of guard
cells around mesh partitions to help the communication between processes. Likewise,
Guo et al. in their parallel multigrid solver [100], also make use of guard cells around
uniform mesh blocks to achieve data transmission. A different example can be found
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in [80], where Gaskell et al. partition a rectangular domain into a strip of equal-sized
rectangular sub-blocks and distributed each to one process.
The guard cell approach may also be applied to other than square (cubic) meshes.
For example, Heikes et al. [110] discuss a multigrid solver with meshes that consist of
hexagonal and triangular grids. Other examples of partitioning unstructured meshes can
also be found in [87, 220]. One describes a multilevel unstructured mesh and its parallel
optimization with three algorithms. Another partitions hierarchical hybrid grids with an
unstructured mesh generation package.
The above discussion refers to the partitioning of a single mesh (static mesh partition-
ing) however the problems studied in this thesis are time-dependent and the mesh will
be adapted dynamically to the moving features of the solution. In the following section,
combining spatial adaptivity on a structured mesh with parallel partitioning is described
and balancing the workload in parallel using dynamic load balancing is discussed.
2.5.4 Spatial Adaptivity in Parallel and Dynamic Load Balancing
In the previous section, partitioning the domain into a number of sub-regions is described.
Inside each sub-region, there may be one or many mesh blocks. The spatial adaptivity
which is previously discussed in Section 2.2.1, can be achieved in parallel by allowing
each MPI process to adapt those mesh blocks contained in its sub-regions of the domain.
Some problem-specific, user-defined, refinement criteria that are mentioned in Section
2.2.1 can be applied to the individual mesh blocks. Note that some communication may
be required when a block is refined or coarsened since this has an impact in neighbouring
blocks (which may not be owned by the same process).
When a block data structure is used then the natural way to achieve the spatial adap-
tivity is by refining the whole mesh block. In this case, mesh validity is preserved by
ensuring there is no more than one refinement level difference between adjacent blocks.
To determine whether a mesh block needs adapting, solutions on all the grid points in
that block are considered. The refinement criteria (based upon error estimation, the actual
values of certain variables and/or the magnitude of the gradient of variable values) need
only be satisfied for a single cell in the block, whereas the coarsening criteria must be
satisfied for every cell in the block. In either situation the block is marked for possible
refinement or coarsening. The marking procedures that are undertaken in this thesis are
described in the next chapter in detail.
After the marking procedures, mesh blocks may be refined and/or coarsened accord-
ingly. The refining and coarsening processes that are described previously in Sections
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2.2.1.1 and 2.2.1.2 can be performed on all grid points in a block, and correct guard cells
are assigned. An example is shown in Figure 2.15, when the refining process is applied
to the 10× 10 coarse block on the left, the resulting 20× 20 mesh is composed of four
10×10 fine blocks, as illustrated on the right. Furthermore, the coarsening process turns
the fine grid on the right to the coarse grid on the left by replacing all four 10×10 blocks
with a single 10×10 coarse block. This will only occur if all four fine blocks are marked
for possible coarsening. If the adaptivity is carried out dynamically during the simulation,
then interpolation and restriction operators are needed for transferring values between re-
finement levels. As for the example shown in Figure 2.15, operators from Equations
(2.12) and (2.13) can be used to transfer values of these cell-centred grid points.
reﬁne
coarsen
Figure 2.15: Sketch shows the refining process that transfers a 10× 10 block on the left
to four 10×10 blocks on the right, and the coarsening process turns all four blocks on the
right to the single 10×10 block on the left.
When the adaptive process is finished, the guard cells need to be updated. This is to
ensure the guard cells are containing the correct values from corresponding grid points.
The previous example in Figure 2.14 shows the update process in a uniform grid situation.
However, if two adjacent blocks have one level difference in refinement, some special
operators are required. In Chapter 3 Section 3.2.4, a specific procedure that deals these
situations is introduced, which is applied in this thesis.
An important additional challenge that occurs during the dynamic adaptive process
in parallel is balancing the workload. As mentioned previously, when solving parabolic
problems, the solution may evolve through time. When the adaptive process takes place,
there are MPI processes where a number of new mesh blocks are generated and possibly
other processes where blocks are removed. Consequently, after an adaptive step, even if
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each process had an equal number of blocks to begin with, they will not generally retain
the same number of blocks as each other. There is therefore a need to re-distribute some
of the blocks between processes. This procedure is termed dynamic load balancing.
Even when all MPI processes receive roughly same number of blocks, there may be
further challenges. For example, all blocks in one MPI process are preferred to be around
a same geometric location. In this way, it saves a large amount of time for synchronising
the layers of guard cells. In contrast, if one MPI process has its blocks all scattered over
the domain, then almost all the values of guard cells require communication with other
MPI processes. Hence dynamic load balancing seeks to improve the partition subject to
this low communication objective. Ideally this will be achieved with a minimal amount
of blocks being relocated as well. These constraints cannot all be satisfied but there are
some heuristics which aim to find good new partitions at low overhead (e.g. based upon
the use of space-filling curves or parallel version of METIS [197]).
In the following section, the parallelization of the multigrid algorithm is introduced.
2.5.5 Multigrid Algorithms in Parallel
Details about the multigrid algorithm and its variants are discussed in Section 2.4. These
multigrid methods are previously described from a purely numerical point of view. In this
section, these multigrid methods are also discussed from a parallel point of view.
The multigrid algorithm, as a whole, is not considered to be fully parallelizable in
terms of parallel computing. This is because computations on each grid have to be carried
out in a sequential order. In addition, the use of a hierarchy of grids imposes a different
degree of potential parallelism on each level of grid [216]. On the other hand, each of
the main components of the multigrid algorithm may be parallelized. Here, we consider
the parallelization of multigrid methods with the use of block mesh partitioning that is
previously explained in Section 2.5.3.
The main components of the multigrid algorithm can be divided into three categories.
The first category includes the solution methods. They are used as the pre-smoother, the
post-smoother and the coarse grid solver in the multigrid algorithm. Since only itera-
tive methods (e.g. the linear point-wise Jacobi, the nonlinear point-wise Jacobi and the
nonlinear block version of Jacobi for a system of PDEs, they are presented in Equations
(2.22), (2.34) and (2.36) respectively) are used in the multigrid algorithm in this thesis, we
are able to neglect other variants (e.g. Gaussian-Elimination with LU factorization as the
coarse grid solver). The iterative methods, combined with a discretization scheme that is a
local approximation (e.g. the FDM), update each grid point only based upon local values.
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The operations in this category require neighbour-to-neighbour MPI communications to
update the guard cells, typically, one update after each iteration for a Jacobi solver.
The second category includes a highly parallelizable component of the multigrid al-
gorithm. This component is the residual calculation. The calculation can be performed
independently on each block of grid points, providing both up-to-date values of the RHS
vectors f and left-hand side Au (or A(u) if the problem is nonlinear) are stored. Otherwise,
f and Au (or A(u)) need to be re-calculated, and this may require MPI communications if
guard cells are not up-to-date.
The third category includes grid transfer operators, they are the restriction and the
interpolation. These operators may require guard cells (e.g. the bilinear interpolation pre-
sented in Equation (2.12)). Thus neighbour-to-neighbour communications are required
prior to these operators. During the restriction and the interpolation, if the coarse block
and fine blocks are owned by the same process, then no further communication is required.
However, in general, communications to transfer blocks of data between processes are re-
quired. After values are interpolated via the interpolation operator, coarse grid correction
can be carried out within each individual block.
One issue which may arise using this block mesh partitioning is when the number of
MPI processes is greater than the number of partitions (e.g. mesh blocks) on the coarsest
grid. These extra MPI processes may share workload from the finer grids, but on the
coarsest grid, they become idle. This deteriorates the parallel efficiency, and is well known
as the bottleneck of the multigrid methods in parallel computing.
There are two possible solutions to this issue [216]. The first one is to avoid very
coarse grids. Shin et al. in [200] implemented this solution to their parallel multigrid
solver. An extra stopping criterion is added, so that when the criterion is satisfied on a
coarse grid, then no coarser grids are visited. The second solution is from [111], Hempel
and Schuller suggest these coarser grids which are not suitable for parallelization are
assigned to one or a few MPI processes. These finer grids are parallelized normally. This
is termed agglomeration.
Having described the parallelizations of the main components from the general multi-
grid algorithm, there are components which only belong to specific methods. They can be
parallelized as well. For the linear multigrid, the specific component is the initialization
of the error approximation e on the coarse grids, which is shown in Algorithm 3 at line 4.
This component is highly parallelizable and does not require MPI communications.
For Newton multigrid, the calculations for the Jacobian matrix and the RHS vector at
lines 2 and 3 in Algorithm 4 generally need values from the guard cells. Then the lin-
ear multigrid solver can be parallelized accordingly. As mentioned previously in Section
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2.4.3, the Jacobian matrices on coarser grids are computed by using the ones from finer
grids (e.g. A2h = I2hh A
hIh2h). However, this may be performed through the standard restric-
tion and interpolation operators. Other specific components in Algorithm 4 can be carried
out without the MPI communications. They include the initializations at lines 1 and 4, the
Newton’s method correction at line 6 and modifying the iteration number at line 7.
For the nonlinear FAS multigrid, calculation of the modified RHS may require values
from the guard cells. Thus MPI communications are needed for updating the guard cells.
On the other hand, calculation of the error approximation on the coarse grids can be done
without MPI communications. If it is a system of nonlinear PDEs, then calculations need
to be applied to all variables. Therefore, the amount of MPI communications grows ac-
cordingly. These two special components correspond to lines 5 and 7 in Algorithm 5. The
adaptive multigrid with the use of MLAT is based upon the nonlinear FAS multigrid. It
can be parallelized as a nonlinear FAS multigrid, providing mesh blocks and the tempo-
rary Dirichlet boundary points are handled correctly. In the following chapter, a software
tool that is used to implement some of the described scientific techniques is introduced.
Chapter 3
An Overview of the Software Tools
In the previous chapter, a number of scientific computing techniques of relevance to the
subsequent research in this thesis are described. In order to obtain implementations of a
number of these techniques, a software tool has been developed in the Scientific Com-
puting group at the University of Leeds, and is introduced in this chapter. It is called
Campfire, and is further dependent upon a software library for mesh generation and adap-
tivity, called PARAMESH [180]. In Section 3.1, brief overviews on the development of
PARAMESH and Campfire are introduced. PARAMESH is then described in more detail
in Section 3.2. Its adaptive mesh refinement and data structures are explained in Section
3.2.1 and Section 3.2.2 respectively. Grid transfer operators and dynamic load balanc-
ing in PARAMESH are discussed in Section 3.2.3. Then an important component in
PARAMESH, known as guard cells, and their update subroutines are described in Section
3.2.4. In Section 3.3, Campfire is described. A significant modification to PARAMESH
associated with the ordering and the parallel distribution of mesh blocks is explained in
Section 3.3.1. Then adaptive mesh refinement and adaptive time stepping in Campfire
are summarised in Sections 3.3.2 and 3.3.3 respectively. We conclude this chapter with
a description of the adaptive multigrid solver that is implemented in Campfire in Section
3.3.4.
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3.1 Introduction to PARAMESH and Campfire
The software that is used as the starting point for this thesis, Campfire, is dependent upon
a software library, which is called PARAMESH [180]. PARAMESH was developed at
NASA Goddard Space Flight Center and Drexel University under NASA’s HPCC and
ESTO/CT projects, and under grant NNG04GP9G from the NASA/AISR project. Its
current website can be found in [180], including several useful guides for programming
PARAMESH. PARAMESH itself is an open source software and can be downloaded
from [179]. It is programmed using Fortran 90. The implementation provides a user-
friendly interface, where only the application-specific routines are exposed to the user by
default. This software library generates structured Cartesian meshes with the use of a
block partitioning strategy (see Section 2.5.3), and obtains spatial adaptivity by having
multiple layers of mesh refinements. This is termed adaptive mesh refinement (AMR)
and is introduced previously in Section 2.5.4. Parallelism is achieved through distribut-
ing mesh blocks to multiple MPI processes, and using MPI to communicate between
individual MPI processes to exchange data (MPI communication is previously described
in Section 2.5.2). Applications that are implemented using PARAMESH and additional
related information can be found in [160,171, 172].
There were intentions to implement the multigrid methods in PARAMESH while it
was developed at NASA. However, only a test version of the linear multigrid method
was considered. On the other hand, the AMR certainly provides the potential functional-
ities to obtain a hierarchy of grids that the geometric multigrid algorithm needs (such as
shown in Figures 2.7 and 2.10). Therefore, a 2-D adaptive multigrid solver with FAS and
MLAT technique was developed by Green within the Scientific Computing group at the
University of Leeds. The resulting program is used to solve phase-field models arising
from the field of solidification, and is described in [93]. It also provided a provisional
implementation for 3-D problems.
Later on, Green and Goodyer extended the 2-D solver to tackle more computation-
ally challenging phase-field models in 3-D. The resulting program was repackaged by
Goodyer into today’s Campfire. Its application can be found in [91]. In the following
sections, main procedures that are provided in PARAMESH are explained. However, be-
fore we proceed, it is worth noting there are alternative software packages. To name a
few, DUNE, DEAL.II and AFEPack all offer adaptive mesh generation and parallelism.
However, these software packages are mainly used with FEM and unstructured meshes.
DUNE and AFEPack have multigrid methods implemented. The interested reader is di-
rected to their websites [4, 57, 67] for more information.
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3.2 PARAMESH
In this section, main procedures and components that are provided by the PARAMESH
library are explained. In Section 3.2.1, AMR in PARAMESH is described. Its associated
data structures are explained in Section 3.2.2. When dynamically adapting the meshes,
grid transfer operators are typically needed. These operators (i.e. restriction and interpo-
lation) are previously explained in Sections 2.2.1.1 and 2.2.1.2. In Section 3.2.3, these
procedures and the associated issues with dynamic load balancing in PARAMESH are
described. As mentioned in the previous section, PARAMESH uses a block partition-
ing strategy, and this is generally associated with the intrinsic use of guard cells. This is
previously described in Section 2.5.3. In Section 3.2.4, a PARAMESH subroutine which
updates guard cells globally in a parallel environment through the use of MPI communi-
cation is explained in detail.
3.2.1 Adaptive Mesh Refinement
PARAMESH defines its meshes as the union of mesh blocks, and this strategy is previ-
ously described in Section 2.5.3. In this section, mesh generation and AMR in PARAMESH
are explained.
In PARAMESH, Cartesian meshes are created by combining structured mesh blocks
together. These blocks may be uniformly refined (one example is shown from left to
right in Figure 2.15) to generate finer meshes. If the refinement is only carried out lo-
cally, the adaptive meshes are obtained. The Cartesian meshes that are generated using
PARAMESH consist of 2-D square/rectangular or 3-D cubic/cuboid blocks of cells. This
may result in different mesh geometries and topologies. For example, in Figure 3.1(a), a
2-D mesh consists of 2× 2 blocks and each block is a rectangle. This figure illustrates
square topology but not square geometry. On the other hand, in Figure 3.1(b), another
2-D mesh consists of 3× 2 blocks and each block is also a rectangle. This figure shows
square geometry but not square topology.
In PARAMESH, each block has the same number of grid points, even when they are in
different levels of refinement. This is the so-called logically identical size but the sizes of
blocks may be geometrically different. For the purpose of demonstration, let’s consider 2-
D meshes which are square geometry and square topology. In Figure 3.2, a 2-D Cartesian
grid is shown, which has a block size of 2×2. It is worth noting that this block size is only
for demonstration, and is not practical. The reason is caused by its associated guard cells,
and this is described previously in Section 2.5.3. In Figure 3.2, each block is enumerated
from number 1 to 17, with a specific ordering strategy from PARAMESH, that is called
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(a) (b)
Figure 3.1: Sketch shows (a) a 2-D mesh consists of 2×2 blocks, this mesh is therefore
square topology but not square geometry; (b) another 2-D mesh consists of 3×2 blocks,
and it square geometry but not square topology.
Morton order [180]. These indices of blocks are positioned near the centre of each block.
The heavy lines in the grid indicate the boundaries of each block, and the lighter lines
indicate individual grid cells. Block 1 is the coarsest grid that covers the whole domain.
Blocks 4,5,6 and 7 have the finest refinement level. Although it is not necessary to just
use one block as the coarsest grid. Grids that are shown in Figure 3.1 also can be used
as the coarsest grids. Other blocks are further refined in local regions, and they have the
same logically identical size (i.e. 2× 2). It is worth noting in Figure 3.2, guard cells
are neglected, although in practice, each of these 2×2 blocks will typically have a layer
of guard cells. PARAMESH permits multiple layers of guard cells, however this is not
applied in this thesis. We refer back to Figure 2.14 for the description and implementation
of guard cells.
Although the example shown in Figure 3.2 is in 2-D, generating a 3-D mesh with
cubic/cuboid blocks is straightforward. In the following section, the data structure that is
associated with the adaptive meshes in PARAMESH is described.
3.2.2 Data Structure
In PARAMESH, refining one block generates a fixed number of new “children” blocks.
In 2-D, there are four newly-generated blocks, and there are eight “children” blocks per
“parent” block in 3-D. Let’s consider the example mesh shown in Figure 3.2. A tree
structure can be used to describe this example adaptive mesh. It starts with the root block
which represents the coarsest grid. Then each local refinement generates new branches.
This tree structure is presented in Figure 3.3 which is corresponding to the example mesh
shown in Figure 3.2, and it is called a quad-tree. If cubic/cuboid mesh blocks from 3-D
are considered, the data structure becomes an oct-tree. Each node in this tree structure
represents a mesh block, the root of the tree is the coarsest block 1. As already noted, all
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Figure 3.2: Sketch shows a 2-D Cartesian grid with a block size of 2× 2, blocks are
enumerated from number 1 to 17, with a specific ordering strategy from PARAMESH,
that is called Morton order [180], the heavy lines in the grid indicate the boundaries of
each block, and the lighter lines indicate individual grid cells.
blocks have the same logical size. The indices of blocks are presented next to each node,
and are used to show the “parent-children” relations between these blocks.
Furthermore, let’s consider distributing this tree structured data to multiple MPI pro-
cesses to allow parallelism. Four different shapes (i.e. ,△, • and ◦) are used to indicate
four MPI processes. In Figure 3.3, four MPI processes all receive near-optimal number
of blocks, and this balances the workload. PARAMESH also aims on maximising block
locality. This means each MPI processes indicated in Figure 3.3 has as many as possible
blocks from the same “parent-children” relation.
To store the data from these mesh blocks, arrays are typically employed. The main
arrays that are used in PARAMESH for storage are the so-called “unk” array. This “unk”
array is used to store values for cell-centred grid points, and the guard cells. Other types of
grid points are supported by PARAMESH, such as face-centred and edge-centred. How-
ever, these are not used in this thesis, thus no further discussions are made here.
When mesh blocks are parallelized to different MPI processes, these “unk” arrays are
split up and follow their corresponding blocks. Thus they are highly parallelizable, just as
these mesh blocks. The “unk” arrays are multi-dimensional, and also suitable for multiple
dependent variables. They are given by
unk(var, i, j,k, lb), (3.1)
Chapter 3 90 3.2
1
2
3
4 5 6 7
8 9 10
11 12
13
14 15 16 17
Figure 3.3: Sketch shows a quad-tree [180] with indices of blocks from the corresponding
mesh shown in Figure 3.2, furthermore, four different shapes (i.e. ,△, • and ◦) are used
to indicate a possible distribution in a parallel environment to balance the workload.
where var = 1, . . . ,K indicate the indices of dependent variables, i, j,k represents each
grid point in a block. These points are ordered row by row (such as shown in Figure 2.6),
and lb denotes the indices of blocks. It is the lb dimension of the array that is partitioned
across the MPI processes therefore.
PARAMESH includes a number of supporting data structures. There include data
structures used to hold the “parents-children” relations between blocks. Some others
serve as temporary data storage. Two additional data structures are worth noting. They
are two logical arrays which are associated with each mesh block. They are used to
indicate whether this block has been marked as a target for refining or coarsening, and are
given by
refine(lb) = true or false;
derefine(lb) = true or false.
(3.2)
These two arrays are used in a marking process in AMR, which typically depends upon
a problem-specific, user-defined, criterion. There are data that are associated with other
types of grid points. However, these data are not used in the work described in this thesis.
This is because cell-centred discretization schemes are used throughout.
The described AMR may be dynamically carried out in PARAMESH. However, there
are two issues associated: grid transfer and dynamic load balancing. In the following
section, these two issues are discussed.
Chapter 3 91 3.2
3.2.3 Dynamic Load Balancing and Grid Transfer Operators
One of the issues that arises from applying AMR during computations in a parallel en-
vironment is dynamic load balancing. This is generally described in Section 2.5.4. Let’s
consider an example which requires the mesh shown in Figure 3.2 to be adapted dynam-
ically. More specifically, block 4 is refined while blocks 14,15,16 and 17 are coarsened.
The resulting new adaptive mesh is shown in Figure 3.4. Note these adaptive changes do
not require preservation of mesh validity, so they are chosen deliberately for the demon-
stration and discussion made here.
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Figure 3.4: Sketch shows the resulting mesh if the adaptive mesh demonstrated in Figure
3.2 is required to refine block 4 and coarsen blocks 14,15,16 and 17.
Due to these adaptive changes to the mesh, the Morton order used by PARAMESH re-
enumerates the blocks, and shuffles the parallel distribution so it maintains a near-optimal
workload to each MPI process and maximises the block locality. This is shown in Figure
3.5, where a quad-tree indicates the corresponding tree structure from the mesh shown in
Figure 3.4.
PARAMESH manages the dynamic load balancing very aggressively, and seeks to
balance the entire tree. In Figure 3.3, in order to balance the workload, PARAMESH
permits more than one MPI process to share from a single branch in the tree structure. In
Figure 3.5, due to the changes made, blocks are shuffled. The MPI process represented by
shape ◦ receives all the new blocks which are from a new branch in the tree. In this way,
the workload can be distributed near optimally and the block locality is maximised. The
trade-off is a large number of data may be moved around between MPI processes every
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Figure 3.5: Sketch shows a quad-tree with indices of blocks from the corresponding mesh
shown in Figure 3.4, which came from the previously defined mesh in Figure 3.2. The
changes made to Figure 3.2 were refining block 4 and coarsening blocks 14,15,16 and
17. Furthermore, four different shapes (i.e. ,△, • and ◦) are used to indicate a possible
distribution for four MPI processes in a parallel environment.
time when AMR is carried out dynamically. The dynamic load balancing and the Morton
order are automatically maintained within the subroutines of AMR in PARAMESH.
In order to dynamically adapt meshes during the computation, grid transfer operators
are typically required. When refining a mesh block, values are required to be interpolated
to these newly-generated blocks. On the other hand, restriction is needed before coarsen-
ing blocks. Similar to the description stated in Section 2.2.1, in order to obtain one block
from coarsening, four neighbouring blocks are required in 2-D and eight neighbouring
blocks are required in 3-D. This is previously described in Section 2.2.1. Refining and
coarsening are discussed in detail, along with an interpolation and a restriction operator
in Sections 2.2.1.1 and 2.2.1.2, respectively. These operators are presented in Equations
(2.13) and (2.12), and may be applied to these cell-centred grid points. The preserva-
tion of mesh validity is also maintained in PARAMESH, so that between adjacent blocks,
there is only one refinement level difference.
As mentioned before, PARAMESH supports other types of grid points as well. There
are many grid transfer operators that are associated with these types of grid points. How-
ever, only cell-centred data is considered in this thesis. Therefore, grid transfer operators
for other types of grid points are not discussed here.
The restriction only requires grid points but not guard cells. However, for the inter-
polation operator, when applied on cells which are near the block edges, values of guard
cells are required. Therefore, in order to carry out a valid interpolation guard cells should
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be updated prior to the interpolation operator. The subroutine which updates guard cells
in PARAMESH is described in the following section. Note that this update for guard
cells is used in many other places of a typical solver and so is of great importance within
PARAMESH.
Before we proceed, it is worth noting there are alternative grid transfer operators for
cell-centred grid points implemented in PARAMESH. For example, injection-type oper-
ators. These operators typically perform one-to-one transfer. Therefore, their orders of
accuracy are lower than the described bilinear/trilinear interpolations and cell averaging
restriction. There are also templates in PARAMESH for the user to define other transfer
operators which consider many more grid points at the source of the transition. However,
this requires multiple layers of guard cells. In the following section, guard cells and their
update in PARAMESH are explained.
3.2.4 The Role of Guard Cells and Its Updating Subroutine
One of the issues which is associated with mesh partitioning (also called domain decom-
position) in a parallel environment is that blocks are generally required to exchange data
with their neighbouring blocks. The use of discretization schemes with local approxima-
tions (e.g. FDM and FEM) are typical examples. Instead of exchanging data a grid point
at a time, guard cells which surround each mesh block are employed to store values of
corresponding grid points from neighbouring blocks. This is previously demonstrated in
Figure 2.14 and discussed in detail in Section 2.5.3. It is worth noting that because it is
a cell-centred grid, some of these guard cells are used to apply boundary conditions (see
Figure 2.2).
PARAMESH introduces the guard cells to all of its mesh blocks regardless of whether
or not they are on the same MPI process. Typically, one layer of guard cells is used, and
this already satisfies the use of the standard five-point stencil in 2-D that is presented in
Equation (2.3) and the seven-point stencil in 3-D. It is also enough for the bilinear interpo-
lation operator which is presented in Equation (2.12). If larger stencils are required, such
as the nine-point stencil in 2-D which is shown in Figure 2.1, then either multiple updates
or multiple layers of guard cells are needed. In PARAMESH, an important subroutine
that updates these guard cells is called “guard cells update” (GCU).
The GCU by default performs a global synchronisation to all guard cells of all types
of grid points from all refinement levels. This process is very expensive to be carried out
in terms of efficiency. One GCU per iteration is sufficient for Jacobi iterative method, if
a Gauss-Seidel method is needed, then many more GCUs are required in order to update
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the “parents” blocks with the most up-to-date values (though this can be reduced through
the use of a red-black ordering). Although the Gauss-Seidel method generally converges
quicker than Jacobi, since GCU is very time-consuming, it may not be the most efficient
choice. This is especially true when the scheme is being used as a smoother rather than a
solver. The choice of smoother in the multigrid solver that is implemented in Campfire is
described later in Section 3.3.4.
When a grid is adaptive (i.e. there are multiple refinement levels), an issue arises near
the edges between two different refinement levels. There are approaches that directly deal
with this issue by using some averaging operators on grid points from the fine refinement.
However, in PARAMESH, GCU includes a restriction functionality which uses the ap-
proach that is shown in Equation (2.13). This restriction is carried out whenever GCU
is called, and it restricts the values from current blocks to all their parent blocks. In this
way, at the edges between two different refinement levels, the coarser block can directly
interact with the “parent” block of the finer blocks.
There is another issue associated with guard cells. That is the choice of block size. As
mentioned in Section 2.5.3, it should be as small as possible in order to obtain a flexible
AMR, as well as a flexible distribution in parallel. On the other hand, the guard cells
themselves do not contribute directly to the computation. So having a large number of
guard cells only deteriorates the efficiency of MPI communication and also imposes a
heavy burden on the memory storage. This is previously discussed in Section 2.5.3. The
choice of block size is 8× 8 for 2-D grids, of which there are a further 36% guard cells
with just a single layer in that block. In 3-D grids, the choices is 8× 8× 8 which yields
48.8% of guard cells. With a larger block size the proportion of guard cells is much
reduced (e.g. less than 20% with a 32×32×32 block in 3-D).
To summarise the GCU subroutine in PARAMESH, it firstly identifies the settings
for guard cells. The “parents-children” relations between all blocks are re-established (as
the tree structure shown in Figure 3.3), in case of changes made through AMR. Then the
solution from cell-centred grid points on the “children” blocks are restricted to all “par-
ents” blocks. After the restriction, for each block, the correct values of guard cells from
corresponding neighbouring blocks are obtained through MPI and stored in temporary
arrays. When all blocks are visited, the guard cells can then be updated using these values
in the temporary arrays. Finally, boundary conditions are re-imposed to these guard cells
which are used as boundary points on cell-centred grids. Algorithm 7 illustrates the GCU
subroutine. MPI communications may be required in steps 2, 3 and 4.
Stencils and grid transfer operators which require multiple layers of guard cells are
not considered in this thesis for three reasons. First of all, the requirement for additional
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Algorithm 7 Guard cells update
1. Initialise settings for guard cells
2. Re-establish “parents-children” relations of all mesh blocks
3. Restrict solution on “children” blocks to all “parent” blocks
4. Obtain correct values of guard cells for all mesh blocks in temporary array
5. Update guard cells using values from the temporary array
6. Re-impose boundary conditions to the guard cells that are positioned outside the
boundary.
layers of guard cells imposes a further challenge on the choice of block size, and cor-
responding memory usage. Secondly, the GCU subroutine in PARAMESH is the most
time-consuming component, adding more guard cells or increasing the number of GCU
calls makes the situation overwhelming. Finally, large stencils and transfer operators typ-
ically require the problem solution to be as smooth as possible, and high order solutions
frequently exhibit oscillations near very steep fronts where the larger stencils are not de-
sirable.
In the following section, the main procedures that are undertaken in Campfire are
described.
3.3 Campfire
In this section, the main procedures and components that have been implemented in
Campfire [91] are described. In Section 3.3.1, a major modification to the Morton or-
der that is used in PARAMESH is introduced. Then procedures of AMR and adaptive
time stepping in Campfire are summarised in Sections 3.3.2 and 3.3.3 respectively. Fi-
nally, the adaptive multigrid solver which is implemented in Campfire [91] is described
in Section 3.3.4.
3.3.1 New Ordering and Partitioning Strategy for Data Structure in
Campfire
Campfire inherited most of the data structures and mesh generation functions from PARAMESH.
On the other hand, different from PARAMESH, Campfire is designed for a multigrid
solver. Such a solver is required to perform computations on each individual grid before
moving to another. Even when an adaptive grid is used, such as the one presented in
Figure 3.2, computations are done sequentially from one refinement level to another.
The Morton order from PARAMESH such as shown in Figure 3.3 enumerates mesh
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blocks in a depth-first manner, which does not always lead to a good partition for a multi-
grid solver. Therefore, a new ordering strategy is implemented in Campfire. It is called
CEG. It enumerates mesh blocks sequentially from the coarsest grid to the finest grid.
Let’s considering the example of Morton order shown in Figure 3.3, if the CEG order is
used instead, Figure 3.6 demonstrates the results.
1
2 3 4 5
6
7 8 9 10 11 12 13
14 15 16 17
Grid level 4
Grid level 3
Grid level 2
Grid level 1
Figure 3.6: Sketch shows the CEG strategy that is used in Campfire which replaces the
Morton order in PARAMESH. Four different shapes (i.e. ,△, • and ◦) are used to indi-
cate a possible distribution of Campfire for four MPI processes in a parallel environment.
See Figure 3.3 for the corresponding example of Morton order.
When the AMR is carried out during computations in Campfire, ordering using the
CEG order is dynamically maintained. As mentioned, multigrid runs from one grid to
another, therefore, the partitioning strategy used by PARAMESH which partitions the
whole tree is not optimal for multigrid. For example, in Figure 3.2 the finest refinement
level is only distributed to two out of four MPI processes. The situation in Figure 3.4 is
even worse, where only one MPI process is used for the problem on the finest refinement
level. Therefore, the CEG order also includes a new partitioning strategy for the multigrid
solver in Campfire. This strategy splits the workload on each grid independently and
distributes to the MPI processes. This results a good balance on each level of grid but poor
block locality as Campfire does not prioritize the preservation of the “parent-children”
relation. For the dynamic load balancing, Campfire aggressively distributes these newly-
generated blocks to maintain a good workload balance.
One trade-off from using the CEG order is that if the grid does not have enough mesh
blocks, the parallel efficiency starts to deteriorate. As demonstrated in Figure 3.6, if more
than four MPI processes are used, the only grid that can benefit is grid 3. Generally
speaking, the problems in 2-D commonly have coarser grids that are not parallelizable for
a large number of MPI processes. We will come back to this issue when illustrating 2-D
models later on in this thesis.
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3.3.2 Adaptive Mesh Refinement in Campfire
Having discussed a major modification to the Morton order in Campfire, in this section,
the AMR in Campfire is summarised.
There are two main procedures for AMR: marking and adapting. This is previously
described in Section 2.2.1. In Campfire, the marking procedure is done with the use of
two logical arrays which are presented in Equation (3.2). This marking procedure is based
upon the solution uτ from the previous time step (or the given initial condition uτ=0 when
the program begins). The superscript τ + 1 denotes the current time step and τ denotes
the previous time step. For uniform grids, solutions from blocks which are on the finest
grid are considered in the marking procedure. If an adaptive grid is used, such as the
one presented in Figure 3.2, then only solutions from leaf blocks are considered. When
this marking procedure is applied on each leaf block, two problem-specific, user-defined,
criteria are typically required. One is for possible refining and another is for possible
coarsening. These criteria are user-specified and may consider the solutions from all grid
points within each block. Then logical values (i.e. “true” or “false”) are given to the two
logical arrays to indicate the decision. When marking for refining, a discrepancy check is
included. If there is a circumstance where a block is marked for refining and coarsening at
the same time, marking for coarsening is neglected. This marking procedure is presented
in Algorithm 8.
The next procedure is to actually adapt these mesh blocks. This is done in another sub-
routine using these two logical arrays. It is further separated into: refining and coarsening.
The point-wise refining and coarsening are described previously in Sections 2.2.1.1 and
2.2.1.2 respectively. Similar principles can be applied to mesh blocks.
Before the refining process starts, a GCU is required to be carried out. This is to
ensure all guard cells are up-to-date, because some interpolation operators may require
these values (e.g. the bilinear interpolation from Equation (2.3)). Only the leaf blocks
can be refined. When a leaf block is marked “true” for refining, and its refinement level
is lower than the maximum level, then four new blocks are considered to be generated.
However, before memory spaces are assigned, if the current MPI process which holds
the original “parent” block will imbalance the workload by taking these newly-generated
blocks, then some of these blocks are shared between neighbouring MPI processes. Then
appropriate memory spaces are assigned, and the indices of these blocks are created by
the CEG ordering. The interpolation operator is then carried out on each new block. In
the refining process, the discrepancy check that is described in the marking procedure is
included, which neglects the decision to coarsen. The refining and coarsening processes
need to preserve the mesh validity. This means all adjacent blocks may not have more than
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Algorithm 8Marking procedure of adaptive mesh refinement in Campfire
This algorithm calls to “Adaptive mesh refinement in Campfire” which is presented in
Algorithm 9
1. Input: uτ – solution from the previous time step or initial condition
2. Input: lb – number of blocks
3. Initialization
4. refine(all blocks) = false
5. derefine(all blocks) = false
6. for clb= 1 to lb do
7. if clb.leaf = true and clb.level != max level then
8. if clb.uτ .error > problem-specific user-defined refining criterion then
9. refine(clb) = true
10. end if
11. if derefine(clb) = true then
12. derefine(clb) = false
13. end if
14. else if clb.leaf = true and refine(clb) = false and clb.level != min level then
15. if clb.uτ .error < problem-specific user-defined coarsening criterion then
16. derefine(clb) = true
17. end if
18. end if
19. end for
20. Call “Adaptive mesh refinement in Campfire” with arrays refine and derefine
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one level of refinement. If the situation happens, blocks with coarser mesh refinement
level are automatically refined regardless of their criteria.
For coarsening, a group of four blocks which share the same “parent” block is required
in 2-D. In 3-D, it is a group of eight blocks. Only the leaf blocks can be coarsened.
When all leaf blocks in a group are marked for coarsening, and their refinement level
is higher than the minimum level, firstly, values on these blocks are restricted to their
“parent” block. Secondly, the indices of these blocks are taken out from the ordering
of CEG. Finally, all the remaining blocks are re-ordered so the ordering of CEG can be
maintained. This AMR process in 2-D is presented in Algorithm 9. Extensions of refining
and coarsening to 3-D with cubic/cuboid blocks are straightforward.
Algorithm 9 Adaptive mesh refinement in Campfire
This algorithm calls to “Guard cells update” which is presented in Algorithm 7
1. Input: refine – logical array
2. Input: derefine – logical array
3. Call “Guard cells update”
4. for clb= 1 to lb do
5. if refine(clb) = true then
6. Four new blocks are taken into account
7. if current MPI process imbalances the workload with these new blocks then
8. Some blocks are allocated to neighbouring MPI processes
9. Create indices of blocks and ordering of CEG is maintained
10. Maintain ordering of CEG
11. end if
12. if Mesh validity is compromised then
13. refine(clb.neighbours) = true
14. Call “Adaptive mesh refinement in Campfire” with refine and derefine
15. end if
16. end if
17. end for
18. for clb= 1 to lb do
19. if derefine(clb) = true and derefine(clb.neighbours) = true then
20. if Mesh validity is not compromised then
21. Restrict solutions on these four blocks to their “parent” block
22. Deallocate memory and remove indices
23. Maintain ordering of CEG
24. end if
25. end if
26. end for
27. Call “Guard cells update”
Having described the spatial adaptive routines, in the following section, the adaptive
Chapter 3 100 3.3
time stepping in Campfire is explained.
3.3.3 Adaptive Time Stepping in Campfire
Temporal adaptivity is previously described in Section 2.2.2. As mentioned before, in this
thesis, a member of the family of BDF methods, specifically BDF2, is used extensively.
Furthermore, the BDF2 method requires solutions from the past two time steps. Initially
at time step 1, the only available solution is the given initial condition uτ=0. Therefore,
BDF1 method has to be employed just for this time step.
One of the important components in adaptive time stepping is the indicator. Like
the spatial adaptivity, it can be problem-specific, user-defined and/or solution-based. In
Campfire, a general indicator is available, which depends upon the convergence rate of
the multigrid solver. It is briefly mentioned in Section 2.4 that if a multigrid method is
applied to a time-dependent problem, it solves the algebraic system arising from the local
discretizations of PDEs at each implicit time step. Within each time step, this multigrid
solver may be required to perform multiple V-cycles in order to obtain an acceptable
approximation to the true solution. This convergence criterion typically comes from user-
defined criteria (this is described in detail with each specific model). In practice, when a
time step size δ t is relatively small, the multigrid solver typically converges very quickly.
The solver may converge with a reasonable number of V-cycles if δ t is relatively large. In
contrast, the solver struggles when δ t is too large, and may even fail to converge. Thus,
the number of V-cycles that the multigrid solver performed to solve the algebraic system
(based upon an “acceptable residual”) at the current time step can be a good indicator for
the next time step size.
To sum up, in total there are five user-defined parameters for adaptive time stepping
in Campfire. They are given as the following:
acceptable residual : solution is acceptable if its residual is below this value;
max V-cycle : the maximum number of V-cycles can be perfromed;
low V-cycle : solver converges too easily;
high V-cycle : solver struggles to converge;
max δ t : δ t cannot be increased beyond this value.
The parameters acceptable residual and max δ t generally are floating numbers, and the
parameters that are associated with the number of V-cycles are integers.
The adaptive time stepping routine commonly has four conditions. First of all, if the
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solver converges very quickly, then the next time step size may be increased. The amount
of increasing is 10
9
of the current δ tτ size. We described in Section 2.2.2, for the BDF2
method, the new time step size should not be increased by more than 191% of the current
one. Our choice in Campfire satisfies this stability requirement. Secondly, if the solution
at the current time step failed to converge (or converges too slowly to be accepted), then
this time step is reset with a smaller time step size which is three quarters of the original
one. Thirdly, if the solution slowly converges, but it is still acceptable, then the next
time step uses a slightly smaller time step size which is 9
10
of the previous one. The final
condition is when the iteration converges with a reasonable convergence rate, then the
next time step size remains the same.
The adaptive time stepping routine in Campfire is summarised in Algorithm 10.
Algorithm 10 Adaptive time stepping in Campfire
1. Input: No.V-cycles – the number of V-cycles that are used by the multigrid solver at
this time step
2. Input : r – residual
3. if No.V-cycles ≤ low V-cycle and r ≤ acceptable residual then
4. δ tτ+1 = 10
9
δ tτ
5. if δ tτ+1 ≥ max δ t then
6. δ tτ+1 = max δ t
7. end if
8. else if No.V-cycles ≥ max V-cycle or r > acceptable residual then
9. Reset the current time step τ with δ tτ = 3
4
δ tτ
10. else if No.V-cycles ≥ high V-cycle then
11. δ tτ+1 = 9
10
δ tτ
12. end if
3.3.4 Adaptive Multigrid Solver in Campfire
In this section, we describe the implementation of the multigrid solver in Campfire. It is
based upon the nonlinear FAS multigrid method which is described in Section 2.4.4. If
adaptive grids are used, then the MLAT technique is employed together with the nonlinear
FAS multigrid which is explained in Section 2.4.5.
The tree data structure from PARAMESH (e.g. “unk” array) is used in Campfire,
along with other supportive data. The CEG strategy for both ordering and partitioning
is employed which replaces the original Morton order and partitioning in PARAMESH
(see Section 3.3.1). Furthermore, to better suit the needs of the nonlinear FAS multigrid
method, five “unk” arrays are associated with one variable. For example, the first variable
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has the following data structure:
unk(1, i, j,k, lb), stores the solution;
unk(2, i, j,k, lb), stores values from RHS (or modified RHS);
unk(3, i, j,k, lb), stores the residual;
unk(4, i, j,k, lb), stores the solution from the previous time step;
unk(5, i, j,k, lb), stores the solution from the one before previous time step.
For a system of PDEs, the second variable then starts with unk(6, i, j,k, lb) and also has
five arrays and this continues for all the variables.
For a nonlinear time-dependent problem, Campfire starts with an initialization, which
allocates the required memory. Then all grid points are assigned with a given initial
condition. For time-dependent systems, a loop which increments by a fixed δ t (or δ tτ+1
if adaptive time stepping is used) each time step starts. Before the solver is involved,
an AMR is carried out to adapt the mesh according to the solution from the previous
time step (or initial condition for the first step). Then a nonlinear FAS multigrid solver is
employed to solve the algebraic system that is arising from the discretization of the PDEs
at the current implicit time step.
There are two noteworthy changes in the implementation of the multigrid method in
Campfire. Firstly, a local Gauss-Seidel version of the described nonlinear Jacobi iterative
method which is presented in Equation (2.34) (or a Gauss-Seidel version of Equation
(2.36) if there is a system of PDEs) is used as the smoother in the multigrid method. This
smoother uses the most up-to-date values for the computation within a block. However,
as mentioned previously, to achieve global Gauss-Seidel, a large number of GCUs are
needed. Therefore, in order to maintain the efficiency, only one GCU is carried out per
each iteration. In other words, within each block, the most up-to-date values are used
in the computation. On the other hand, guard cells that are around the blocks are only
updated once every iteration. This results in an iterative method which preforms Gauss-
Seidel within blocks, but only Jacobi overall.
For completeness, it is worth noting there is a possible alternative method for the
smoother, which is called Gauss-Seidel iteration with red-black ordering. This red-black
Gauss-Seidel requires grid points to be separated into two groups: red and black. The
use of the standard second-order stencil (e.g. five-point stencil from Equation (2.3)) on a
grid point with one colour, only needs other points with the other colour for the computa-
tion. This implementation is achieved in Campfire with the block partition. However, in
order to use a red-black Gauss-Seidel iteration, two GCUs are needed per iteration. One
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GCU when computations are done on one colour of points, and another at the end of the
iteration.
Secondly, this Gauss-Seidel within each block, and Jacobi overall method is used
to solve the coarsest grid problem. There is no stopping criterion implemented for the
coarsest grid solver in Campfire. Instead, a fixed number of iterations are performed. This
is user specified and depends on the size of the coarsest grid and the accuracy required in
this coarsest grid solver.
After one V-cycle finishes, by default, the infinity norm of the residual from all vari-
ables is computed. If the norm does not satisfy the problem-specific, user-defined, stop-
ping criteria, another V-cycle is carried out. When the loop of the multigrid method
finishes (either the solution converges or the maximum number of V-cycles is reached),
an adaptive time stepping technique is applied (see Section 3.3.3). Then another time
step starts with an adjusted δ t (or resets the current time step with a smaller δ t if non-
convergence). These procedures are carried out until the end of the simulation. The
structure of Campfire and its main procedures are summarised in Algorithm 11. It is
assumed for this illustration that the program is running in a parallel environment with
spatial and temporal adaptive techniques to solve a single nonlinear PDE which has the
form of A(u) = f . Note many previously discussed algorithms are called.
Algorithm 11 Campfire
This algorithm calls to “Adaptive mesh refinement in Campfire” which is presented in
Algorithm 9, “Adaptive time stepping in Campfire” which is presented in Algorithm 10,
and “V-cycle MLAT nonlinear FAS multigrid method” which is presented in Algorithm
6.
1. Initialise with a pre-defined mesh structure and allocate memory spaces
Set levels of refinement range from the finest Ω f to the coarsest Ωc
2. Impose a given initial guess
uτ=0,h=Ω f ,...,Ωc
3. Impose an initial time stepping size δ tτ=1
4. for τ = 1 to ending time do
5. Call “Adaptive mesh refinement in Campfire” with solution uτ
6. Call “V-cycle MLAT nonlinear FAS multigrid method”
7. Call “Adaptive time stepping in Campfire” with No.V-cycles and residual rτ+1
8. end for
9. Close Campfire
Campfire also includes a checkpoint system via the use of the software library HDF5.
HDF5 saves all the data at the requested time into a checkpoint file, along with the current
mesh structure. In addition, it works with parallel output. Thus, Campfire can be resumed
from loading the checkpoint file. Information about this HDF5 software library can be
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found in [108].
This described multigrid solver in Campfire was developed for a 3-D isothermal sys-
tem of binary alloy solidification. This application is developed by Goodyer et al., and
can be found in [91]. Comparing to the two-phase-field model of binary alloy solidifica-
tion which is presented in Section 1.3.2.2, the model from [91] has only two dependent
variables with the absence of the temperature variable. Goodyer et al. use the seven-point
stencil from FDM and BDF2 as the discretization schemes, and cell-centred grid points.
The main procedures of both spatial and temporal adaptivity are as explained in Sections
3.3.2 and 3.3.3 respectively.
In the following chapter, results which are obtained using Campfire (with some mod-
ifications) to solve the two-phase-field model of binary alloy solidification are presented.
These results have been published in [27]. We use these to emphasize some of the con-
tributions that are made during this work to both PARAMESH and Campfire, including
efficiency improvement and new functionalities.
Chapter 4
Fully Coupled Phase-Field Solver for
Model of Binary Alloy Solidification
In the previous chapter, the software tool, Campfire, and its mesh generator PARAMESH
are described. This software tool is used for solving the 3-D model that is presented
in [91]. Campfire has since been further improved and used to solve a more complex 3-D
phase-field model of binary alloy solidification. The credit for solving this model mainly
goes to Bollada [27], however a number of significant contributions developed as part of
this work are described in this chapter.
This model of binary alloy solidification is previously presented in Section 1.3.2.2.
Here, in Section 4.1, the model and the resulting solver that is implemented in Campfire
are briefly described. Then, in the following sections, we introduce the contributions
made to Campfire as part of this work, which are crucial in allowing Bollada to solve this
solidification problem. More specifically, in Section 4.2, an improvement to the restart
capacity of Campfire is introduced. Another improvement to the GCU routine, in terms of
efficiency, is described in Section 4.3. Results that are obtained using the implementations
we made are demonstrated in Section 4.4. Most of these results are generated by Bollada
and are included in [27]. We refer back to Section 1.3.2.2 for the glossary of this model.
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4.1 Introduction
As mentioned in Chapter 1, Goodyer et al. in [91] solve a 3-D binary alloy solidification
phase-field isothermal model using Campfire. The model consists of only two dependent
variables: a phase-field, φ(x,y,z, t), and a solute concentration, U(x,y,z, t). The two-
phase-field model for binary alloy solidification, as described in Section 1.3.2.2, is an
extension of this that has an additional dependent variable: temperature, θ(x,y, t). It is
worth noting that the evolution of the phase-field variable and its concentration happen
much quicker than the evolution of the temperature. This 3-D model consists of Equations
(1.22), (1.23) and (1.24) from Section 1.3.2.2, and is solved by Bollada et al. in [27] using
Campfire.
The spatial discretization used for this 3-D model is the FDM on structured Cartesian
grids with the cell-centred grid points. Furthermore, the scheme is based upon the central
finite difference seven-point stencil (an equivalent five-point stencil for 2-D problems
is presented in Equation (2.3)). The resulting continuous-in-time, initial value system
of ODEs is then discretized using the adaptive, implicit BDF2 temporal discretization
scheme which is shown in Equation (2.14). Then the described adaptive, nonlinear FAS
multigrid solver from Campfire is employed for solving the discrete system of this 3-D
model arising from each implicit time step. In [27], Bollada et al. use a point-wise Jacobi
iteration as the smoother (see Section 2.3), which updates each variable one at a time. The
same iterative method is used in the coarse grid solver with a fixed number of iterations.
Within the coarse grid correction, restriction and interpolation are performed by the 3-D
version of the described operators from Equations (2.13) and (2.12). The former performs
the restriction with a cell averaging and the latter is a trilinear interpolation.
The strategies of spatial and temporal adaptivity are described previously in Sections
3.3.2 and 3.3.3 respectively. We include the details of the indicators that are used in
this chapter. In the following section, a contribution to the software implementation of
Campfire, employed in obtaining results in [27], is described.
4.2 Coarse-To-Fine Solution Prolongation in Campfire
In this section, we discuss one of the main contributions from the work in this thesis to the
work published in [27]. It is a new functionality that is implemented into Campfire, which
allows the program to prolongate the solution from the current finest grid to an even finer
grid, and then to continue the computation. This is generally done by prolongating the
solution from checkpoint files of using HDF5. It is called coarse-to-fine solution prolon-
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gation (C2F). In Section 4.2.1, the reasons for needing this C2F functionality is described.
In Section 4.2.2, we explain the procedures that are undertaken for this implementation.
Some sample results from using C2F are included in Section 4.4.
4.2.1 The Motivation of New Functionality
The multigrid solver in Campfire has been run on the supercomputer HECToR 1, using
up to one thousand cores for simulating binary alloy solidification. This simulation starts
with a small seed, but as the solidification develops, dendrites start to form and grow
rapidly. After the simulation progresses past the initial transient, a steady growth of the
dendrites can be seen. This is indicated by the tip radius and tip velocity of the dendrites
tending toward constant values. This steady growth is the main interest in [27], although
the size of dendrites, their concentration and temperature may still be evolving.
This 3-D simulation is very computationally challenging and time consuming, even
when one thousand cores are used. However, if the phase of steady growth is reached,
we may prolongate this steady solution to an even finer grid as a good initial approxima-
tion to the solution on that fine grid. In this way, simulations may avoid starting from
the very beginning. This gives an enormous efficiency boost and, as the results in [27]
demonstrated, the accuracy from doing so is also acceptable.
As mentioned before, Campfire outputs checkpoint files through the use of HDF5. So
the required implementation is to read in the checkpoint file and prolongate the solution
one level finer. One further challenge is that when these checkpoint files from using HEC-
ToR were generated, there was no consideration for potentially more memory allocation.
In the following section, the implementation of C2F is described.
4.2.2 Implementation of Coarse-To-Fine Solution Prolongation
Coarse-to-fine solution prolongation (C2F) is a newly implemented feature in Campfire.
The motivation for this implementation is described in the previous section.
Given the structure of Campfire and its library PARAMESH, the concept of this im-
plementation is straightforward. All that is needed is to have actual occurrence of mesh
blocks from all refinement levels when the PARAMESH subroutine “amr init” is called.
In PARAMESH, this allows the potential memory spaces to be considered. When compu-
tation is carried out in Campfire, data from finer levels can be allocated into appropriate
memory spaces. The AMR may be carried out freely afterward, even if the finest level of
1HECToR was situated at Edinburgh Parallel Computer Centre until April 2014, [109].
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refinement has to be coarsened completely. During the computation, a global parameter
“lrefine max” may be modified to control the finest level of refinements that is permitted.
On the other hand, our challenge is for C2F to handle checkpoint files which have not
initiated potential memory spaces for finer levels of refinements. In other words, when
“amr init” was called, there were no blocks on the even finer grid and none were an-
ticipated. Therefore, no appropriate memory allocation is made. Even if the parameter
“lrefine max” is modified, without the proper memory management, it may result in seg-
mentation faults. This complicates the implementation of the C2F, and carefully selected
memory allocation before “amr init” is needed. The “amr init” routine only requires one
mesh block at each refinement level to allocate the appropriate memory. One way to
achieve this is when the solution from a checkpoint file is read into the program, a care-
fully selected refinement on the current finest grid is carried out. This generates blocks
on the even finer grid. Then we re-initiate the memory allocation routine “amr init” from
PARAMESH. This way the new level of refinement can be recognised and potential mem-
ory spaces are considered appropriately. The computation can be carried out afterwards,
and the value of “lrefine max” may be increased whenever the prolongation is needed.
Another issue arises from refining the current finest grid as we read-in the checkpoint
files. If the chosen blocks are on the edges between different levels of refinements then,
to preserve the mesh validity, a large number of blocks may be refined. This is inefficient
and unnecessary. Therefore, the blocks are chosen which are away from the refinement
edges.
A few parameters of the C2F are added into Campfire for user editing, they are
C2F start level, which indicates the finest refinement level the checkpoint file provides;
C2F desired level, which indicates the finest refinement level that is needed;
C2F turning point, which indicates at which time step the prolongation is carried out.
Multiple prolongations are possible, but it is not used for the results presented here. In
the following section, another improvement made to the routine of GCU in the software
library PARAMESH is described.
4.3 Improvement to Guard Cells Update in PARAMESH
Having described the newly implemented functionality that increases Campfire’s restart
capacity, in this section, an improvement made to the routine of GCU in the software
library PARAMESH is discussed. This routine of GCU is previously described in Section
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3.2.4, and presented in Algorithm 7.
It is mentioned in Section 3.2.4 that the GCU routine is the most time-consuming
process in Campfire. Due to the nature of the multigrid algorithm, there are potential im-
provements which can be made to the GCU in PARAMESH. One modification which has
been done already by Goodyer, is adding an additional parameter to indicate the current
level of grid. Then only guard cells which are on this level of grid are updated by GCU.
This is an improvement to line 5 in Algorithm 7.
Another improvement that we contributed is limiting the number of restrictions done
by GCU. First of all, it is worth noting that these restrictions are necessary for blocks that
are at refinement edges. This is described previously in Section 3.2.4. On the other hand,
in a multigrid algorithm, only two grids are interacting with each other at one time. So fur-
ther restrictions to much coarser grids are completely unnecessary and time-consuming.
Therefore, a modification to line 4 in Algorithm 7 is made to limit the restrictions to only
one level coarser. This improvement has no impact on the computation in the multigrid
solver at all, but greatly improves the efficiency. The improved GCU routine with the
described modifications is summarised in Algorithm 12.
Algorithm 12 Improved guard cells update
1. Input: lvl – current level of grid
2. Initialise settings for guard cells
3. Re-establish “parents-children” relations of all mesh blocks
4. Restrict solution from blocks on grid lvl to blocks on grid lvl−1
5. Obtain correct values of guard cells for blocks on grid lvl and place in temporary
array
6. Update guard cells using values from the temporary array
7. Re-impose boundary conditions on these guard cells that are positioned outside the
boundary
All the works that are presented in this thesis benefit from this improvement. To
give a clear demonstration, we take a middle stage 3-D simulation of the binary alloy
solidification. Running the same simulation for 20 fixed time steps with both the original
and the improved GCUs with 16 processors. The CPU times are presented in Table 4.1.
These results suggest the improved GCU reduces the required CPU time by more than a
factor of 2, and both solutions at the end of the simulations are identical.
In the following section, the results which are included in [27] are summarised.
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Cases CPU times (seconds)
Original implementation 67434.02
Improved implementation 25564.80
Table 4.1: Comparison between the original and improved GCUs with fixed 20 time steps
and 16 processors.
4.4 Results
In this section, results from solving the model of binary alloy solidification are presented,
and they are already included in [27]. These results are generated from using either the
national supercomputer HECToR [109] or the high performance computing facility pro-
vided by the University of Leeds, named ARC2 [15].
Due to the nature of this problem, the dendrite is formed from a small seed and
its growth is rapid. The computational domain is Ω which has Cartesian coordinates
(x,y,z) ∈Ω = (0,800)× (0,800)× (0,800), and we impose dx= dy= dz for every mesh
block. The initial condition for the phase-field variable φ with seed radius given by R is
prescribed by
φ(t = 0) =− tanh
[
0.6
(√
x2+ y2+ z2−R
)]
, (4.1)
where x,y,z are Cartesian coordinates. The initial solute condition is U = 0, and the
temperature profile is
θ(t = 0) =−Ωundercooling+ 1
2
Ωundercooling (φ +1) , (4.2)
where Ωundercooling is an undercooling parameter which sets the temperature of the liquid’s
initial and far boundary condition below its freezing point.
In Figure 4.1, we present a typical image showing the beginning of the formation of 6
dendrite arms. It is based on a run with an undercooling parameter of 0.525 and a Lewis
number Le = 40. The snapshot at t = 102 shows the φ = 0 isosurface computed using
the finest grid size dx = 0.78 2. A snapshot of the isosurface φ = 0 at a later time (i.e.
t = 186) is illustrated in Figure 4.2.
Within the solution, the interface is smooth but very steep. This is an ideal situation
to use the adaptive mesh refinement, which gathers the most of the computation around
the moving interface. To demonstrate this feature, we present a cross-section along the x-
axis of a typical solution in Figure 4.3. The domain size is (0,800)× (0,800)× (0,800),
2This grid, if refined everywhere, the resolution is 1024× 1024× 1024, here we continue to use the
notation from [27], which indicates the choices of dx instead of resolution.
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Figure 4.1: Dendrite at t = 102 with Le = 40 and dx = 0.78. The silver shape is the
contour of φ = 0.
although only (0,600) is shown on this x-axis in this figure. The need for a very fine mesh
around the phase interface is clear.
In Section 4.2.1, we explained that our motivation for C2F is because the tip radius
will become steady as the simulation continues. This is illustrated in Figure 4.4 with
simulations on three different grid hierarchies (in each case dx has a maximum value of
0.78, 0.39 and 0.195 respectively). These results (with Le = 40 and Ωundercooling = 0.325)
suggest that the latter two solutions give good agreement but that the solution using the
coarsest grid hierarchy, with dx= 0.78, is less reliable.
In order to obtain the mesh convergence, results in Figure 4.4 were necessary to ex-
ecute complete runs for each choice of dx from a small initial seed at t = 0, to a large
time at which the tip radius is approximately constant. This is extremely computationally
demanding for dx= 0.195 and may be very substantially improved through the described
C2F technique. With this approach, once a solution is reached with a steady tip radius
using grid size dx = 0.39, it can be prolongated to a finer grid which has dx = 0.195.
A new run may be undertaken on this finer grid, to get a steady tip velocity much more
efficiently than beginning again from the initial seed. We demonstrate this with a higher
Lewis number (i.e. Le = 100) in Figure 4.5. It may be observed that when the solution
is interpolated around t = 170, a jump in the radius occurs. However, as the simulation
continues, the tip radius converges relatively quickly. In this way, the simulation from
t = 0 to t = 170 with grid size dx = 0.195 is not required, which provides an enormous
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Figure 4.2: Dendrite at t = 186 with Le = 40 and dx = 0.78. The silver shape is the
contour of φ = 0.
computational advantage from using the C2F.
The parallel performance from using 64 cores up to 1024 cores for a typical middle-
late stage of the simulation are also discussed here. We have described parallel perfor-
mance in Section 2.5.1.2 and the efficiency may be computed through Equation (2.59).
We choose the simulation with grid size dx= 0.39 and undertake 10 fixed time steps, and
the wall clock times are presented in Figure 4.6. The results suggest that the strong scala-
bility of our implementation is not optimal, but that significant benefits are still obtained
from parallel execution up to at least 1024 cores. The two sets of points included in this
figure are for the cases where mesh adaptivity is switched off for the 10 time steps (“no
remesh”) or where the adaptivity is permitted (“remesh”). It is clear that the adaptivity it-
self is not responsible for the loss of parallel efficiency in this solver: this is primarily due
to poor parallel performance on the coarse grids and in the grid transfer operations. We
include a more detailed discussion in the next chapter (see Section 5.4.4) on the choice
of the coarsest grid. Nevertheless, the execution time is reduced each time the number
of cores is increased, as well as providing additional memory capacity to allow larger
problems to be solved.
Having discussed results from solving the model of binary alloy solidification, in the
following chapter, two 2-D thin film models are described.
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Figure 4.3: A cross-section along the x-axis of a typical solution with Le = 40.
Figure 4.4: A plot of the evolution of tip radius on the y-axis with three different grid
sizes.
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Figure 4.5: Effect of using the C2F technique on the evolving tip radius of the dendrite.
Figure 4.6: Plot of the wall-clock time for a middle-late stage simulation with grid size
dx= 0.39, using different number of cores (64 to 1024).
Chapter 5
Parallel, Adaptive and Fully Implicit
Time Stepping with FAS Multigrid on
Models of Thin Film Flows
In this chapter, the models of thin film flows that are presented in Section 1.3.1 are solved
by using our nonlinear multigrid solver. The first model is the droplet spreading model
that is described by Gaskell et al. in [81], which is presented again in Section 5.1. The
discretization schemes for this model are discussed in Section 5.2. Its implementations
in Campfire are explained in Section 5.3. This required extension of the software is to
allow non-time-dependent equations to be solved alongside a time-dependent PDE. Fur-
thermore, Dirichlet boundary conditions are also implemented. Details are presented in
Sections 5.3.1 and 5.3.2 respectively. In order to demonstrate that an overall second order
convergence rate may be obtained the implementation of convergence tests is described in
Section 5.3.3. Results obtained from using our modified solver are presented in Section
5.4. Validation against existing results from [81] is shown in Section 5.4.1, and conver-
gence tests and multigrid performance are then demonstrated in Section 5.4.2. The use
of adaptivity is explained in Section 5.4.3. Both the temporal adaptivity and the spatial
adaptivity are individually assessed based upon their efficiency and accuracy. The use of
parallel computing is finally included in Section 5.4.4. The droplet spreading model is
concluded in Section 5.4.5, where a robust solver that combines multigrid, adaptivity and
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parallelism is used to provide another set of convergence tests.
The second thin-film model that we consider is for fully-developed flows, as described
by Gaskell et al. in [82] and Kalliadasis et al. in [125]. The model itself is presented in
Section 5.5. Its discretization schemes and the resulting fully-discrete system at each
time step are discussed in Section 5.6. Results obtained by using our multigrid solver are
demonstrated in Section 5.7: validation against existing results is shown in Section 5.7.1;
convergence tests are carried out and other numerical results are presented in Section
5.7.2; and the sections on fully-developed flows are concluded in Section 5.7.3.
We refer back to Section 1.3.1 for the glossaries for the models of thin film flows
presented in this chapter. It is worth noting that we attempt to follow the notations that
are generally used in the existing publications. Therefore, despite using h as the notation
for distance between two adjacent grid points elsewhere in this thesis, here h is used as
the notation for the variable of thin film thickness. The notation for distance between two
adjacent grid points is dx and dy in this chapter, and for simplicity we ensure dx = dy
throughout.
5.1 Droplet Spreading Model Outline
The droplet spreading model with precursor film is previously described in Section 1.3.1.2.
A sketch of the cross section of the droplet model is shown in Figure 1.2. The droplet
spreading model is derived from the Navier-Stokes equations through the use of the lu-
brication approximation. This model has already been solved by Gaskell et al. in [81].
Here we present solutions of this model that are generated by using our parallel, adaptive
multigrid solver in Campfire.
As mentioned in Section 1.3.1.2, this non-dimensional model consists of two depen-
dent variables: h(x,y, t) and p(x,y, t). The former measures the droplet thickness, and the
latter represents the pressure field of the droplet. For clarity, the equations of this model
are presented here again. The thin film equation for the droplet thickness is given as
∂h
∂ t
=
∂
∂x
[
h3
3
(
∂ p
∂x
− Bo
ε
sinα
)]
+
∂
∂y
[
h3
3
(
∂ p
∂y
)]
, (5.1)
where Bo is the Bond number which measures the relative importance of gravitational to
surface tension forces. The pressure field of the droplet satisfies
p=−△(h)−Π(h)+Bohcosα, (5.2)
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where Π(h) is the disjoining pressure term which has the following form:
Π(h) =
(n−1)(m−1)(1− cosΘe)
h∗(n−m)ε2
[(
h∗
h
)n
−
(
h∗
h
)m]
, (5.3)
where n and m are the exponents of interaction potential and Θe is the equilibrium contact
angle. Note in Equation (1.20) from Section 1.3.1.2, a term s(x,y) is included for possible
topographies. However, this is not considered in this chapter.
The computational domain Ω is rectangular and has non-dimensional Cartesian coor-
dinates (x,y) ∈Ω = (0,1)× (0,1). It is further assumed that the droplet is far away from
the boundary. Therefore zero Neumann boundary conditions are applied for both h and
p:
∂h
∂ν
=
∂ p
∂ν
= 0 on ∂Ω, (5.4)
where ν denotes the outward-pointing normal to the boundary ∂Ω.
The choices made for the initial condition h(x,y, t = 0) are presented later in this
chapter, and once h(x,y, t = 0) is defined, the initial condition for p can be obtained from
Equation (5.2). In the following section, discretization schemes that are used for the
droplet spreading model are described.
5.2 Discretization Schemes for Droplet Spreading Model
The droplet spreading model is a nonlinear, coupled, parabolic system of PDEs. Due to
the use of lubrication approximation, this model is only solved in a 2-D situation. For the
spatial discretization scheme, the central FDM with the five-point stencil which is shown
in Equation (2.3) is applied to both the thin film and the pressure equations (i.e. Equations
(5.1) and (5.2)). The thin film equation for the droplet thickness shown in Equation (5.1) is
time-dependent and thus requires a temporal discretization scheme. We choose the fully-
implicit BDF2 method (see Equation (2.11) with p= 2). Furthermore, the BDF1 method
(see Equation (2.9)) is used for the very first time step. For the purpose of demonstration,
here we illustrate the BDF2 method with a fixed δ t. If temporal adaptivity is required, it
is straightforward to apply the adaptive BDF2 method from Equation (2.14).
The resulting fully-discrete system for the unknowns at time step τ +1 from the thin
Chapter 5 118 5.3
film equation is given as
hτ+1i, j − (43hτi, j− 13hτ−1i, j )
δ t
=
2
3dx2
{1
2


(
hτ+1i+1, j
)3
3
+
(
hτ+1i, j
)3
3



(pτ+1i+1, j− pτ+1i, j )
−

1
2


(
hτ+1i−1, j
)3
3
+
(
hτ+1i, j
)3
3



(pτ+1i, j − pτ+1i−1, j)
+

1
2


(
hτ+1i, j+1
)3
3
+
(
hτ+1i, j
)3
3



(pτ+1i, j+1− pτ+1i, j )
−

1
2


(
hτ+1i, j−1
)3
3
+
(
hτ+1i, j
)3
3



(pτ+1i, j − pτ+1i, j−1)
}
−2Bo
3ε
sinα(hτ+1i, j )
2
(
hτ+1i+1, j−hτ+1i−1, j
2dx
)
.
(5.5)
The system from the pressure field equation is
pτ+1i, j +
1
dx2
{
hτ+1i+1, j+h
τ+1
i−1, j+h
τ+1
i, j+1+h
τ+1
i, j−1−4hτ+1i, j
}
+
(n−1)(m−1)(1− cosΘe)
h∗(n−m)ε2
[(
h∗
hτ+1i, j
)n
−
(
h∗
hτ+1i, j
)m]
−Bohτ+1i, j cosα = 0.
(5.6)
Because it is fully-implicit, all forms in the above equations are unknowns at the new time
step (i.e. τ +1). Having obtained the fully-discrete system of droplet spreading model, in
the following section, the implementation of the solver in Campfire is described.
5.3 Implementation of Droplet Spreading Model
This section shows how Campfire has been generalised to allow models with mixed
parabolic and elliptic equations to be successfully implemented. Firstly, the implemen-
tation of non-time-dependent equations is described in Section 5.3.1. Then the Dirichlet
boundary condition for our cell-centred multigrid solver is discussed in Section 5.3.2.
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Finally, in order to demonstrate the overall second order convergence rate, our implemen-
tation of convergence tests is presented in Section 5.3.3.
5.3.1 Implementation of Non-Time-Dependent Equations in Camp-
fire
Campfire when first developed by Green and Goodyer [93, 94] only considered systems
of PDEs that were all time-dependent. Models that are solved in this thesis commonly
have equations which are non-time-dependent, such as the pressure from Equation (5.2).
Solving these equations was not originally considered in Campfire. One of the major
issues comes from the modified RHS computation in the nonlinear FAS multigrid (see
Equation (2.53)). Therefore, understanding the procedures of calculating the modified
RHS term is crucial for implementing the non-time-dependent equations in Campfire.
Let’s use the notation that is previously used in Section 2.1.2 for describing the tempo-
ral discretization schemes. Consider a time-dependent PDE, after applying a local spatial
discretization scheme (e.g. FDM), a single initial value ODE is obtained and is given in
Equation (2.7). This ODE is then discretised by a fully-implicit temporal discretization
scheme. Here for the purpose of demonstration, we choose the BDF1 method (also known
as the backward Euler method). This method is presented in Equation (2.9). However, in
Campfire, it must be written as the following. Note we change the notation of function f
to function g to avoid repetition from the multigrid method.
uτ+1−δ tg(tτ+1,uτ+1) = uτ . (5.7)
This form can be linked to the representations that are used for describing the nonlinear
FAS multigrid in Section 2.4.4. For example, the left-hand side term in Equation (5.7)
(i.e. uτ+1− δ tg(tτ+1,uτ+1)) is the corresponding term A f (u f ) in Equation (2.49). The
RHS term uτ is the corresponding term f f in Equation (2.49). Then the term uτ is stored
separately to the “unk” array for storing values from the RHS (e.g. unk(2, i, j,k, lb)). This
is previously described in Section 3.3.4.
The reason for having this particular format is that the modified RHS in Campfire is
not calculated as rc+Ac(wc) as suggested in Equation (2.53). Instead, it uses an accumu-
lating approach, in which [rc− ( f c−Ac(wc))] is firstly accumulated through two residual
calculations before and after the restriction: rc is the restricted residual from the fine grid,
and is computed originally on the fine grid as f f −A f (u f ); f c−Ac(wc) is the residual
term on the coarse grid using the restricted values. Since the RHS term f f (which is uτ
initially) is separately stored and restricted to the coarse grid as f c, it is then straightfor-
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ward to add f c to [rc− ( f c−Ac(wc)] in order to give the correct values for the modified
RHS.
There are two advantages for computing the modified RHS in this way. Firstly, it does
not require extra user implementation but uses only the residual calculation. This may
be very advantageous in the cases where users are not familiar with the nonlinear FAS
multigrid method. Another advantage is that, since the “unk” array for storing values
from the RHS (e.g. unk(2, i, j,k, lb)) is from the previous time step only, its values do
not change during the computation made in the current time step. Therefore, it does not
require guard cell update (GCU) or any other updates for this particular array. This in turn
improves the performance of Campfire, as the GCU is expensive to carry out for parallel
simulations.
For non-time-dependent equations, such as Equation (5.2), it is common to use the
format that is presented in Equation (5.2), where the terms that depend upon p are ar-
ranged on the left-hand side of the equation, and the terms that do not depend upon p are
moved to the RHS. This format is used in many publications for the descriptions of multi-
grid methods and the modified RHS (see [31, 216] for examples). However, in Campfire,
non-time-dependent equations have to be arranged into the form shown in Equation (5.6).
This is because the terms that do not depend upon p (but on h) may still change in their
values during the computations made in the current time step, so may require GCU. The
“unk” array for storing values from the RHS (e.g. unk(2, i, j,k, lb)) is therefore set to be
0 initially (but is generally non-zero for the coarse grid correction equations).
Having both time-dependent and non-time-dependent equations correctly implemented
in Campfire, in the following section, implementations of the nonlinear FAS multigrid
solver and the Dirichlet boundary condition for cell-centred finite differences are de-
scribed.
5.3.2 Implementations of Multigrid Solver and Dirichlet Boundary
Condition in Campfire for Droplet Spreading Model
In this section, implementation of the nonlinear FAS multigrid solver in Campfire is de-
scribed, particularly the pre-, post-smoothers and the coarsest grid solver. We also discuss
the implementation of the Dirichlet boundary condition. It is the first time this type of
boundary condition has been implemented in Campfire. Although the droplet spreading
model does not require this type of boundary condition, it is used in Section 5.4.2.1 for a
modification of this model. This very common type of boundary condition is also required
by some of the other models presented in this thesis.
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In the original implementation of Campfire, it uses a point-wise nonlinear Jacobi it-
eration as the smoother. As mentioned previously in Section 3.3.4, it is difficult and
very time-consuming to achieve a global Gauss-Seidel iteration in a parallel environment.
However, the Jacobi iteration requires extra memory to store the values from the previous
iteration (it typically uses some temporary memory allocations), and is generally slower
when compared to the “local Gauss-Seidel, global Jacobi” iteration that is described in
Section 3.3.4.
As well as using this “local Gauss-Seidel, global Jacobi” approach within each itera-
tion, we also implement a block version of this smoother. Here, instead of using point-
wise iteration all unknowns corresponding to the same grid point are updated simulta-
neously. An example of such a nonlinear block-Jacobi method is presented in Equation
(2.36). It is straightforward to change this so it performs Gauss-Seidel within a mesh
block, but only Jacobi updates at the edge of each block. It is worth noting that the Ja-
cobian matrix C (for the droplet spreading model, this is a 2×2 matrix) in the nonlinear
block-Jacobi method requires inverting. One of the simple ways to find the inverse of
the Jacobian matrix is to use Cramer’s rule and the determinant of the matrix C. Alterna-
tively, Gaussian elimination (previously described in Section 2.3.1) can be employed to
reduce the matrix C to an upper triangular form with the use of pivoting. Then an upper
triangular solver can be applied to obtain the solution of the 2×2 system through the use
of backward substitution.
To sum up, this nonlinear block method which performs “local Gauss-Seidel, global
Jacobi” iteration is used as the pre- and post-smoothers, as well as the coarsest grid solver
in the nonlinear FAS multigrid method that is implemented in Campfire.
The Dirichlet boundary condition is required in this thesis. Campfire originally did not
support this boundary condition. Our modification allows the general Dirichlet boundary
condition to be implemented in Campfire. This change is crucial for three models that
are presented in this thesis. The boundary conditions are specified in a subroutine which
is called “amr 1blk bcset” in Campfire. Different boundaries are separately defined. In a
2-D situation, there are four boundaries. This changes to six boundaries in 3-D.
In this thesis, we work with cell-centred data. With these cell-centred grids, ghost cells
are required to be positioned outside of the boundaries in order to provide the boundary
conditions. This is previously described in Section 2.1.1.2 and the ghost cells are illus-
trated in Figure 2.2. Within Campfire, due to the use of guard cells, we do not need to
separately define ghost cells. Those guard cells that are positioned outside of the domain
boundaries can be used as the ghost cells. This is illustrated in Figure 2.14. On these
guard cells, the Dirichlet boundary condition can be achieved as presented in Equation
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(2.6). These values that help to impose the correct Dirichlet boundary condition are up-
dated to these guard cells outside of the domain through the GCU (see line 7 in Algorithm
12).
In the following section, the convergence tests that are done for the model of fully-
developed flows are described.
5.3.3 Convergence Test Based Upon Solution Restriction
The spatial and the temporal discretization schemes that are used in this thesis are the
central FDM with the five-point stencil in 2-D (an equivalent seven-point stencil in 3-D)
and the BDF2 method (although the BDF1 method has to be employed for the very first
time step) respectively. These schemes are described previously in Chapter 2. Both the
spatial and the temporal discretization schemes are second-order accurate. For the central
FDM, this means the error is proportional to dx2 (with the assumption that dx= dy= dz).
For BDF2 method, the error is proportional to δ t2. Therefore, the combination of the two
may result in an overall second-order convergence rate. This means by halving the time
step size and doubling the number of grid points in each direction (e.g. 8×8→ 16×16),
the error to the true solution should reduce by a factor of four.
On the other hand, as mentioned previously, the true solution generally is unavailable.
Thus, approximate solutions from different runs with different grid hierarchies are used
for the comparisons. In order to explain this approach, let’s consider three example grid
hierarchies using 2-D grids. They are 8× 8− 16× 16, 8× 8− 16× 16− 32× 32 and
8×8−16×16−32×32−64×64. Each grid is associated with a δ t: δ t16×16, δ t32×32 =
δ t16×16
2
and δ t64×64 = δ t
32×32
2
, respectively.
The solutions are obtained by solving the same problem on these three finest grids
separately, with their corresponding δ t, and with the assumption that the ending time T
is exactly the same for all runs. The solution from grid hierarchy 8×8−16×16 remains
the same, and solutions from other grid hierarchies are restricted by using a restriction
operator (e.g. four-point averaging shown in Equation (2.13)). Unlike the vertex-centred
grid points, with cell-centred grids there is no overlap between the cell-centres at different
levels. Hence to make a comparison between two solutions we restrict the fine solution
to the coarse grid and then compare. Thus, the solution which is restricted from grid
hierarchy 8× 8− 32× 32 can be compared to the solution from grid hierarchy 8× 8−
16×16. Similarly, the restricted solution from hierarchy 8×8−64×64 can be compared
to the original solution from hierarchy 8×8−32×32.
The infinity norm and the discrete two norm are computed from these comparable
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solutions on the coarser grid. The infinity norm is defined as the following:
||e||∞ := max(|urestrictedi, j −ui, j|), (5.8)
where urestricted is the restricted solution from the finer grid hierarchy, u is the original
solution from the coarser grid hierarchy (note these solutions are obtained from separate
runs) and i, j= 1, . . . ,n. Having defined the infinity norm, in the example used here, ||e||∞
is calculated twice. The first time, solutions from 8× 8− 16× 16 and 8× 8− 32× 32
are compared. The second time, solutions from 8× 8− 32× 32 and 8× 8− 64× 64
are compared. The ratio between these two infinity norms is the measurement of the
convergence rate. A ratio of around 4.0 indicates the second-order convergence rate (if
only first-order convergence rate is achieved, then the ratio is around 2.0).
This ratio can also be calculated through the use of the two norms. The discrete two
norm is given as
||e||2 :=
√
∑ni=1∑
n
j=1(u
restricted
i, j −ui, j)2
n×n . (5.9)
In the notations for the infinity norm and the two norm above, e is used to represent the
difference between two approximate solutions u. For four models that are solved in this
thesis (two models of thin film flows, CHHS system of equations and model of tumour
growth), second order convergence rate will be demonstrated (often for the first time to
our knowledge). We consider all grid points from the finest grid or when adaptive grids
are used, all the points from the finest refinement level possible. For the current droplet
spreading model, the infinity norm and the two norm are computed for both variables h
and p. The results are presented later in this chapter.
In the following section, results from solving the droplet spreading model using the
described multigrid solver are discussed.
5.4 Results on Droplet Spreading Model
Results generated using our multigrid solver are presented in this section. Firstly, valida-
tion against existing results are described in Section 5.4.1. Then convergence tests and
multigrid performance are discussed in Section 5.4.2. Results using adaptivity are illus-
trated in Section 5.4.3. Parallel computing is also included, and its results are described in
Section 5.4.4. Finally, the robust solver combined with adaptivity and parallel computing
and its results are presented in Section 5.4.5.
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5.4.1 Validation
Results generated by using the parallel, adaptive multigrid solver from Campfire are com-
pared to selected results presented in [81].
First of all, the values of parameters that are used in the droplet spreading model
(Equations (5.1) to (5.3)) are presented in Table 5.1. These values were used by Gaskell
et al. in [81] to generate their results presented in Figures 4 and 5.
Parameters Values Parameters Values
Bo 0 ε 0.005
Θe 1.53
◦ h∗ 0.04
n 3 m 2
α 0◦
Table 5.1: The parameters of the droplet spreading model that were used by Gaskell et al.
in [81] for generating the results presented in their Figures 4 and 5.
The computational domain Ω has Cartesian coordinates (x,y) ∈ Ω = (0,1)× (0,1).
The initial condition for the variable of droplet thickness h(x,y, t = 0) is given as
ht=0(r) =max
(
5
(
1− 320
9
r2
)
,h∗
)
, (5.10)
where r2 = x2+ y2. Having obtained h(x,y, t = 0), the initial condition for pressure p on
all internal grid points i, j (i, j = 1, . . . ,n) may be defined as
pt=0i, j =
1
dx2
{
ht=0i+1, j+h
t=0
i−1, j+h
t=0
i, j+1+h
t=0
i, j−1−4ht=0i, j
}
+
(n−1)(m−1)(1− cosΘe)
h∗(n−m)ε2
[(
h∗
ht=0i, j
)n
−
(
h∗
ht=0i, j
)m]
−Boht=0i, j cosα.
(5.11)
We choose Figure 5(b) from [81] to validate against. This figure shows the evolution
of the maximum height of the droplet during simulations. All grids are uniform and
the time duration is [0,10−5]. In Figure 5.1, the left-hand side shows a copy of Figure
5(b) from [81]. The right-hand side figure shows the results using our multigrid solver
implemented in Campfire. The maximum height of the droplet is initially 5.0, as implied
by the initial condition in Equation (5.10).
In order to generate these results, we use a 16× 16 grid as the coarsest grid. There
are 2 pre- and post-smoothers on each grid level, and 60 iterations of the smoother are
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Figure 5.1: Figures show the evolution of the maximum height of the droplet during
simulations, on the left-hand side is Figure 5(b) from [81] and on the right-hand side,
we show results from our multigrid solver implemented in Campfire. Parameters used to
generate these results are shown in Table 5.1. Legends in these figures indicate the finest
resolutions of grids that are used for that particular simulation.
used for the coarsest grid solver. The time step size for grid hierarchy 16×16−32×32
is δ t = 3.2×10−7. Each time the finest grid is refined, the time step size is halved. This
leads to use a time step size δ t = 10−8 for grid hierarchy 16× 16− 1024× 1024. Note
that for some choices of the time step size δ t, the size of the final step may be smaller so
it finishes precisely at the end time T = 1×10−5.
There are two stopping criteria for the multigrid solver per time step based upon the
infinity norm of residuals from the two variables, and at least one of themmust be satisfied
in order to continue the computation. The first is an absolute stopping criterion, which
determines to stop the solver at the current time step if the infinity norm is smaller than
10−6. The second is a relative stopping criterion, which takes the infinity norm after the
first V-cycle in the current time step, and determines to stop if this infinity norm is reduced
by a factor of 1×105 by subsequent V-cycles.
Figure 5.1 shows a good agreement with the results from grid hierarchies 16× 16−
32×32, 16×16−512×512 and 16×16−1024×1024. For other grid hierarchies (i.e.
16×16−64×64, 16×16−128×128 and 16×16−256×256), our results appear to be
more accurate than the ones from [81]. This may be caused by the adaptive time stepping
used in [81], based upon local error estimation, as opposed to our fixed time step size
simulations.
There are other differences between our solver and the solver of Gaskell et al. [81].
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Firstly, we use the BDF2 method as the temporal discretization scheme, but Gaskell et al.
used the Crank-Nicolson method (see Equation (2.10)). Secondly, Gaskell et al. used a
prediction-correction approach. Within a typical time step, instead of using the solution
from the previous time step as the initial guess (which is our approach), Gaskell et al.
included a predictor. This predictor uses the solution from the previous time step, and
performs a fully explicit, second-order accurate “prediction” in order to provide a better
initial guess for each time step (this predictor is illustrated in Equation (20) in [81]). This
predictor also provides the error estimation which is then used to control the adaptive time
stepping. Thirdly, Gaskell et al. employed a positivity preserving scheme as the spatial
discretization scheme, which means that their discretization of the h3 terms in Equation
(5.1) is slightly different to that given in Equation (5.5), and used in our simulations.
The possible advantage of using this scheme is the positivity of h may be preserved as
the precursor film h∗ → 0. However, in our solver, the standard second-order five-point
stencil from Equation (2.3) is applied. Finally, Gaskell et al. used vertex-centred grids
instead of the cell-centred grids that we employed in this thesis. Despite these differences,
the solutions from two solvers are highly agreeable when sufficient numbers of degrees of
freedom are applied, such as the results from using grid hierarchies 16×16−512×512
and 16×16−1024×1024 shown in Figure 5.1. Further validation comes from analysing
the multigrid convergence rates.
Since the solver from [81] also performs a nonlinear multigrid method with FAS,
we validate the performance of our multigrid solver against the one used by Gaskell et
al. More specifically, we validate the convergence rate of each multigrid V-cycle from a
typical time step by the infinity norm of residuals. This is shown in Figure 4(b) from [81].
In Figure 5.2, the left-hand side shows the performance of the solver used in [81]. On
the right-hand side is the performance of our multigrid solver from Campfire. For both
solvers, a total number of 10 V-cycles within this particular time step are performed. From
this figure, the results suggest that both solvers perform similarly. It is worth noting there
is one significant difference. In the results from [81], the convergence rate deteriorates
significantly from the 9th V-cycle to the 10th V-cycle. However, the results from using
our multigrid solver remain robust in this situation. Overall we believe these tests provide
excellent validation.
Having validated the implementation of our multigrid solver, in the following section,
the convergence tests which demonstrate the overall second-order convergence rate are
presented. Multigrid performance is also discussed.
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Figure 5.2: Figures show the convergence rate of a typical multigrid V-cycle from a single
time step. On the left-hand side is Figure 4(b) from [81] and on the right-hand side are
the results of our multigrid solver. Four different finest grid resolutions are used, such
as shown in the legends. Parameters that are used to generate these results are shown in
Table 5.1.
5.4.2 Convergence Tests and Multigrid Performance
The implementation of our convergence tests is described in Section 5.3.3. The results
of these tests are presented in Section 5.4.2.1. The multigrid optimality is discussed in
Section 5.4.2.2. Issues around the convergence tests are further investigated in Section
5.4.2.3, where additional results are presented. It is worth noting that all the work that
is presented in this section was executed sequentially on one CPU. The workstation used
to generate these results consists of 3.4GHz Dual Quad-Core Intel Xeon processors with
8GB memory.
5.4.2.1 Convergence Tests
In this section, convergence tests are carried out for the solutions at time T = 1× 10−5.
We choose four cases to demonstrate, and they have the resolutions on the finest grids of
128×128, 256×256, 512×512, 1024×1024 and 2048×2048. They all have the same
coarsest grid (i.e. 16×16). Thus there are 4, 5, 6, 7 and 8 grids in the multigrid hierarchies
for each different case. These cases are noted as levels 4, 5, 6, 7 and 8 respectively. It
is noteworthy that level 8 is considered to be a large simulation in terms of the number
of degrees of freedom and the number of grids, and is relatively expensive in terms of
sequential computations. Here it is included for demonstrating the convergence rates,
however, level 7 is generally the finest grid that is used later in this chapter.
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The initial condition that is used by Gaskell et al. in [81] (see Equation (5.10)) is
discontinuous in its first derivative and also very steep (i.e. initially the angle between
the droplet and the substrate around the contact line is almost 90◦). For the purpose of
demonstrating the convergence of the solver we initially impose a much smoother initial
condition for the variable h: it is
ht=0 = h∗+ sin(pix)sin(piy), (5.12)
where (x,y) are the Cartesian coordinates. When ht=0 is available, the initial condition for
pressure p can be obtained through Equation (5.11) in a straightforward manner. Since
the initial condition is no longer flat in the vicinity of the boundaries, we also change the
boundary conditions from those previously presented in Equation (5.4) to the following:
h= h∗ and p= 0 on ∂Ω. (5.13)
The implementation of this Dirichlet boundary condition is described in Section 5.3.2.
Furthermore, we also undertake simulations with and without the inclusion of the disjoin-
ing pressure term in Equation (5.2). Firstly this term Π(h) is excluded from the pressure
Equation (5.2). This can be done by setting n = 1 and m 6= 1. This problem is solved
using uniform grids and fixed time stepping.
In Table 5.2, results of the convergence tests are shown, and they include both the
infinity norm and the two norm of the differences between consecutive solutions. The
convergence tests and these norms are previously explained in Section 5.3.3. Without
the disjoining pressure term and with a smooth initial condition (see Equation (5.12)),
the time-dependent variable h shows a near perfect second order convergence rate in this
table. By quadrupling the number of grid points and halving the time step sizes, both the
infinity norm and the two norm are reducing by a factor of 4. Since both the spatial and
temporal discretization schemes are of second order accuracy, these results coincide with
our expectation.
On the other hand, the convergence tests on the variable p only appear to be getting
close to second order accurate using values of the norms (of the difference between con-
secutive solutions) when the resolutions of grids are sufficiently fine. Nevertheless, on
these finest grids we are approaching second order convergence. Analysis of the conver-
gence rates or discussions on the convergence theories are outside the scope of this thesis,
and therefore we will not pursue it further. However, in Section 5.4.2.3, we present some
of our additional observations that may be related to this issue.
Including the disjoining pressure term adds additional nonlinearity to the model. We
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For variable h
Levels δ t Time steps Infinity norm Ratio Two norm Ratio
4 8×10−8 125 - - - -
5 4×10−8 250 3.779×10−5 - 1.880×10−5 -
6 2×10−8 500 9.449×10−6 4.00 4.700×10−6 4.00
7 1×10−8 1000 2.362×10−6 4.00 1.175×10−6 4.00
8 5×10−9 2000 5.905×10−7 4.00 2.937×10−7 4.00
For variable p
4 8×10−8 125 - - - -
5 4×10−8 250 7.457×10−3 - 8.389×10−4 -
6 2×10−8 500 1.500×10−2 0.50 1.213×10−3 0.69
7 1×10−8 1000 6.664×10−3 2.25 4.124×10−4 2.94
8 5×10−9 2000 2.116×10−3 3.15 1.113×10−4 3.71
Table 5.2: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences. These results are generated with a
smooth initial condition and without the disjoining pressure term. Parameters are shown
in Table 5.1, with the exceptions of n= 1 and m 6= 1.
repeat the tests done in Table 5.2 but now including the disjoining pressure term Π(h) in
the pressure Equation (5.2). Results of the convergence tests are presented in Table 5.3.
In this table, results on variable h again indicate a clear second order convergence rate
(though not quite so perfectly as in Table 5.2). On the other hand, results on variable p
appear to be better than those presented in Table 5.2, especially when the resolutions of
grids are not very fine. The values of the two norm of p shows a definite second order
convergence, and its infinity norm tends to be second order. It may be seen that the values
from both norms are relatively large compared to those in Table 5.2.
Note that later in this chapter we also consider convergence using the true initial con-
dition shown in Equation (5.10) but before this we need to investigate adaptive methods.
In the following section, however, multigrid performance is first discussed.
5.4.2.2 Multigrid Performance
Having presented some convergence tests, the performance of the multigrid solver is con-
sidered here. Previously, in Section 2.4, it is described that the convergence rate of multi-
grid methods should be independent from the size of the finest grid. This may already be
seen from Figure 5.2 in the previous section. The convergence rate for four different grid
hierarchies are more or less parallel to each other: despite the difference in the number
of grid points, the convergence rates for these cases share nearly the same slope. Here
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For variable h
Levels δ t Time steps Infinity norm Ratio Two norm Ratio
4 8×10−8 125 - - - -
5 4×10−8 250 5.710×10−5 - 2.095×10−5 -
6 2×10−8 500 1.970×10−5 2.90 5.677×10−6 3.69
7 1×10−8 1000 5.549×10−6 3.55 1.444×10−6 3.93
8 5×10−9 2000 1.430×10−6 3.88 3.634×10−7 3.97
For variable p
4 8×10−8 125 - - - -
5 4×10−8 250 1.554×10+1 - 2.111×100 -
6 2×10−8 500 6.539×100 2.38 6.547×10−1 3.22
7 1×10−8 1000 2.131×100 3.07 1.755×10−1 3.73
8 5×10−9 2000 0.605×100 3.52 4.477×10−2 3.92
Table 5.3: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences. These results are generated with
the use of a smooth initial condition and the disjoining pressure term in the pressure
equation. Parameters are shown in Table 5.1.
we demonstrate the details of the multigrid solver that is used to obtain the results shown
in Table 5.2, and it is presented in Table 5.4. The results from this table show that when
we quadruple the number of grid points as well as double the number of time steps, the
average number of V-cycles that is needed stays a constant. In addition, the CPU time
for sequential executions is increased by a factor of 8 from one run to the next. Since
the problem size is also increased by a factor of 8, this suggests that our multigrid solver
converges with a linear complexity of O(n).
Levels Finest grid Total number of Average V-cycles CPU time (seconds)
time steps per time step
4 1282 125 4.0 25.6
5 2562 250 4.0 200.9
6 5122 500 4.0 1637.5
7 10242 1000 4.0 13121.6
8 20482 2000 4.0 109620.4
Table 5.4: Table shows the resolution of the finest grid, total number of time steps, av-
erage V-cycles required per time step and the CPU time for five difference hierarchies of
uniform grids.
We further show a log-log plot in Figure 5.3, with the average CPU times per time
step from all five test cases that are presented in Table 5.4, against the total number of
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grid points on the corresponding finest grid. For comparison, a line with slope of 1 is also
shown in Figure 5.3. Each time a finer grid is used, the number of grid points on the finest
grid is quadrupled. The average time cost per time step is parallel with the line of slope
of 1. This demonstrates that our multigrid solver has a linear complexity.
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Figure 5.3: Figure shows a log-log plot, in x direction, the total number of grid points from
the finest grid is shown, and the average CPU time per time step in seconds is presented
in y direction. For comparison, a line with slope of 1 is also shown in the figure.
In the following section, issues around the results from the convergence tests are dis-
cussed further.
5.4.2.3 Discussion
The convergence tests presented in Section 5.4.2.1 (i.e. in Tables 5.2 and 5.3) suggest
a second order convergence rate for the time-dependent variable h. However, there are
issues around the convergence tests on the variable p, especially the results presented in
Table 5.2, which show that p is quite slow to approach second order convergence. In
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order to be confident that p really is approaching second order, we present additional
results from a number of further tests.
First of all, we validate our multigrid solver and eliminate the possibilities that the is-
sues are caused by incorrect implementation. In order to achieve this, the droplet spread-
ing model is reformulated to a simple linear coupled system of two PDEs. More specif-
ically, the original model that is shown in Equations (5.1) and (5.2) is reduce to the fol-
lowing:
∂h
∂ t
=△p, (5.14)
p=−△h. (5.15)
We use the same initial and boundary conditions for this coupled linear system of PDEs,
as presented in Equations (5.12) and (5.13) respectively. Except for the precursor film
thickness h∗ which is used in the initial condition, parameters that are shown in Table 5.1
have no influence in this newly reformulated coupled linear system. Due to the existing
convergence analyses and theories, the expectation of the convergence rate from solving
this coupled linear system is that both variables are second order, providing second order
spatial and temporal discretization schemes are applied.
The convergence tests previously carried out in Section 5.4.2.1 are repeated on this
newly reformulated coupled linear system and results are presented in Table 5.5. The
results presented in this table coincide with our expectation, that is for both variables,
they have very clear second order convergence rates. These results also suggest that our
solver is correctly implemented and therefore that the convergence issues for the pressure
variable p may be caused by the nonlinearity in the original droplet spreading model.
To further investigate our hypothesis, two additional systems are proposed. The first
one is given as the following:
∂h
∂ t
= ∇ · (h∇p) , (5.16)
p=−△h. (5.17)
The convergence tests that are carried out in Table 5.5 previously are now repeated on this
newmodel. Results are shown in Table 5.6. The convergence tests for variable h presented
in this table indicate an optimal second order convergence rate. It may be seen that the
convergence rates of pressure p deteriorate for the coarser runs. However, a second order
convergence rate is approached eventually.
The second of the two additional models has an h2 nonlinear term instead of h, and is
given as the following:
∂h
∂ t
= ∇ · (h2∇p) , (5.18)
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For variable h
Levels δ t Time steps Infinity norm Ratio Two norm Ratio
4 8×10−8 125 - - - -
5 4×10−8 250 3.779×10−5 - 1.890×10−5 -
6 2×10−8 500 9.449×10−6 3.99 4.724×10−6 3.99
7 1×10−8 1000 2.362×10−6 3.99 1.181×10−6 3.99
For variable p
4 8×10−8 125 - - - -
5 4×10−8 250 5.778×10−6 - 2.890×10−6 -
6 2×10−8 500 1.445×10−6 3.99 7.224×10−7 3.99
7 1×10−8 1000 3.614×10−7 3.99 1.806×10−7 3.99
Table 5.5: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the reformulated coupled
linear system which consists of Equations (5.14) and (5.15). These results are generated
with the use of the smooth initial condition and the Dirichlet boundary condition that are
used in Section 5.4.2.1.
For variable h
Levels δ t Time steps Infinity norm Ratio Two norm Ratio
4 8×10−8 125 - - - -
5 4×10−8 250 3.786×10−5 - 1.964×10−5 -
6 2×10−8 500 9.466×10−6 4.00 4.921×10−6 4.00
7 1×10−8 1000 2.367×10−6 4.00 1.231×10−6 4.00
For variable p
4 8×10−8 125 - - - -
5 4×10−8 250 6.644×10−2 - 8.762×10−3 -
6 2×10−8 500 2.055×10−2 3.23 2.340×10−3 3.74
7 1×10−8 1000 5.710×10−3 3.60 5.957×10−4 3.93
Table 5.6: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the reformulated coupled
linear system which consists of Equations (5.16) and (5.17). These results are generated
with the use of the smooth initial condition and the Dirichlet boundary condition that are
used in Section 5.4.2.1.
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p=−△h. (5.19)
We repeat the convergence tests done previously in Tables 5.5 and 5.6 on this second addi-
tional model. Results are shown in Table 5.7. Again, the convergence tests for variable h
indicate an optimal second order convergence rate. For this model, the convergence rates
for the pressure p are worse than those shown in Table 5.6 (but still better than those in
Table 5.2). From these results, we believe the nonlinearity in this type of model is one of
the causes for pressure variable p to require such a fine mesh resolution before a second
order convergence is approached.
For variable h
Levels δ t Time steps Infinity norm Ratio Two norm Ratio
4 8×10−8 125 - - - -
5 4×10−8 250 3.796×10−5 - 1.879×10−5 -
6 2×10−8 500 9.492×10−6 4.00 4.700×10−6 4.00
7 1×10−8 1000 2.373×10−6 4.00 1.175×10−6 4.00
For variable p
4 8×10−8 125 - - - -
5 4×10−8 250 6.041×10−2 - 6.965×10−3 -
6 2×10−8 500 2.745×10−2 2.20 2.403×10−3 2.90
7 1×10−8 1000 8.942×10−3 3.07 6.586×10−4 3.65
Table 5.7: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the reformulated coupled
linear system which consists of Equations (5.18) and (5.19). These results are generated
with the use of the smooth initial condition and the Dirichlet boundary condition that are
used in Section 5.4.2.1.
So far the results in this section are generated using uniform grids, fixed time step size
and a smooth initial condition. In the following sections, the use of spatial and temporal
adaptivity is described, with the original initial condition that is used in [81] (i.e. Equation
(5.10)).
5.4.3 Adaptivity
Adaptivity is previously described in Section 2.2. Its implementation in Campfire is dis-
cussed in Sections 3.3.2 and 3.3.3. Both temporal and spatial adaptivity are applied to
the droplet spreading model here. However, they are individually assessed. The temporal
adaptivity is described in Section 5.4.3.1 and the spatial adaptivity is discussed in Section
5.4.3.2.
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5.4.3.1 Temporal Adaptivity
In this section, temporal adaptivity is applied to the full droplet spreading model. Its
implementation in Campfire is discussed in Section 3.3.3. In this section, we use the initial
conditions for h and p which are presented in Equations (5.10) and (5.11) respectively,
and represent a droplet with a height of 5 and radius 8
√
5
3
. The boundary conditions are
presented in Equation (5.4). The parameters that are used are presented in Table 5.1.
The temporal adaptivity is achieved by using the adaptive BDF2 method that is pre-
sented in Equation (2.14). For the purpose of demonstration, an aggressive adaptive ap-
proach is applied. This is achieved by setting the parameters “low V-cycle” to 6 and
“high V-cycle” to 7. This setting forces Campfire to always seek a different time step
size. We present results of two different grid hierarchies, they are levels 6 and 7 with
512× 512 and 1024× 1024 as the finest grids. The equivalent simulations using fixed
time step sizes are already presented in the right-hand side of Figure 5.1. For the adap-
tive time stepping we use the same initial step size as in the non-adaptive cases: initial
time step sizes for these two cases are 2×10−8 and 1×10−8 respectively. The resulting
evolution of the time step sizes is shown in Figure 5.4. It may be seen from this figure
that our adaptive time stepping approach is indeed aggressive (the sudden reductions of
time step sizes at the end are simply to ensure both simulations are ended at the same
time T = 10−5). Let’s contrast with the equivalent simulations (from the right-hand side
of Figure 5.1) that are undertaken using fixed time step sizes. For the level 5 simula-
tion (with 512× 512 as the finest grid) 500 time steps are required with a step size of
2×10−8. For the level 6 simulation (with 1024×1024 as the finest grid) 1000 time steps
are required with a step size of 1×10−8. The use of the adaptive time stepping approach
reduces the number of time steps required to 39 and 45 respectively.
The detailed comparison between the use of fixed time step size and the adaptive time
stepping is presented in Table 5.8. From this table, as well as the number of time steps
required to reach T = 1×10−5 being shown for adaptive time stepping versus fixed time
steps, the execution times are also shown. On level 6 adaptive time stepping takes just
9.6% of the time with use of the fixed time step size. This percentage becomes 5.2% for
the simulation on level 7. This is despite the increased number of average of V-cycles
required per time step in the adaptive case. Note however that the number of V-cycles
needed is still independent of grid sizes.
Two questions are worth asking. Firstly, are our choices of the time step size too small
for the fixed time step approach? Additional tests show that for the level 6 case, increasing
the initial time step size by a factor of 5 causes the multigrid solver to converge more
slowly as, within each time step, about three more V-cycles are needed. The computation
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Figure 5.4: Evolution of the time step sizes from two test cases for the droplet spreading
problem on 512× 512 and 1024× 1024 finest grids. Results are obtained by using the
adaptive BDF2 method shown in Equation (2.14).
fails to converge if the initial time step size is increased by a factor of 10. The second
question is: when using the adaptive time stepping, how accurate are these solutions? In
order to answer this question, we take the approach which is used in Figure 5.1, that is
measuring the maximum height of the droplet. The comparison is shown in Figure 5.5.
From this figure, it can be seen that by using adaptive time stepping, the evolutions of the
height of the droplet are very close to the ones using the original approach with fixed time
step sizes.
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Levels No. TSs Avg. V-cycle CPU time No. TSs Avg. V-cycle CPU time
fixed δ t per TS (seconds) ATS per TS (seconds)
6 500 5.0 2095.3 39 5.9 201.5
7 1000 5.0 16721.3 45 5.8 874.4
Table 5.8: Comparisons between the use of fixed time step size and the adaptive time
stepping for two test cases. The total number of time steps, the average V-cycles required
per time step and the CPU time are used for the comparisons. Due to the limit of space,
abbreviations are used, where TS means “time step”, Avg. means average and ATS is
short for adaptive time stepping.
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Figure 5.5: Figure shows the evolutions of the maximum height of the droplet. We mea-
sure the maximum height for comparison and demonstration of the accuracy of the adap-
tive time stepping. Results with the finest grids 256× 256, 512× 512 and 1024× 1024
have been previously presented in Figure 5.1, and they are obtained using the fixed time
step size. For the two cases of adaptive time stepping, we use squares and stars to indicate
the values of time step size within each time step.
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To give a further indication of how accurate the solutions are at the end of simulation,
a zoom-in feature is shown in Figure 5.6. The results shown in this figure indicate that our
adaptive time stepping approach deteriorates the accuracy by only a very small amount.
More specifically, for level 6 (with the finest grid resolution of 512×512), the values of
the maximum heights of the droplet are 3.406 from the use of fixed time step size, and
3.403 from the use of adaptive time stepping. For level 7 (with the finest grid resolution
of 1024×1024), the value is 3.423 from the use of fixed time step, and is 3.419 from the
use of adaptive time stepping.
Figure 5.6: Figure shows a zoom-in feature for the end of the graphs that are originally
presented in Figure 5.5. We magnify the figure at the end of simulation (i.e. T = 1×10−5)
and use the measurement of the maximum height of droplet to indicate the accuracy of
the simulation.
The adaptive time stepping approach, as presented here uses the number of V-cycles to
control the step size. This implementation is previously described in Section 3.3.3. How-
ever, another common approach is to control step size based upon an indicator that uses
a local error estimate. Gaskell et al. [81] used such an approach. Within their prediction-
correction approach, the difference between the solutions from the use of the predictor
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and that from the implicit corrector was used to obtain the error estimate which was, in
turn, used to adjust the time step size. Although our approach is different, the implemen-
tation of adaptive time stepping in Campfire is capable of using other indicators, such as
the one based upon this local error estimate.
For completeness, we extend the simulation with the adaptive time stepping approach
presented in Figure 5.4, and show the evolution of time step sizes for a much larger time
duration (i.e. T = [0,0.02] by which time the droplet is approaching the domain bound-
ary). This is illustrated in Figure 5.7. Note that the sudden drop in the time step size at the
end of simulation is so that the simulation ends precisely at the final time (i.e. T = 0.02).
Results shown in this figure demonstrate the fast evolution of time step sizes from our
aggressive, adaptive time stepping approach. In addition, it eventually settles towards a
constant value as the droplet becomes smooth and highly diffuse.
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Figure 5.7: Figure shows the evolution of time step sizes from a much longer simulation
using the adaptive time stepping approach demonstrated previously in Figure 5.4.
In the following section, the impact of using spatial adaptivity on the droplet spreading
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model is discussed.
5.4.3.2 Spatial Adaptivity
In this section, spatial adaptivity (also called adaptive mesh refinement (AMR)) is applied
to the droplet spreading model. The spatial adaptivity is previously described in Section
2.2.1. Its implementation in Campfire is discussed in Section 3.3.2. As in the previous
subsection, the problem we consider here is with the original non-smooth initial condition
which is presented in Equation (5.10). Such a problem features a distinct radial moving
contact line which must be accurately resolved.
Here we choose three test cases for the purpose of demonstration. They are maximum
levels of 5, 6 and 7 (level 4 has too few grid points to make a useful assessment). For
simplicity, we continue to use the maximum level as our notation, however, it is worth
noting that when associated with AMR, the level number does not mean a uniform grid,
but instead means the highest level of local mesh refinement. More specifically, for each
of the test cases, their highest levels of mesh refinement are equivalent to uniform grid
resolutions of 256× 256, 512× 512 and 1024× 1024. We further define the minimal
level of refinement to be level 4 which has the equivalent grid resolution of 128×128.
From Algorithm 8 and the description in Section 3.3.2, the quality of the AMR is
controlled by the problem-specific refinement and coarsening criteria. For this droplet
spreading model, our adaptive refinement strategy is based upon a discrete approximation
to the second derivative of the solution of variable h (i.e. |∇2h|). Within each mesh block,
on every grid point, (i, j), the adaptive assessment is computed via:
adaptive assessmenti, j = |hi+1, j+hi−1, j+hi, j+1+hi, j−1−4hi, j|. (5.20)
Then the maximum value of adaptive assessment is selected to represent this mesh block
and compared against the user-defined refinement/coarsening criteria. The specific choices
for these criteria must be obtained and evaluated from practice. In this case we define the
refining criterion to be 0.01 and the coarsening criterion to be 0.001. Therefore, if adap-
tive assessment is greater than 0.01 (i.e. dx2|∇2h|> 0.01), this mesh block is marked for
refining, or if it is less than 0.001 (i.e. dx2|∇2h|< 0.001), then this mesh block is marked
for coarsening. This set of criteria is aggressive, so most of the computation is around
the moving contact line. The stopping criteria for the multigrid solver are the same as
described in Section 5.4.1.
In order to evaluate the AMR, we first use the approach with fixed time step size,
and the end time T = 1× 10−5. In Table 5.9, details of the three different test cases
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are presented. For comparison, we also include the CPU time for these test cases when
uniform grids (and fixed time step size) are employed. From this table, the efficiency
gained from using AMR is demonstrated. For instance, on level 7 with AMR, the CPU
time is only 19.3% of the one with using uniform grids. The average V-cycle per time
step increases by half a cycle on level 7 with AMR.
Levels δ t Time steps Avg. V-cycles CPU time CPU time (seconds)
per time step (seconds) from uniform grids
5 4×10−8 250 5.0 175.1 303.2
6 2×10−8 500 5.0 645.6 2345.7
7 1×10−8 1000 5.5 3578.9 18521.1
Table 5.9: Table shows the details of three test cases using the aggressive AMR. CPU
times from only using uniform grids are also included for comparison.
Having presented the CPU time, we further compare the number of grid points on
the finest grids used in the uniform cases to the number of leaf grid points that are used
in the adaptive cases. The concepts of leaf grid points and leaf blocks are previously
described in Section 3.3.2. For adaptive cases, refining and coarsening are carried out
dynamically, thus these numbers of leaf points are the maximum numbers that occurred
in the simulations. In Table 5.10, this comparison is summarised. From this table, the
computational workload saved by using the AMR compared to the use of uniform grids
is seen to be substantial. For a particular case, on level 7 with AMR, the number of leaf
points is less than 1.0% of the number of points on the finest grid from using uniform
grids.
Levels Total No. leaf Total No. grid points Ratio between
grid points from uniform grids AMR and uniform grids
5 2,048 65,536 0.0313
6 6,400 262,144 0.0244
7 10,240 1,048,576 0.0098
Table 5.10: Comparison of the maximum number of leaf grid points used in adaptive
test cases and the total number of grid points in uniform test cases. A ratio between the
number of leaf points with AMR and the number of grid points with uniform grids is also
presented.
We demonstrate that the use of AMR significantly improves the efficiency of the com-
putation. This leads to the inevitable question: how accurate are the solutions from using
the AMR? In order to determine the accuracy of our solution, we track the maximum
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height of the droplet during the simulation with the AMR and compare against results
from using the uniform grids. In Figure 5.8, the evolutions of the maximum height of
the droplet from the three test cases (i.e. levels 5, 6, and 7) with the use of aggressive
AMR are presented. Results from using uniform grids (and fixed time step size) are also
presented (as previously presented in Figure 5.1). From this figure, we see that the use of
the aggressive AMR produces quite similar results to the ones from using uniform grids.
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Figure 5.8: The evolution of the maximum height of the droplet from using the aggressive
AMR and on uniform grids.
However, to give a further indication, a zoom-in feature is shown in Figure 5.9 which
focusses on the solution at the end of simulation (i.e. T = 1× 10−5). Results presented
in this figure show the solutions from AMR are slightly less accurate than the ones from
using uniform grids as the maximum level is increased. This is generally expected given
the enormous reduction in degrees of freedom however the accuracy of the solutions is
acceptable. By “acceptable”, we mean that the accuracy of the level 7 solution with AMR,
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although less than the one from level 7 with uniform grid, is much better than the one from
level 6 with uniform grid (i.e. the maximum height of droplet is much closer to the one
from level 7 with uniform grid). It may also be seen that the solution of the level 5 with
AMR is almost identical to the one from level 5 with uniform grid. The values at the end
of the simulations from level 7 are 3.423 from uniform grids, and 3.418 from the use of
AMR. For level 6, the values are 3.406 from uniform grids, and 3.405 from the use of
AMR. For level 5, the values are 3.35974 from uniform grids, and 3.35971 from the use
of AMR.
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Figure 5.9: The maximum height of the droplet at T = 1×10−5 from using the aggressive
AMR and uniform grids. This is a zoom-in of Figure 5.8 at the end of the simulation.
Having described an aggressive AMR approach, it is also possible to use a more con-
servative AMR approach. We demonstrate this use of conservative AMR with the level
7 test case. This conservative AMR is achieved by decreasing both the refining and the
coarsening criteria by a factor of 10. We present the total number of grid points and the
CPU time for this conservative AMR, in comparison with those obtained from using the
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aggressive AMR and on uniform grids. This is summarised in Table 5.11. From this ta-
ble, we see that the use of the conservative AMR leads to an increase of the total number
of leaf points and the CPU time. Compared to the aggressive AMR, the number of grid
points is increased by a factor of 1.68, and the CPU time is increased by a factor of 1.44.
However, both values are still small compared to the corresponding ones with uniform
grids.
Cases Total No. grid points on the CPU time
finest grid (or leaf points) (seconds)
Uniform 1,048,576 18521.1
Aggressive AMR 168,480 3578.9
Conservative AMR 292,896 5137.6
Table 5.11: The total number of grid points (or leaf points) and the CPU time on the
level 7 test case from using three different approaches: simulations with aggressive and
conservative AMR and with uniform grids.
In Figure 5.10, we illustrate the evolutions of the maximum height of the droplet from
these three approaches that are shown in Table 5.11. We also present in Figure 5.11
a zoom-in feature which focuses on the maximum height of the droplet at the end of
simulation (i.e. T = 1×10−5). From these two figures, we see that using the conservative
AMR approach provides a much more accurate solution than the one with the aggressive
AMR. More specifically, values at the end of simulations shown in Figure 5.11 are 3.4230
from uniform grids, 3.4179 from the use of aggressive AMR, and 3.4225 from the use of
conservative AMR.
The AMR implemented in Campfire, which is previously explained in Section 3.3.2,
aims to dynamically adapt the mesh according to the evolution of the solution. We have
shown results using both aggressive and conservative AMR approaches, however we have
not yet illustrated the resulting meshes. Here we present snapshots of the evolution of the
mesh refinement in both approaches during the simulations. These are shown in Figure
5.12 where a top-down view is presented. Different colours are used to identify differ-
ent levels of mesh refinement. The red colour represents the finest mesh refinement (i.e.
with resolution equivalent to 1024×1024). The yellow colour represents the mesh refine-
ment with resolution equivalent to 512× 512. The light blue colour indicates a coarser
refinement which has a resolution equivalent to 256× 256. The dark blue colour, which
is further away from the centre of the graphs, has the coarsest mesh refinement, which
is a resolution equivalent to 128× 128. Results shown in this figure demonstrated the
dynamic evolution of AMR during the simulations. It also suggests that if the interest
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Figure 5.10: The evolution of the maximum height of the droplet using the three ap-
proaches which are presented as cases in Table 5.11.
is only at the moving contact line (or the area of the droplet), then the aggressive AMR
approach has already successfully captured this region of interest. By using the aggres-
sive AMR, a large amount of computations may be saved within the droplet. On the other
hand, if the height and the shape of the droplet are also of interest, then the conservative
AMR approach may be employed for a more accurate simulation, where the finest mesh
refinement capture the whole droplet.
So far the simulations described have all been undertaken on a single workstation, and
the program has been executed as a sequential code using only one CPU. The performance
may be further improved by using parallel computing and typical results are described in
the following section.
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Figure 5.11: The zoom-in feature of Figure 5.10 at the end of its simulation. Solutions of
three approaches are presented, as previously shown as cases in Table 5.11.
5.4.4 Parallel
In this section, results of using parallel computing are discussed. More specifically, the
performance of our code in a parallel environment is described. Execution takes place
on the high performance computing facility provided by the University of Leeds, named
ARC2. Its capacity is 3040 cores in total (although the maximum practiced limit for each
user is a few hundred cores), consisting of 8-core Intel E5-2670 2.6GHz processors (and
commonly 2GB memory space associated with each core).
Unlike the problem in 3-D shown in the last chapter, which used more than 1000
cores, 2-D problems such as that considered here are more difficult to scale. This is
caused by the lack of workload on coarser grids, and is previously discussed in Section
2.5.5. Therefore, in order to demonstrate the use of parallel computing on this 2-D droplet
spreading model, only up to 64 cores from ARC2 are employed. We choose our test case
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Figure 5.12: Figure shows two snapshots of the evolution of AMR during each adaptive
simulation. Top-left is the aggressive AMR at t = 0 and top-right shows the aggressive
AMR at t = 1× 10−5. Bottom-left is the conservative AMR at t = 0 and bottom-right
shows the conservative AMR at t = 1×10−5. Each colour represents a different level of
mesh refinement: “red” - 1024×1024, “yellow” - 512×512, “light blue” - 256×256 and
“dark blue” - 128×128.
for parallel computing to be 100 time steps with fixed time step size δ t = 1×10−8 from
simulations using the level 7 grid hierarchy. The coarsest grid is 16× 16 and the block
size is 8× 8 (which means there are only 4 blocks on the coarsest grid). There are 4
pre- and post-smoothers for the multigrid solver and 4 iterations within the coarsest grid
solver. We fix the number of V-cycles per time step to be 5.
First of all, consider uniform grids without AMR or adaptive time stepping. Results
are presented in Table 5.12. From this table, we see continuous reductions in the execution
time up to 32 cores. The use of 64 cores is less effective than the use of 32 cores, and so
is not justified at this mesh level.
The measures of parallel performance are previously discussed in Section 2.5.1.2.
Let’s consider the parallel efficiency, which is previously presented in Equation (2.59).
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No. cores 1 2 4 8 16 32 64
CPU time (seconds) 3282.6 1687.1 843.5 774.1 490.6 348.6 368.3
Table 5.12: The CPU times of using different numbers of cores in parallel on level 7, with
uniform grids, which has the grid hierarchy 16×16−1024×1024, and mesh block size
is 8×8.
This is illustrated in Figure 5.13. From this figure, the parallel efficiency appears to be
near optimal when using 2 and 4 cores. It deteriorates rapidly when 8 cores are employed,
which may be caused by the fact that there is not enough workload on the coarser grids.
Secondly, we present the speed-up which is previously explained in Equation (2.56). This
is shown in Figure 5.14. Results from this figure shows a drop of speed-up from 32 to 64
cores. This reflects these CPU times presented in Table 5.12.
To further investigate this issue, an additional set of tests are done. These tests use the
grid with resolution of 32×32 as the coarsest grid, instead of 16×16. The CPU times of
these tests with seven different numbers of cores are presented in Table 5.13. Results from
this table show a continuous reduction in time required up to 64 cores, and faster times
than those presented in each case in Table 5.12. On the other hand, the overall pattern of
the results suggests a similar qualitative behaviour of parallel efficiency and speed-up to
those presented in Figures 5.13 and 5.14 respectively.
No. cores 1 2 4 8 16 32 64
CPU Time (seconds) 3264.1 1625.1 840.1 687.3 439.5 351.2 301.7
Table 5.13: The CPU times of using different numbers of cores in parallel on level 7 but
with a finer coarsest grid (i.e. 32× 32), i.e. a grid hierarchy of 32× 32− 1024× 1024,
and mesh block size of 8×8.
So far these parallel tests show results of so-called strong scaling. This type of scaling
analyses the same workload spread across different numbers of cores. As the number of
cores doubles, the workload per core is therefore halved each time. There is another test
for scalability, that is termed weak scaling, which keeps a constant workload assigned to
each core.
For tests of weak scaling, we use a grid with resolution of 64×64 as the coarsest grid.
The finest grid with resolution of 1024×1024 in this setting has 5 levels of grids in its grid
hierarchy. The weak scaling tests we present in Table 5.14 consist of four cases (i.e. levels
5, 6, 7 and 8). They have the finest grids with resolutions of 1024× 1024, 2048× 2048,
4096× 4096 and 8192× 8192 respectively. Fixed time step sizes are used in all four
simulations, and on level 5 (1024×1024) the δ t = 1×10−8. The δ t is halved each time
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Figure 5.13: The parallel efficiency (see Equation (2.59)) from using different numbers
of cores. This test is done on level 7 with uniform grids, which has the grid hierarchy
16×16−1024×1024, and timings are presented in Table 5.12.
we refine the grid resolution to ensure the stability of the simulation. The number of V-
cycles within each time step is fixed to 5. In an ideal world, all the run times in Table
5.14 should be the same. On the other hand, results in this table indicate that for a 2-D
problem such as this the weak scaling is quite poor, primarily because the communications
become a dominating factor on the coarsest grid. We are unable to increase the size of the
coarsest grid as the problem size grows because this loses multigrid efficiency or requires
increased work for an exact nonlinear solve.
Having presented the multigrid performance in a parallel environment we conclude
that we should use parallelism to enhance capability more than to enhance performance.
In this spirit we combine all techniques that are previously demonstrated in order to pro-
vide the capability to investigate further the convergence tests with the original steep
initial condition. This is undertaken in the next section, along with a general discussion
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Figure 5.14: The speed-up (see Equation (2.56)) which compares the CPU times from
using different numbers of cores with the CPU time of the sequential case. This test is
done on level 7 with uniform grids, which has the grid hierarchy 16×16−1024×1024,
and timings are presented in Table 5.12.
of the application of our software to this problem.
5.4.5 Discussion
Previously in this chapter temporal adaptivity, spatial adaptivity and parallel computing
have been individually applied with our multigrid solver from Campfire. The results from
each technique are separately verified. Here we combine all these techniques, and the
resulting robust solver provides us the opportunity to investigate convergence tests with
the original steep initial condition (presented in Equation (5.10)) and its corresponding
boundary condition, shown in Equation (5.4).
As mentioned in Section 5.4.2.1, the original initial condition that is used by Gaskell
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Levels No. Cores CPU time (seconds)
5 1 3299.0
6 4 4151.2
7 16 7328.4
8 64 22500.7
Table 5.14: Table shows results of the described weak scaling. Note the coarsest grid is
changed to 64×64 for all tests in this table.
et al. in [81] (see Equation (5.10)) is discontinuous in its first derivative and initially
very steep. Our convergence tests shown in Section 5.4.2.1 have used a smoother initial
condition instead. For completeness, convergence tests with the use of this steep initial
condition, uniform grids and fixed time step size are first applied, and the results and
discussions are presented. It is expected that using this initial condition shown in Equation
(5.10) may not provide a second order convergence rate at an early time such as T =
1×10−5 due to the discontinuity in the first derivative. On the other hand, as the droplet
evolves, its features are soon smoothed, especially around the moving contact line. We
therefore also consider taking a long simulation in the expectation that an overall second
order convergence rate may be obtained.
The results from convergence tests at time T = 1.2× 10−2 are presented in Table
5.15. Simulations from only levels 4, 5 and 6 are shown (with a 16× 16 coarsest grid
for all three cases), the reason for the absence of level 7 being the excessive work with
fixed δ t and uniform refinement. Results in this table demonstrate an overall convergence
rate that is already close to second order. Results from this set of uniform grid tests also
demonstrates that for longer simulations, the approach with the use of uniform grids and
fixed time step sizes is not viable. Considering the level 6 simulation, by using 16 cores
on ARC2, the average time per time step is around 1.4 seconds. The whole simulation
takes about 233.3 hours. If the level 7 simulation were to be undertaken, according to the
performance of our multigrid solver, the estimated time for such a simulation is more than
two and half months using 16 cores.
As directly noted, this provides a strong motivation for using the spatial and the tem-
poral adaptivity together and gain additional efficiency from using the parallel computing.
Four different test cases are chosen and their highest levels of mesh refinement are equiv-
alent to the grid resolutions of 512× 512, 1024× 1024, 2048× 2048 and 4096× 4096
respectively. A 16× 16 coarsest grid is used for all cases, therefore, they are noted as
levels 6, 7, 8 and 9 respectively. The conservative AMR approach which is described pre-
viously is employed here. The end time is chosen to be T = 2.0×10−2, which is a little
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For variable h
Levels δ t Time steps Infinity norm Ratio Two norm Ratio
4 8×10−8 150,000 - - - -
5 4×10−8 300,000 1.466×10−3 - 5.068×10−4 -
6 2×10−8 600,000 4.116×10−4 3.56 1.413×10−4 3.59
For variable p
4 8×10−8 150,000 - - - -
5 4×10−8 300,000 1.542×100 - 5.384×10−1 -
6 2×10−8 600,000 4.312×10−1 3.58 1.472×10−1 3.66
Table 5.15: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the droplet spreading model
with the original initial condition which is presented in Equation (5.10). These results are
generated with solutions at T = 1.2×10−2 using uniform grids and fixed time step sizes.
Computations are carried out using 16 cores on ARC2.
longer than the simulations shown in Table 5.15. The convergence tests are carried out,
and results are summarised in Table 5.16. Results shown in this table clearly demonstrate
second order convergence for both variables h and p. These results are generated using
the ARC2 facility, and individually occupied 16 cores throughout each simulation.
To sum up, the droplet spreading model is presented in Section 5.1, and its fully-
discrete system, through the use of the five-point stencil and the BDF2 method, is pre-
sented in Section 5.2. This model has already been solved by Gaskell et al. in [81] which
enables us to validate the parallel and adaptive multigrid solver we have developed. Note
that [81] does not support AMR as our solver does. Section 5.3 provides an overview of
the new features added to Campfire to support this capability. A number of these newly
implemented features are used throughout this thesis for subsequent problems. Due to the
clear and comprehensive presentation made in [81], we are able to replicate the results
in [81] and validate the implementation of our multigrid solver. Results of the validation
are presented in Section 5.4.1. Then results of the convergence tests and the multigrid per-
formance are discussed in Section 5.4.2. To further enhance the efficiency, the temporal
adaptivity and the spatial adaptivity are discussed. Results are separately generated and
verified in Section 5.4.3. The use of parallel computing is also included and is discussed
in Section 5.4.4. In the following section, the model of fully-developed flows is described.
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For variable h
Levels Starting δ t Time steps Infinity norm Ratio Two norm Ratio
6 1×10−8 1418 - - - -
7 5×10−9 2011 2.480×10−5 - 1.117×10−5 -
8 2.5×10−9 25184 6.174×10−6 4.02 2.737×10−6 4.08
9 1.25×10−9 472368 1.544×10−6 3.99 6.864×10−7 3.99
For variable p
6 1×10−8 1418 - - - -
7 5×10−9 2011 5.321×10−2 - 2.007×10−2 -
8 2.5×10−9 25184 1.324×10−2 4.02 4.873×10−3 4.12
9 1.25×10−9 472368 3.309×10−3 3.99 1.208×10−3 4.04
Table 5.16: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the droplet spreading model
with the original initial condition which is presented in Equation (5.10). These results are
generated with solutions at T = 2.0×10−2 using spatial adaptivity and temporal adaptiv-
ity. Computations are carried out using 16 cores on ARC2.
5.5 Fully-Developed Flows Model Outline
The model of fully-developed flows is previously discussed in Section 1.3.1.1. In the
same way as the droplet spreading model, it is derived from the Navier-Stokes equations
(see Equations (1.12) and (1.13)) through the use of the lubrication approximation. This
model has already been proposed and solved by Gaskell et al. in [82] and Kalliadasis et
al. in [125]. Here it is solved by the described parallel, adaptive multigrid solver with the
use of fully-implicit time stepping.
This model of fully-developed flows consists of two dependent variables: h(x,y, t) and
p(x,y, t). The former measures the thin film flow thickness, and the latter represents the
pressure. For clarity, this model is also presented here, where the thin film equation is
given as
∂h
∂ t
=
∂
∂x
[
h3
3
(
∂ p
∂x
−2
)]
+
∂
∂y
[
h3
3
(
∂ p
∂y
)]
. (5.21)
Throughout this fully-developed flow, the pressure field satisfies
p=−6△(h+ s)+2 3
√
6N(h+ s), (5.22)
where N = Ca1/3 cotα measures the relative importance of the normal component of
gravity [25]. See [82], for example, for more details of the derivation.
In Equation (5.22) s(x,y) is the topography of the substrate: an example shown previ-
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ously in Figure 1.1 consists of three half-cylinder-like obstacles. It may be defined other-
wise, for example, local or span-wise peaks and trenches. The topographies may also be
modified to simulate a physical phenomenon of falling film with turbulence wires, such
as the example shown in Figure 1.1 with three half-cylinder-like obstacles and α = 90◦,
which is described by Raach and Somasundaram in [183]. There are several different
choices of topographies that are presented in this chapter. Details of each of them are
described later, and all topographies are further assumed to be non-time-dependent. The
computational domain Ω is rectangular. For boundary conditions, it is generally assumed
that there exists zero flux at boundaries. Therefore zero Neumann boundary conditions
are applied, with the exception of the upstream boundary, which represents a source of
flow. For instance, a constant Dirichlet boundary condition on h may be used for the up-
stream boundary. Thus the boundary conditions are defined as the following. Note x= 0
represents the upstream, x = 1 represents the downstream, y = 0 and 1 represent either
side of the flow and g is a given function.
h(x= 0,y) = g,
∂ p
∂x
|x=0 = 0, ∂h
∂x
|x=1 = ∂ p
∂x
|x=1 = 0,
∂ p
∂y
|y=0 = ∂ p
∂y
|y=1 = ∂h
∂y
|y=0 = ∂h
∂y
|y=1 = 0.
(5.23)
It is worth noting that this model of the fully-developed flows is presented as a non-time-
dependent system in [82] and [125]. The thin film Equation (5.21) is modified into a
time-dependent PDE in the model solved here. This is suggested by Gaskell et al. [82] as
a viable approach. In addition, based upon the boundary conditions presented in Equation
(5.23), the time-dependent systemwill eventually reach a solution of steady state. Another
reason to use this time-dependent system is so we may study the situation where the
incoming flow from the upstream direction is time-dependent (e.g. a flow that has waves).
This is on-going research, and will be discussed again later in this thesis. The initial
condition h(x,y, t = 0) is presented later in this chapter, and once h(x,y, t = 0) is de-
fined, the initial condition for p may be obtained. In the following section, discretization
schemes that are used for the model of fully-developed flows are described.
5.6 Discretization Schemes for theModel of Fully-Developed
Flows
The presented model of fully-developed flows (Equations (5.21) and (5.22)) is a nonlinear,
coupled system of equations. However, only the thin film equation (Equation (5.21))
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is time-dependent, and thus requires a temporal discretization scheme. Furthermore, an
implicit temporal discretization scheme is applied. Due to the simplification made through
the use of the lubrication approximation, this model is only solved in a 2-D situation. In
this section, the choices of discretization schemes for this 2-D model are described and
the resulting algebraic system is presented.
For the spatial discretization scheme, the central FDM with the five-point stencil
which is shown in Equation (2.3) is applied. The resulting system from the thin film
equation is then discretized by the fully implicit BDF2 method. Note the BDF1 scheme
has to be employed for the very first time step, and the reason is previously described in
Section 3.3.3. For the purpose of demonstration, here we present the BDF2 method with
a fixed δ t. It is straightforward if the adaptive time stepping of the BDF2 method which
is presented previously in Equation (2.14) is to be used.
When the five-point stencil and BDF2 method with fixed δ t are applied to Equation
(5.21) and five-point stencil is applied to Equation (5.22), the resulting fully-discrete sys-
tem of equations at each time step is very similar to Equations (5.5) and (5.6), considered
in the first half of this chapter, but without the precursor film and the disjoining pressure
term. The thin film equation becomes:
hτ+1i, j − (43hτi, j− 13hτ−1i, j )
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and the pressure field equation becomes
pτ+1i, j +
6
dx2
{(
hτ+1i+1, j+ si+1, j
)
+
(
hτ+1i−1, j+ si−1, j
)
(
hτ+1i, j+1+ si, j+1
)
+
(
hτ+1i, j−1+ si, j−1
)
−4
(
hτ+1i, j + si, j
)}
−2 3
√
6N
(
hτ+1i, j + si, j
)
= 0.
(5.25)
The samemultigrid solver that is previously described in Section 5.3, and that has been
validated for the droplet spreading model, is used here for the model of fully-developed
flows as well. We do not repeat the description of the solver therefore. In the following
section, results of simulations of fully-developed flows by using this described parallel,
adaptive multigrid solver from Campfire are discussed.
5.7 Results for the Model of Fully-Developed Flows
Results generated by using our multigrid solver are presented here. This solver is previ-
ously used for solving the droplet spreading model, and is described in Section 5.3 along
with other implementations required by the model of fully-developed flows. Firstly, val-
idation against existing results is discussed in Section 5.7.1. Then convergence tests for
these simulations are carried out, and their results are presented in Section 5.7.2. A gen-
eral discussion is made in Section 5.7.3 to conclude the model of fully-developed flows.
5.7.1 Validation
In this section, our solutions are validated against existing published results, as presented
in [125]. It is worth noting that the model used by Kalliadasis et al. in [125] consists of
a 1-D fourth order non-time-dependent PDE 1, instead of the equivalent coupled system
with two second order equations used here. In Section 1.1, this relation between a fourth
order PDE and two coupled second order equations is described (see Equations (1.10)
and (1.11)). In the same way, it may be seen that the single fourth order PDE in [125] is
equivalent to the presented coupled system of second order equations.
Kalliadasis et al. demonstrated six test cases with different widths of peaks and
trenches in Figs. 10 and 11 in [125]. They are peaks with widths 1, 5 and 10. For
clarity, they are denoted as peaks 1, 2 and 3 respectively in this chapter. Additionally,
1The interested reader is directed to Equation (4) in [125] for this single fourth order PDE.
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there are trenches with widths 1, 5 and 10. Similarly they are denoted as trenches 1, 2 and
3 respectively. In this section, we validate all 6 cases with our results. It is worth noting
that the results from [125] are 1-D. Thus the 2-D results we present here are using span-
wise peaks and trenches, so the “cross-section” features of our results can be compared to
the 1-D results shown in [125]. For ease of presentation we present our results as the view
of the whole solution from a horizontal view point, rather than remove and select parts of
it. Furthermore, because they are spanwise topographies, narrow domains may be used to
generate these essentially 1-D results.
First of all, we demonstrate the validity of using such a narrow domain. This is done
by running a specific testing case with a full square domain and a narrow rectangular
domain. This narrow domain has the same length in the x direction but only a quarter
length in the y direction. We demonstrate this with the feature of topography of trench
2 in Figure 5.15. Trench 2 is chosen for this validation, however other cases can equally
provide comparisons. Figure 5.15 (a) shows the full domain feature (i.e. domain size
is 20× 20) of topography of trench 2, and Figure 5.15 (b) is the narrow domain feature
(i.e. domain size is 20× 5). The implementation for the full domain in Campfire uses
sixteen 8× 8 blocks to form a square coarsest grid with 4 rows and 4 columns of blocks
(blocks on finer levels are refined from those on the coarsest grid). The coarsest grid of
the narrow domain is implemented with four 8× 8 blocks with 1 row and 4 columns. It
is worth noting in our settings dx = dy. There are four different level of refinements in
the shown features in Figure 5.15. For the full domain, they are mesh refinements with
possible finest resolutions of 32×32, 64×64, 128×128 and 256×256. For the narrow
domain, they are mesh refinements with possible finest resolutions of 32× 8, 64× 16,
128× 32 and 256× 64. Finer grids are considered later for validations against results
in [125].
The presented topography in Figure 5.15 is defined by Kalliadasis et al. in [125] and
subsequently defined by Gaskell et al. in a similar way in [82]. The topography is defined
via arctangent functions, and is given as
s(x,y) = s0
[
tan−1
(
x∗− lt/2
γlt
)
+ tan−1
(−x∗− lt/2
γlt
)]
×
[
tan−1
(
y∗−wt/2
γlt
)
+ tan−1
(−y∗−wt/2
γlt
)]
,
(5.26)
where lt is the length of the topography
2, wt is the width of the topography (for the span-
wise features presented here, wt = domain width), s0 = 1 is the topography height/depth
2This is denotedW in [125], and equals to 1, 5 and 10 for corresponding topography features.
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Figure 5.15: Figure (a) shows the topography of trench 2 with a full square 20× 20
domain; Figure (b) shows the topography of trench 2 with a narrow domain of size 20×5.
3 and γ = 0.001 is a parameter which defines the steepness of the topography 4. The coor-
dinate system, (x∗,y∗), for defining the topography is introduced by Gaskell et al., where
(xt ,yt) is the centre of the topography: (x
∗,y∗) = (x− xt ,y− yt), with (x,y) the Cartesian
coordinates.
Due to the use of a time-dependent system, initial conditions are required for variables
h and p. The initial condition for h is given as
ht=0 = 1− s, (5.27)
which is a flat free surface. The corresponding initial pressure p(x,y, t = 0) is defined via
Equation (5.22). The boundary condition that is presented in Equation (5.23) is employed
here with g= 1. Then within each time step, the coupled system is solved by our multigrid
solver. This solver performs 2 pre- and post-smoothers on each level of the grid, except the
coarsest grid where a fixed number of 60 iterations are carried out. The stopping criteria
are based upon the infinity norm of residuals from both variables, as described in Section
5.4.1 for solving the droplet spreading model. Here an absolute and a relative stopping
criteria are applied, and at least one of them must be satisfied in order to successfully
conclude computation within each time step. The former terminates the current time step
when the norm is smaller than 10−9 and the latter determines to start the next time step if
the norm from the first V-cycle is reduced by a factor of 10−6. The converged steady-state
solution is said to be reached if, within a time step, only one multigrid V-cycle reduces
the infinity norm to smaller than 10−9. Having described the topography, the converged
3This is denoted D in [125].
4This is denoted δ in [125].
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steady state solutions that are obtained using the two settings shown in Figure 5.15 are
presented in Figure 5.16 viewed from horizontal view point. Two solutions in this Figure
are almost identical. The conservative adaptive mesh refinement (AMR) that is applied to
the droplet spreading model is used here to speed up the simulations. We also include the
adaptive time stepping for additional efficiency in order to quickly reach the steady state.
This simulation, and others that are presented later in this section, also benefited from
using the ARC2 facility, and 16 cores are employed for each individual simulation. These
techniques have already been described previously with the droplet spreading model, and
they are used here in a very similar way. Therefore, they are not described repeatedly.
Even with these techniques, however a significant run time is required to fully converge
the flows to the steady state.
To numerically compare these two solutions presented in Figure 5.16, the infinity
norm and the two norm of the differences between the solutions are considered. It is
worth noting that there is no solution restriction required since two solutions are from the
same grid hierarchy. The solutions on each grid point are paired and compared with their
corresponding solutions on the other domain, thus only a quarter of the solution from full
domain is compared to the whole size of the solution from the narrow domain. These
numerical values are shown in Table 5.17. Results in this table indicate the solutions
generated from full and narrow domains are almost identical and thus validate the use of
the narrow domain is suitable for this type of problem.
Figure 5.16: Figure (a) shows the film thickness over trench 2 with a full square 20×20
domain; Figure (b) shows the film thickness over trench 2 with a narrow domain of size
20×5.
To validate our solutions against those presented in [125], finer grids (with narrow
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For variable h
Infinity norm 9.504×10−14
Two norm 2.479×10−14
For variable p
Infinity norm 4.821×10−13
Two norm 8.061×10−14
Table 5.17: Values of the infinity norm and the two norm of the differences of the solutions
generated using a full square domain and a narrow rectangular domain.
rectangular domains) are employed. Some of our results shown here are from simulations
with 7 levels of grids, they are 32×8, 64×16, 128×32, 256×64, 512×128, 1024×256
and 2048×512. Others are from simulations with 6 levels of grids. Since our interest for
the model of fully-developed flows is in its converged steady-state solutions, the C2F so-
lution prolongation technique described in Section 4.2 is used here. When the converged
steady state solution is obtained from using the grid hierarchy 32×8−256×64, for ex-
ample, this solution is prolongated to a finer grid hierarchy as the new initial condition.
This is repeated until the solution is obtained from the grid hierarchy 32×8−2048×512
or 32× 8− 1024× 256. Parameters used in the model to generate the subsequent re-
sults are presented in Table 5.18. It is worth noting that with α = 90◦, N in the pressure
Equation (5.22) becomes zero. Therefore, the term 2
3
√
6N(h+ s) disappears.
Parameters Values Parameters Values
s0 1 γ 0.001
wt domain width lt 1,5 and 10
α 90◦
Table 5.18: Values of parameters used in the simulations of fully-developed flows.
A series of 6 figures are presented here in a sequence: peak 1, 2, 3, trench 1, 2 and
3. Copies of the corresponding figures from [125] (fig. 10 - 11) are shown as the top
figure (also denoted as figure (a)) in each case. Our solution from each case is then
presented as the bottom figure (also denoted as figure (b)). The validations are illustrated
in Figures 5.17 to 5.22. The comparisons from peak 1, 3, trench 1 and 3 provide strong
validation. Our solutions from peak 2 and trench 2 are slightly different from those in
[125]. However, they still provide a quantitatively good validation. We believe these
differences are caused by using two slightly different models.
In the following section, results of the convergence tests from these six steady-state
test cases are described.
Chapter 5 161 5.7
(a)
(b)
Figure 5.17: Figure (a) shows the peak 1 testing case from [125]. Figure (b) shows our
corresponding results.
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(a)
(b)
Figure 5.18: Figure (a) shows the peak 2 testing case from [125]. Figure (b) shows our
corresponding results.
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(a)
(b)
Figure 5.19: Figure (a) shows the peak 3 testing case from [125]. Figure (b) shows our
corresponding results.
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(a)
(b)
Figure 5.20: Figure (a) shows the trench 1 testing case from [125]. Figure (b) shows our
corresponding results.
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(a)
(b)
Figure 5.21: Figure (a) shows the trench 2 testing case from [125]. Figure (b) shows our
corresponding results.
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(a)
(b)
Figure 5.22: Figure (a) shows the trench 3 testing case from [125]. Figure (b) shows our
corresponding results.
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5.7.2 Convergence Tests
In order to present the convergence rate, the simulations from our multigrid solver that
are presented in Figure 5.20 are selected. Four different grid hierarchies are employed
here and all of them share the same coarsest grid 32× 8. The coarsest grid hierarchy
consists of 4 grids and the finest grid hierarchy consists of 7 grids. These convergence
tests are based upon solution restriction (to compute the difference between solutions at
consecutive levels) as previously described in Section 5.3.3. We use the C2F approach
described in the previous section, which interpolates the converged steady state solution
to a finer grid as its initial condition. The results are presented in Table 5.19 and indicate
an overall second order convergence rate.
For variable h
Levels Starting δ t Infinity norm Ratio Two norm Ratio
4 1×10−2 - - - -
5 5×10−3 0.128×100 - 2.681×10−2 -
6 2.5×10−3 2.529×10−2 5.07 4.015×10−3 6.68
7 1.25×10−3 6.351×10−3 3.98 9.901×10−4 4.05
For variable p
4 1×10−2 - - - -
5 5×10−3 0.140×100 - 7.290×10−2 -
6 2.5×10−3 1.663×10−2 8.40 1.023×10−2 7.61
7 1.25×10−3 4.052×10−3 4.10 2.609×10−3 3.92
Table 5.19: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the converged steady state
solutions of the model of fully-developed flows with the case of trench 1.
In the following section, we conclude this chapter with a general discussion.
5.7.3 Discussion
To sum up the model of fully-developed flows, the mathematical model is presented in
Section 5.5, based upon [82, 125]. Here it is solved as a time-dependent system using
the described multigrid solver, which was comprehensively tested and validated for the
droplet spreading model in the first half of the chapter. The discretization schemes and
the resulting fully discrete system are described in Section 5.6. The results obtained from
using our multigrid solver are presented in Section 5.7. Validation is considered first in
Section 5.7.1, against results provided by Kalliadasis et al. in [125]. Overall we believe
our results provide good validation. Then convergence tests are carried out. Results in
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Section 5.7.2 suggest an overall second order convergence rate is obtained. This time-
dependent system also provides us with the opportunity to study the variable incoming
flows. However, this is on-going research and will be discussed later in this thesis. In
the following chapter, a phase-field model of the Cahn-Hilliard-Hele-Shaw system of
equations is described.
Chapter 6
Fully and Semi-Implicit Time Stepping
with Parallel, FAS Multigrid on
Cahn-Hilliard-Hele-Shaw System of
Equations
In this chapter, a two-phase-field model that is presented in Section 1.3.2.3 is solved by
using multigrid solvers. This model is known as the Cahn-Hilliard-Hele-Shaw (CHHS)
system of equations, and as stated by Wise et al. in [226], it is used as a stepping stone
toward the multi-phase-field model of tumour growth discussed in the following chapter.
By following this route, the CHHS system of equations provides a good opportunity to
test our implementations in Campfire for this Cahn-Hilliard type of system. By using the
fully-implicit BDF2 method, we also demonstrate an overall second order convergence
rate for solving the CHHS system, whereas only a first order convergence rate is obtained
in [225].
In Section 6.1, the CHHS system of equations is presented. Two different tempo-
ral discretization schemes are employed in this chapter and are described in Section 6.2.
The first one is the semi-implicit scheme derived from using a convex splitting approach
of Wise [225]. The second one is the fully-implicit BDF2 method that is previously
described in Section 2.1.2.2. In Section 6.3, the implementations are described. This in-
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cludes the choice of the spatial discretization scheme. Two discrete systems are obtained
in Section 6.3.1 from using the same spatial discretization scheme but the two different
temporal discretization schemes. Based upon these two temporal schemes, two multigrid
solvers are implemented in Campfire and their implementations are explained in Section
6.3.2. The first one is our multigrid solve with the use of the BDF2 method. The sec-
ond one aims to replicate the solver used in [225], where the semi-implicit scheme is
employed. Applying these two multigrid solvers, results for this CHHS system of equa-
tions are presented in Section 6.4. Firstly, we validate our implementation against the
results from [225]. Then convergence tests and multigrid performances are discussed. It
is worth noting the CHHS system is only solved in a 2-D situation. This is sufficient to
demonstrate the CHHS type of system is within the capacity of our implementation. This
chapter is concluded by a discussion of the comparison of red-black Gauss-Seidel and lo-
cal Gauss-Seidel, global Jacobi iterations made in Section 6.4.3. We refer back to Section
1.3.2.3 for the glossary of this model.
6.1 Model Outline
The CHHS-type systems of equations are previously described in publications such as
[144, 145]. They are commonly used to model binary fluid flows. The CHHS system
of equations solved here is a simplification from them, and is presented previously in
Section 1.3.2.3. Wise states in [225], “this CHHS phase-field model takes into account
the chemical diffusivity from multiple components, and may be used to study a fluid
mixture”. As mentioned before, the multi-phase-field model of tumour growth presented
in [226], is based upon this CHHS system. Wise et al. stated in [226] that this CHHS
system of equations had been used as a stepping stone toward the model of tumour growth.
It is our intention to follow Wise’s route and use this system as a testing case for the
implementation of our multigrid solver in Campfire for these types of system (see also
Chapter 7).
In order to solve this system of equations, Wise in [225] derived a temporal discretiza-
tion scheme that is called semi-implicit convex splitting, and proved its unconditional
energy stability and unconditional unique solvability. On the other hand, this particular
semi-implicit scheme used by Wise in [225] is only first order accurate. Furthermore, we
intend to show the second order accurate BDF2 method is also suitable for solving this
model. Combining with the second order five-point stencil, we present the overall second
order convergence rate from our multigrid solver. Only an overall first order convergence
rate is achieved by Wise in [225].
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For clarity, the Cahn-Hilliard-Hele-Shaw system of equations is presented here again
as the following:
∂φ
∂ t
=△µ−∇ · (φu) , (6.1)
µ = φ3−φ − ε2△φ , (6.2)
u =−∇p− γφ∇µ, (6.3)
∇ ·u = 0, (6.4)
where φ(x,y, t) =±1 represents pure fluids, µ(x,y, t) denotes chemical potential, u(x,y, t)
is the advective velocity and p(x,y, t) is a pressure. Finally, ε is the phase-field interface
thickness, and γ > 0 (note if γ = 0, this system reduces to the Cahn-Hilliard equation [42]).
In practice, instead of solving for the velocityu(x,y, t) by calculating pressure p(x,y, t),
we substitute Equation (6.3) into Equations (6.4) and (6.1), and solve for the pressure
p(x,y, t). Then this results in the three coupled equations:
∂φ
∂ t
= ∇ · (M(φ)∇µ)−∇ · (φ∇p), (6.5)
µ = φ3−φ − ε2△φ , (6.6)
−△p= γ∇ · (φ∇µ), (6.7)
where M(φ) = 1+ γφ2 arises when the velocity is dispensed with. The computational
domain Ω is rectangular and has Cartesian coordinates (x,y) ∈ Ω = (0,3.2)× (0,3.2)
(also noted as Lx = Ly = 3.2 in [225]). Wise imposes a zero Neumann boundary condition
on all variables around the domain Ω, that is
∂φ
∂ν
=
∂ µ
∂ν
=
∂ p
∂ν
= 0 on ∂Ω, (6.8)
where ν denotes the outward-pointing normal to the boundary ∂Ω.
For completeness, initial conditions are needed for all three dependent variables. After
defining φ(x,y, t = 0), the second variable µ(x,y, t = 0) is straightforward, since µ(x,y, t)
is an assignment of φ(x,y, t) based upon Equation (6.6). However, since pressure p(x,y, t)
only appears in gradient form, a solver is needed to obtain an unique initial condition for
the pressure, i.e. p(x,y, t = 0). We explain this later in this chapter.
It is worth noting the CHHS system of equations (Equations (6.5) to (6.7)) combined
with the imposed boundary condition (Equation (6.8)) has no unique solutions. This is
due to the pressure variable p appearing only in gradient form in this system. We employ
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an approach which is described in [225], and this is described later in Section 6.3.2.1.
In the following section, two temporal discretization schemes that are used separately to
solve this CHHS system of equations are described.
6.2 Temporal Discretization Schemes
Two temporal discretization schemes are presented here for the CHHS system. They are
used separately to solve this system. The first one is from [225], where Wise described a
time-discrete scheme that is derived from a convex splitting approach, termed as “semi-
implicit, semi-discrete scheme”. However, for clarity, it is denoted simply as the semi-
implicit scheme here. The second scheme is the fully-implicit BDF2 method, which is
described in Section 2.1.2.2 and applied to the models of thin film flows in Chapter 5. In
the following sections, both the semi-implicit scheme and the fully-implicit BDF2 method
are described.
6.2.1 Semi-Implicit Convex Splitting Scheme
The semi-implicit scheme used in [225] is proven by Wise to have unconditional energy
stability and unconditional unique solvability. This temporal discretization scheme is
derived from using a convex splitting approach. Similar to the family of BDF methods
(see Section 2.1.2.2), there are many schemes within the convex splitting family and these
do not necessarily have to be only semi-implicit [71]. For instance, there is a fully-implicit
two-step scheme from Hu et al. [117]. Other applications using convex splitting schemes
can be found in [143,221, 224].
The semi-implicit scheme that is used here is from [225] and is applied to Equations
(6.5) to (6.7). The resulting system is given as the following:
φ τ+1−φ τ = δ t∇ · (M (φ τ)∇µτ+1)−δ t∇ · (φ τ∇pτ+1) , (6.9)
µτ+1 =
(
φ τ+1
)3−φ τ − ε2△φ τ+1, (6.10)
−△pτ+1 = γ∇ · (φ τ∇µτ+1) , (6.11)
where a superscript τ +1 denotes solution from the current time-step, τ denotes solution
from the previous time-step and function M(φ) = 1+ γφ2.
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6.2.2 Fully-Implicit BDF2 Method
The fully-implicit BDF2 method is explained in Section 2.1.2.2, and applied to the models
of thin film flows in Chapter 5. Here the BDF2 method is applied to the CHHS system of
equations with a fixed δ t, it is given as the following:
φ τ+1−
(
4
3
φ τ − 1
3
φ τ−1
)
=
2δ t
3
∇ · (M(φ τ+1)∇µτ+1)− 2δ t
3
∇ · (φ τ+1∇pτ+1) , (6.12)
µτ+1 =
(
φ τ+1
)3−φ τ+1− ε2△φ τ+1, (6.13)
−△pτ+1 = γ∇ · (φ τ+1∇µτ+1) , (6.14)
where function M(φ) = 1+ γφ2, a superscript τ + 1 denotes solution from the current
time-step, τ denotes solution from the previous time-step and τ − 1 indicates solution
from the one before the previous time-step. Although the BDF2 method is presented with
a fixed δ t here, if needed, it is straightforward to use the adaptive approach shown in
Equation (2.14). It is worth noting that for the very first time-step, BDF1 method (also
named as backward Euler method) has to be used. In the following section, the spatial
discretization scheme is described and the fully-discrete systems are obtained.
6.3 Implementation
In this section, implementations of the solvers for CHHS system of equations are de-
scribed. Two systems of nonlinear algebraic equations are generated from using two
different temporal discretization schemes (presented in the previous section). The central
FDM with the five-point stencil which is shown in Equation (2.3) is applied in each case.
Having obtained the discrete systems in Section 6.3.1, implementations of two multigrid
solvers are discussed in Section 6.3.2. The first solver is our multigrid solver for the
BDF2 system, and is described in Section 6.3.2.1. The second one aims at replicating the
multigrid solver used in [225], and it is called the Wise solver. The semi-implicit tem-
poral discretization scheme is employed as part of this solver and is discussed in Section
6.3.2.2.
6.3.1 Spatial Discretization Scheme
The central FDM with the five-point stencil which is shown in Equation (2.3) is used as
the spatial discretization scheme here. Combining with the two temporal discretization
schemes presented earlier, two discrete systems may be obtained.
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Firstly the five-point stencil is combined with the BDF2 method, and the resulting
discrete system consists of the following three equations. Note for the CHHS system
equations, the notation for the equal distance between the adjacent grid points is h.
φ τ+1i, j −
(
4
3
φ τi, j− 13φ τ−1i, j
)
δ t
=
2
3h
{1+ γ
(
φ τ+1i, j +φ
τ+1
i+1, j
2
)2 µτ+1i+1, j−µτ+1i, j
h
−

1+ γ
(
φ τ+1i, j +φ
τ+1
i−1, j
2
)2 µτ+1i, j −µτ+1i−1, j
h
+

1+ γ
(
φ τ+1i, j +φ
τ+1
i, j+1
2
)2 µτ+1i, j+1−µτ+1i, j
h
−

1+ γ
(
φ τ+1i, j +φ
τ+1
i, j−1
2
)2 µτ+1i, j −µτ+1i, j−1
h
}
− 2
3h
{
φ τ+1i, j +φ
τ+1
i+1, j
2
pτ+1i+1, j− pτ+1i, j
h
−
φ τ+1i, j +φ
τ+1
i−1, j
2
pτ+1i, j − pτ+1i−1, j
h
+
φ τ+1i, j +φ
τ+1
i, j+1
2
pτ+1i, j+1− pτ+1i, j
h
−
φ τ+1i, j +φ
τ+1
i, j−1
2
pτ+1i, j − pτ+1i, j−1
h
}
,
(6.15)
µτ+1i, j =
(
φ τ+1i, j
)3
−φ τ+1i, j − ε2
(
φ τ+1i+1, j+φ
τ+1
i−1, j+φ
τ+1
i, j+1+φ
τ+1
i, j−1−4φ τ+1i, j
h2
)
, (6.16)
−
(
pτ+1i+1, j+ p
τ+1
i−1, j+ p
τ+1
i, j+1+ p
τ+1
i, j−1−4pτ+1i, j
h2
)
=
γ
h
{
φ τ+1i, j +φ
τ+1
i+1, j
2
µτ+1i+1, j−µτ+1i, j
h
−
φ τ+1i, j +φ
τ+1
i−1, j
2
µτ+1i, j −µτ+1i−1, j
h
+
φ τ+1i, j +φ
τ+1
i, j+1
2
µτ+1i, j+1−µτ+1i, j
h
−
φ τ+1i, j +φ
τ+1
i, j−1
2
µτ+1i, j −µτ+1i, j−1
h
}
.
(6.17)
Secondly the five-point stencil is combined with the semi-implicit scheme, the result-
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ing discrete system which consists of three equations as follows.
φ τ+1i, j −φ τi, j
δ t
=
1
h
{1+ γ
(
φ τi, j+φ
τ
i+1, j
2
)2 µτ+1i+1, j−µτ+1i, j
h
−

1+ γ
(
φ τi, j+φ
τ
i−1, j
2
)2 µτ+1i, j −µτ+1i−1, j
h
+

1+ γ
(
φ τi, j+φ
τ
i, j+1
2
)2 µτ+1i, j+1−µτ+1i, j
h
−

1+ γ
(
φ τi, j+φ
τ
i, j−1
2
)2 µτ+1i, j −µτ+1i, j−1
h
}
−1
h
{(
φ τi, j+φ
τ
i+1, j
2
)(
pτ+1i+1, j− pτ+1i, j
h
)
−
(
φ τi, j+φ
τ
i−1, j
2
)(
pτ+1i, j − pτ+1i−1, j
h
)
+
(
φ τi, j+φ
τ
i, j+1
2
)(
pτ+1i, j+1− pτ+1i, j
h
)
−
(
φ τi, j+φ
τ
i, j−1
2
)(
pτ+1i, j − pτ+1i, j−1
h
)}
,
(6.18)
µτ+1i, j =
(
φ τ+1i, j
)3
−φ τi, j− ε2
(
φ τ+1i+1, j+φ
τ+1
i−1, j+φ
τ+1
i, j+1+φ
τ+1
i, j−1−4φ τ+1i, j
h2
)
, (6.19)
−
(
pτ+1i+1, j+ p
τ+1
i−1, j+ p
τ+1
i, j+1+ p
τ+1
i, j−1−4pτ+1i, j
h2
)
=
γ
h
(
φ τi, j+φ
τ
i+1, j
2
µτ+1i+1, j−µτ+1i, j
h
−
φ τi, j+φ
τ
i−1, j
2
µτ+1i, j −µτ+1i−1, j
h
+
φ τi, j+φ
τ
i, j+1
2
µτ+1i, j+1−µτ+1i, j
h
−
φ τi, j+φ
τ
i, j−1
2
µτ+1i, j −µτ+1i, j−1
h
)
.
(6.20)
Having presented both discrete systems, in the following section, implementations of
two multigrid solvers in Campfire are described. Implementations of the initial condition
and an additional process which ensures the CHHS system has a unique solution are
explained.
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6.3.2 Implementations of Multigrid Solvers
Two multigrid solvers are described for solving the systems described in the previous
section. The first one is combined with the fully-implicit BDF2 method and is described
in Section 6.3.2.1. The second one uses the semi-implicit scheme proposed by Wise
in [225], and also combined with Wise’s version of an iterative solver. This solver is
discussed in Section 6.3.2.2.
6.3.2.1 Implementation of Our Multigrid Solver
The implementation of our multigrid solver in Campfire is previously described in detail
in Section 3.3. In Chapter 5, this multigrid solver is employed with the described modifi-
cations (see Section 5.3) to solve the models of thin film flows. The multigrid solver that
is applied to this CHHS system of equations shares many common features with the one
used in Chapter 5.
Firstly, there are two equations in the CHHS system which are non-time-dependent.
They are Equations (6.6) and (6.7), the former is the equation for the variable of chemical
potential µ , and the latter is the pressure equation for variable p. As shown in Equation
(6.6), the chemical potential µ is similar to the pressure term p in the models of thin film
flows that are presented in the previous chapter. The implementation used here for µ
is previously described in Section 5.3.1. On the other hand, the pressure Equation (6.7)
is not a simple assignment but actually a PDE to be discretised and solved, and this is
described later in this section.
In order to demonstrate that the use of the five-point stencil and the BDF2 method
provides an overall second order convergence rate, the convergence tests presented in this
chapter inherit the implementation that is previously described in Section 5.3.3, which is
based upon solution restriction. Both the infinity norm and the two norm are employed
for all variables here, and details are presented later in this chapter.
Having described some common implementations shared with the previous multigrid
solver, which is used for the models of thin film flows, there are a number of specific
implementation details which are needed for solving the CHHS system.
Firstly, a block version of a nonlinear iterative method is employed in our multigrid
solver as the smoother and the coarsest grid solver for this CHHS system. An example
of such a nonlinear block-Jacobi method is presented in Equation (2.36). However, by
following the suggestion made in [225], a red-black Gauss-Seidel iteration is employed
in our implementation in Campfire for this CHHS system 1. The red-black Gauss-Seidel
1For completeness, the red-black Gauss-Seidel iteration has already been tried on the models of thin film
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iteration is previously mentioned in Section 3.3.4. The comparison between the red-black
Gauss-Seidel and the local Gauss-Seidel, global Jacobi is further discussed in Section
6.4.3. Furthermore, by using the block version of the nonlinear iterative method (see
Equation (2.36)), the local Jacobian matrix C of this iteration becomes a 3× 3 matrix
on each grid point. The inverse of this matrix is calculated block-by-block by Gaussian
elimination and an upper triangular solver with the use of backward substitution.
Different from the pressure Equations (5.2) and (5.22) in the models of thin film flows,
the pressure Equation (6.7) in the CHHS system is not a simple assignment of the time-
dependent variable. Despite this difference, the implementation of non-time-dependent
PDEs that is previously discussed in Section 5.3.1 may still be used to handle the pressure
equation in this CHHS system. More specifically, the pressure equation (Equation (6.17)),
when being implemented in Campfire, should be the form of the discretization of
−△p− γ∇ · (φ∇µ) = 0. (6.21)
The rest of implementation is straightforward as described in Section 5.3.1.
Thirdly, an averaging process is required for the pressure variable p. This is because
the pressure term only appears in its gradient form in the whole CHHS system. To-
gether with the use of zero Neumann boundary condition, the pressure field may shift up
and down during our computation and/or by the grid transfer operators in the multigrid
method. To prevent this, we introduce an averaging process for the pressure variable p
which ensures the discrete integral of p equals to zero (i.e.
∫
p= 0), and it is given as the
following:
p
averaged
i, j = pi, j−
∑ni=1∑
n
j=1 pi, j
n×n . (6.22)
This averaging process is denoted (p||1) = 0 in [225]. In our implementation in Campfire,
this process is carried out after every iteration of the smoother and the coarsest grid solver,
as well as after every grid transfer operation (i.e. restriction and interpolation).
Then it is worth noting that for obtaining the initial condition of pressure variable p,
simple assignments are not enough, and a solver is required. In order to demonstrate this
solver, let’s assume the initial conditions for φ(x,y, t = 0) and µ(x,y, t = 0) are obtained (µ
is a function of φ , thus obtaining its initial condition is straightforward once φ(x,y, , t = 0)
is specified). Here an iterative solver is applied, and values of pl+1i, j are updated as in
Equation (6.23). Note for clarity, this iterative solver is presented in Jacobi form, however,
flows presented in the previous chapter, and there are noticeable improvements in the convergence rates.
However, these improvements are relatively too small to have an impact on the number of V-cycles required
in each time step.
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in the actual implementation, we use the local Gauss-Seidel, global Jacobi iteration (see
Section 3.3).
p
l+1,t=0
i, j =
γh2
4
{(
φ l,t=0i+1, j +φ
l,t=0
i, j
2
)(
µ l,t=0i+1, j−µ l,t=0i, j
h2
)
−
(
φ l,t=0i−1, j +φ
l,t=0
i, j
2
)(
µ l,t=0i, j −µ l,t=0i−1, j
h2
)
+
(
φ l,t=0i, j+1 +φ
l,t=0
i, j
2
)(
µ l,t=0i, j+1−µ l,t=0i, j
h2
)
−
(
φ l,t=0i, j−1 +φ
l,t=0
i, j
2
)(
µ l,t=0i, j −µ l,t=0i, j−1
h2
)}
+
1
4
(
p
l,t=0
i+1, j+ p
l,t=0
i−1, j+ p
l,t=0
i, j+1+ p
l,t=0
i, j−1
)
,
(6.23)
where superscript l+1 indicates the current iteration and l denotes the previous iteration.
The stopping criterion for this solver is based upon the residual of the pressure equation,
and terminates when the infinity norm of residual rp(x,y,t=0) ≤ 1× 10−11. For complete-
ness, it is worth noting that our multigrid solver in Campfire is capable to obtain this
initial condition shown above. However, due to the capability of re-starting from check-
point files, the initial condition is only required to be computed once. Thus this simple
iterative solver is used here.
Finally, for the stopping criterion at each time step, we follow the suggestion made
in [225], that a scaled 2-norm is used as a single stopping criterion for our multigrid
solver. This scaled 2-norm takes values from residuals of all variables into account, and
is given as the following:
||R(φ )||2,⋆ :=
√√√√ h2
3LxLy
3
∑
k=1
n
∑
i=1
n
∑
j=1
(
R
(k)
i, j (φ )
)2
, (6.24)
where R(φ ) is the 3× n× n residual array that counts all three variables, R(k)i, j (φ ) are its
components, n is the number of grid points in each axis direction, and k = 1,2,3 denotes
each of the three variables in the CHHS system. Furthermore, (i, j) are the Cartesian
coordinates for all internal grid points (i, j = 1, . . . ,n), and Lx, Ly are the lengths of the
domain in x and y directions, respectively.
In the following section, the implementation of the Wise solver is described.
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6.3.2.2 Implementation of Wise’s Multigrid Solver
Having described our multigrid solver, another multigrid solver which is intended to repli-
cate the one used in [225] is also implemented in Campfire. This solver is denoted as the
Wise solver, and shares many common features from the one that has just been described,
however, there are a few minor differences. These differences are summarised here.
Firstly, the temporal discretization scheme implemented in Wise solver is the semi-
implicit scheme as described in Section 6.2.1. Secondly, the smoother (and the coarsest
grid solver) used in the Wise solver is slightly different from those described earlier.
Although it also updates all variables together at one grid point, the cubic term in the
equation of chemical potential of µ (i.e. Equation (6.6)) is linearised by a local New-
ton approximation. Equations (6.18), (6.19) and (6.20) are rearranged into the forms of
Equations (6.25) - (6.27). Note for simplicity (and descriptive purposes only), the super-
scripts l+1 and l are used to indicate the current and previous lexicographic Gauss-Seidel
sweep, respectively. However, it is the red-black Gauss-Seidel iteration that is used in the
implementation. Moreover, these variables that are marked with superscripts l+ 1 and l
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are already assumed to be from the current time step τ +1.
φ l+1i, j +
δ t
h2
{1+ γ
(
φ τi, j+φ
τ
i+1, j
2
)2+

1+ γ
(
φ τi, j+φ
τ
i−1, j
2
)2

1+ γ
(
φ τi, j+φ
τ
i, j+1
2
)2+

1+ γ
(
φ τi, j+φ
τ
i, j−1
2
)2}µ l+1i, j
+
δ t
h2
{
φ τi, j+φ
τ
i+1, j
2
+
φ τi, j+φ
τ
i−1, j
2
+
φ τi, j+φ
τ
i, j+1
2
+
φ τi, j+φ
τ
i, j−1
2
}
pl+1i, j
=
S
(1)
i, j
(
φ τ
)
+
δ t
h2
{1+ γ
(
φ τi, j+φ
τ
i+1, j
2
)2µ li+1, j+

1+ γ
(
φ τi, j+φ
τ
i−1, j
2
)2µ l+1i−1, j
+

1+ γ
(
φ τi, j+φ
τ
i, j+1
2
)2µ li, j+1+

1+ γ
(
φ τi, j+φ
τ
i, j−1
2
)2µ l+1i, j−1
}
+
δ t
h2
{
φ τi, j+φ
τ
i+1, j
2
pli+1, j+
φ τi, j+φ
τ
i−1, j
2
pl+1i−1, j
+
φ τi, j+φ
τ
i, j+1
2
pli, j+1+
φ τi, j+φ
τ
i, j−1
2
pl+1i, j−1
}
,
(6.25)
[
−3
(
φ li, j
)2
− 4ε
2
h2
]
φ l+1i, j +µ
l+1
i, j =
S
(2)
i, j
(
φ τ
)−2(φ li, j)3− ε2h2
(
φ li+1, j+φ
l+1
i−1, j+φ
l
i, j+1+φ
l+1
i, j−1
)
,
(6.26)
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− γ
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τ
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4
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(3)
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(
φ τ
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pli+1, j+ p
l+1
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i, j+1+ p
l+1
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φ τi, j+φ
τ
i+1, j
2
µ li+1, j+
φ τi, j+φ
τ
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+
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φ τi, j+φ
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2
µ l+1i, j−1
}
,
(6.27)
where S
(1)
i, j = φ
τ
i, j, S
(2)
i, j = −φ τi, j and S(3)i, j = 0 on the finest grid, but on coarser grids, they
are substituted by the corresponding modified RHS of the FAS multigrid method. Then
Cramer’s Rule is applied on this 3×3 linear system to obtain φ l+1i, j , µ l+1i, j and pl+1i, j . This
process is used as pre-, post-smoother and the coarsest grid solver in the Wise solver. It
is worth noting that the averaging process for the pressure variable p shown in Equation
(6.22) is carried out in the Wise solver, after every iteration of the smoother and the
coarsest grid solver, as well as after every grid transfer operation. The initial condition for
pressure p is also obtained through the use of the simple solver shown in Equation (6.23).
Having described two multigrid solvers, in the following section, results from using
these two solvers to solve this CHHS system of equations are discussed.
6.4 Results on Cahn-Hilliard-Hele-Shaw System of Equa-
tions
Applying the two multigrid solvers described in previous sections, results on this CHHS
system of equations are presented in this section. Firstly, the Wise solver is used to vali-
date results from our implementation against the ones from [225] in Section 6.4.1. Then
convergence tests and multigrid performance are discussed in Section 6.4.2. A final dis-
cussion is made in Section 6.4.3 to conclude this chapter. It is worth noting that to generate
these results, the parallel computer cluster ARC2 is used, and generally up to 16 cores are
employed for each task.
Chapter 6 182 6.4
6.4.1 Validation
The CHHS system of equations is solved by Wise and published in [225]. In this section,
we validate our results which are generated by using the described Wise solver imple-
mented in Campfire by comparing with the results presented in [225].
The computational domainΩ has Cartesian coordinates (x,y)∈Ω=(0,3.2)×(0,3.2).
The initial condition for the phase-field variable φ(x,y, t = 0) is given as
φ t=0i, j =
[
1− cos
(
4xipi
Lx
)]
×
[
1− cos
(
2y jpi
Ly
)]
2
−1, (6.28)
where i, j = 1, . . . ,n, n is the number of internal grid points in each direction, and Lx =
Ly = 3.2 are the lengths of domain in the x and the y directions, respectively.
Having obtained φ(x,y, t = 0), the initial condition for the variable of chemical poten-
tial µ on all internal grid points (i, j) may be defined as
µ t=0i, j =
(
φ t=0i, j
)3−φ t=0i, j − ε2h2
(
φ t=0i+1, j+φ
t=0
i−1, j+φ
t=0
i, j+1+φ
t=0
i, j−1−4φ t=0i, j
)
. (6.29)
The process to obtain the initial condition for the pressure variable p is already described,
and p(x,y, t = 0) is obtained through the use of iteration (6.23).
Having obtained the correct initial conditions for all variables, we validate the Wise
solver from our implementation against the results presented in Table 1 in [225]. There
are five different grid hierarchies used, having finest grids with the resolutions of 32×32,
64× 64, 128× 128, 256× 256 and 512× 512. All of them have the 16× 16 grid as the
coarsest grid in their grid hierarchies. Therefore, they are denoted levels 2, 3, 4, 5 and 6
respectively. The results shown in this table include the number of V-cycles required at the
20th time step from all different grid hierarchies to reduce the scaled 2-norm of the resid-
uals below a fixed stopping criterion that is 1×10−8. A fixed time step size δ t = 1×10−3
is applied to all 20 time steps for all levels. The effects of two parameters in the CHHS
system (i.e. ε and γ) on the convergence of the employed multigrid solver are considered.
Additionally, the effects from different numbers of pre- and post-smoothes applied in the
multigrid solver are also tested and the parameter which indicates the number of iterations
of both smoothers is denoted as λ .
Our results are presented in Table 6.1, and in total there are five different combinations
of these parameters. Thus it leads to five different test cases. For clarity, we present Wise’s
results (i.e. the number of V-cycles) shown from Table 1 in [225] with brackets in Table
6.1 here.
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Test 1 Test 2 Test 3 Test 4 Test 5
ε 2×10−1 2×10−1 1×10−1 5×10−2 5×10−2
γ 2.0 2.0 2.0 4.0 8.0
λ 1 2 2 2 2
level 2 8 (7) 6 (5) 6 (4) 6 (4) 6 (5)
level 3 9 (8) 6 (5) 7 (5) 7 (5) 7 (5)
level 4 9 (8) 6 (5) 7 (5) 7 (5) 8 (6)
level 5 9 (9) 7 (5) 7 (5) 7 (5) 8 (6)
level 6 9 (9) 7 (5) 7 (5) 7 (5) 8 (6)
Table 6.1: Table shows the number of V-cycles required at the 20th time step from five dif-
ferent grid hierarchies of theWise solver. The scaled 2-norm of the residuals are measured
against a fixed stopping criterion that is 1× 10−8. A fixed time step size δ t = 1× 10−3
is chosen for all tests. Wise’s results that are published in [225] are presented inside of
brackets here for comparison.
Results presented in Table 6.1 show a quantitatively good comparison to the results
from [225]. However, it may be seen that the Wise solver from our implementation in
Campfire commonly requires 1 or 2 extra V-cycles. Lack of details in [225] means that
we cannot be sure how these differences arise. For example, the initial conditions for vari-
ables µ and p are not described in [225], and the exact implementation of the averaging
process for the pressure field is also not described by Wise. Despite the extra V-cycles,
the effects caused by modifying values of the parameters in the Wise solver from our im-
plementation show a good agreement to these from [225]. Further validation comes from
the convergence rates.
The reductions in the scaled 2-norm of the residuals for the cases of Tests 1 and 2
are illustrated in Fig. 1 in [225]. We validate the results of the Wise solver from our
implementation against these presented in [225]. This comparison is shown in Figure 6.1,
where the left-hand side is a copy of Fig. 1 from [225], the right-hand side figure shows
the results from our implementation. This figure clearly demonstrates the same rates of
convergence and explains the extra V-cycles that are required by our implementation, as
indicated in Table 6.1. In particular, the main differences between the two solvers are
the values of the scaled 2-norm after the very first V-cycle. Possible causes are already
discussed, but overall we believe these tests provide excellent validation.
In the following section, convergence tests and multigrid performances from the Wise
solver and our multigrid solver are described.
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Figure 6.1: Figures show the reductions in the scaled 2-norm of the residuals for cases of
Tests 1 and 2 presented in Table 6.1. The left-hand side is a copy of Fig. 1 from [225],
and the right-hand side figure shows our results.
6.4.2 Convergence Tests and Multigrid Performance
Having validated our implementation of the Wise solver against [225], convergence tests
based upon solution restriction are undertaken here for both multigrid solvers. Results
are presented in Section 6.4.2.1. The performance of our multigrid solver with the BDF2
method is also discussed in Section 6.4.2.2.
6.4.2.1 Convergence Tests
In this section, convergence tests and multigrid performance are discussed. The imple-
mentation of convergence tests is based upon solution restriction, and this is described
previously in Section 5.3.3. Here the infinity norm and the two norm of residuals from all
variables are separately measured.
For the purpose of demonstration, convergence tests are done on the solutions at T =
4×10−1. The parameters in the CHHS systems are set to be Lx = Ly = 3.2, ε = 2×10−1
and γ = 2.0. In the multigrid solvers, λ = 2. Note these settings were used by Wise
in [225] where he conducted his convergence tests to demonstrate that the semi-implicit
scheme gives an overall first order convergence rate. One of the differences between
Wise’s convergence tests and ours, is that Wise used a refinement path (changes in the
time step sizes) which is δ t = 0.4h2. In our convergence tests, we intend to halve the time
step sizes as we refine the grids (as we will show in the following subsection our BDF2
solver is second order). Initially, the time step size in the level 2 case is δ t = 1× 10−2,
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which then requires 40 time steps to reach T = 4× 10−1. We use four different grid
hierarchies for the convergence tests, and they have the finest grids with the resolutions
of 64× 64, 128× 128, 256× 256 and 512× 512, respectively. They are in turn denoted
as levels 3, 4, 5 and 6, with a grid of 16×16 as the coarsest grid.
Firstly, we present results of our convergence tests using our implementation of the
Wise solver (with the semi-implicit scheme). All three different variables are separately
tested, and results are shown in Table 6.2. From this table, we see that the ratios of the
differences in consecutive solutions for variables φ and p are close to 2 for both the infinity
norm and the two norm. The corresponding ratios for the variable µ are clearly smaller
than 2. Results shown in Table 6.2 indicate the overall convergence rate of using the
semi-implicit temporal discretization scheme and the five-point stencil from Wise solver
is only first order.
For variable φ
Levels δ t Time steps Infinity norm Ratio Two norm Ratio
3 1×10−2 40 - - - -
4 5×10−3 80 6.687×10−2 - 1.714×10−2 -
5 2.5×10−3 160 3.759×10−2 1.78 9.505×10−3 1.80
6 1.25×10−3 320 1.995×10−2 1.88 5.023×10−3 1.89
For variable µ
3 1×10−2 40 - - - -
4 5×10−3 80 1.401×10−2 - 5.283×10−3 -
5 2.5×10−3 160 7.953×10−3 1.76 3.025×10−3 1.75
6 1.25×10−3 320 6.893×10−3 1.15 2.020×10−3 1.50
For variable p
3 1×10−2 40 - - - -
4 5×10−3 80 7.672×10−3 - 4.819×10−3 -
5 2.5×10−3 160 4.294×10−3 1.79 2.673×10−3 1.80
6 1.25×10−3 320 2.551×10−3 1.68 1.384×10−3 1.93
Table 6.2: Results show the differences in consecutive solutions measured in the stated
norms, followed by the ratio of consecutive differences. These results are generated with
the use of Wise solver and the semi-implicit temporal discretization scheme.
The second set of convergence tests are carried out using our multigrid solver with
the fully-implicit BDF2 method and the described block version of the red-black Gauss-
Seidel smoother. Results of this set of convergence tests are shown in Table 6.3. This
table shows near optimal, second order, convergence rates for all three variables. It may
also be seen that values of the infinity norm and the two norm (of the difference between
consecutive solutions) obtained using our multigrid solver with the BDF2 method, and
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shown in Table 6.3, compared against Table 6.2, are 100− 1000 times smaller at these
mesh resolutions.
For variable φ
Levels δ t Time steps Infinity norm Ratio Two norm Ratio
3 1×10−2 40 - - - -
4 5×10−3 80 1.074×10−3 - 3.885×10−4 -
5 2.5×10−3 160 2.718×10−4 3.95 9.781×10−5 3.97
6 1.25×10−3 320 6.905×10−5 3.93 2.468×10−5 3.96
For variable µ
3 1×10−2 40 - - - -
4 5×10−3 80 1.141×10−4 - 6.347×10−5 -
5 2.5×10−3 160 2.901×10−5 3.93 1.610×10−5 3.96
6 1.25×10−3 320 7.389×10−6 3.93 4.092×10−6 3.93
For variable p
3 1×10−2 40 - - - -
4 5×10−3 80 9.110×10−5 - 5.316×10−5 -
5 2.5×10−3 160 2.328×10−5 3.91 1.370×10−5 3.88
6 1.25×10−3 320 5.933×10−6 3.92 3.522×10−6 3.89
Table 6.3: Table shows results from the convergence tests using the infinity norm and the
two norm on all three variables φ , µ and p from the CHHS system of equations. These
results are generated with the use of our multigrid solver and the fully-implicit BDF2
method. Parameters used are described in the text.
In the following section, multigrid performance of our solver with the BDF2 method
is evaluated.
6.4.2.2 Multigrid Performance
Previously in Section 6.4.1, the multigrid performance is already presented for our im-
plementation of Wise’s solver in Figure 6.1. That shows that the convergence rate (the
reduction of the scaled 2-norm of residuals) of the multigrid solver is independent from
the grid size. For completeness, in order to evaluate our multigrid solver with the BDF2
method, the simulations with λ = 2 in the right-hand side of Figure 6.1 are repeated.
Results shown in Figure 6.2 indicate that our multigrid solver, with the use of BDF2
method, shares similar convergence rate (in the 20th time step) as those shown previously
on the right-hand side of Figure 6.1. In two cases: 256×256 and 512×512, they require
one less V-cycle than the Wise solver to reach the same stopping criterion. It may also
be seen that these convergence rates from using different grid hierarchies are independent
from the grid size. This is the expected multigrid performance.
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Figure 6.2: Figures show the reductions in the scaled 2-norm of the residuals with λ = 2.
These results are generated by using our multigrid solver with the BDF2 method, and they
are repeated simulations which have been previously presented on the right-hand side in
Figure 6.1.
In order to demonstrate the linear complexity (i.e. O(n)) of our multigrid solver with
the BDF2 method, the simulations shown in Table 6.3 are repeated. These simulations
are executed as sequential code and CPU times for all four different grid hierarchies are
obtained and the average numbers of V-cycles per time step are summarised. All the
works that are presented here are generated from a single workstation which consists of
3.4GHz Dual Quad-Core Intel Xeon processors with 8GB memory. Results are presented
in Table 6.4.
Results shown in Table 6.4 suggest a linear increase in the CPU times. This is mea-
sured as we quadruple the number of grid points and double the number of time steps,
the CPU times are increased by a factor of 8 each case. It also may be seen that the aver-
age number of V-cycles required per time step stays a constant. Hence this suggests our
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Levels Finest grid Total number of Average V-cycles CPU time (seconds)
time steps per time step
3 642 40 5.4 47.1
4 1282 80 5.3 279.3
5 2562 160 5.2 2184.2
6 5122 320 5.0 18400.7
Table 6.4: Table shows the results generated using our multigrid solver with the BDF2
method. CPU times are included which are obtained from using a single CPU. The same
simulations are previously presented in Table 6.3 to demonstrate the convergence tests.
multigrid solver performs optimally.
A log-log plot is further used with the average CPU times per time step from all four
test cases that are presented in Table 6.4 against the total number of grid points on the
corresponding finest grid. This plot is shown in Figure 6.3. Results of this figure show a
linear increase in the CPU times as we quadruple the number of grid points and double the
number of time steps. Timing results appear slightly sub-linear from the first two cases,
however, the overall increase in the larger CPU times is parallel with the line that has the
slope of 1.
The following section concludes this chapter with a summary and discussion of the
results obtained using our approach for the solution of the CHHS system of equations.
6.4.3 Discussion
In this chapter, two multigrid solvers are implemented in Campfire to solve the CHHS
system of equations. This two-phase-field model is described by Wise in [225], and also
presented in Section 6.1. The first solver (referred to here as the Wise solver) is intended
to replicate the one used in [225], where a first-order semi-implicit temporal scheme is
derived using a convex splitting approach. Such a scheme is shown in Section 6.2.1. We
validated this solver against results given in [225], and they are quantitatively agreeable.
Then through the use of our convergence tests, it is proven that this scheme, together with
a second order five-point stencil, is able to provide an overall first order convergence rate.
On the other hand, the second solver (also called our multigrid solve with the BDF2
method) employs a fully-implicit second order BDF2 method as the temporal discretiza-
tion scheme. Together with a second order five-point stencil, the overall convergence rate
is indeed second order. Meanwhile, we also demonstrate the multigrid performance from
this solver.
As mentioned previously, the use of the Gauss-Seidel iteration with the red-black
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Figure 6.3: Figure shows a log-log plot, in x direction, the total number of grid points from
the finest grid is shown, and the average CPU time per time step in seconds is presented
in y direction. For comparison, a line with slope of 1 is also shown in the figure.
ordering as the multigrid smoothers and the coarsest grid solver appears to lead to bet-
ter multigrid convergence rates. This is demonstrated using our multigrid solver with the
fully-implicit BDF2 method. The simulations shown in Figure 6.2 are repeated separately
by using the red-black Gauss-Seidel iteration and the local Gauss-Seidel, global Jacobi it-
eration on levels 5 and 6. The resulting convergence rates within the 20th time step are
illustrated in Figure 6.4. The figure shows that the red-black Gauss-Seidel approach does
indeed provide better convergence rates compared to the local Gauss-Seidel, global Ja-
cobi approach. In the simulations used in Figure 6.4, which consist of 20 time steps, the
total number of V-cycles needed by the red-black Gauss-Seidel is less than the numbers
required by the local Gauss-Seidel, global Jacobi approach. However, as discussed in
Section 3.3.4, the red-black Gauss-Seidel requires two guard cell updates (GCU) per it-
eration in its implementation in Campfire, whereas the local Gauss-Seidel, global Jacobi
only requires one GCU per iteration. Although many improvements have already been
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made to increase the efficiency of this time-dominant subroutine (see Section 4.3), the
local Gauss-Seidel, global Jacobi is still more efficient. Summaries of the simulations in
Figure 6.4 are presented in Table 6.5. Results in this show that the local Gauss-Seidel,
global Jacobi iteration is slightly faster for this CHHS system, although its convergence
rates are lower than the ones of the red-black Gauss-Seidel (shown in Figure 6.4).
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Figure 6.4: Figure shows the convergence rates using the scaled 2-norm of the residu-
als. These results are generated separably using the red-black Gauss-Seidel and the local
Gauss-Seidel, global Jacobi iterations on levels 5 and 6.
To sum up, the model developed in this chapter is used as a stepping stone toward
the multi-phase-field model of tumour growth by Wise et al. in [226] that follows. We
intend to follow this route, and the results suggest that our implementation in Campfire is
able to solve the Cahn-Hilliard-Hele-Shaw type of model. Results also suggest the use of
BDF2 method is able to obtain an overall second order convergence rate from this type of
model. This provides us with confidence in order to proceed into the next chapter, where
a much more complicated model of tumour growth is presented. For the CHHS system
of equations, there are no further discussions on adaptivity and parallel computing. Both
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Levels No. Avg. V-cycle Total No. CPU times (seconds)
time steps per time step V-cycle per time step
For red-black Gauss-Seidel iteration
5 20 6.0 120 13.25
6 20 6.0 120 51.10
For local Gauss-Seidel, global Jacobi iteration
5 20 6.5 130 11.47
6 20 6.6 132 43.81
Table 6.5: Tables the performances of our multigrid solver with two different iterations
used for the simulations shown in Figure 6.4.
techniques have already been demonstrated in detail in the previous chapter.
Chapter 7
Parallel, Adaptive, Phase-Field
Simulations with Fully-Implicit Time
Stepping and FAS Multigrid on Model
of Tumour Growth
Having described the CHHS system of equations in the previous chapter, here a multi-
phase-field model of tumour growth, which is related to the CHHS system, is solved
using our parallel, adaptive, multigrid solver. To begin with, a brief literature review on
tumour modeling is given in Section 7.1, where different types of tumour growth models
are discussed. In this thesis, we are most interested in continuummodels which are further
described in Section 7.1.2. The multi-phase-field model of tumour growth that is studied
here is from Wise et al. [226], and this model is presented in Section 7.2. In [226], a FAS
multigrid solver has also been used, and we discuss the differences in the implementation
between their solver and ours in Section 7.3. Furthermore, the discrete system arising
from this model through applying the finite difference method (see Section 2.1.1.1) and
the BDF2 method (see Section 2.1.2.2) is presented in Section 7.3.2, along with a number
of novel features of our implementation. Results obtained using our solver are illustrated
in Section 7.4. We start, in Section 7.4.1, with a discussion on validating our results
against those shown in [226]. Through our presented evidence, we conclude that due to
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the sensitivity of certain quantitative outputs from this model to its initial conditions, and
a corresponding lack of detailed information from [226], a quantitative validation is only
of partial success. Qualitative agreement is also considered thereafter. In Section 7.4.2,
through our convergence tests, an overall second order convergence rate is demonstrated:
something that was not achieved by the authors of [226] for this multi-phase-field model
of tumour growth. In Section 7.4.3, results of 3-D simulations are presented for a range of
input parameters for the model. From our experiments and results, we notice a relatively
poor multigrid convergence associated with the pressure variable, and in Section 7.5, this
issue is described, along with a general discussion which concludes this chapter.
We refer back to Section 1.3.2.4 for the glossary of the multi-phase-field model of
tumour growth.
7.1 Brief Literature Review on Tumour Modeling
In order to help the reader understand the process of tumour growth, we generally sum-
marise based upon the work of [12, 14, 37, 155, 165].
Initially a tumour starts with a small number of cells as a cluster within the host tis-
sue. Normally in mathematical models, the initial spot of the tumour is assumed to be
away from blood vessels. At this stage, the nutrient supply to the tumour is only through
diffusion from the surrounding healthy tissue. It is also generally believed the adhesion
forces between tumour cells are much stronger than between healthy cells, so the shape of
tumours is commonly compact spheres or ellipses. Due to the supply of nutrient through
diffusion being very limited, the compact tumour is typically partitioned into three layers
of cells. Cells at the periphery are the proliferating cells (i.e. these cells can divide), these
cells are normally well supplied by nutrient. This cell birth process is termed mitosis.
Because of the cell proliferation and adhesion, a pressure occurs and pushes towards the
centre of the tumour. Cells in the middle layer are the dormant cells. The concentration
of nutrient among these cells is very limited, so that cells are alive, however are prohib-
ited from proliferating. Dead cells occur when the nutrient concentration drops below a
minimum threshold. This initially happens at the centre of tumour, and as the tumour con-
tinues to grow, dead cells accumulate into a necrotic core. This accumulation process of
dead cells is termed necrosis. Moreover, through experiments and clinical observations,
it is believed there is volume loss in the necrotic core, due to the decomposition of dead
cells that can diffuse through the tumour. This is accompanied with other cell loss mech-
anisms in other regions, such as apoptosis. Apoptosis is the process of programmed cell
death, where a cell exceeds its natural lifespan. Therefore, when the solid tumour grows
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to a certain size (a few millimeters in diameter), an equilibrium state may occur, that is
the birth rate of new cells at the periphery is approximately equal to the rate of volume
loss. This phase is termed avascular tumour growth.
The above equilibrium state is uncommon in practice. This is because most tumours
during the avascular tumour growth, will release a chemical factor which can induce the
nearby blood vessels to grow branches towards the tumour and eventually penetrate it.
This process of inducing blood vessels is termed angiogenesis. The induced cells which
are originally in the blood vessels are termed endothelial cells, following the migration
of these cells, small branches of blood vessels can be formed. When the blood vessels
reach the tumour, it means the end of the avascular tumour growth phase, and the next
phase is termed vascularized tumour growth. During this phase, the tumour is provided
with sufficient nutrient (via the blood vessels) to allow it to grow rapidly. In addition,
tumour cells can be transported to other places through blood vessels to develop secondary
tumours. This spreading process is termed metastasis. By metastasis, the large number
of tumours can lead to physical obstruction or organ malfunction, and eventually kill
the host. Therefore, metastasis is believed to be the predominant cause of mortality.
Generally by the time a tumour reaches a clinically detectable size, it is already in the
vascular growth phase.
7.1.1 Early Mathematical Models of Tumour Growth
Over the last few decades, the understanding of tumourigenesis (the birth and growth of
tumours) has developed dramatically and the contribution of mathematical tumour mod-
elling cannot be neglected. The biological experiments and clinical observations have
been complemented by the mathematical models that have been developed. Even simple
tumour models and simulations can help to support or deny the hypotheses made from
observations. Therefore, the two, mathematical modelling and experimental work, when
interwoven together, expand our knowledge on tumour growth and eventually contribute
to the therapies [14]. For example, the review paper of Byrne et al. [37] gives a number
of examples in detail to illustrate how theory can drive experiments and vice versa.
On the other hand, notwithstanding the advances in scientific and medical research,
the process of tumourigenesis and its further growth still remains elusive. The proce-
dures of tumour growth itself and its interactions with the host are complex [155]. The
disease is initialised by its avascular growth, and Mayneord [163] in 1932 developed a
mathematical model based on an observation which illustrated that the volume of tumour
tissue starts to grow exponentially. The paper [14] by Araujo and McElwain describes
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the reducing thickness of tissue at the periphery layer. This was later demonstrated by
Folkman and Hochberg in [77] (experimental paper). Gimbrone in [86] (experimental pa-
per) concluded that the neovascularisation of a tumour plays an imperative role in further
continued growth.
Based on the discovery of a solid necrotic core, in 1955 Thomlinson and Gray [215]
developed a mathematical model to describe the diffusion and consumption of nutrient,
identifying that necrosis is caused when the nutrient drops below a threshold. Tumour
cells in this stage can be separated into three types: proliferating cells with sufficient nu-
trient, dormant cells with less nutrient, which are prohibited from proliferating, and dead
cells [14]. Similarly, Burton developed a diffusion model in [35] in 1966 that restricts the
nutrient supply to be merely on the tumour surface.
A few years later, Greenspan [95] proposed a diffusion model that simulates avascular
tumour growth. Greenspan simulated his results in 1-D in [96]. Later on, with a modified
model, Greenspan [97] studied non-symmetric tumour growth in the avascular phase and
its stability.
In 1987, Adam developed a reaction-diffusion model with a 1-D second order parabolic
PDE governing equation in his series of papers [1–3]. This model was used to vali-
date other earlier models and their results, which included Greenspan’s hypotheses of the
source of inhibitor.
During the avascular growth phase, a tumour merely grows to a few millimetres in di-
ameter. Further growth is then limited by volume loss in the necrotic region (coupled with
other cell loss mechanisms in other regions, more details are given by Durand in [68]). In
this stage nutrient supplied through diffusion from healthy tissue can only keep the solid
tumour in an equilibrium state [14, 155]. This ends when a chemical, termed tumour an-
giogenesis factor (TAF), is released by the solid tumour. Such a chemical factor was found
by Folkman in [76] (experimental paper) in 1976. A review paper of tumour-induced an-
giogenesis [12] by Anderson and Chaplain summarised a number of mathematical models
of others for angiogenesis.
With a better understanding of tumour growth, tumour modelling research has in-
creased dramatically since the 1990s [14]. A large number of more advanced techniques
became available and, with inspiration from other scientific fields, tumour modelling has
diverged into three different routes based upon the representation of the tumour tissue
[155]. The first is continuum modelling, where the tumours are treated as a collection of
tissue. In this tissue-scale type of modelling, the focus is on the concentrations of tumour,
and commonly the growth process is governed by partial differential equations [155]. Fast
numerical methods (e.g. the multigrid method) can be applied. These types of model are
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generally used to compute relatively large time-scale simulations where the shapes of the
tumour can be properly formed. This modelling is the main focus of this chapter. Never-
theless, the other two types of modeling present their strengths in different respects. The
second approach is discrete modeling, which represents each and every tumour cell indi-
vidually. This cluster of cells then grows according to a set of specific biophysical rules.
However, the need for computational power increases significantly with the number of
cells that are modelled [155]. Thus the time-scale of simulations from this type of model
is generally limited, and commonly used to determine cell behaviour rather than the total
shape of tumours. The final type of modelling is logically driven from the previous two,
termed hybrid modelling. This approach intends to combine both continuum and discrete
modelling, with research aiming at obtaining the best features of both [155]. Usually,
advances made in continuum modelling can be of benefit in hybrid models too.
7.1.2 Continuum Models
Continuum modelling, as stated previously, uses a set of PDEs to model the morphology
of tumours. Greenspan’s model in [95], mentioned above, is one of the earliest continuum
models. These early models usually consist of an ordinary differential equation coupled
to one or more reaction-diffusion equations [14]. In this section we describe some more
advanced models. Most of these are further categorised as multiphase modelling, which
treats the tumour mass (solid tumour) as a multi-component material [155]. Although a
large number of models possess this feature, we focus here on the work from two groups
that appear to be the most relevant to this research, when considering applications of
multigrid methods. They are the group of Lowengrub from University of California at
Irvine and the group of H.M. Byrne, now at Oxford University. A few models from others
are also included in passing in the following discussion.
In [38], Byrne and Chaplain describe a mathematical model which contains two pairs
of coupled reaction-diffusion equations. These two pairs of coupled equations are solved
numerically by use of finite difference approximations. The Crank-Nicolson method is
used as the time-stepping scheme, and Simpson’s rule is employed for the resulting system
of equations. In [39], Byrne and Chaplain extended their model, outlined above, to include
the necrotic core inside the solid tumour.
Byrne and Preziosi developed another model in [36]. This model treats the tumour as
a two-phase material. Within this model, mass exchange between phases plays a funda-
mentally important role. This two-phase model is later demonstrated in [40], by Byrne et
al., to have, when appropriate asymptotic limits are provided, very similar features to the
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earlier work from Greenspan [97] and others.
In [118], Hubbard and Byrne develop a four-phase model to simulate vascular tumour
growth. In this model, healthy cells, tumour cells, blood vessels, extracellular material
and diffusible nutrient can be distinguished. The representation of tumour growth is de-
rived from the principles of conservation of mass and momentum for the various volume
fractions. Numerically, the hyperbolic PDEs of mass balance are discretised through a
conservative, upwind, finite volume scheme; whereas the generalised Stokes equations
for momentum balance employ a finite element scheme. Additionally, the discretization
of nutrient reaction-diffusion equations is also based upon a finite element scheme, solved
by a Newton iteration. Model simulation is presented on a 2-D unstructured triangular
mesh.
The mathematical models of Lowengrub’s group are constructed from a different point
of view. An early mathematical model that this group used, which is summarised in their
review paper [155] and appendices in [52], consists mainly of calculations for cell velocity
(through obtaining pressure) and concentration of nutrient. In [52], Cristini et al. applied
these two coupled systems and used boundary-integral simulations to perform a fully
nonlinear vascularised tumour growth simulation.
Zhang et al. develop a mathematical model in [229] that simulates a full nonlinear
model of 2-D tumour growth with angiogenesis. Cell velocity and concentration of nu-
trient in this model are governed by a Darcy-Stokes law and reaction-diffusion equations,
respectively. The chemical factor TAF is described by a reaction-diffusion equation. The
spatial discretization method is an adaptive FEM with a level set approach for tracking
the tumour boundary. This model uses the midpoint method for equations that may be
solved explicitly in time. Based on the work of Zhang et al. [229], Macklin and Lowen-
grub [157] used a 2-D regular Cartesian mesh and a special level set method to track the
tumour boundary.
Li et al. extended this tumour model into 3-D in [150]. The model from Cristini et
al. [52] is still used to describe the cell velocity and nutrient diffusion. A new adaptive
boundary integral method is proposed to incorporate the 3-D domain. The surface of the
tumour is discretized into a mesh of flat triangles. An explicit second order Runge-Kutta
time stepping method is used as the temporal discretization scheme and the linear alge-
braic systems are numerically solved using the GeneralizedMinimumResidual (GMRES)
iterative method.
Macklin et al. in [159] and [158] numerically describe the model from Macklin and
Lowengrub [157] in detail. It consists of a number of nonlinear, elliptic and parabolic
PDEs. The ghost fluid method is introduced around the tumour/host interface. Away from
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the tumour boundary a centred FDM is used to discretize the elliptic and parabolic PDEs.
The model that is re-proposed in [159] is solved on a 2-D square domain, a nonlinear
adaptive Gauss-Seidel-type iterative method (NAGSI) is used.
Pham et al. summarise three main constitutive laws of treating incompressible fluid
in [182], they are Darcy’s law, Stokes’ law and the combined Darcy-Stokes law. Addi-
tionally, further evaluations are carried out for the stability analyses against experimental
observations. There are a number of tumour models using these fluid constitutive laws
and the one solved here obeys Darcy’s law.
In [223], Wise et al. developed a nonlinear (FAS) multigrid method to solve a sixth-
order, nonlinear, strongly anisotropic Cahn-Hilliard parabolic equation. Then, Cristini et
al. developed a tumour mathematical model in [51] whose governing equation is of Cahn-
Hilliard type, which is a fourth-order nonlinear parabolic PDE with a reaction-diffusion
equation for the nutrient. An adaptive Cartesian block-structured mesh refinement scheme
was applied on a 2-D domain. A centred FDM and an implicit scheme in time were used
as spatial and temporal discretization schemes respectively.
7.1.3 Discrete and Hybrid Models
In this section, we briefly describe some of the discrete and hybrid models of tumour
growth. The discrete modelling, as described previously, is based upon explicitly tracking
and monitoring each individual cell (or representative cells). These cells are updated
according to a set of biophysical rules. Generally, discrete modelling is subdivided into
two categories: lattice-based (cellular automata) and lattice-free. [155] reviews a number
of methods and models that commonly appear in the literature. In [8], Ambrosi and
Preziosi also demonstrate a number of discrete models.
Hybrid modelling is an approach that combines both continuum and discrete mod-
elling. We mentioned an example from Zhang et al. [229] previously. In that model, a
continuum approach is used to describe the solid tumour growth, whereas a discrete model
is applied to simulate the angiogenesis. The model of angiogenesis was presented by An-
derson and Chaplain in detail. Anderson and Chaplain in [12] used a reaction-diffusion
equation to show the diffusion of TAF. Nevertheless, the migration of the endothelial
cells was modelled using the biased random walk approach. Moreover, in [229], Zhang
et al. added a feature to Anderson and Chaplain’s discrete model, that allowed for the
possibility that the entire capillary may be convected by the external cell velocity using
a kinematic condition. In [165], McDougall et al. also develop a hybrid model for the
process of angiogenesis in the manner of [12, 229]. However, this was with a number of
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more complex parameters introduced.
Based on previous studies, Frieboes et al. in [78] proposed a discrete model for angio-
genesis; this model combines with a continuum model which is described by Wise et al.
in the first paper, [227], of this series. This complex hybrid model allows Frieboes et al.
to investigate multispecies tumour invasion, and the morphological instabilities that may
underlie invasive phenotypes.
A more advanced hybrid model is proposed by Kim et al. in [132], which uses a
continuum approach to describe the quiescent and necrotic layers of the tumour and ex-
tracellular matrix, and a discrete model illustrates the activities of growth and proliferation
at the periphery of the tumour.
7.2 Model Outline
The multi-phase-field model of tumour growth that is considered in this chapter is solved
by Wise et al. in [226]. This model is previously presented in Section 1.3.2.4. For clarity,
it is summarised here again.
There are in total four phase-field variables which represent volume fractions in this
model, and they are summarised in the glossary at the beginning of this chapter. In addi-
tion, there are three assumptions amongst these volume fractions. Firstly, it is assumed the
extracellular fluid volume fraction is everywhere constant, φW (x,y,z, t) = φW,0= constant.
After this assumption, the tumour model only consists of multiple solid cell fractions.
Secondly, cells are assumed to be close-packed, and this leads to the sum of the healthy
cell volume fraction φH , the viable tumour cell volume fraction φV and the dead tumour
cell volume fraction φD to be equal to 1 (i.e. φH +φV +φD = 1). Thirdly, it is further as-
sumed that inside the tumour there are only two types of cells: viable and dead. This indi-
cates the total tumour cell volume fraction φT is the sum of φV and φD (i.e. φT = φV +φD).
Based upon these three assumptions, there are only two phase-field variables that are re-
quired to be solved, and they are φT and φD. Once the solutions of these two variables are
obtained, other variables may be derived from the assumptions made.
The component φT is assumed to obey the following Cahn-Hilliard-type advection-
reaction-diffusion equations:
∂φT
∂ t
=M∇ · (φT∇µ)+ST −∇ · (uSφT ), (7.1)
µ = f ′(φT )− ε2∇2φT , (7.2)
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where M > 0 is the mobility constant, f (φT ) = φ
2
T (1−φT )2/4 is the quartic double-well
potential, uS is the tissue velocity (and is substituted out of the equation later), and ε > 0 is
an interface thickness parameter between healthy and tumour tissue. ST is the net source
of tumour cells which depends on φT , φV and φD, and it is given as
ST = nG(φT )φV −λLφD, (7.3)
where n is the concentration of nutrient which is specified later, φV = φT −φD, and λL ≥ 0
is the rate of tumour cell proliferation. G(φT ) is a continuous cut-off function and it is
defined by Wise et al. in [226] as the following:
G(φT ) =


1 if 3ε
2
≤ φT
φT
ε − 12 if ε2 ≤ φT < 3ε2
0 if φT <
ε
2
.
(7.4)
A similar dynamical equation for solving the volume fraction of dead tumour cells φD
is used:
∂φD
∂ t
=M∇ · (φD∇µ)+SD−∇ · (uSφD), (7.5)
where SD is the net source of dead tumour cells, which depends on φV and φD. This source
term is defined by Wise et al. in [226] as the following:
SD = (λA+λNH (nN−n))φV −λLφD, (7.6)
where λA is the death rate of tumour cells from apoptosis, λN is the death rate of tu-
mour cells from necrosis, nN is the necrotic limit, and H is an Heaviside function. This
Heaviside function is given as
H (nN−n) =
{
1 if nN−n≥ 0
0 if nN−n< 0.
(7.7)
The tissue velocity uS is assumed to obey Darcy’s law, and is defined as
uS =−κ(φT ,φD)(∇p−
γ
ε
µ∇φT ), (7.8)
where κ > 0 is the tissue motility function and γ ≥ 0 is a measure of the excess adhesion.
An additional assumption made by Wise et al. is that there is no proliferation or death of
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the host tissue, thus the velocity is constrained to satisfy
∇ ·uS = ST . (7.9)
Instead of solving for the tissue velocity, Equations (7.8) and (7.9) are combined to-
gether, and a resulting Poisson-like equation for the cell pressure p can be constructed:
−∇ · (κ(φT ,φD)∇p) = ST −∇ · (κ(φT ,φD)γ
ε
µ∇φT ). (7.10)
A quasi-steady equation is given for the nutrient concentration through diffusion:
0= ∇ · (D(φT )∇n)+Tc(φT ,n)−n(φT −φD), (7.11)
where D(φT ) = DH(1−Q(φT )) +Q(φT ) is the diffusion coefficient, DH is the nutri-
ent diffusivity in the healthy tissue, Q(φT ) is an interpolation function, and Tc(φT ,n) =
(vHP (1−Q(φT ))+ vTPQ(φT ))(nC− n) is the nutrient capillary source term. Furthermore,
vHP ≥ 0 and vTP ≥ 0 are constants specifying the degree of pre-existing uniform vascular-
ization, nC ≥ 0 is the nutrient level in capillaries and the interpolation function, Q(φT ), is
defined by Wise et al. in [226] as
Q(φT ) =


1 if 1≤ φT
3φ2T −2φ3T if 0< φT < 1
0 if φT ≤ 0.
(7.12)
To sum up, this multi-phase-field model of tumour growth consists of a coupled sys-
tem of five equations, and they are Equations (7.1), (7.2), (7.5), (7.10) and (7.11). There
are five dependent variables in total in this system: two phase-field variables, φT and φD;
three supplementary variables, µ , p and n. These PDEs are valid throughout a domain
Ω, there are no internal boundary conditions for the solid tumour, the necrotic core or
other variables (this is the advantage of the phase-field approach, see Section 1.3.2.1 for
a description of phase-field model). Therefore, only one set of outer boundary condi-
tions is required and this set is the following mixture of Neumann and Dirichlet boundary
conditions:
µ = p= 0, n= 1,
∂φT
∂ν
=
∂φD
∂ν
= 0 on ∂Ω, (7.13)
where ν denotes the outward-pointing normal to the boundary ∂Ω.
Initial conditions are required, and a specific set for φT (x,y,z, t = 0) and φD(x,y,z, t =
0) is defined later. After both of these are given, µ(x,y,z, t = 0), p(x,y,z, t = 0) and
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n(x,y,z, t = 0) can be determined from Equations (7.2), (7.10) and (7.11) respectively.
Since µ is an assignment of the Laplacian of φT plus an explicit source, as shown in
Equation (7.2), the initial condition for µ(x,y,z, t = 0) is straightforward. On the other
hand, initial conditions for pressure p and nutrient n require an elliptic solver. This is
discussed later. In the following section, implementation of our discretization and solver
for this multi-phase-field model of tumour growth is described.
7.3 Implementation
In this section, we discuss the differences between the discretizations and multigrid solver
used in [226] and our discretizations and multigrid solver. In Section 7.3.1, we provide
details of the implementation from [226]. Through the understanding of their solver,
our solver is improved with a number of techniques. These techniques, and the discrete
system from applying the FDM and the BDF2 method to Equations (7.1), (7.2), (7.5),
(7.10) and (7.11), are discussed in Section 7.3.2.
7.3.1 Discussion on the Implementation of Multigrid Solver Used by
Wise et al.
Here we do not wish to repeat in full all of the details of the solver developed by Wise
et al. However, the implementation of their solver, as described in [226] is summarised
here, with the most significant features highlighted.
First of all, the FDM with the use of a seven-point stencil in 3-D (or five-point sten-
cil in 2-D) is used as the spatial discretization scheme. In addition, the advection terms
that occur in the system (i.e. ∇ · (uSφT ) and ∇ · (uSφD) in Equations (7.1) and (7.5) re-
spectively) are discretized via a third-order WENO reconstruction method 1. The choice
of temporal discretization scheme for the two time-dependent PDEs is based upon the
second order Crank-Nicolson method (see Equation (2.10)).
The resulting fully-discrete system at each time step is then solved by using a multi-
grid solver. It is the nonlinear multigrid method with the FAS (see Section 2.4.4) that is
implemented in their solver. Cartesian grids are employed to cover the domain with the
use of cell-centred grid points. Additionally, through the use of fast adaptive composite
grid method (see [31] for example), the solver is combined with dynamic adaptive mesh
refinement (AMR).
1The interested reader is directed to [121] for more information on this WENO method.
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Within their multigrid solver, the choice of smoother and the coarsest grid solver is a
block version of the red-black Gauss-Seidel iteration, which updates all variables on one
grid point at a time. However, these five updates for the five variables are not performed
simultaneously. Due to their choices of discretization schemes 2, some of the terms are not
evaluated implicitly. The result is that Equations (7.1) and (7.2) are strongly coupled, and
are updated together at each grid point by performing a 2×2 Cramer’s rule for φ l+1T i, j,k and
µ l+1i, j,k (the superscript l+ 1 indicates the solution at the next iteration). Then the discrete
form of Equation (7.5), which is weakly coupled with the first two equations, is solved
subsequently to update φ l+1D i, j,k. The discrete forms of the last two Equations, (7.10) and
(7.11), are decoupled from the others, and so variables pl+1i, j,k and n
l+1
i, j,k are updated by
simple division afterwards. The grid transfer operators within their multigrid solver use a
cell averaging restriction and a bilinear interpolation. The former is presented in Equation
(2.13) and the latter is indicated in Equation (2.12).
Due to the assumptions previously made for this multi-phase-field model, the range of
values for the phase-field variable (i.e. φT ) should be between 0 and 1, where 0 represents
healthy cells, and 1 represents tumour cells. To prevent these values becoming negative at
the numerical level, Wise et al. in [226] introduced a modification to the mobility constant
M. For the phase-field variables φT and φD, MT and MD are now two mobility functions.
These two functions are given by
MT (φT ) =M×
(
max{φT ,0}+1.0×10−10
)
, (7.14)
MD(φT ,φD) =M×
(
max{min{φT ,φD} ,0}+1.0×10−10
)
. (7.15)
Despite using the second order Crank-Nicolson method as the temporal discretization
scheme and the second order central FDMwith the 2-D five-point stencil (and the third or-
der WENO method for these advection terms) as the spatial discretization scheme, results
in [226] suggest that only an overall first order convergence rate is obtained when second
order is hoped for. Furthermore, this overall first order convergence rate is observed with
(by setting γ 6= 0) and without (by setting γ = 0) the excess surface adhesion term (which
includes the advection). Wise et al. stated a few possible explanations. Firstly, it may
be caused by not using small enough time step size and/or fine enough resolution of the
grids. Secondly, non-smooth functions in the model may be the root causes for the re-
duction of the order of convergence. More specifically, they identified that the definitions
of the cut-off function G(φT ), the interpolation function in nutrient capillary source term
2The interested reader is directed to Equations (47) - (51) and (60) - (64) in [226] for the complete
discrete system used by Wise et al.
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Q(φT ), and the two mobility functions MT (φT ) and MD(φT ,φD) are not smooth enough
for an overall second order convergence rate to be guaranteed.
Having discussed the implementation of their multigrid solver, as well as learning
possible reasons for the reduction in the order of convergence, in the following section,
the implementation of our multigrid solver in Campfire is described.
7.3.2 Implementation of Our Multigrid Solver in Campfire
In this section, the detailed implementations of our discretization and multigrid solver
in Campfire are discussed. This includes a novel implementation, using a penalty term,
for this multi-phase-field model of tumour growth. This implementation, combined with
many changes made to those described in the previous section, will be shown to yield an
overall second order convergence rate (see Section 7.4.2).
First of all, the fully-discrete systems for the five equations is presented. The choice
of spatial discretization scheme is the FDM with seven-point stencil (an equivalent 2-D
representation of five-point stencil is shown in Equation (2.3)). For time-dependent PDEs
(i.e. Equations (7.1) and (7.5)), the BDF2method with fixed δ t is used for the presentation
here. Note that the generalizations to an adaptive time-stepping is implemented in practice
and that the BDF1 method has to be applied at least for the very first time step. It is also
worth noting that since Wise et al. always select κ(φT ,φD)≡ 1 in [226], and did not give
detail of any alternative forms of this κ function, here we also assume κ(φT ,φD) ≡ 1 in
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what follows. The discrete system from Equation (7.1) is
φ τ+1T i, j,k−
(
4
3
φ τT i, j,k−
1
3
φ τ−1T i, j,k
)
−
2δ t
3h2
[(
Mφ τ+1T i+1, j,k+Mφ
τ+1
T i, j,k
2
)(
µτ+1i+1, j,k−µτ+1i, j,k
)
−
(
Mφ τ+1T i−1, j,k+Mφ
τ+1
T i, j,k
2
)(
µτ+1i, j,k −µτ+1i−1, j,k
)
+
(
Mφ τ+1T i, j+1,k+Mφ
τ+1
T i, j,k
2
)(
µτ+1i, j+1,k−µτ+1i, j,k
)
−
(
Mφ τ+1T i, j−1,k+Mφ
τ+1
T i, j,k
2
)(
µτ+1i, j,k −µτ+1i, j−1,k
)
+
(
Mφ τ+1T i, j,k+1+Mφ
τ+1
T i, j,k
2
)(
µτ+1i, j,k+1−µτ+1i, j,k
)
−
(
Mφ τ+1T i, j,k−1+Mφ
τ+1
T i, j,k
2
)(
µτ+1i, j,k −µτ+1i, j,k−1
)]
−2δ t
3
[
nτ+1i, j,kG
(
φ τ+1T i, j,k
)
φ τ+1V i, j,k−λLφ τ+1D i, j,k
]
−
2δ t
3h2
[(
φ τ+1T i+1, j,k+φ
τ+1
T i, j,k
2
)(
pτ+1i+1, j,k− pτ+1i, j,k
)
−
(
φ τ+1T i−1, j,k+φ
τ+1
T i, j,k
2
)(
pτ+1i, j,k− pτ+1i−1, j,k
)
+
(
φ τ+1T i, j+1,k+φ
τ+1
T i, j,k
2
)(
pτ+1i, j+1,k− pτ+1i, j,k
)
−
(
φ τ+1T i, j−1,k+φ
τ+1
T i, j,k
2
)(
pτ+1i, j,k− pτ+1i, j−1,k
)
+
(
φ τ+1T i, j,k+1+φ
τ+1
T i, j,k
2
)(
pτ+1i, j,k+1− pτ+1i, j,k
)
−
(
φ τ+1T i, j,k−1+φ
τ+1
T i, j,k
2
)(
pτ+1i, j,k− pτ+1i, j,k−1
)]
+
2δ tγ
3εh2
[(
φ τ+1T i+1, j,kµ
τ+1
i+1, j,k+φ
τ+1
T i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i+1, j,k−φ τ+1T i, j,k
)
−
(
φ τ+1T i−1, j,kµ
τ+1
i−1, j,k+φ
τ+1
T i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i−1, j,k
)
+
(
φ τ+1T i, j+1,kµ
τ+1
i, j+1,k+φ
τ+1
T i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j+1,k−φ τ+1T i, j,k
)
−
(
φ τ+1T i, j−1,kµ
τ+1
i, j−1,k+φ
τ+1
T i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i, j−1,k
)
+
(
φ τ+1T i, j,k+1µ
τ+1
i, j,k+1+φ
τ+1
T i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k+1−φ τ+1T i, j,k
)
−
(
φ τ+1T i, j,k−1µ
τ+1
i, j,k−1+φ
τ+1
T i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i, j,k−1
)]
+
2δ t
3δ
min
(
φ τ+1T i, j,k,0
)
+
2δ t
3δ
max
(
φ τ+1T i, j,k−1,0
)
= 0.
(7.16)
This discretization is based very much on the techniques already demonstrated in the
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proceeding chapters. The only feature not previously discussed is the use of the penalty
terms 1δ min
(
φ τ+1T i, j,k,0
)
and 1δ max
(
φ τ+1T i, j,k−1,0
)
. These terms have no impact when
0 ≤ φ τ+1T i, j,k ≤ 1 but create a large correction to the system whenever φT tries to take a
value outside of this interval. The larger the choice of the penalty parameter δ the larger
this correction becomes - forcing the values of φT to be close to this range but at the
expense of adding to the nonlinearity of the resulting system. The default value of δ
selected in this chapter is 10−4.
The discrete system from Equation (7.2) is simply:
µτ+1i, j,k −
2φ τ+1T i, j,k+4
(
φ τ+1T i, j,k
)3
−6
(
φ τ+1T i, j,k
)2
4
+
ε2
h2
(
φ τ+1T i+1, j,k+φ
τ+1
T i−1, j,k+φ
τ+1
T i, j+1,k+φ
τ+1
T i, j−1,k+φ
τ+1
T i, j,k+1+φ
τ+1
T i, j,k−1−6φ τ+1T i, j,k
)
= 0.
(7.17)
Chapter 7 207 7.3
The discrete system from Equation (7.5) is
φ τ+1D i, j,k−
(
4
3
φ τD i, j,k−
1
3
φ τ−1D i, j,k
)
−
2δ t
3h2
[(
Mφ τ+1D i+1, j,k+Mφ
τ+1
D i, j,k
2
)(
µτ+1i+1, j,k−µτ+1i, j,k
)
−
(
Mφ τ+1D i−1, j,k+Mφ
τ+1
D i, j,k
2
)(
µτ+1i, j,k −µτ+1i−1, j,k
)
+
(
Mφ τ+1D i, j+1,k+Mφ
τ+1
D i, j,k
2
)(
µτ+1i, j+1,k−µτ+1i, j,k
)
−
(
Mφ τ+1D i, j−1,k+Mφ
τ+1
D i, j,k
2
)(
µτ+1i, j,k −µτ+1i, j−1,k
)
+
(
Mφ τ+1D i, j,k+1+Mφ
τ+1
D i, j,k
2
)(
µτ+1i, j,k+1−µτ+1i, j,k
)
−
(
Mφ τ+1D i, j,k−1+Mφ
τ+1
D i, j,k
2
)(
µτ+1i, j,k −µτ+1i, j,k−1
)]
−2δ t
3
[(
λA+λNH
smooth
(
nN−nτ+1i, j,k
))
φ τ+1V i, j,k−λLφ τ+1D i, j,k
]
−
2δ t
3h2
[(
φ τ+1D i+1, j,k+φ
τ+1
D i, j,k
2
)(
pτ+1i+1, j,k− pτ+1i, j,k
)
−
(
φ τ+1D i−1, j,k+φ
τ+1
D i, j,k
2
)(
pτ+1i, j,k− pτ+1i−1, j,k
)
+
(
φ τ+1D i, j+1,k+φ
τ+1
D i, j,k
2
)(
pτ+1i, j+1,k− pτ+1i, j,k
)
−
(
φ τ+1D i, j−1,k+φ
τ+1
D i, j,k
2
)(
pτ+1i, j,k− pτ+1i, j−1,k
)
+
(
φ τ+1D i, j,k+1+φ
τ+1
D i, j,k
2
)(
pτ+1i, j,k+1− pτ+1i, j,k
)
−
(
φ τ+1D i, j,k−1+φ
τ+1
D i, j,k
2
)(
pτ+1i, j,k− pτ+1i, j,k−1
)]
+
2δ tγ
3εh2
[(
φ τ+1D i+1, j,kµ
τ+1
i+1, j,k+φ
τ+1
D i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i+1, j,k−φ τ+1T i, j,k
)
−
(
φ τ+1D i−1, j,kµ
τ+1
i−1, j,k+φ
τ+1
D i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i−1, j,k
)
+
(
φ τ+1D i, j+1,kµ
τ+1
i, j+1,k+φ
τ+1
D i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j+1,k−φ τ+1T i, j,k
)
−
(
φ τ+1D i, j−1,kµ
τ+1
i, j−1,k+φ
τ+1
D i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i, j−1,k
)
+
(
φ τ+1D i, j,k+1µ
τ+1
i, j,k+1+φ
τ+1
D i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k+1−φ τ+1T i, j,k
)
−
(
φ τ+1D i, j,k−1µ
τ+1
i, j,k−1+φ
τ+1
D i, j,kµ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i, j,k−1
)]
+
2δ t
3δ
min
(
φ τ+1D i, j,k,0
)
+
2δ t
3δ
max
(
φ τ+1D i, j,k−1,0
)
= 0.
(7.18)
Again we have made use of penalty terms to penalize any deviation of φD from the in-
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terval [0,1]. Furthermore, we have smoothed the source term SD (see Equation (7.6)) by
replacing H with H smooth, a smoothed Heaviside function, that is defined later in this
section.
The discrete system from Equation (7.10) is given by:
− 1
h2
(
pτ+1i+1, j,k+ p
τ+1
i−1, j,k+ p
τ+1
i, j+1,k+ p
τ+1
i, j−1,k+ p
τ+1
i, j,k+1+ p
τ+1
i, j,k−1−6pτ+1i, j,k
)
+
γ
εh2
[(
µτ+1i+1, j,k+µ
τ+1
i, j,k
2
)(
φ τ+1T i+1, j,k−φ τ+1T i, j,k
)
−
(
µτ+1i−1, j,k+µ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i−1, j,k
)
+
(
µτ+1i, j+1,k+µ
τ+1
i, j,k
2
)(
φ τ+1T i, j+1,k−φ τ+1T i, j,k
)
−
(
µτ+1i, j−1,k+µ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i, j−1,k
)
+
(
µτ+1i, j,k+1+µ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k+1−φ τ+1T i, j,k
)
−
(
µτ+1i, j,k−1+µ
τ+1
i, j,k
2
)(
φ τ+1T i, j,k−φ τ+1T i, j,k−1
)]
−
[
nτ+1i, j,kG
(
φ τ+1T i, j,k
)
φ τ+1V i, j,k−λLφ τ+1D i, j,k
]
= 0.
(7.19)
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Finally, the discrete system from Equation (7.11) is
1
h2
[
DH
(
1−Q
(
φ τ+1T i+1, j,k
))
+Q
(
φ τ+1T i+1, j,k
)
+DH
(
1−Q
(
φ τ+1T i, j,k
))
+Q
(
φ τ+1T i, j,k
)
2(
nτ+1i+1, j,k−nτ+1i, j,k
)
−
DH
(
1−Q
(
φ τ+1T i−1, j,k
))
+Q
(
φ τ+1T i−1, j,k
)
+DH
(
1−Q
(
φ τ+1T i, j,k
))
+Q
(
φ τ+1T i, j,k
)
2(
nτ+1i, j,k−nτ+1i−1, j,k
)
+
DH
(
1−Q
(
φ τ+1T i, j+1,k
))
+Q
(
φ τ+1T i, j+1,k
)
+DH
(
1−Q
(
φ τ+1T i, j,k
))
+Q
(
φ τ+1T i, j,k
)
2(
nτ+1i, j+1,k−nτ+1i, j,k
)
−
DH
(
1−Q
(
φ τ+1T i, j−1,k
))
+Q
(
φ τ+1T i, j−1,k
)
+DH
(
1−Q
(
φ τ+1T i, j,k
))
+Q
(
φ τ+1T i, j,k
)
2(
nτ+1i, j,k−nτ+1i, j−1,k
)
+
DH
(
1−Q
(
φ τ+1T i, j,k+1
))
+Q
(
φ τ+1T i, j,k+1
)
+DH
(
1−Q
(
φ τ+1T i, j,k
))
+Q
(
φ τ+1T i, j,k
)
2(
nτ+1i, j,k+1−nτ+1i, j,k
)
−
DH
(
1−Q
(
φ τ+1T i, j,k−1
))
+Q
(
φ τ+1T i, j,k−1
)
+DH
(
1−Q
(
φ τ+1T i, j,k
))
+Q
(
φ τ+1T i, j,k
)
2(
nτ+1i, j,k−nτ+1i, j,k−1
)]
+
{
VHP
[
1−Q
(
φ τ+1T i, j,k
)]
+V TP Q
(
φ τ+1T i, j,k
)}(
nC−nτ+1i, j,k
)
−nτ+1i, j,kφ τ+1V i, j,k = 0.
(7.20)
Unlike the implementation in [226] that is described in the previous section, whereM
was replaced by two mobility functions, here M is a constant. The use of penalty terms
(i.e. 1δ min(φ ,0) and
1
δ max(φ −1,0)) already provides the functionality to regulate val-
ues of phase-field variables close to the range of 0 to 1. It is worth noting that for the
advection terms, the central difference (seven-point) 3-D stencil is applied and treated
similarly as the others terms. This is known not to be stable unless h is sufficiently small
and/or sufficient diffusion is present, however we observe no adverse effects for our simu-
lations. To reflect the suggestions made by Wise et al. in [226] (described in the previous
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section), and through our own experiments, we identified the non-smooth Heaviside func-
tion to be a potential cause that a higher rate of convergence is not obtained. Therefore,
a smoothed Heaviside function H smooth is employed to replace the original Heaviside
function shown in Equation (7.7). This is defined as
H
smooth(nN−n)=


1 if nN−n≥ εsmooth
− 1
4(εsmooth)3
(nN−n)3+ 34εsmooth (nN−n)+ 12 if− εsmooth ≤ nN−n≤ εsmooth
0 if nN−n<−εsmooth,
(7.21)
where εsmooth controls the steepness of the smooth transition between 0 and 1.
Within our multigrid solver, for the smoothers and the coarsest grid solver, the non-
linear, block version of “local Gauss-Seidel, global Jacobi” iteration is applied (as a re-
minder, this is a Gauss-Seidel approach within blocks of the mesh but we only use “old”
values from neighbouring blocks to update values at the edge of blocks - based upon a
single guard cell update prior to each sweep). A Jacobi version of this iteration is already
shown previously in Equation (2.36). The implementation of the non-time-dependent
equations in Campfire was previously described in Sections 5.3.1 and 6.3.2, so here it is
not repeated. It is worth noting that in our nonlinear, block version of “local Gauss-Seidel,
global Jacobi” iteration, for this multi-phase-field model of tumour growth, the Jacobian
matrix becomes a 5× 5 matrix. The inverse of this matrix for each cell is calculated by
Gaussian elimination and an upper triangular solver with the use of backward substitu-
tion. The grid transfer operations are, for restriction, the simple cell averaging operator
(see Equation (2.13) for an 2-D example, and the 3-D version is straightforward); and for
interpolation, bilinear (or 3-D trilinear) interpolation (see Equation (2.12) for a 2-D exam-
ple) is employed. It is worth noting that, although this multi-phase-field model of tumour
growth is of Cahn-Hilliard-type and strongly related to the CHHS system of equations
that is described in the previous chapter, the averaging process is not required to define
a unique pressure due to the use of the Dirichlet boundary condition shown in Equation
(7.13) for the pressure term. However, a related issue is discussed later, in Section 7.5.
Having summarised the implementation of our multigrid solver, here we also explain
the process for obtaining the initial conditions for all variables. Assuming φT (x,y,z, t = 0)
is prescribed (its initial condition in 2-D is partially given in [226] and is described
later), the initial condition for µ(x,y,z, t = 0) is straightforward since µ is a function
of φT as shown in Equation (7.2). The initial condition for φD is generally taken as
φD(x,y,z, t = 0) = 0, which assumes that initially there are no dead tumour cells. Like
the pressure variable in the CHHS system of equations that is described in the previous
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chapter, the pressure and nutrient variables p and n here require an application of a solver
to obtain their consistent initial conditions. A simple iterative solver may be used, how-
ever, for grids with finer resolutions, the computational cost may increase significantly.
Therefore, a multigrid solver is used just to obtain the initial conditions for p(x,y,z, t = 0)
and n(x,y,z, t = 0). This solves for the steady state solution of n firstly since Equation
(7.11) is not dependent on p. The initial guess for n is nl=0 = 1, and superscript l indi-
cates the number of iterations. The smoothers and the coarsest grid solver in this multigrid
solver use a simple “local Gauss-Seidel, global Jacobi” iteration, which comes from re-
arranging Equation (7.20) to the following form:
fnn
l+1
i, j,k = gn, (7.22)
where fn and gn are two functions that are not dependent upon n
l+1
i, j,k. The update routine is
a simple division (i.e. nl+1i, j,k = gn/ fn). The stopping criterion is dependent upon the infinity
norm of residuals of n, and it terminates the solver for n when ||rn(x,y,z,t=0)||∞ ≤ 1×10−9.
Then this multigrid solver is applied to obtain the initial solution of p, with the initial
guess pl=0 = 0. The smoothers and the coarsest grid solver depend upon a simple division
at each nodal update as the pressure Equation (7.19) may be re-arranged into
fpp
l+1
i, j,k = gp, (7.23)
where fp and gp are two functions that are not dependent upon p
l+1
i, j,k. The stopping crite-
rion is dependent upon the infinity norm of residual of p, and it terminates the solver for
p when ||rp(x,y,z,t=0)||∞ ≤ 1×10−9.
In the following section, results obtained using the described multigrid solver are de-
scribed.
7.4 Results
In this section, we present the results from our multigrid solver. Firstly, we use 2-D results
for the validation in Section 7.4.1. We also include a discussion which suggests that
quantitative validation may not be straightforward for this model, due to the sensitivity of
the solution to the initial conditions. On the other hand, our multigrid solvers have already
been shown to provide excellent validations for other models in previous chapters, which
therefore provides confidence in the results generated for this tumour growth model. In
Section 7.4.2, convergence tests are used to demonstrate, for the first time, that an overall
second order convergence rate can be obtained for this model of tumour growth (Wise et
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al. were unable to achieve this in [226]). 3-D results are presented in Section 7.4.3, where
we investigate a number of runs using different input parameters to the model. It is worth
noting the simulations presented in this section are generated from using the computer
cluster ARC2. However, since there already are discussions about the parallel scaling in
Chapters 4 and 5, the parallel issues are not mentioned here.
7.4.1 Validation
In this section, results generated from the described multigrid solver are validated against
those in [226] 3. Only 2-D solutions are considered for the validation provided here.
First of all, the values of the parameters that are used in the multi-phase-field model
of tumour growth are presented in Table 7.1. These values shown in Table 7.1 are the
same as used in [226]. It is worth noting that when γ = 0, (where γ is the value of excess
adhesion force at the diffuse tumour/host-tissue interface), several terms in Equations
(7.16), (7.18) and (7.19) disappear. In [226], Wise et al. state that when γ 6= 0 they observe
a deterioration in their multigrid convergence. Furthermore, for their discretization they
claim that this also prevents a higher order convergence rate from being obtained. We
discuss the multigrid convergence later in Section 7.5, and describe the influence of the γ
terms to the convergence rate in Section 7.4.2.
Parameters Values Parameters Values
M 10.0 ε 0.1
λL 1.0 λA 0.0
λN 3.0 γ −0.1/0.0/0.1
nN 0.4 DH 1.0
vHP 0.5 v
T
P 0.0
δ 0.0001 εHeaviside 0.2
nC 1.0
Table 7.1: The parameters of the multi-phase-field model of tumour growth that were
used by Wise et al. in [226].
The 2-D computational domain Ω has Cartesian coordinates (x,y) ∈ Ω = (0,40)×
(0,40). The initial condition for the phase-field variable φT used in [226] is not stated
however they do state that the contour φT = 0.5 is the curve
(x−20)2
1.1
+(y−20)2 ≤ 22. (7.24)
3Some of the results from Wise et al. are also published in [227], however, they are very similar and
only those in [226] are considered here.
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In order to approximate this we initially choose φT = 1 inside the ellipse (7.24) and φT = 0
outside. We then smooth φT by applying a number of sweeps of a simple Jacobi iteration.
At each smoothing sweep, this Jacobi iteration is
φ l+1,t=0T i, j =
1
4
(
φ l,t=0T i+1, j+φ
l,t=0
T i−1, j+φ
l,t=0
T i, j+1+φ
l,t=0
T i, j−1
)
, (7.25)
where the superscript l+ 1 denotes the current iteration whereas l denotes the previous
iteration. We find that if the initial condition for φT is not sufficiently smooth then this
impacts on the maximum δ t for the early time steps. For a 128× 128 finest mesh we
typically take 10 smoothing sweeps, and we increase this number of sweeps (by a factor
of 4) for each additional level of mesh refinement (at lease when undertaking convergence
tests, so as to get consistent initial data).
Having described the initial conditions, the results presented here for the purpose
of validation are derived from the grid hierarchy which consists of 7 mesh refinements:
8× 8− 512× 512. The finest mesh refinement is the same as Wise et al. used in [226],
however, the choice of the coarsest grid is much coarser in our solver: 8× 8, compares
to 64×64 which is used in [226]. The reason for this is that a coarser coarsest grid may
solve the coarsest problem “exactly” with much less work. This has a strong influence
on our solver, with poorer multigrid convergence when the coarsest problem is poorly
solved. We will discuss this issue in detail later in this chapter.
First of all, we present results generated using parameters shown in Table 7.1, with
γ = 0.1. We present a copy of the corresponding results shown in [226] in the left column
of Figure 7.1, and our results in the right column of the same figure. It is worth noting
that the solutions plotted in [226] are showing φV instead of φT (for example), which
is the volume fraction of viable tumour tissue and is calculated using φT − φD through
the assumption (i.e. φT = φV + φD) made in Section 7.2. We follow this approach by
presenting the solutions of φV in this section. It seems that our results show a slightly
“thicker” shape of the tumour. However, both results show a similar evolution for the
tumour and a “ribbon” effect indicating the presence of a necrotic core. Both results are
generated using AMR: in [226], Wise et al. state that their AMR seeks to capture the
tumour/host interface which has a steep gradient; our choice for the AMR strategy is a
conservative one, that takes into account the gradients of φT ,φD, p and n. Like the one
presented in Equation (5.20), but for four variables. The refining criterion is 0.0005 and
the coarsening criterion is 0.00001. Due to the profile of p, which covers a much larger
area than the initial seed of φT , we further impose that no mesh blocks can be coarsened
within the central area of the domain. We have also enabled the adaptive time-stepping.
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t=100
t=200
Figure 7.1: Solutions of φV from solving the described model of tumour growth using
the parameters in Table 7.1, with γ = 0.1. The two figures in the left column are the
corresponding results from [226], the white colour represents the value close1, the black
colour shows the value close 0 and the enclosed black regions indicate necrotic tumour
tissue. The other two figures in the right column are from our solver, the red colour shows
a value that is close to 1, and the blue colour shows a value which is close to 0.
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Secondly, we present the results from using γ = 0.0 in Figure 7.2. It is clear that our
results are rather different from the ones presented in [226]. The possible reasons for these
differences will be addressed below. For completeness, we also present the results from
using γ =−0.1 in Figure 7.3, which also suggests the two solutions evolve differently.
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t=100
t=200
Figure 7.2: Solutions of φV from solving the described model of tumour growth using
the parameters in Table 7.1, with γ = 0.0. The two figures in the left column are the
corresponding results from [226], the white colour represents the value close to 1, the
black colour shows the value close to 0 and the enclosed black regions indicate necrotic
tumour tissue. The other two figures in the right column are from our solver, the red
colour shows a value that is close to 1, and the blue colour shows a value which is close
to 0.
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t=0
t=100
t=200
Figure 7.3: Solutions of φV from solving the described model of tumour growth using
the parameters in Table 7.1, with γ = −0.1. The two figures in the left column are the
corresponding results from [226], the green colour represents the value close to 0.5, the
black colour (and white background) shows the value close to 0. The other two figures in
the right column are from our solver, the red colour shows a value that is close to 1, and
the blue colour shows a value which is close to 0.
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As noted above, full and precise initial conditions are not stated in [226]. In the
remainder of this section we show that the evolution of the tumour is in fact very sensitive
to the precise choice of initial condition for this model. In order to demonstrate this,
we choose the case with γ = 0.0 (which is presented in Figure 7.2), and we reduced the
number of sweeps applied on the finest grid for smoothing the initial condition of φT to
just 20 (down from 160). The results with reduced sweeps are presented in the left column
of Figure 7.4, and for comparison, we presented the corresponding results from using the
original number of sweeps (i.e. 160) in the right column of this figure. It seems that from
the results in this figure, the smoothness of the initial condition has a strong influence on
the evolution of the tumour.
t=50
t=100
Figure 7.4: Figure shows the solutions of φV , which is the evidence that the presented
model of tumour growth is sensitive to the initial conditions. The two figures in the left
column are obtained (with γ = 0.0) through an initially discontinuous φT smoothed with
only 20 sweeps; the two figures in the right column are the corresponding ones, using the
original initial condition which has 160 smoothing sweeps.
Results in [226] only show the solutions of the phase-field variables, for completeness,
here we also illustrate our computed results for the other variables. We choose the case
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with γ = 0.0 and the smoother (i.e. 160 number of sweeps) initial condition for φT , and
detailed results are presented in the following figures. It is worth noting that, due to the
changes in the values of variables during the simulations, and for clarity, we re-scale each
of the figures so the highest value of the current solution is represented by red and the
lowest value of the current solution is shown as blue. The detailed results for the variable
φT are shown in Figure 7.5; results for the variable µ are in Figure 7.6; solutions of the
variable φD are in Figure 7.7; results for the pressure variable p are demonstrated in Figure
7.8; and finally results on the nutrient n are shown in Figure 7.9.
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t=0 t=50
t=100 t=150
t=200
Figure 7.5: Results for variable φT from the described model of tumour growth with
γ = 0.0 and the smoothest initial condition for φT .
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t=0 t=50
t=100 t=150
t=200
Figure 7.6: Results for variable µ from the described model of tumour growth with γ =
0.0 and the smoothest initial condition for φT .
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t=0 t=50
t=100 t=150
t=200
Figure 7.7: Results for variable φD from the described model of tumour growth with
γ = 0.0 and the smoothest initial condition for φT .
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t=0 t=50
t=100 t=150
t=200
Figure 7.8: Results for variable p from the described model of tumour growth with γ = 0.0
and the smoothest initial condition for φT .
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t=0 t=50
t=100 t=150
t=200
Figure 7.9: Results for variable n from the described model of tumour growth with γ = 0.0
and the smoothest initial condition for φT .
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Although unable to provide the quantitative comparison against [226], we have shown
qualitative similarities (at least for γ = 0 and γ = 0.1) and such a comparison is very
sensitive to the choice of initial data. Furthermore, in the following section, convergence
tests from the solutions of this model of tumour growth are described, which will show
the expected second order convergence (unlike [226]).
7.4.2 Convergence Tests
We undertake convergence tests based upon solution restrictions as previously described
in Section 5.3.3. These are based upon a sequence of 2-D solutions from the presented
model of tumour growth and the computation of the norm of the difference between two
solutions computed on consecutive grids. We choose four grid hierarchies, each with
the same coarsest grid: 8× 8. The finest mesh refinements for the four cases, if refined
everywhere, have the grid resolutions: 128×128, 256×256, 512×512 and 1024×1024.
They are denoted as levels 5, 6, 7 and 8, respectively. Like the results demonstrated in
the previous section, here we also use the AMR with the same conservative strategy. The
adaptive time-stepping is disabled for generating results for these convergence tests. Thus
only the BDF2 method with a fixed time step size is used here, where δ t is halved each
time the maximum level is increased.
Unlike the usual way of applying the BDF1 method once for the very first time step,
here we include multiple BDF1 steps to stabilise the simulation from the initial condition.
Let’s consider an example which seeks to use a time step size δ t = 2×10−3 for the BDF2
method. In the beginning, we use δ t = 4× 10−4 (which is one fiftieth of 2× 10−3) for
the BDF1 method and take 50 time steps with this δ t and the BDF1 method. Then we
switch to the BDF2 method and continue as normal. This use of multiple BDF1 steps is
illustrated in Figure 7.10, and it allows a larger time step size to be taken throughout rest of
the simulation, than would otherwise be possible. Note that when adaptive time-stepping
is used this technique is not required: we simply use it here to allow fixed δ t convergence
tests to overcome initial restrictions on δ t. This approach with using multiple BDF1 steps
are used for levels 7 and 8.
The computed solutions from all grid hierarchies are taken at T = 10. First of all,
the solutions with γ = 0.0 are considered, and we double the tumour/host tissue interface
thickness (i.e. ε = 0.2). The wider interface makes it easier to observe an overall second
order convergence rate for slightly larger h. Other parameters are as illustrated in Table
7.1. The results of the convergence tests with γ = 0.0 and ε = 0.2 are presented in Table
7.2. These results suggest an overall second order convergence rate is obtained for all five
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T=0 T=0.002 T=0.004
50 time steps with
the BDF1 method
The ﬁrst time step with
the BDF2 method
(the 51st time step in total)
Figure 7.10: Sketch shows our approach with using multiple BDF1 methods to allow
larger time step size to be taken.
variables.
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For variable φT
Levels δ t for BDF2 method Time steps Infinity norm Ratio Two norm Ratio
5 8×10−3 1250 - - - -
6 4×10−3 2500 0.258×100 - 2.529×10−2 -
7 2×10−3 5050 3.670×10−2 7.02 4.077×10−3 6.20
8 1×10−3 10050 8.466×10−3 4.34 9.811×10−4 4.16
For variable µ
5 8×10−3 1250 - - - -
6 4×10−3 2500 9.276×10−3 - 1.145×10−3 -
7 2×10−3 5050 1.463×10−3 6.34 1.834×10−4 6.24
8 1×10−3 10050 3.907×10−4 3.74 4.582×10−5 4.00
For variable φD
5 8×10−3 1250 - - - -
6 4×10−3 2500 0.157×100 - 1.416×10−2 -
7 2×10−3 5050 2.656×10−2 5.93 2.436×10−3 5.81
8 1×10−3 10050 6.238×10−3 4.26 5.977×10−4 4.08
For variable p
5 8×10−3 1250 - - - -
6 4×10−3 2500 6.176×10−2 - 9.961×10−3 -
7 2×10−3 5050 6.521×10−3 9.45 1.226×10−3 8.12
8 1×10−3 10050 1.452×10−3 4.49 2.891×10−4 4.24
For variable n
5 8×10−3 1250 - - - -
6 4×10−3 2500 6.378×10−2 - 9.145×10−3 -
7 2×10−3 5050 9.340×10−3 6.83 1.435×10−3 6.37
8 1×10−3 10050 2.157×10−3 4.33 3.420×10−4 4.20
Table 7.2: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the described model of tu-
mour growth with γ = 0.0 and ε = 0.2.
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From Table 7.2, it may be seen that the infinity norms of the estimated errors for the
phase-field variables (i.e. φT and φD) are relatively large. This is caused by the nature of
the solution. If the two solutions are shifted slightly, the infinity norm of their difference
may become very large, even though the two norm of this difference may be relatively
small. This is illustrated in Figure 7.11.
φ
x
1
 0
ε
inﬁnity norm at
a point within the interface
Fine grid solution
Coarse grid solution
Figure 7.11: Sketch shows a possible situation where the infinity norm of the difference
between two estimated solutions becomes relatively large from a slight shift of one solu-
tion relative to the other.
Having seen second order convergence rate with interface thickness ε = 0.2, now we
apply our convergence tests to the solutions generated from using ε = 0.1 and γ = 0.0.
Other settings are the same as shown in Table 7.2. The results of these convergence tests
are presented in Table 7.3. These again show an overall second order convergence rate
from all five variables is obtained, whereas in [226] Wise et al. can only obtain an overall
first order convergence (despite their expectation of second order for this case with γ = 0).
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For variable φT
Levels δ t for BDF2 method Time steps Infinity norm Ratio Two norm Ratio
5 8×10−3 1250 - - - -
6 4×10−3 2500 0.719×100 - 4.969×10−2 -
7 2×10−3 5050 6.228×10−2 11.5 4.876×10−3 10.2
8 1×10−3 10050 1.249×10−2 4.99 1.142×10−3 4.27
For variable µ
5 8×10−3 1250 - - - -
6 4×10−3 2500 1.367×10−2 - 1.279×10−3 -
7 2×10−3 5050 1.205×10−3 11.3 1.103×10−4 11.6
8 1×10−3 10050 3.241×10−4 3.72 2.888×10−5 3.82
For variable φD
5 8×10−3 1250 - - - -
6 4×10−3 2500 0.245×100 - 1.923×10−2 -
7 2×10−3 5050 1.663×10−2 14.7 1.976×10−3 14.7
8 1×10−3 10050 4.303×10−3 3.86 4.837×10−4 4.08
For variable p
5 8×10−3 1250 - - - -
6 4×10−3 2500 4.918×10−2 - 1.203×10−2 -
7 2×10−3 5050 5.940×10−3 8.28 1.726×10−3 6.97
8 1×10−3 10050 1.469×10−3 4.04 4.487×10−4 3.85
For variable n
5 8×10−3 1250 - - - -
6 4×10−3 2500 0.102×10−0 - 1.012×10−2 -
7 2×10−3 5050 7.385×10−3 13.8 1.003×10−3 10.1
8 1×10−3 10050 1.508×10−3 4.90 2.365×10−4 4.24
Table 7.3: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the described model of tu-
mour growth with γ = 0.0 and ε = 0.1.
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In [226], Wise et al. go on to state that “first order result should be expected because
of the treatment of the excess surface adhesion term (i.e. when γ 6= 0)”. Having taken
their advice to smooth out the Heaviside function and used a second order approximation
to all terms (combined with using the penalty terms in the phase-field equations), we now
show convergence tests that are generated with γ = 0.1 and ε = 0.2. We also use an extra
level of refinement, which, if refined everywhere, corresponds to the finest grid resolution
of 2048× 2048. We denote this as level 9. The results of these convergence tests are
presented in Table 7.4. These again appear to show second order convergence - the only
deviation from this being the infinity norm of consecutive φD solutions. As noted above,
this is not a particularly appropriate norm and convergence in the two norm certainly
shows second order.
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For variable φT
Levels δ t for BDF2 method Time steps Infinity norm Ratio Two norm Ratio
5 8×10−3 1250 - - - -
6 4×10−3 2500 9.118×10−2 - 7.836×10−3 -
7 2×10−3 5050 1.322×10−2 6.90 1.131×10−3 6.93
8 1×10−3 10050 2.579×10−3 5.13 2.367×10−4 4.78
9 5×10−4 20050 5.691×10−4 4.53 5.833×10−5 4.06
For variable µ
5 8×10−3 1250 - - - -
6 4×10−3 2500 2.627×10−3 - 3.904×10−4 -
7 2×10−3 5050 3.890×10−4 6.75 6.308×10−5 6.19
8 1×10−3 10050 4.252×10−4 0.91 2.099×10−5 3.01
9 5×10−4 20050 1.236×10−4 3.44 5.265×10−6 3.99
For variable φD
5 8×10−3 1250 - - - -
6 4×10−3 2500 9.115×10−2 - 4.941×10−3 -
7 2×10−3 5050 0.108×100 0.84 2.110×10−3 2.34
8 1×10−3 10050 9.688×10−2 1.12 1.389×10−3 1.52
9 5×10−4 20050 5.518×10−2 1.76 4.356×10−4 3.10
For variable p
5 8×10−3 1250 - - - -
6 4×10−3 2500 1.850×10−2 - 3.812×10−3 -
7 2×10−3 5050 3.956×10−3 4.68 8.480×10−4 4.50
8 1×10−3 10050 9.043×10−4 4.38 2.047×10−4 4.14
9 5×10−4 20050 2.136×10−4 4.24 4.940×10−5 4.14
For variable n
5 8×10−3 1250 - - - -
6 4×10−3 2500 2.221×10−0 - 2.863×10−3 -
7 2×10−3 5050 3.290×10−3 6.75 4.317×10−4 6.63
8 1×10−3 10050 6.319×10−3 5.21 8.874×10−5 4.86
9 5×10−4 20050 1.661×10−2 3.49 2.188×10−5 4.06
Table 7.4: Results show the differences in consecutive solutions measured in the stated
norm, followed by the ratio of consecutive differences from the described model of tu-
mour growth with γ = 0.1 and ε = 0.2.
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Through the presented results from our convergence tests, we conclude that using the
finite difference five-point stencil in 2-D, the BDF2 method, our multigrid solver with
AMR, the smoothed Heaviside function and the penalty terms, we are able to obtain an
overall second order convergence rate for the described model of tumour growth for the
first time. In the following section, results of 3-D simulations conducted on the model of
tumour growth are presented.
7.4.3 Simulations in 3-D
The 3-D system of the model of tumour growth as presented in Section 7.3.2 is solved
using our 3-D multigrid solver. The results are illustrated in this section. First of all, we
conduct our simulation using the parameters shown in Table 7.1 with γ = 0.0. We use
the finest grid as suggested by Wise et al. in [226], and if it is refined everywhere, the
resolution is 256× 256× 256. For the coarsest grid, we choose 16× 16× 16 which is a
grid coarser than the one used in [226]. Therefore, we denote this grid hierarchy as level
5.
In Figure 7.12, we show the shapes of the tumour and the growing process, by dis-
playing the solutions of φT where the values of the variable are in a range from 0.5 to 1.0.
This includes the interface of the healthy and tumorous cells as well as the tumour itself.
The described initial condition in Equation (7.24) is for 2-D simulations and there is no
description for the 3-D initial condition used in [226]. Therefore, we impose a 3-D initial
condition with three ellipses, and the φT = 0.5 isosurface of these ellipses are defined as
(x−19)2
1.1
+(y−19)2+(z−19)2 ≤ 22,
(x−20)2+ (y−20)
2
1.1
+(z−20)2 ≤ 22,
(x−21)2+(y−19)2+ (z−19)
2
1.1
≤ 22.
(7.26)
When φT (x,y,z, t = 0) is in the range of any of these three ellipses, φT (x,y,z, t = 0) = 1,
otherwise φT (x,y,z, t = 0) = 0. We then use 200 sweeps of the 3-D version of the Jacobi
iteration shown in Equation (7.25) to obtain a smooth initial condition. In this figure,
solutions at t = 0, 50 and 100 are presented. Note that the colour map is rescaled according
to the presented solution on each subsequent feature in the figure, so the lowest, presented
values in the solutions have the colour of blue, and the highest values in the presented
solutions have the colour of red. This colouring approach is applied to all figures (and
their subsequent features) illustrated in this section. It is worth noting that these are
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scatter plots by the point-wise data values.
t=0 t=50
t=100
Figure 7.12: 3-D results for variable φT with γ = 0.0. In this figure, the solutions of φT
which have values in a range from 0.5 to 1.0 are displayed. Top-left feature is the initial
condition of φT , top-right feature the shape of tumour at t = 50 and the bottom feature is
the shape at t = 100.
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We now undertake further investigation of the solution φT at t = 100 shown in Figure
7.12. Three figures of cross-sections in x, y and z planes respectively are illustrated in
Figure 7.13. These cross-sections are undertaken at the Cartesian coordinates x = 20,
y= 20 and z= 20 respectively.
t=100
Cutting through
x plane
Cutting through
y plane
Cutting through
z plane
Figure 7.13: 3-D results and images of cross-sections for variable φT with γ = 0.0. In
this figure, the solution of φT at t = 100 is displayed again in the top-left feature (it
is previously presented in Figure 7.12); the cross-section through the plane x = 20 is
presented in the top-right feature; the cross-section through the plane y = 20 is in the
bottom-left feature; and finally the cross-section through the plane z= 20 is displayed in
the bottom-right feature.
We intend to investigate further the solutions from using different input parameters.
However, 3-D simulations with level 5 grid hierarchy are very computationally demand-
ing, especially for these post t = 100. Due to the nature of the problem, we may have
to refine the mesh almost everywhere in order to capture the growing tumour. Thus, we
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decide to conduct further 3-D simulations on a grid hierarchy with 4 levels, for which the
finest grid, if refined everywhere, has a grid resolution: 128×128×128. First of all, we
need to verify that using a coarser grid hierarchy has limited effects to the outcome of
the simulation. Therefore, the simulation presented in Figure 7.12 is repeated with this
coarser grid hierarchy and we compare both solutions at t = 100 in Figure 7.14. From the
results presented in this figure, we notice that the solution from the level 4 simulation is
slightly advanced in growth compared to the one from the level 5, however, this feature
has also been observed with 2-D simulations. Nevertheless, solutions from using level 4
are relatively close to these produced from level 5, thus we decide that these results are
acceptable.
level 4 solution,
 t =100
level 5 solution,
t = 100
Figure 7.14: 3-D results variable φT with γ = 0.0 at t = 100 from two different grid
hierarchies: the one on the left-hand side is from a grid hierarchy with 4 levels; the one on
the right-hand side is from the described level 5 grid hierarchy which has been presented
in Figure 7.12.
With a coarser grid hierarchy, we present the solutions of φT at t = 50, 100, 150 and
200 in Figure 7.15 (the solution at t = 100 is already presented on the left-hand side of
Figure 7.14).
Chapter 7 236 7.4
t=50 t=100
t=150 00
Figure 7.15: 3-D results of variable φT with γ = 0.0 at t = 50 (at top left), 100 (at top
right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid hierarchy. The
solution at t = 100 is already presented in Figure 7.14.
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We provide further investigations on the solution of φT at t = 200 by presenting cross-
sections with respect to each axis at its middle point. This is illustrated in Figure 7.16.
t=200
Cutting through
x plane
Cutting through
y plane
Cutting through
z plane
Figure 7.16: 3-D results and images of cross-sections for variable φT with γ = 0.0 from
level 4. In this figure, the solution of φT at t = 200 is displayed again in the top-left feature
(it is previously presented in Figure 7.15); the cross-section through the plane x = 20 is
presented in the top-right feature; the cross-section through the plane y = 20 is in the
bottom-left feature; and finally the cross-section through the plane z= 20 is displayed in
the bottom-right feature.
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For completeness, we present the solutions at t = 50, 100, 150 and 200 for all the other
four variables (i.e. µ , φD, p and n). It is worth noting that the variable µ , p and n are most
conveniently presented as cross-sections which cut through the plane x = 20. In Figure
7.17, solutions of µ are illustrated; in Figure 7.20, solutions of the pressure variable p are
displayed; and in Figure 7.21, solutions of nutrient n are presented. On the other hand,
we present the solutions of φD in Figure 7.18, and it is followed by a display of cross-
sections features in Figure 7.19. From the 2-D results presented in the previous section,
we discover that the values of the solutions of φD (especially around the interface) may
not be in the range of 0 to 1, thus in these figures of φD, we employ a software tool (i.e.
Paraview) to determine the middle value of the current solution and use it as the threshold
(i.e. any values lower than this threshold are made invisible).
t=50 t=100
t=150 t=
Figure 7.17: 3-D results of variable µ with γ = 0.0 at t = 50 (at top left), 100 (at top
right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid hierarchy. The
shown features are cross-sections through the plane x= 20.
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t=50 t=100
t=150 00
Figure 7.18: 3-D results of variable φD with γ = 0.0 at t = 50 (at top left), 100 (at top
right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid hierarchy.
The choice of the lowest value shown in these features is the middle value of the current
solution.
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t=200
Cutting through
x plane
Cutting through
y plane
Cutting through
z plane
Figure 7.19: 3-D results and images of cross-sections for variable φD with γ = 0.0 from
level 4. In this figure, the solution of φD at t = 200 is displayed again in the top-left feature
(it is previously presented in Figure 7.18); the cross-section through the plane x = 20 is
presented in the top-right feature; the cross-section through the plane y = 20 is in the
bottom-left feature; and finally the cross-section through the plane z= 20 is displayed in
the bottom-right feature.
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t=50 t=100
t=150 t=
Figure 7.20: 3-D results of variable pwith γ = 0.0 at t = 50 (at top left), 100 (at top right),
150 (at bottom left) and 200 (at bottom right) from the level 4 grid hierarchy. The choice
of the lowest value shown in these features is the middle value of the current solution.
Chapter 7 242 7.4
t=50 t=100
t=150 t=
Figure 7.21: 3-D results of variable n with γ = 0.0 at t = 50 (at top left), 100 (at top right),
150 (at bottom left) and 200 (at bottom right) from the level 4 grid hierarchy. The choice
of the lowest value shown in these features is the middle value of the current solution.
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Having presented solutions and features in cross-section from simulations using the
parameters shown in Table 7.1 with γ = 0, here we also present additional results with dif-
ferent input parameters. In order to illustrate the influences of these modified parameters,
we only alter one parameter per test. It is worth noting for the following 3-D results, only
solutions of φT are presented. Two approaches are taken for each test, firstly we present
solutions at t = 50, 100, 150 and 200 (or as close as possible); then cross-sections with
respect to each axis at the final solution are illustrated. These results should be compared
to the base case illustrated in Figures 7.15 and 7.16.
The first test is to increase DH which is the nutrient diffusivity in the healthy tissue to
3 (up from 1). The results are presented in Figures 7.22 and 7.23. The results illustrated in
these figures suggest by increasing DH , the speed of tumour growth is also increased. The
interface of healthy and tumour cells at t = 200 has just touched the (artificial) domain
boundary.
t=50 t=100
t=150 00
Figure 7.22: 3-D results of variable φT with γ = 0.0 and DH = 3 at t = 50 (at top left),
100 (at top right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy.
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Figure 7.23: 3-D results and images of cross-sections for variable φT with γ = 0.0 and
DH = 3 from level 4. In this figure, the solution of φT at t = 200 is displayed again in
the top-left feature (it is previously presented in Figure 7.22); the cross-section through
the plane x = 20 is presented in the top-right feature; the cross-section through the plane
y= 20 is in the bottom-left feature; and finally the cross-section through the plane z= 20
is displayed in the bottom-right feature.
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The second test is to increase λL, which is the birth rate of tumour cells, to 3 (up from
1). The results are presented in Figures 7.24 and 7.25. These results suggest increasing
λL from 1 to 3 does not significantly increase the speed of tumour growth, however, it
alters the shape of the tumour slightly.
t=50 t=100
t=150 00
Figure 7.24: 3-D results of variable φT with γ = 0.0 and λL = 3 at t = 50 (at top left),
100 (at top right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy.
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Figure 7.25: 3-D results and images of cross-sections for variable φT with γ = 0.0 and
λL = 3 from level 4. In this figure, the solution of φT at t = 200 is displayed again in
the top-left feature (it is previously presented in Figure 7.24); the cross-section through
the plane x = 20 is presented in the top-right feature; the cross-section through the plane
y = 20 plane is in the bottom-left feature; and finally the cross-section through the plane
z= 20 is displayed in the bottom-right feature.
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The third test is to increase λN which is the death rate of tumour cells through necrosis
to 5 (up from 3). The results are presented in Figures 7.26 and 7.27. From these solutions,
it seems increasing λN positively affects the speed of tumour growth, and the interface of
the solution of φT at t = 200 has reached several domain boundaries.
t=50 t=100
t=150 t
Figure 7.26: 3-D results of variable φT with γ = 0.0 and λN = 5 at t = 50 (at top left),
100 (at top right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy.
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Figure 7.27: 3-D results and images of cross-sections for variable φT with γ = 0.0 and
λN = 5 from level 4. In this figure, the solution of φT at t = 200 is displayed again in
the top-left feature (it is previously presented in Figure 7.26); the cross-section through
the plane x = 20 is presented in the top-right feature; the cross-section through the plane
y= 20 is in the bottom-left feature; and finally the cross-section through the plane z= 20
is displayed in the bottom-right feature.
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The fourth test is to decrease M which is the mobility constant to 5 (down from 10).
The results are presented in Figures 7.28 and 7.29. The speed of tumour growth is signif-
icantly affected by this change, so the solution at t = 200 is not presented. In addition,
the solution at t = 150 suggests the initial out-layer of healthy/tumour interface has ex-
ited through the boundary. Therefore, the cross-sections are performed on the solution at
t = 100.
t=50 t=100
t=150
Figure 7.28: 3-D results of variable φT with γ = 0.0 andM = 5 at t = 50 (at top left), 100
(at top right) and 150 (at bottom left) from the level 4 grid hierarchy.
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Figure 7.29: 3-D results and images of cross-sections for variable φT with γ = 0.0 and
M = 5 from level 4. In this figure, the solution of φT at t = 100 is displayed again in
the top-left feature (it is previously presented in Figure 7.28); the cross-section through
the plane x = 20 is presented in the top-right feature; the cross-section through the plane
y= 20 is in the bottom-left feature; and finally the cross-section through the plane z= 20
is displayed in the bottom-right feature.
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The final test is to increaseM to 15 (the original choice is 10 as presented in Table 7.1
and the choice presented in the previous test is 5). The results are presented in Figures
7.30 and 7.31, and show a more isotropic shape.
t=50 t=100
t=150 00
Figure 7.30: 3-D results of variable φT with γ = 0.0 and M = 15 at t = 50 (at top left),
100 (at top right), 150 (at bottom left) and 200 (at bottom right) from the level 4 grid
hierarchy.
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Figure 7.31: 3-D results and images of cross-sections for variable φT with γ = 0.0 and
M = 15 from level 4. In this figure, the solution of φT at t = 200 is displayed again in
the top-left feature (it is previously presented in Figure 7.30); the cross-section through
the plane x = 20 is presented in the top-right feature; the cross-section through the plane
y= 20 is in the bottom-left feature; and finally the cross-section through the plane z= 20
is displayed in the bottom-right feature.
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Having presented a number of 3-D results, in the following section, we conclude this
chapter with a discussion on the multigrid convergence issue that is mentioned previously.
7.5 Discussion
In this section, we conclude our discussion of this multi-phase-field model of tumour
growth. First of all, the difficulties of obtaining an optimal multigrid convergence from
solving the pressure equation are discussed. It was noted in [226] that “extensive numer-
ical tests indicated very poor multigrid convergence when the term ∇ · (κ (φT ,φD)µ∇φT )
was treated implicitly in the pressure equation”. Our experiments support this observa-
tion since the pressure equation shows poor multigrid convergence in our fully-implicit
implementation too. Here we illustrate this issue with the case of γ = 0.0 and ε = 0.2.
In order to demonstrate this issue, we firstly show that, within our multigrid solver, the
infinity norm of residuals from four variables: φT , µ , φD and n, has an optimal multigrid
convergence. This is shown in Figure 7.32, using results obtained from a typical time
step using the BDF2 method. Four grid hierarchies are used to generated these results,
as shown in Table 7.2. We implement two stopping criteria, and at least one of them
must be satisfied in order to continue to the next time step. The first one is a relative
stopping criterion, which takes the infinity norm after the first V-cycle in the current time
step, and flags that we have converged if the infinity norm is reduced by a factor of 10−9
by subsequent V-cycles. The second one is an absolute stopping criterion, which flags
convergence of the solver at the current time step if the infinity norm is smaller than
10−11. Results shown in this figure suggest these four variables (excluding the pressure
variable p) have an optimal multigrid convergence, and the number of V-cycles required
to reduce the residuals is independent of the grid sizes.
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Figure 7.32: The convergence rate of a typical multigrid V-cycle from a typical time
step. The vertical axis shows the values of max{||φT ||∞, ||µ||∞, ||φD||∞, ||n||∞} after each
V-cycle.
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On the other hand, the infinity norm from the pressure variable p does not show an
optimal multigrid convergence, and this is illustrated in Figure 7.33. Results from this
figure suggest that the reductions in the infinity norm is not independent from grid sizes.
As mentioned previously, a related problem has already been identified by Wise et al.
in [226]. The precise causes of this sub-optimal performance is not known, however it
may be related to inexact solution of the coarsest grid problems or to the choice of bound-
ary conditions for p (noting that this behaviour was not observed in the CHHS results of
the previous chapter, where different pressure boundary condition were presented). Note
that the effect of this poor convergence of p is not particularly detrimental to the perfor-
mance of the solver overall since the second order results illustrated in Section 7.4.2 were
obtained using a stopping criterion that weights the norm of p much less than the norms
of the other variables for each sequence of V-cycles (at each time step).
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Figure 7.33: The convergence rate of a typical multigrid V-cycle from a typical time step.
The shown results are from solving the pressure equation.
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To sum up, in Section 7.1, a brief literature review on tumour modeling is given,
where different types of models of tumour growth are described. One of these is from
Wise et al. [226], and this model is presented in Section 7.2. In order to understand
and solve this model, implementations of the solver used by Wise et al. and our solver are
described in detail in Section 7.3. Furthermore, in Section 7.3.2, we show our full discrete
system, which includes the use of penalty terms and smoothed cut-off functions. Results
from solving this model are presented in Section 7.4. Firstly we attempt to validate our
results against those presented in [226]. Due to the sensitivity of this model to its initial
condition, we are unable to provide quantitative validations for all cases. However, our
implementation of the multigrid solvers and other techniques has already been validated in
previous chapters, and we therefore have confidence in our solver. Furthermore, through
our convergence tests we are able to demonstrate that an overall second order convergence
rate can be obtained, which previously was not achieved in [226]. 3-D results from this
model are also obtained and illustrated in Section 7.4.3, where we illustrate the effects of
altering different input parameters. In Section 7.5, we discuss the issue of poor multigrid
convergence associated with the pressure variable. In the following chapter, we conclude
the work presented in this thesis, and describe possible future work.
Chapter 8
Conclusions
The main objective of this thesis is to develop an efficient, accurate and reliable numerical
solver for general parabolic systems of PDEs. In Chapter 1, a general introduction to non-
linear parabolic systems is presented, along with descriptions of five different mathemat-
ical models which are considered in this thesis. These models range from fluid dynamics,
solidification to tumour growth. In order to solve these systems of PDEs, discretization
methods are required. In Chapter 2, a number of these methods are introduced in Section
2.1. Within these descriptions, we emphasize the focus in this thesis which is using finite
difference methods (see Section 2.1.1.1), cell-centred Cartesian grids with Neumann or
Dirichlet boundary conditions (see Section 2.1.1.2) and backward differentiation formu-
lae (see Section 2.1.2.2). The resulting algebraic systems can then be solved through a
number of solution methods. Within them, the multigrid methods are the focus of this
thesis. We describe in detail a number of variations. To further improve the efficiency,
parallel computing may be employed. The main application of parallelization presented
in this thesis comes from mesh partitioning via domain decomposition.
Having given the descriptions of the multigrid solution methods in theory, the ac-
tual implementation is then explained in Chapter 3, which consists of a software library,
PARAMESH, and a multigrid solver, Campfire. Chapter 4 is where we discuss the first
of five models: the model of binary alloy solidification. These results are already sum-
marised in [27], where we show our multigrid solver has successfully scaled up to 1000
cores. In addition, in Chapter 4, we discuss several improvements made to Campfire and
PARAMESH. The models considered subsequently all benefit from these enhancements.
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Two models of Thin film flows are presented in Chapter 5. The droplet spreading
model is explained in Section 5.1. We validate our results against those presented by
Gaskell et al. in [81], and are able to conclude that our multigrid solver is efficient and
accurate. A number of tests are also conducted which suggest the use of adaptivity and
parallelism are both effective. In Chapter 5, we also include another variation of the long-
wave model of thin film flows: fully-developed flows. For this mode, we obtain the same
second order convergence rate as previously, and are able to validate our results against
those in [125].
The Cahn-Hilliard-Hele-Shaw system of equations are presented in Section 6.1, Chap-
ter 6. This model is from [225], and has been used as a stepping stone toward the model of
tumour growth that follows. We are not only able to solve this model with our multigrid
solver, but also able to replicate the solver used by Wise in [225]. A second order conver-
gence rate is demonstrated through the use of our settings, while a first order convergence
rate is replicated from our implementation of Wise’s solver.
The multi-phase-field model of tumour growth is discussed in Chapter 7. First of all,
a brief literature review on tumour modeling is summarised in Section 7.1. The model of
tumour growth that is studied in this thesis is from [226], and is based upon a derivation
from the CHHS system of equations. From carefully learning the work of Wise et al.,
we identified the root causes of why a second order convergence rate is not obtained.
Improvements are then implemented and, for the first time, a second order convergence
rate is obtained for this type of model of tumour growth. We also illustrate a number
of solutions from 3-D simulations and the issue of slow multigrid convergence for the
pressure variable is highlighted.
In the following section, possible future developments are summarised to conclude
this thesis.
8.1 Future Developments
Here we suggest a number of possible extension to this research:
• one of the possible extension for this research is to use the Newton multigrid instead
of the nonlinear multigrid with FAS. Brabazon et al. in [28] show that Newton
multigrid on a family of nonlinear parabolic equations is able to obtain a better
multigrid convergence rate than the nonlinear multigrid with FAS. The time cost per
each time step for the Newton multigrid is also much less. The Newton multigrid
method is described in detail in Section 2.4.3. This Newton multigrid method is
not implemented in Campfire. With uniform grids, this should be straightforward
Chapter 8 260 8.1
in Campfire, although the difficulties may rise from the parallelization of the global
Jacobian matrix.
• We believe the use of Newton multigrid may significantly improve the parallel scal-
ing. By using the Newton multigrid, the problem on the coarsest grid becomes lin-
ear, in fact the problem solved in the multigrid solver is linear, thus we can afford
much finer coarsest grid since linear problems are easier to solve “exactly” with a
relatively small number of iterations (or even a sparse direct method). In Section
5.4.4, we identified one of the possible inefficiencies in parallel multigrid is the
coarsest grid. In the nonlinear multigrid method with FAS, this coarsest grid has
to be very coarse so a nonlinear problem can be solved “exactly”. Using a finer
coarsest grid, from the results presented in Section 5.4.4, suggests a better paral-
lel efficiency, however, a trade-off occurs when the nonlinear problem requires too
many iterations on the finer coarsest grid.
• It is also possible to consider the application of Newton-Krylov methods (e.g. GM-
RES) with multigrid as the preconditioner. If the above two steps can be achieved,
the resulting application can be used as the preconditioner. Furthermore, if one uses
linear multigrid as a preconditioner for an iterative solver of the Newton lineariza-
tion an exact coarse grid solution may not be necessary at all. Thus, providing the
possibilities of an even finer coarsest grid.
• To combine the Newton multigrid with adaptivity is still elusive, from our best un-
derstanding, the MLAT approach for the FASmultigrid may not be valid or straight-
forward in terms of software implementation in parallel. One possible solution is
to use the adaptive composite grid method which is described in general in Section
2.4.5.
• Another possible extension comes from the fully-developed flow, this is briefly
mentioned in Section 5.7.3. By introducing a time-dependent Dirichlet boundary
condition at the upstream, we may simulate a flow with regular or variable waves
on top of one or more topographies. Then we may compare these results with the
solutions of the Navier-Stokes equations.
• There are also other alternative tumour models, for example, Hawkins-Daarud et
al. [106] introduced a tumour model which was quite similar to the one solved here.
Thus, one may also be interested in implementing this model in Campfire. It would
be possible to gain second order convergence rate from this model of Hawkins-
Daarud et al.
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• The final extension suggested here is to investigate the issue with the pressure equa-
tion and its convergence from the model of tumour growth presented by Wise et al.
in [226]. One possible solution may be to numerically analyse the model to gain ad-
ditional necessary understanding. It was believed by the authors that since it obeys
the Darcy’s law, it ought to be difficult to converge.
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