We show that the use of the electromagnetic inverse source framework offers great flexibility in the design of metasurfaces. In particular, this approach is advantageous for antenna design applications where the goal is often to satisfy a set of performance criteria such as half power beamwidths and null directions, rather than satisfying a fully known complex field. In addition, the inverse source formulation allows the metasurface and the region over which the desired field specifications are provided to be of arbitrary shape. Some of the main challenges in solving this inverse source problem, such as formulating and optimizing a nonlinear cost functional, are addressed. Lastly, some 2-D and 3-D simulated examples are presented to demonstrate the method, followed by a discussion of the method's current limitations.
I. INTRODUCTION
E LECTROMAGNETIC metasurfaces are structures of subwavelength thickness that are composed of a subwavelength lattice of scattering elements [1] - [6] . In particular, transmitting metasurfaces, which are the focus of this article, offer a systematic transformation of an incident field (input field) to a desired transmitted field (output field) by imposing appropriate surface boundary conditions. From a circuit view point, these surfaces may be thought of as collections of several two-port networks transforming the input field to the output field [7] . In other words, a metasurface may be considered as an electromagnetic wave transformer [8] : similar to electric transformers that enable the systematic change of a given voltage level to a desired one, electromagnetic metasurfaces have the potential to enable the systematic transformation Manuscript of a given electromagnetic field to a desired one. Thus, they can play an important role in antenna engineering applications.
Recently, a few metasurface design methods have been presented, e.g., see [9] , [10] . In particular, two main design steps are outlined in [9] : macroscopic and microscopic. The macroscopic step finds the surface electric/magnetic impedance/admittance profiles, or equivalently, the electric and magnetic susceptibility profiles, required for the metasurface to transform the input field into the output field. In contrast, the microscopic step is concerned with the physical implementation of this surface impedance profile with the design of appropriate subwavelength elements such as a tripledogbone topology [11] . The macroscopic aspect is the focus of this work, and therefore, the physical implementation of subwavelength elements is not considered in this article.
To the best of our knowledge, all these synthesis methods rely on the knowledge of the tangential fields on the input and output surfaces of the metasurface. However, in some applications, these tangential fields are not readily available. For example, consider the case where the designer would like to transform the radiation pattern of a horn antenna to a different radiation pattern with the following design specifications: main beam direction, half-power-beamwidth (HPBW), and sidelobe levels (SLLs). The knowledge of these design specifications does not directly translate into the knowledge of a tangential field on the output surface of the metasurface. This case clearly presents a limitation for the existing metasurface synthesis methods. This is important since many antenna design applications rely on these types of specifications and not on an explicit expression of a desired complex field.
A. Electromagnetic Inversion
As can be seen from the discussion above, there is a need for greater flexibility in the design of metasurfaces and in particular the ability to design from a set of desired performance criteria (e.g., HPBW and null directions) is necessary. This article proposes to cast the metasurface design problem as an electromagnetic inverse source problem. The main goal in electromagnetic inverse problems is to find an unknown cause from its known effect [12] . For example, the known effect could be a desired HPBW, and the cause to be found could be a set of electric and magnetic currents that generate 0018-926X © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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a radiation pattern exhibiting such an HPBW. (Once these currents are found, the surface properties of the metasurface can be obtained.) The act of processing the effect to find its cause is often referred to as inversion, and the obtained cause is often referred to as the reconstructed result (e.g., the reconstructed electric current). Broadly, electromagnetic inversion can be classified into two categories. The first category is inverse scattering, in which the goal is to reconstruct complex permittivity and/or permeability profiles that produce a known scattered field when illuminated with a known incident field. The second category, which is the one used in this work, is inverse source, in which the goal is to reconstruct a set of electric and/or magnetic currents that generate a known electromagnetic signature.
B. Electromagnetic Inversion for Characterization
There are various applications for electromagnetic inversion within a wide frequency spectrum (from a few hertz [13] to optical frequencies [14] ), most of which relate to some form of characterization. In such applications, electromagnetic inverse scattering or inverse source algorithms are applied to measured data. For example, in antenna diagnostics [15] , [16] , the nearfield (NF) data of an antenna under test are measured. From this measured data, the equivalent currents of the antenna can be reconstructed using an electromagnetic inverse source algorithm and can then, for example, be used for finding faulty elements in an antenna array. As another example, in microwave breast imaging [17] , the breast is illuminated from different directions, and the resulting scattered fields are measured. From these measured scattered data, the complex permittivity profile of the breast can be reconstructed using an electromagnetic inverse scattering algorithm and can then be potentially used for detecting tumors. One of the main advantages of using the electromagnetic inversion framework is that it can work with various forms of data. For example, electromagnetic inversion algorithms can invert phaseless (amplitude-only) NF measurements [18] . In addition, they are not merely limited to canonical measurement surfaces (e.g., planar, cylindrical, and spherical) and work with arbitrarily shaped measurement domains [19] . Moreover, electromagnetic inversion algorithms can systematically incorporate prior information into their formulation to enhance the resulting reconstruction accuracy [20] .
C. Electromagnetic Inversion for Design
As noted above, the electromagnetic inversion framework has been mainly used for characterization applications. To adapt it to design applications, we mainly need to replace the measured data with desired data in the mathematical formulation and then reconstruct a cause that can generate the desired effect. For example, in [21] , it was suggested that we can use electromagnetic inverse scattering algorithms for the design of dielectric profile lenses. Inspired by this work, inverse scattering algorithms have been recently used for the design of cloaking devices and lenses [22] - [24] . Similarly, inverse source algorithms have also been suggested for design applications [25] and have been used, for example, in the design of shaped beam reflectarrays [26] .
Inverse scattering and inverse source problems are inherently ill-posed. That is, the solution to the associated mathematical problem has at least one of these features: 1) non-uniqueness; 2) non-existence; or 3) instability [27] . The main reason behind non-uniqueness is non-radiating sources: current sources that may exist in the investigation domain but create no electromagnetic fields at the observation domain [28] , i.e., creating a null-space for the mathematical problem. Although this non-uniqueness is typically a disadvantage in characterization, it is actually advantageous for design as it provides extra degrees of freedom. For example, in [26] , the non-uniqueness due to non-radiating sources has been used to satisfy user-defined geometrical constraints in reflectarray design. On the other hand, nonexistence of the solution does not occur in characterization applications, while it may occur in design applications, e.g., trying to design a highly directive radiation pattern from an electrically small aperture. In such situations, the electromagnetic inversion may still find a compromising solution that partially meets the desired design specifications. For example, consider a bianisotropic lens that transforms a given incident field to a desired field. The inverse scattering algorithm allows us to limit the solution space to purely isotropic dielectric lenses. In this situation, the solution to the mathematical problem may not exist; however, the inverse scattering algorithm may still result in an acceptable solution [24] . Finally, the instability of the mathematical problem is related to the so-called smoothing effect [29] of the free space Green's function operator, which acts as a low-pass filter for high spatial frequency information. Mathematically, this instability occurs due to the very small singular values of the operator and is treated by the use of appropriate regularization techniques which attempt to stabilize the problem by removing the effect of small singular values in the inversion process [30] , [31] .
We have recently proposed and used the electromagnetic inverse source framework for the design of metasurfaces [32] , [33] . In addition to applying the inverse source framework to metasurface design, these works extend it to more practical scenarios: those where the desired specifications are expressed in terms of some performance criteria (e.g., HPBW and null directions) rather than a completely known desired field pattern. In this article, we explore this approach in detail. To this end, we start with a problem statement, then briefly describe our methodology, which is followed by a section motivating the pursuit of this approach. We then present some fundamentals of metasurfaces, followed by presenting the inverse source framework for design in the operator notation. The details of our inversion algorithms are finally presented followed by a brief description of the simulation algorithm. We then present some illustrative examples, explain our current limitations, and finally present our conclusion.
II. PROBLEM STATEMENT
Consider the geometry shown in Fig. 1 , where the surfaces − and + represent the input and output surfaces of Fig. 1 . Input ( − ) and output ( + ) bounding surfaces of the metasurface on which the field transformation is specified. The variables V − and V + denote the input and output volumes bounded by the metasurface. The ROI is the region at which we would like to achieve some desired specifications. The incident field inc generated by a source illuminates the input surface − which then results in the reflected field ref and the transmitted field tr . The tangential electric and magnetic fields on the input and output surfaces of the metasurface are denoted by E − t , H − t , E + t , and H + t . At any point on + , we define the local coordinate (û,v,n) wheren is perpendicular to + . the metasurface, and V − and V + represent the volumetric domains located on the input and output sides of the metasurface, respectively. 1 Let us assume that the following items are known: 1) an incident field inc where ∈ {E, H } that impinges on the metasurface from the input side; 2) a surface geometry of arbitrary shape for the metasurface; and 3) a set of desired field specifications, denoted by S des in a region of interest (ROI) within the output side of the metasurface V + . For example, the ROI can be a far-field (FF) region defined within a solid angle or can be an NF region. Our objective is to find the required electric and magnetic surface susceptibility profiles for the metasurface to transform inc to a transmitted field, say tr , that exhibits the desired field specifications S des . It should be noted that contrary to existing design methods for metasurfaces, the proposed method does not assume the knowledge of tr ; it only assumes the more practical knowledge of S des , which could be, for example, a set of performance criteria such as HPBW or null directions. In summary, as depicted in Fig. 2 , we aim to infer the unknown properties of a system from a known input and its corresponding known output.
III. METHODOLOGY
This section aims at providing a general idea about our methodology. (This topic will be revisited with more details in Sections VI and VII.) We start by noting that, as in existing design methods, e.g., see [9] , [10] , the knowledge of the tangential electric and magnetic fields on the input ( − ) and output ( + ) surfaces is needed to find the required surface susceptibility profiles of the metasurface. Design problem from a system viewpoint. The unknown properties of the system (surface susceptibilities of a metasurface) are to be found from the knowledge of the input and output. The known input to the system is the incident field inc and the known output is the desired specifications S des . Note that S des can be, for example, a set of performance criteria such as HPBW and null directions.
A. Finding Tangential Fields on the Input Surface
The tangential electric and magnetic fields on − , denoted by E − t and H − t , respectively, consist of two components: (i) the incident field on the metasurface inc and (ii) the field ref reflected from the metasurface. The incident field is often known since we illuminate the metasurface with a known antenna. In addition, the reflected field is assigned to be zero for reflectionless metasurfaces. Therefore, in this article, we treat E − t and H − t as known quantities.
B. Finding Tangential Fields on the Output Surface
Let us denote the tangential electric and magnetic fields on + by E + t and H + t , respectively. The core of our methodology lies in inferring E + t and H + t from the knowledge of S des . (Note that we do not assume the complete knowledge of tr ; instead we merely assume the knowledge of S des .) To this end, we use the electromagnetic inverse source framework to reconstruct required electric and magnetic currents ( J and M) on + from the knowledge of S des . Once these currents are reconstructed, we can then find E + t and H + t . Having obtained the tangential electric and magnetic fields on − and + , we can find the required surface electric and magnetic susceptibility profiles for the metasurface based on the generalized sheet transition conditions (GSTCs) [34] , [35] . As will be discussed in Section X, our current implementation does not enforce local power conservation or consider magnetoelectric coupling. Therefore, the resulting metasurfaces will include lossy and/or active elements.
IV. MOTIVATION
Let us now motivate the utilization of the electromagnetic inverse source framework for finding E + t and H + t . As will be seen, this has two main advantages: 1) the ability to work with arbitrarily shaped geometries (in our case, various and ROI geometries) and 2) the ability to handle various forms of S des . To understand this, consider the following five cases.
A. Case I
If the desired output specification S des is a refracted plane wave in V + , finding E + t and H + t is trivial as the expression for tr is analytically known. (This is the case that has been mainly studied in the literature.) For this case, the electromagnetic inverse source framework is not needed.
B. Case II
Assume that the desired output specification S des is given in terms of the desired complex (amplitude and phase) field on a canonical surface (ROI) within V + and that the metasurface geometry ( ) is of canonical shape. In such a case, E + t and H + t can be easily found by standard modal expansion algorithms. Such algorithms [36] are widely used in planar, cylindrical, and spherical NF antenna measurements to backpropagate the measured data to the surface of the antenna under test for diagnostics. These algorithms can also be used to back-propagate the desired complex field data from the ROI to + if both the ROI and + are canonical shapes. Case II is in fact similar to Case I, and this can be justified based on the plane wave spectrum as follows. Assume that both and ROI are parallel planar surfaces; then the modal expansion algorithm expands the desired complex field on the ROI in terms of a sum of plane waves (plane wave spectrum). We can then back-propagate all of these plane waves to the surface of the metasurface. Therefore, the use of electromagnetic inverse source algorithms is also not needed in Case II. 2 
C. Case III
Assume that the desired output specification S des is given in terms of the complex field on an arbitrarily shaped surface (ROI) within V + and/or the geometry of the metasurface ( ) is of arbitrary shape [38] . This could, for example, occur when we aim to design conformal metasurfaces. Standard modal expansion algorithms cannot handle such geometrical scenarios. In this case, the use of electromagnetic inverse source algorithms is advantageous. (This advantage of the electromagnetic inverse source algorithms has been utilized in NF antenna measurements, e.g., see [19] .)
D. Case IV
Assume that the desired specification S des is given in terms of amplitude-only (phaseless) fields. This could, for example, happen when the designer is interested in focusing the electromagnetic energy in a "hot spot" for microwave hyperthermia applications or to design a desired power pattern for antenna applications. For this case, even if and the ROI are canonical surfaces, standard modal expansion algorithms are incapable of handling the phaseless nature of the data. One way to treat this is to assume a phase distribution; however, the phase assumption will automatically limit the number of achievable solutions. A better way is to avoid any phase assumptions and apply a phaseless electromagnetic inverse source algorithm to the data. We then typically obtain more solutions that satisfy the phaseless specifications and single out the solution that results in the easiest physical implementation. (The use of phaseless electromagnetic inverse source algorithms has been previously considered in NF antenna measurements to avoid 2 It should be noted that since in practical applications we are dealing with truncated surfaces (e.g., finite planes), the use of electromagnetic inverse source framework can still offer an advantage compared to the modal expansion algorithms (which assume infinite planes or closed surfaces). This will not be further discussed in this article; see [37] for a discussion on this topic as applied to NF antenna measurements. the necessity of performing expensive phase measurements, see [18] .)
E. Case V
Finally, case V aims at offering more flexibility to the designer. To this end, in case V, the desired specifications S des are some performance criteria rather than a field/power pattern. This is most practical for antenna engineering applications, e.g., setting the desired performance criteria to be the null directions or HPBW. This case cannot be handled by standard modal expansion algorithms, and we propose to use the electromagnetic inverse source framework to handle this case.
In summary, there are at least three cases that existing metasurface synthesis methods cannot handle and where the use of the electromagnetic inverse source framework is, therefore, advantageous.
V. METASURFACE FUNDAMENTALS
This section provides a brief overview of metasurface synthesis to show the importance of having the tangential field components on the input and output surfaces ( + and − ) of the metasurface. The electromagnetic behavior of a metasurface can be modeled by rigorous GSTCs, originally developed in [34] . The form that we adopt herein was developed in [35] , and we follow the notation style of [10] . 3 The electric and magnetic polarization densities can be expressed as
where 0 and μ 0 are the permittivity and permeability of free space, respectively, and χ ee , χ mm , χ em , and χ me represent the electric/magnetic (first subscript) surface susceptibility tensors describing the response to electric/magnetic (second subscript) field excitations [40] . The average fields on the surface of the metasurface are defined as av
We now assume that the normal components of the polarization densities are zero (i.e.,n · P e =n · P m = 0, wheren is the outward unit vector normal to the metasurface as shown in Fig. 1 ) to avoid the unnecessary complexity that would result from including spatial derivatives in the GSTCs [10] . This assumption does not result in any loss of generality, as the normal components of any field can be represented in terms of the corresponding tangential components (i.e., allowing non-zero normal components of the polarization densities would not introduce any independent solutions). Assuming a time-dependence of e j ωt , we can now construct a system of equations from the GSTCs in [10] and (1a) and (1b), relating the tangential electric and magnetic fields through the surface susceptibilities as
where the subscripts and superscripts u and v refer to the tangential components of the local coordinate system defined byû×v =n andû ⊥v. The operator denotes the difference between the fields on either side of the metasurface, defined in terms of the transmitted, incident, and reflected fields as
For a single field transformation (i.e., one combination of incident, reflected, and transmitted fields), the system in (3) is clearly underdetermined. It should also be noted that solving (3) for a desired field transformation does not guarantee that the resulting susceptibilities are physically practical or realizable. Avoiding these impractical solutions requires enforcing additional constraints and/or modifying the generated solution. Finally, we note that all the field quantities in (3a) and (3b) can be found based on the knowledge of E + t ,
Therefore, as noted in Section III, having the knowledge of
and H − t enables us to find the required susceptibility profiles.
VI. INVERSE SOURCE FRAMEWORK
Herein, we extend Section III by detailing how the inverse source framework for metasurface design is formulated. This is explained in the following seven steps.
A. Preparing the Data to be Inverted
The first step in the development of the inverse source design formulation is to ensure that the desired specification S des is in a proper form for use by inverse source algorithms. We consider the following three scenarios: 1) if S des is in the form of complex fields, we directly use it in the inverse source formulation; 2) if S des is in the form of power patterns (phaseless), we also directly use it in the formulation; and 3) If S des is in the form of some performance criteria (e.g., main beam direction, HPBW, and null directions), we first form a weighted normalized power pattern (phaseless) that satisfies the required performance criteria. We will then use this pattern in the inverse source algorithm. (This step will be covered in more detail in Section VII-C.) Therefore, in summary, the data to be used in the inversion algorithm can be represented in the form of K(S des ), where K is the operator that converts S des to a data set that can be used by the inversion algorithm.
B. Creating the Data Operator
The so-called data operator, denoted by G, takes a given set of electric and magnetic currents ( J and M) on + and outputs the corresponding complex fields on the ROI, i.e., tr | ROI = G( J , M). In our case, this operator is constructed based on the electric field integral equation (EFIE) [41] . In the 3-D case, the operator G can be expressed as [42] 
where the position vectors r and r belong to the ROI and + , respectively. In addition, g(., .) denotes the Green's function, and '∇ s ·' is the surface divergence operator with respect to the prime coordinate (i.e., position vector on + ). Finally, η 0 and k 0 are the wave impedance and wavenumber in free space. 4
C. Forming the Data Misfit Cost Functional
For various sets of J and M on + , we need to compare the simulated effects with the desired effect to converge at an appropriate set of equivalent currents. In other words, we need to compare G( J , M) with K(S des ) to evaluate how appropriate a set of ( J , M) is. Before doing so, we first need to make sure that G( J , M) is in the form that is consistent with K(S des ). For example, for the power pattern synthesis problem, we need to compare |G( J , M)| 2 with K(S des ). To this end, let us assume that the operator L takes G( J , M) and outputs the form that is consistent with K(S des ). We then form a data misfit cost functional that is the L 2 norm discrepancy between the desired effect K(S des ) and the simulated effect L (G( J , M) ) for a given electric and magnetic currents. The data misfit cost functional C is then
where . 2 denotes the L 2 norm which is defined over the ROI at which the desired specifications are defined. 5
D. Enforcing Love's Equivalence Condition
Based on the electromagnetic equivalence principle [43] , when solving for J and M on + from the knowledge of S des , we have the following two general options regarding the fields internal to + : 1) no assumptions, or 2) assuming a particular field such as a null field (Love's eqivalence condition). It was shown in [42] for antenna diagnostics applications that the inverse source problem can result in different sets of J and M solutions based on different assumptions regarding the inner side of the reconstruction surface. However, they generate similar external fields on the ROI (hence, the non-uniqeness of the inverse problem). Herein, we apply Love's equivalence condition when solving for J and M. To enforce this condition, we create a virtual surface that is inwardly offset with respect to + and then enforce zero tangential electric fields on this surface when solving for J and M. (For details, see [42] .)
E. Minimizing the Data Misfit Cost Functional
To reconstruct an appropriate set of equivalent electric and magnetic currents, we minimize the data misfit cost functional, that is,
To this end, we use the conjugate gradient (CG) algorithm [44] . In this algorithm, J and M are iteratively updated as
where β k ∈ R is the step length and v k is the conjugate gradient direction. To find v k , we need to know the gradient of the cost functional with respect to the currents at the k th iteration which is denoted by g k .
F. Regularization
When minimizing (9), we need to ensure that the instability of the ill-posed problem is properly handled. The methods used to treat this instability are often referred to as regularization methods [27] , [30] , [45] , and the methods that control the regularization weight are often called regularization parameter choice methods [46] . One common method in treating this instability is to augment the data misfit cost functional by a penalty cost functional, e.g., by the L 2 norm of J and M. This method is referred to as Tikhonov regularization, which has been widely used in various applications. Another regularization method is to use an iterative algorithm such as the conjugate gradient least squares method and limit (truncate) the number of iterations [31] , [47] . Herein, we use this truncated CG approach, although the truncation point is chosen in an ad hoc way in the current implementation.
G. Finding the Susceptibility Profiles
Having found the equivalent currents and noting that Love's equivalence condition has been applied in solving the inverse source problem, we can easily obtain the required tangential fields on + from the reconstructed currents as
As noted in Section III-A, we assume that we already know
and H − t are known, we can use (3) to find the susceptibility profiles. This completes the description of our inverse source framework for design.
VII. INVERSION ALGORITHM IMPLEMENTATION
Section VI outlined the main steps for the inverse source framework for metasurface design. Herein, we explain how the inversion algorithm is implemented in the discrete domain. To simplify the discussion, consider the following specific three scenarios, where x denotes the (unknown) concatenated vector of equivalent electric and magnetic currents at the discretized surface + . As described in Section VI-G, once x is reconstructed, the required susceptibilities can be found.
A. Scenario I
For this scenario, assume that the desired specifications S des are a set of complex field values which can be either in the NF or FF zones. That is, S des = f where f is a vector of complex electric (or, magnetic field) values representing the desired field at the ROI. Then, the cost functional (in the discrete domain) is simply
where A is the discretized integral operator that when operating on a given x produces the fields at the locations of interest on the ROI. (We note that this formulation is not restricted to canonical ROI and + .) To enforce Love's condition (see Section VI-D), we augment f by a number of zeros as f = [f; 0], where the operator "; " denotes vector concatenation and 0 denotes a column vector of zeros whose length is the same as the number of points at which we enforce null fields at the virtual Love's surface. Once f is augmented, the matrix A needs to be augmented accordingly.
To reconstruct x, minimization of (12) over x is performed using the CG method, which is identical to CG minimization commonly used in the source reconstruction method for NF antenna measurements [41] .
B. Scenario II
In this scenario, a specific FF power pattern (phaseless quantity) is desired. That is, S des = |f| 2 , where |f| 2 is a vector of the desired squared field amplitude (i.e., power) at the ROI. Then, the cost functional becomes
where |Ax| 2 denotes the magnitude-squared of the simulated field due to a predicted x. Contrary to (12) , the cost functional (13) is nonlinear due to the absence of phase information. 6 This cost functional is minimized using the CG algorithm where the gradient vector at the k th iteration (evaluated at x k ) can be derived as [48, Sec. 4 6 It is instructive to note that when inverse source algorithms are used in phaseless NF antenna measurement applications, the phaseless data |f| 2 often need to be measured in two different regions so that the phase information can be implicitly derived using the correlation of the two phaseless data sets. However, in design applications, this is not necessary since we do not need to worry about the true phase data. In fact, we are only interested in a solution that satisfies the amplitude-only requirement.
.2.1]
The superscript H denotes the Hermitian (complex conjugate transpose) operator, r k = |Ax k | 2 − |f| 2 is the residual vector and represents a Hadamard (element-wise) product. Once the gradient vector g k is found, the conjugate gradient direction v k can be obtained. The step length β k at each CG iteration can also be found by minimizing F (β k ) = C(x k + β k v k ) with respect to β k [48, 2.2] . This cost functional is a fourth-degree polynomial with respect to β k as
where Re is the real-part operator, ., . denotes the inner product operator, and the superscript * denotes the complex conjugate operator. To find the step length β k , we differentiate (15) with respect to β k and then numerically solve for the roots of the resulting third-degree polynomial, which has a pair of complex conjugate roots and one real root. The step length will then be the real root.
C. Scenario III
This scenario considers a more practical case in which the desired field is only known in terms of certain FF performance criteria, such as main beam direction, HPBWs, and null directions. (We will consider polarization later in this section.) Thus, for example, S des = {main beam directions, HPBWs, nulls}.
1) Creating a Normalized Power Pattern from Performance Criteria: The above desired performance criteria first need to be converted to a form that is usable by the inverse source algorithm, which is a normalized power pattern. 7 To this end, we form a power vector denoted by |f| 2 . In the direction of each main beam, the associated element of |f| 2 is set to a value of 1, representing the normalized maximum power of the field. Nulls are represented in |f| 2 by specifying the desired power level of the null relative to the main beam (e.g., a value of 10 −3 would indicate a desired null at 30 dB below the main beam). The desired HPBWs for each main beam are enforced by approximating the main beam(s) using a cosine distribution. Desired power values are then interpolated using this approximation in a symmetric fashion around each main beam, resulting in corresponding elements in |f| 2 ranging from 0.5 (at the HPBW limit) to 1 at the main beam. As an example, consider a desired FF power pattern with a main beam at θ = −18 • , an HPBW of 36 • , and a −30 dB null at 40 • away from the main beam. For a 2-D problem, this set of performance criteria would result in |f| 2 taking the normalized power values shown in Fig. 3 .
2) Balancing the Normalized Power Pattern: As can be seen in Fig. 3 , the quantitative values of the nulls can be significantly smaller than those of the main beams. In such situations, the inversion algorithm may favor main beam directions and HPBWs as compared to null directions. To avoid this scenario, we balance |f| 2 by the use of a diagonal "weighting" matrix denoted by W. Now instead of inverting |f| 2 , we invert W|f| 2 . The elements of W are selected to increase the relative contributions of the desired nulls to the functional, which can often be rendered insignificant compared to the main beam(s). More specifically, the i th diagonal element of W, denoted by w i , is computed as
where γ is a real positive threshold parameter used to determine which data (| f i | 2 ) are classified as a "null" and ζ is a real positive parameter that controls the amount of weighting applied, relative to the main beam. 8 3) Creating a Data Misfit Cost Functional: The data misfit cost functional is formed as
Note that since these performance criteria are FF quantities, |Ax| 2 has been written as the summation of two terms: |A ξ 1 x| 2 and |A ξ 2 x| 2 where the subscripts ξ 1 and ξ 2 denote two locally orthogonal polarizations of the field. 4) Enforcing the Polarization Specification: Assume the desired specification S des also includes a polarization constraint. This can be handled by adding the following cost functional to (18) :
where A X-pol is the discrete integral operator related to the undesired polarization (the cross-polarized component) of the field. Therefore, the total cost functional may now be represented as
where τ is a positive real parameter that controls the relative weight of the two cost functionals.
5) Minimization:
To minimize (20) using the CG algorithm, the gradient vector at the kth iteration can be obtained as
where r 1,k is equal to the quantity inside the norm of (18) evaluated at x k . A closed-form expression for the step length is not available, so instead an appropriate step length is found numerically using a technique known as Armijo's condition [50] . It should be noted that there are several tuning parameters involved in Armijo's condition that affect the convergence of the minimization process. The stability of the iterative method can be very sensitive to these parameters, and finding appropriate values can often be a challenge. Another difference when solving (20) compared with the two previous scenarios is how Love's condition is applied. The functional in (20) is first minimized without Love's condition to generate an initial guess for the equivalent currents that is then used to solve (20) again with Love's condition. We have found this two-step procedure to greatly improve the convergence and stability of the solution. Lastly, it should be noted that the functionals in (18) and (19) are for the general case with fields radiating in 3-D. For 2-D problems, A ξ 2 is simply set to zero and the same formulation can be used as written. In a similar fashion, A X-pol is set to zero if a desired polarization is not required.
VIII. FDFD-GSTC SOLVER
Once we have reconstructed x and have subsequently obtained the required surface susceptibilities, we need to verify that they can, in fact, transform the incident field to a transmitted field that satisfies the required specifications S des . To do this for 2-D examples, we use a finite difference frequency domain (FDFD) GSTC solver, which is referred to as the FDFD-GSTC solver. This solver is an extension of the standard FDFD formulation with added boundary conditions to enforce the GSTC relationships. For details of the FDFD-GSTC solver (see [40] ).
It should be noted that the FDFD-GSTC solver is currently unable to simulate active metasurface elements (i.e., susceptibilities that correspond to gain). To overcome this limitation, we scale the E + t and H + t achieved in (11) , which is justified by noting that any scaled forms of (11) still satisfy S des . Therefore, in our implementation, we scale both H + t and E + t by the coefficient α (i.e., H + t = −αn × J and E + t = αn × M) to ensure that no active elements are required (resulting in increased loss). Finally, we note that since our current implementation of the FDFD-GSTC solver is limited to 2-D problems, for 3-D problems, we use a 3-D forward EFIE electromagnetic solver to verify our reconstruction results. However, as opposed to the FDFD-GSTC solver, our 3-D EFIE solver does not incorporate the surface susceptibilities into its formulation and merely calculates the effects of the reconstructed currents.
IX. ILLUSTRATIVE EXAMPLES
This section presents several 2-D and 3-D synthetic examples demonstrating the flexibility of the inverse source method in dealing with different forms of desired specifications. Although not a requirement, in the examples presented here, we consider the design of reflectionless metasurfaces and, thus, enforce ref = 0.
A. 2-D Examples
We first consider the design of several metasurfaces to transform an incident TE z wave, with fields propagating in 2-D in the x y plane at 10 GHz. The metasurface is 1-D in this case, placed along the line x = 0 with elements (unit cells) that are λ/6 in length for each of the examples. (λ denotes the wavelength.) Since all fields are TE z , the system in (3) can be simplified and the metasurface can be represented by only four unknown susceptibility terms. Furthermore, we stipulate that there is no magnetoelectric coupling for simplicity, resulting in χ em = χ me = 0 [40] . With this choice, the unknown susceptibility tensors reduce to
Note that in the above equations, all of the field components are evaluated tangential to the surface of the metasurface (i.e., x = 0). Also, as explained earlier, E tr y and H tr z are not necessarily known on the surface of the metasurface, thus, justifying the use of the inverse source framework. In each example, the tangential components of the desired transmitted field (i.e., E tr y and H tr z ) are found using the inverse source step of the design procedure, and then (22a) and (22b) are used to compute the required χ yy ee and χ zz mm to support the transformation from a specified incident field with no reflections. The 2-D examples are then verified using the FDFD-GSTC solver, which simulates the interaction between the incident field and the susceptibilities in a solution domain of 20λ by 30λ in the x y plane. The solution domain uses a discretization size of λ/50 and is bounded by a perfectly matched layer (PML) of thickness λ on all sides. 1) Complex Field: For the first example, we attempt to produce a desired NF distribution using complete (amplitude and phase) field information over a given ROI. The NF distribution shown in Fig. 4 is generated from a pyramidal horn antenna in ANSYS HFSS at 10 GHz, and we use the complex field values (H z ) along the intersecting dashed white lines as input to the inverse source algorithm. That is, in this case, the intersecting dashed white lines are the ROI, and the complex NF H z data on these white lines are S des . Moreover, intentionally, the two white lines have been chosen to represent an ROI which is not of canonical shape. The designed portion of the metasurface extends from y = −5λ to y = 5λ along the line x = 0, with absorbing susceptibilities placed along the remainder of the x = 0 line. The surface over which we reconstruct the equivalent currents coincides with the metasurface boundary and is discretized into elements of length λ/6. Love's equivalence condition is enforced along the line x = −λ/10 with a resolution of λ/9. The proposed method is used to first find equivalent currents J y and M z on that produce the desired NF by minimizing (12) , and then (11) is used to calculate the desired tangential transmitted fields on the metasurface. The incident field in each of the 2-D examples is a normally incident TE z plane wave, which is "tapered" along y to avoid interactions with the PML that would introduce numerical error. (The H z amplitude of the plane wave is 1 A/m for |y| ≤ 7λ and linearly decreases to zero for 7λ < |y| ≤ 10λ.) The necessary susceptibilities for the transformation (assuming no reflection) are then found using (22a) and (22b). The total field produced by simulating the designed metasurface and the incident field with the FDFD-GSTC solver is shown in Fig. 5 . The efficiency, calculated as the ratio of power transmitted through the metasurface to the power incident on the metasurface, is 18.6% for this example, thus, showing the presence of lossy regions within the metasurface. Fig. 6 compares the desired (red) and produced (blue) amplitude and phase of H z along the dashed white lines, parametrized along y only. As can be seen from the plot, both the desired amplitude and phase of H z have been produced with excellent accuracy.
2) Phaseless Power Pattern: The second example consists of attempting to produce a desired power pattern (phaseless) in the FF region. In this example, the metasurface dimensions and incident field are the same as the previous example (relative to wavelength), with a frequency of operation of 1 GHz. The desired FF power pattern for this example has been generated using a uniformly spaced array of 13ẑ-directed elementary dipoles placed along the line x = 0 from y = −3λ to y = 3λ. The squared amplitude (power) of H z produced by this array is computed on a semicircular domain of radius 500λ for −90 • ≤ ϕ ≤ 90 • as shown in Fig. 7 (red solid curve with circular markers). The required field components E tr y and H tr z (tangential to the metasurface) are found by minimizing (13) and applying (11) , and then the required susceptibilities are found using (22a) and (22b). To evaluate the inversion performance, the resulting susceptibilities are simulated using the FDFD-GSTC solver. The total field in the solution domain is shown in Fig. 8 to demonstrate the nearly reflectionless performance of the metasurface. The FF power pattern produced by the incident field passing through the metasurface is shown in Fig. 7 (blue solid curve) , with an efficiency of 17.0%. As can be seen from the plot, the produced FF power pattern exhibits very good agreement with the desired power pattern.
3) Performance Criteria: The goal of the third example is to satisfy a set of desired FF performance criteria. These specifications consist of two main beams with associated HPBWs and nulls as shown in Table I . The metasurface and incident field in this case are the same as the previous example for the phaseless power pattern. The desired normalized power pattern created based on the desired performance criteria is shown in Fig. 9 by red circular markers. In particular, note the three circular markers at −60 dB level indicating the desired null directions. The inversion algorithm finds the required equivalent currents by minimizing (18) , and then the required tangential fields and subsequently the required susceptibilities are found. The resulting susceptibilities are then given to the FDFD-GSTC method to evaluate the performance of the metasurface. The FF normalized power pattern produced by the metasurface designed for these specifications is shown in Fig. 9 (blue curve) and represents an efficiency of 13.0%. This achieved FF power pattern has main beams in ϕ = −25 • and ϕ = 34 • , with HPBWs of 36.1 • and 11.8 • , respectively. The desired nulls, although not at the specified level of −60 dB, are clearly present in the FF power pattern as well. Comparing the metrics of the produced FF power pattern to those specified in Table I confirms that the resulting metasurface satisfies the design constraints with only a few minor differences.
B. 3-D Example
To display the generality of the proposed method, we now present an example with desired FF performance criteria in 3-D. The metasurface in this case is a spherical cap that extends from θ = 0 to θ = 30 • at a radius of 0.70 m, as shown in Fig. 10 . Love's condition is enforced on an inward-offset surface of the same shape but at a radius of 0.68 m, which results in a separation of approximately λ/10 between the two surfaces at the operating frequency of 1.7 GHz. The reconstruction surface in this example (i.e., the spherical cap) is discretized into triangular mesh elements and the equivalent currents are represented using Rao-Wilton-Glisson (RWG) basis functions [51] . The desired FF performance criteria are shown in Table II . These specifications are enforced over a (partial) spherical domain of radius 500λ and an angular resolution of 1 • . The inverse source algorithm is applied to (20) to find the equivalent currents from the desired specifications. Once these currents are reconstructed, their power pattern is simulated using a 3-D EFIE solver, which is shown in Figs. 11 and 12. As can be seen, the main beam produced by the equivalent currents is along (θ = 28 • , ϕ = 66 • ) as desired and nearly satisfies the beamwidth requirement with a HPBW of 17.8 • . Also, the first null is 24 • away from the main beam in a symmetric fashion. Moreover, within the main beam, theθ component of the electric field is a minimum of 31.5 dB higher than the undesiredφ polarization. In summary, all of the specifications have been met with only a minor deviation in the HPBW. Fig. 11 . Normalized FF power pattern produced by the equivalent currents obtained by the inverse source algorithm for the desired specifications in Table II . Table II . For clarification, the FF power pattern is shown in (a) over a normalized sphere as viewed from the positive z axis (θ = 0 • ), with the E-plane cut represented by the dotted line and the H-plane cut represented by the dashed-dotted line. To accommodate plotting of the H-plane cut, a new angle denoted by θ has been introduced such that θ = 0 • coincides with (θ = 28 • , ϕ = 66 • ) as shown in (a) and used as the horizontal axis in (c).
X. LIMITATIONS
While the presented method has the potential to allow for more practical, nonidealistic metasurface designs, it is important to note the limitations of the current implementation. The main limitation arises from the fact that local power conservation is not enforced at any point during the design procedure, necessarily resulting in lossy/active elements. Future work will be focused on enforcing local power conservation during the inversion process, made possible by prior knowledge of the incident field. Furthermore, supporting such a transformation without loss or gain requires extra degrees of freedom, by allowing for either nonreciprocity or bianisotropy [52] , [53] (e.g., by introducing magnetoelectric coupling). The reduction in the degrees of freedom from enforcing local power conservation will limit the solution space and will most likely result in a worse fitting of the design specifications.
Another limitation arises from the nature of the inverse problem, which is that an "appropriate" solution may not exist for a given set of design specifications and metasurface size and geometry. We currently do not have a method for determining whether a "feasible" solution exists prior to the optimization process and, therefore, tuning of the metasurface parameters can be required in some cases.
XI. CONCLUSION
A macroscopic metasurface design procedure has been presented that allows for a field transformation between incident, reflected, and transmitted fields. The desired transmitted field can be specified in a variety of ways, including complex field quantities, amplitude-only (phaseless) field data, or in terms of FF performance criteria such as main beam directions, HPBWs, null locations, or polarization. Additionally, there are no restrictions on the locations at which the desired field is specified and the metasurface geometry, allowing for increased design flexibility. Several 2-D examples were shown to demonstrate the capabilities of the proposed method for each of the different types of desired fields, and the designed metasurfaces were simulated using a FDFD-GSTC solver. The 3-D example, although not verified through simulation of surface susceptibilities, was presented to demonstrate the most general form of the proposed method.
Many challenges remain, including ensuring the resulting metasurface susceptibilities are physically realizable. This may include incorporating restrictions into the inversion to ensure that the resulting elements are passive and lossless (as mentioned in Section X), while also reducing high spatial variations. These restrictions can, for example, be implemented by adding extra terms to the data misfit cost functional. Similarly, we have not investigated how we can take advantage of the non-uniqueness of the inverse source problem to yield solutions that are more desirable. Lastly, it is possible to specify a desired field that cannot be produced by the metasurface. With this in mind, a procedure that can determine whether or not the desired field can be supported by the metasurface geometry would be a useful future addition.
