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a b s t r a c t
A physically-based computational technique was investigated which is intended to
estimate an initial guess for complex values of the wavenumber of a disturbance
leading to the solution of the fourth-order Orr–Sommerfeld (O–S) equation. The complex
wavenumbers, or eigenvalues, were associated with the stability characteristics of a
semi-infinite shear flow represented by a hyperbolic-tangent function. This study was
devoted to the examination of unstable flow assuming a spatially growing disturbance
and is predicated on the fact that flow instability is correlated with elevated levels of
perturbation kinetic energy per unit mass. A MATLAB computer program was developed
such that the computational domain was selected to be in quadrant IV, where the real
part of the wavenumber is positive and the imaginary part is negative to establish
the conditions for unstable flow. For a given Reynolds number and disturbance wave
speed, the perturbation kinetic energy per unit mass was computed at various node
points in the selected subdomain of the complex plane. The initial guess for the complex
wavenumber to start the solution process was assumed to be associated with the highest
calculated perturbation kinetic energy per unit mass. Once the initial guess had been
approximated, it was used to obtain the solution to the O–S equation by performing a
Runge–Kutta integration scheme that computationally marched from the far field region
in the shear layer down to the lower solid boundary. Results compared favorably with the
stability characteristics obtained from an earlier study for semi-infinite Blasius flow over a
flat boundary.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Much effort has already been devoted to various methods for the accurate determination of the eigenvalues of matrices,
particularly for dynamical systems in an attempt to understand and control important characteristics of such systems. An
examplewould be in the application of eigenvalue analysis to study the stability of a shear flow in fluid dynamic.When such
a system is perturbed by a disturbance, the sign and magnitude of the imaginary component of the eigenvalues determine
if the spatially growing disturbance will either increase or dampen and by what rate it will exhibit this trend. In the case
of a viscous fluid flow, the eigenvalues derived from the solution of the fourth order Orr–Sommerfeld (O–S) equation are
related to the amplification factor for a growing disturbance in a boundary layer. Many researchers have attempted to
devise various methodologies to use amplification factors as a means for predicting boundary-layer transition. Jaffe et al. [1]
investigated the stability of laminar boundary layers by employing a computational scheme to identify the frequency of the
disturbance which yielded the maximum amplification rate based on eigenvalues of the solution to the O–S equation. They
discovered that the frequency of the disturbance with the highest amplification rate could be used to predict the onset of
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transition. Similarly,Marxen et al. [2] obtained a numerical solution of the (O–S) using an iterative shootingmethod and only
considered the eigenvalues associated with the largest amplification rates. Their investigation examined the use of external
forcing to control the location and extent of a laminar separation bubble on a flat plate. In many cases, correctly finding
the eigenvalues of a system of differential equations can be a non-trivial undertaking. One of the problems encountered
when using an iterative shooting method is to determine the initial condition within an acceptable margin of error so that
the proper boundary conditions for the particular problem can be satisfied. Another challenge is that small errors in the
coefficient matrix associated with a system of differential equations can lead to relatively large errors in the calculations of
the eigenvalues. However, Perry [3] suggests that for symmetric coefficient matrices, small changes in its array entries will
generally not lead to large changes in the eigenvalues. Tisseur [4] showed that an interactive refinement using Newton’s
Method could be used to improve the forward and backward error of computed eigenpairs by establishing the accuracy
criteria for the calculated residuals. Other researchers, Lancaster [5] and Dongarra [6] have similarly examined numerical
schemes to reduce the error associated with computed eigenvalues. A probabilistic approach has been devised in [7] to
estimate the extreme eigenvalues of a symmetric or Hermitian matrix. Four different types of bounds were examined using
Lanczos, Ritz and Chebyshev polynomials. Computational runs were performed for arbitrarily selected starting vectors. The
computed bounds were compared theoretically and numerically. A classic method for approximating the eigenvalues of
a complex matrix is the Gerschgorin circle theorem (see [8,9]). This theorem states that all of the eigenvalues will be
located in a region in the complex plane comprised of the union of all circles centered at the values located along the
diagonal of the matrix. The radius of each circle is equal to the summation of the absolute values of selected off-diagonal
elements. In addition to several computational treatments of the subject matter, Huhtanen and Larsen [10] employed real
analytic techniques for finding the spectrum of eigenvalues associated with a normal matrix N . Boman et al. [11] present
a methodology based on Support Theory for bounding eigenvalues and generalized eigenvalues of matrices. Eigenvalue
bounds using Support Theory were stated both in algebraic terms and in terms of combinatorial techniques. In their paper
they presented a theorem that establishes a connection between various bounding techniques. The purpose of this paper is to
apply amethodology based on a phenomenological approach to determine a best-guess for the eigenvalues of the solution to
the Orr–Sommerfeld (O–S) equation. The initial estimate for the eigenvalues is evaluated by iteratively calculating the value
for an objective function, which is to be optimized when the correct eigenvalues have been applied. This study will examine
the case of unstable spatially growing disturbances because of the nexus between instability and turbulent flow and since it
is this latter type of flowwhich is significantly responsible for defining the character of the flowovermany important devices
in engineering. One application where turbulent mixing is desirable is the jet engine, where efficient combustion relies on
the proper mixing of fuel and ingested air. Disturbances could be intentionally introduced into the combustion chamber
to promote the thorough mixture of fuel vapors and air for more complete and homogeneous oxidation. It has already
been established that most of the noise associated with jet propulsion originates in the mixing layer of the jet and that
adequate mixing can be used to suppress the generation of noise (see [12]). The mixing is facilitated by the amalgamation
of large coherent eddies in the flow, a fluid dynamic phenomenon which is induced by the forced application of an external
perturbation (see [13]).
2. The numerical method
The subject of stability theory historically involved the comparative examination of two types of instability, namely,
temporally growing disturbances and spatially growing disturbances. This paper will investigate stability of the latter
type of disturbances since earlier experiments have shown that transition to turbulence arises from the growth of spatial
disturbances [14]. The O–S formulation was used as the governing equation to describe the dynamical interaction between
a parallel surface with the no-slip boundary conditions and a base flow field with a two dimensional hyperbolic tangent
velocity profile. This study examined the case of flow over a flat surface at y∗ = 0 which extended vertically to infinity.
To facilitate the analysis, the variables were converted into dimensionless form using the following equations, where the
asterisk notation in the following equations indicates that the particular quantity has engineering units:
U = U
∗
U∗e
c = c
∗
U∗e
y = y
∗
δ∗
t = δ
∗
U∗e
whereU∗ is themean flowvelocity,U∗e is the velocity at the edge of the shear layer (99.9% of the freestreamvelocity), y∗ is the
vertical distance from the wall, c∗ is the wave speed of the disturbance, δ∗ is the thickness of the shear layer and t∗ is time.
A non-dimensional two-dimensional stream function was used to simplify the analysis by reducing the number of velocity
components as well as by characterizing important flow properties at any specified location in the physical domain as a
function of time. The form of the stream function, as shown in (1), incorporated the periodicity of the disturbance inherent
in the freestream flow.
ψ(x, y, t) = φ( y)e[iα(x−ct)]. (1)
The sinusoidal nature of the approaching flow is made apparent by examining the real part of (1). In this investigation,
the disturbance was studied predicated on it being a spatially growing wave. For this condition, the wave speed of the
disturbance, namely c , is a real-valued number, which represents the speed of the disturbance. The number α is complex
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where the real part αr is the wavenumber and the imaginary component αi is related to the amplification factor of the
disturbance. For αi < 0 the disturbance is unstable. The stream function is derived from the incompressible continuity
equation and is expressed in terms of the perturbation velocities in the longitudinal and vertical directions, respectively as
shown in (2) and (3).
u = ∂ψ
∂y
(2)
v = −∂ψ
∂x
. (3)
The celebratedO–S equation as shown in (4) is obtained by converting the flow variables to non-dimensional forms using the
above relations and by substituting them into the Navier–Stokes equation after having algebraically eliminated the pressure
terms.
(U − c)(D2 − α2)φ − U ′′φ = 1
iαRe
(D2 − α2)2φ. (4)
The boundary conditions are shown in (5) and (6).
y = 0 φ = dφ
dy
= 0 (5)
y = ∞ φ = dφ
dy
= 0. (6)
The O–S equation was analyzed in matrix form with the four state variables as are shown in (7).
Φ =

φ,
dφ
dy
,
d2φ
dy2
− α2φ, d
3φ
dy3
− α2 dφ
dy
T
. (7)
Using matrix notation, the O–S equation can be represented by (8). The coefficient matrix is shown in (9).
dΦ
dy
= NΦ (8)
N =

0 1 0 0
α2 0 1 0
0 0 0 1
−iαRed
2U
dy2
0 α2 + iαRe(U − c) 0
 . (9)
The Reynolds number is defined as Re = Uδ/ν, where ν is the kinematic velocity with units m2/s. In this study, a value
for the Reynolds number Re and the wave speed c will be prescribed and the value for the complex value for α must be
iteratively calculated until the boundary conditions in (5) and (6) are satisfied. Since the O–S equation is fourth order, there
will in general be four independent solutions in the far-field region of a generalized unbounded shear flow as shown in (10)
through (13).
φ1( y) = eiαy (10)
φ2( y) = e−iαy (11)
φ3( y) = eiγ y (12)
φ4( y) = e−iγ y (13)
where γ is defined as in Eq. (14).
γ =

α2 + iαRe(1− c). (14)
In (14) the term within the parentheses represents the difference between the normalized freestream velocity in the far-
field region of the flow and the wave speed of the disturbance. Mack [15] gives a very good derivation of (14). Only the two
solutions φ2( y) and φ4( y) are admissible in order to keep the solutions bounded in the far field. TheMATLAB function ode23
was used to solve the systemof equations implementing a Runge–Kutta algorithmsolver. Integrationwas performed starting
at the far-field region marching downward to the wall. The search for a solution begins by establishing an initial guess for
α and the objective function is then calculated. If the objective function is optimized within a specified tolerance then the
iterative process ceases, otherwise the value for α is adjusted using a Newton–Raphson method to accelerate convergence
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to a solution. Due to the homogeneous boundary conditions as shown in (5) and (6), the objective function for the no-slip
boundary condition at the wall has the form as shown in (15).
F(α, c, Re) = φ2(0)φ′4(0)− φ′2(0)φ4(0) = 0. (15)
The accuracy of the two solutions is compromised due to the fact that round-off error is unavoidable originating from the
finite word length used to store intermediate calculations, which results in the two solutions becoming dependent. The
well-established Gram–Schmidt orthogonalization procedure [3] as described by Perry was applied to diminish the effects
of finite computer word lengths. The modified solutions were then normalized by the square root of the inner product of
each solution with itself. Once the normalized solution φˆ4( y) has been determined from (16) the other normalized solution
is found using (17).
φˆ4( y) = φ4∥φ4∥ (16)
φˆ2( y) = φ2( y)− ⟨φ2( y), φˆ4( y)⟩φˆ4( y). (17)
It has been well acknowledged experientially that it is very difficult to surmise a good initial guess for the value of α. The
first solution φˆ2( y) describes the inviscid characteristics of the flow field while the second equation φˆ4( y) is indicative
of the viscous shear layer flow. Each of the two linearly independent solutions has its own initial conditions. These initial
conditions are shown in (18) and (19).
φ2(∞) = [1, − α, 0, 0]T (18)
φ4(∞) = [−1, γ , 0, 0]T . (19)
3. The eigenvalue search method
Theoretically, the above procedure to obtain a solution is ostensibly straight forward, but in practice it is very difficult
to achieve. This is due to the fact that the true values for a occur at discrete coordinates in the complex domain, which
requires that the initial guess for α exists within a very small and confined neighborhood around the exact eigenvalue.
Convergence to a solution can be very time consuming and expensive in terms of available computer resources. The results
of the study were obtained by employing a two-step process. The first step involved the initial search for the optimal guess
for an eigenvalue, whereas the second step used this crude estimate to further refine the search for the eigenvalue. The
initial searchmethod that was used in this study employed a physically-basedmethodology to significantly reduce the time
and effort to accurately estimate the correct initial guess for the complex eigenvalue α leading to instability. Once the initial
guess has been estimated, then it is subsequently used to obtain a solution from the far field down to the lower boundary.
Drazin and Reid [16] described the seminal experiment of hydrodynamic instability of Osborne Reynold who studied the
transition of laminar flow to turbulent flow in a pipe, which led him to the conclusion that instability is correlated with the
turbulence. Perturbation kinetic energy in the flow originates from the instabilities in the mean flow that are induced by
the interaction of shear and velocity gradients. Energy extracted from the mean flow produces eddies of different kinetic
energy and varying length scales in the flow. The relationship between the perturbation kinetic energy and the disturbance
velocities is shown most directly by integrating the Reynolds–Orr energy (20) across the entire shear layer (see [16])
dKE
dt
= −

{u′iu′jDij + Re−1(∂u′i/∂xj)2}dV. (20)
where KE is the perturbation kinetic energy, dV is a differential volume and Dij is the rate-of-strain tensor of the basic flow
and is defined in (21).
Dij = 12 (∂Ui/∂xj + ∂Uj/∂xi). (21)
If circumstances of any given flow result in the calculation of a positive rate of change for the perturbation kinetic energy as
shown in (22), then instability will occur. The searchmethod in this study is predicated on the fact that instability within the
shear layer will manifest itself most demonstrably for that value of the complexwavenumber α corresponding to the largest
value of the perturbation kinetic energy per unit mass. The above-described differential equation solver, ode23 functionwas
executed to calculate the two independent solutions over ten computational steps starting from the extreme normalized
vertical coordinate (y = 1) in the far-field region of the shear flow downward to the lower surface (y = 0.82). For the first
step in this process it was conjectured within an acceptable margin of error, that the two solutions to the O–S equation
would be orthogonal with respect to each other over the first ten computational steps and that round-off error would be
relatively negligible. Therefore, a limited number of steps were utilized in order to expedite the computational process and
the Gram–Schmidt procedurewas not implemented. The two solutionswere obtained at discrete values of thewavenumber
α in the complex domain, which spanned a preselected array of 40 real× 40 imaginary computational node points. Since the
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Fig. 1. Perturbation kinetic energy profile for Re = 1100, c = 0.2; α = 0.32–0.01590i.
objective was to examine flow instabilities, only the cases where αi < 0were examined. The two orthogonal solutions were
added together and the perturbation velocity was calculated by using (2). The formula for the perturbation kinetic energy
per unit mass was then calculated at each of the ten computational steps using the perturbation velocity in the direction of
the mean flow velocity as shown in (22).
KEi = 12u
′2
i . (22)
The step size between each calculated value was 0.2. The perturbation kinetic energy per unit mass is then integrated
over the ten computational steps using the well-known trapezoidal method and then plotted over the selected complex
subdomain using the MATLAB functions MESHGRID, GRIDDATA and SURF for plotting three-dimensional data. The
integrated perturbation kinetic energy per unit mass was calculated in aMATLAB function, which used the algorithm shown
in (23).
KETotal = 0.5(KE1 + KE10)+
9
i=2
KEi. (23)
This procedure was applied for various values of the Reynolds number Re and wave speed c . The complex value of α
corresponding to the largest perturbation kinetic energy was then used as the best initial guess for α. For the second step
in this search process, the differential equation solver ode23 in MATLAB was then employed with this initial trial value for
α and the value of an objective function was computed. If the boundary conditions at the wall were not satisfied, then the
Newton–Raphson Method was repeatedly implemented until the lower solid boundary conditions were satisfied. Unlike as
what was done during the initial searching process for finding the crude estimate, determining the optimal approximation
of the eigenvalue required that the Gram–Schmidt orthogonalization process be performed to diminish the unfavorably
effects of round-off error.
4. Numerical results and discussion
The results of the study are shown in Figs. 1 through 4, which render graphs of the perturbation kinetic energy per unit
mass profiles for various flow conditions and show that the peaks in the perturbation kinetic energy occur at discrete values
of α in the complex domain. Data were taken for three different values of the wave speed c , namely, 0.1, 0.2 and 0.3. The
Reynolds numbers tested were from 600 to 2000. The accompanying table shows the real and imaginary parts for the initial
guess of the eigenvalues along with the objective function calculated by (15) and the number of iterations n necessary for
obtaining convergence to a solution (see Table 1). The table also shows that the highest number of iterations were 21 and
22 and that these occurred for only two of the selected trials. For the majority of the initial guesses for the eigenvalues,
the number of iterations to convergence were either 1 or 2, which is indicative of the fact that the estimated wavenumbers
were within close proximity to the exact values. In the computer program that generated these results, the tolerance for
convergence was set at 1.0(E−06) so that the computed objective functions were well within the prescribed bounds for a
satisfactory convergence of the solution. It is remarkable that for nine of the test cases only a single iteration was needed to
arrive at a solution. For two cases, the objective functionwas so small that themachineword sizewas unable to differentiate
the true value from zero. Numerical results from the proposed searchmethod are shown in Table 2 andwere comparedwith
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Fig. 2. Perturbation kinetic energy profile for Re = 700, c = 0.2; α = 0.43–0.01378i.
Fig. 3. Perturbation kinetic energy profile for Re = 600, c = 0.3; α = 0.35–0.01961i.
data calculated for the case of Blasius flow for a spatially growing disturbance over a flat plate after White [17] as shown in
Fig. 5. Along the abscissa axis in the graph of Fig. 5 is the Reynolds number based on the thickness of the shear layer, which
is equivalent to the definition of the Reynolds number as defined in this study. It can be shown that αrc/Re in Table 2 is
equivalent to the ordinate values of ων/U2o in Fig. 5, which is the normalized wavenumber. For the Blasius data, ω is the
angular phase velocity, ν is the kinematic viscosity andUo is the freestreamvelocity. By carefully examining the contour plots
in Fig. 5 along with the data in Table 2, it is evident that both sets of data demonstrate a considerable degree of similarity
with each other. Any differences between the two sets of data can be attributable to the fact that one velocity profile was
for a Blasius flow and the other was represented by a hyperbolic tangent function.
5. Conclusions
The results from this study demonstrated that the presentmethod used to find the initial guess for eigenvalues in solving
the fourth order O–S equation was successful since for the preponderance of test cases, convergence to a solution was
obtainedwith only a few iterations. The only possible exceptions were the cases for Reynolds numbers 600 and 1600, where
the numbers of iterations were 22 and 21, respectively. Even these numbers of iterations could not be considered excessive
for most numerical analysis studies. The most salient feature of this technique is its relative simplicity and the relatively
quick turnaround times required to find an initial starter values for α. Another advantage is the fact that this method is
primarily predicated on amore physical basis for instability phenomena involving fluids, such that the computed results are
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Fig. 4. Perturbation kinetic energy profile for Re = 1000, c = 0.1; α = 0.55–0.00477i.
Fig. 5. Stability characteristics of Blasius flow over a flat plate for a spatially growing disturbance.
more naturally produced and are not unduly reliant on algorithmic design. Finally, calculations of the stability characteristics
were comparedwith numerical data previously computed for the case of Blasius flowover a flat plate andmarked agreement
is shownbetween the twodata sets. Since the data in this study are comparable to the previously validated theoretical results
a significantmeasure of credibility can be ascribed to the proposedmethod for determining eigenvalues of the O–S equation
for stability analysis.
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Table 1
Numerical results of the eigenvalue search method.
Re c α (real) α (imaginary) Objective function n
600 0.3 0.35 −0.01961 6.252776E−13 22
700 0.2 0.43 −0.01378 0.0 1
800 0.2 0.56 −0.02438 1.438849E−13 2
900 0.1 0.54 −0.02438 1.021405E−13 1
1000 0.1 0.55 −0.00477 8.348877E−14 1
1100 0.2 0.32 −0.01590 3.979039E−13 1
1200 0.2 0.13 −0.00159 0.0 1
1400 0.2 0.92 −0.01113 1.705303E−13 1
1500 0.1 0.91 −0.00477 1.705303E−13 1
1600 0.1 0.78 −0.00265 1.506351E−12 21
1900 0.1 0.28 −0.01908 1.136868E−13 1
2000 0.1 0.49 −0.00583 3.552714E−14 1
Table 2
Stability characteristics using the present eigenvalue search method.
Re c α αr cRe − αiRe × 105
1000 0.07 1.0492–0.01948i 0.73E−04 1.94
1100 0.10 1.0001–0.00944i 0.91E−04 0.86
1200 0.30 0.8701–0.00626i 2.18E−04 0.52
1300 0.30 1.0501–0.00308i 2.42E−04 0.24
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