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SUMMARY
Load-balanced switch (LBS) is a promising class of switch architecture which has re-
ceived wide attention due to its inherent scalability properties in both size and speed. These
scalability properties continue to be of significant interest due to the relentless exponential
growth in Internet traffic. The main drawback of the load-balanced switch is that packets
can depart out-of-order from the switch, which can significantly degrade network perfor-
mance by negatively interacting with TCP congestion control. Hence, a large body of
subsequent work has proposed a variety of modifications for ensuring packet ordering, but
almost all the proposed approaches tend to increase packet delay significantly in compari-
son to the basic load-balanced switch.
The object of this dissertation research is to explore and analyze advanced high-performance
load-balanced switch architectures that can scale well in both switch size (in terms of the
number of switch ports) and link speed, provide throughput guarantees, achieve low la-
tency, and maintain packet ordering.
We investigated several methodologies to achieve this object. The first approach we
considered is to rectify the packet reordering problem by simply buffering and re-sequencing
the out-of-order packets at the switch outputs. Our solution is based on the following ob-
servation of the queuing dynamics in the basic LBS: although two “back-to-back” packet
arrivals belonging to the same switch flow (i.e., they share the same input and output) may
reach the output port out of order, the amount of reordering is quite limited. In particular,
we formally bound the worst-case amount of time that a packet has to wait in these out-
put reordering buffers before it is guaranteed to be ready for in-order departure with high
probability, and we prove that this bound is linear with respect to the switch size. This lin-
ear bound is significant because previous approaches can add quadratic or cubic delays to
the load-balanced switch. In addition, we use a hash-grouping method that further reduces
resequencing delays significantly.
xiii
The second approach we considered is based on randomization. To prevent harmful
effects in TCP performance due to out-of-order packets, only packets belonging to the
same application flow (e.g. a TCP/IP flow) have to depart from their output port in order.
Randomized load-balancing of application flows by means of hashing on the packet header
is a well-known simple solution to this packet reordering problem in which all packets
belonging to the same application flow are routed through the same intermediate port and
hence the same path through the switch. Unfortunately, this method of load-balancing
can lead to instability, depending on the mix of flow sizes and durations in the group of
flows that gets randomly assigned to route through the same intermediate port. In our
study, we show that the randomized load-balancing of application flows can be enhanced
to provably guarantee both stability and packet ordering by extending the approach with
safety mechanisms that can uniformly diffuse packets across the switch whenever there is a
build-up of packets waiting to route through the some intermediate port.
Although simple and intuitive, our experimental results show that our output packet re-
sequencing approach and our extended randomized load-balancing approach outperforms




1.1 Motivation and Background
Network traffic across the Internet as well as inside data centers continues to grow exponen-
tially. This relentless traffic growth is fueled by an increasing adoption of video streaming
and cloud computing, and a proliferation of network-connected devices with increasing
networking capabilities. To keep up with the ever increasing traffic demands with reli-
able service, network operators need high-performance switch architectures that can scale
well in both switch size (in terms of the number of switch ports) and link speed, provide
throughput guarantees, achieve low latency, and maintain packet ordering. Unfortunately,
conventional switch architectures have not been able to keep up with these challenges.
A promising class of highly scalable switch architectures, first introduced by Chang et
al. [1, 2], and later further developed by others (e.g. [3, 4, 5, 6, 7, 8]), is the load-balanced
switch (LBS). As shown in Fig. 1.1, a generic LBS relies on two switching stages for for-
warding packets. The first switching stage connects the input ports to the center stage of





























Figure 1.1: Generic load-balanced switch.
1
ate ports to the final stage of output ports. Both switching stages execute a deterministic
connection pattern such that each input is connected to each output of a switching stage
1/N -th of the time.
This architecture can be implemented using two identical N × N crossbar switch-
ing stages where each switching stage goes through a predetermined periodic sequence
of cyclic-shift connection patterns such that each input is connected to each output of a
switching stage exactly once every N cycles. Alternatively, as shown in [5], the determin-
istic connection pattern can also be efficiently implemented using optics where all inputs
are connected to all outputs of a switching stage in parallel at a rate 1/N -th of the line rate.
LBSes are much more scalable, in terms of both switch size and link speed, than conven-
tional switch architectures. This is because, in LBS architectures, the connection pattern
during every switching cycle at each switching stage is fixed and requires zero computa-
tion, and each port can forward packets in a fully distributed manner based only on local
information.
Although the basic LBS originally proposed in [1] is highly scalable, it has the critical
problem that packets can depart out-of-order from the switch. In the basic LBS, consecutive
packets at an input port are spread to all N intermediate ports upon arrival. These packets,
going through different intermediate ports, may encounter different queuing delays. Thus,
some of these packets may arrive at their output ports out-of-order. This is detrimental to
Internet traffic since the widely used TCP transport protocol falsely regards out-of-order
packets as indications of congestion and packet loss. The outcome is the retransmission
of packets, often multiple times, further exacerbating the problem. Therefore, a number of
researchers have subsequently explored this packet ordering problem.
Most existing approaches to the packet ordering problem are based on some form of
complete or partial aggregation of packets into frames or stripes. Uniform Frame Spreading
(UFS) [5], Full-Order Frames First (FOFF) [5], Padded Frames (PF) [4], and Sprinklers [3]
are representative examples of such approaches. However, these methods pay a significant
2























Figure 1.2: Poor average delays under moderate loads. A uniform traffic pattern was used
here. The switch size N = 64. Loads are normalized to 1. At a load of 0.1, the average
delay of the proposed schemes are about 800 times higher than the basic LBS (labeled
“Basic”).
price for ensuring packet ordering in that they perform significantly worse than the basic
LBS [1].
Fig. 1.2 compares these aggregation-based methods with the basic LBS (labeled as “Ba-
sic”) that does not guarantee packet ordering. The results are for a uniform traffic pattern,
one in which the output port destination for every arriving packet is chosen uniformly at
random. As can be seen, these approaches all have packet delays can be significantly higher
than the basic LBS, especially under moderate loads.
1.2 Research Objectives and Main Contributions
The object of this dissertation research is to explore and analyze advanced high-performance
load-balanced switch architectures that can maintain packet ordering while still achieve
low latency and provide throughput guarantees. We investigated several methodologies to
achieve this object.
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The first approach we considered is to rectify the packet reordering problem by simply
buffering and re-sequencing the out-of-order packets at the switch outputs. Our solution
is based on the following observation of the queuing dynamics in the basic LBS: although
two “back-to-back” packet arrivals A (earlier) and B (later) belonging to the same switch
flow (i.e., they share the same input and output) may reach the output port out of order, the
amount of reordering (i.e., how much earlierB arrives at the output port beforeA) is upper-
bounded with high probability by a fairly small value. In particular, we formally bound the
worst-case amount of time that a packet has to wait in these output reordering buffers be-
fore it is guaranteed to be ready for in-order departure with high probability, and we prove
that this bound is linear with respect to the switch size. This linear bound is significant be-
cause previous approaches can add quadratic or cubic delays to the load-balanced switch.
In addition, we use a hash-grouping method that further reduces resequencing delays sig-
nificantly.
The second approach we considered is based on randomization. To prevent harmful
effects in TCP performance due to out-of-order packets, only packets belonging to the
same application flow (e.g. a TCP/IP flow) have to depart from their output port in order.
Randomized load-balancing of application flows by means of hashing on the packet header
is a well-known simple solution to this packet reordering problem in which all packets
belonging to the same application flow are routed through the same intermediate port and
hence the same path through the switch. Unfortunately, this method of load-balancing
can lead to instability, depending on the mix of flow sizes and durations in the group of
flows that gets randomly assigned to route through the same intermediate port. In our
study, we show that the randomized load-balancing of application flows can be enhanced
to provably guarantee both stability and packet ordering by extending the approach with
safety mechanisms that can uniformly diffuse packets across the switch whenever there is a
build-up of packets waiting to route through the some intermediate port.
4
1.3 Organization of the Dissertation
The rest of the dissertation is organized as follows. Chapter 2 provides a literature survey
for the related research work; Chapters 3 and 4 describe our packet re-sequencing and TCP
hashing approaches in details, before we conclude the dissertation in Chapter 5.
Besides the load-balanced switches, this dissertation also includes some theoretical re-
sults on the stability of a broad class of single-stage crossbar switching algorithms, which




The idea of routing to a random intermediate port can be traced as far back as to the
Valiant load-balancing (VLB) [9, 10] in the early 1980s. It was rediscovered by Chang
et al. [1, 2] for designing load-balanced switches to mitigate routers’ scaling challenges.
In this chapter, we first provide a brief overview of the Valiant load-balancing techniques
in Section 2.1, followed by a more detailed description of the load-balanced switch (LBS)
architectures (Section 2.2), the existing solutions to the packet reordering problem in load-
balanced switches (Section 2.3) and some other related works on the network-level traffic
load balancing problems in hierarchical switch architectures (Section 2.4).
2.1 Valiant Load-Balancing and Its Applications
The scheme of routing through a randomly picked intermediate node en route to a packet’s
destination was first proposed by L. G. Valiant in his seminal work [9]. He showed that in
anN -node binary cube network, the distributed two-hop randomized routing algorithm can
route every packet to its destination within O(logN) time with overwhelming probability.
Such randomized routing, which is often referred to as Valiant load-balancing (VLB) or
two-phase routing, has the advantage of being decentralized, scalable and agnostic to the
traffic load matrix. Since then, VLB has been widely used to improve the peformance
of interconnection networks, such as reducing transmission delay [11], obtaining relief
of adverse source-destination traffic patterns [12], and providing worst-case performance
guarantees [13, 14]. It is also used for building scalable network switches [1, 2, 15, 16,
17, 18], for designing efficient and robust backbone networks [19, 20, 21, 22] and optical
networks [23, 24, 25, 26], and for scaling data center networks [27, 28]. In particular,
it was rediscovered by Chang et al. for designing load-balanced router switch fabrics [1]
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to mitigate routers’ scaling challenges, because it was difficult for conventional switch
architectures, like centrally-scheduled input-queued crossbar switches, to keep up with the
ever increasing traffic demand and link speed.
2.2 Load-Balanced Switch Architecture
As mentioned above, load-balanced switch (LBS) is a promising scalable class of switch
architecture build upon the idea of Valiant load-balancing. As described in Chapter 1, they
rely on two switching stages for routing packets. The first switching stage connects the
first stage of input ports to the center stage of intermediate ports, and the second switching
stage connects the center stage of intermediate ports to the final stage of output ports.
Both switching stages execute a deterministic connection pattern such that each input is
connected to each output of a switching stage at 1/N th of the time. More specifically,
the first switching fabric executes a periodic “increasing” sequence, that is, at any time
slot t, each input port i is connected to the intermediate port ((i + t) mod N) + 1. The
second switching fabric, on the other hand, executes a periodic “decreasing” sequence,
that is, at any time slot t, each intermediate port m is connected to the output port ((m −
t) mod N) + 1. Following the sequence of connection patterns in the first switching
fabric, each input port i can “stripe” a frame of N packets, or all packets that are ready for
service if there are less than N of them, to intermediate ports 1, 2, . . . , N respectively, in
N consecutive time slots. As explained before, two packets belonging to the same VOQ
can go to two different intermediate ports, experience different queueing delays, and arrive
at the output port out of order.
Compared with the traditional two-phase randomized routing scheme, it was shown
that splitting traffic in a round-robin fashion has the same effect on link load as random
splitting [1], although in theory, some very mild conditions, such as weakly mixing, need
to be imposed on the arrival processes to preclude the pathological cases in which the des-
tination output ports of packets arriving at an input port are perfectly synchronized with
7
their “sequence numbers modulo N” that create a severe load-imbalance across the inter-
mediate ports. LBSes are much more scalable, in terms of both switch size and link speed,
than conventional switch architectures. This is because, in LBS architectures, the connec-
tion pattern during every switching cycle at each switching stage is fixed and requires zero
computation, and each port can forward packets in a fully distributed manner based only
on local information.
2.3 Packet Reordering Problem in LBSes and the Existing Solutions
As mentioned in Chapter 1, although the basic LBS originally proposed in [1] is highly
scalable, it has the critical problem that packets can depart out-of-order from the switch. In
the basic LBS, consecutive packets at an input port are spread to all N intermediate ports
upon arrival. These packets, going through different intermediate ports, may encounter
different queuing delays. Therefore, a number of researchers have subsequently explored
this packet ordering problem. This section briefly reviews existing solutions to the packet
reordering problem in load-balanced switches, which can be grouped in accordance to their
approach.
2.3.1 Randomization-Based
As mentioned in Chapter 1, packets belonging to the same application flow can be guar-
anteed to depart from their output port in order if they are forced to go through the same
intermediate port. The selection of intermediate node can be easily achieved by hashing on
the header field of every packet (source and destination IP addresses, source and destination
ports, and protocol identification) to obtain a value from 1 to N . Despite its simplicity, the
main drawback of this flow randomization approach is that stability cannot be guaranteed.
8
2.3.2 Aggregation-Based
An alternative class of algorithms to hashing is based on aggregation of packets into frames.
One approach called Uniform Frame Spreading (UFS) [5] prevents reordering by requiring
that each input first accumulates a full-frame of N packets, all going to the same output,
before uniformly spreading the N packets to the N intermediate ports. Packets are ac-
cumulated in separate virtual output queues (VOQs) at each input for storing packets in
accordance to their output. When a full-frame is available, the N packets are spread by
placing one packet at each of the N intermediate ports. This ensures that the lengths of
the queues of packets destined to the same output are the same at every intermediate port,
which ensures every packet going to the same output experiences the same queuing delay
independent of the path that it takes from input to output. Although it has been shown in [5]
that UFS achieves 100% throughput for any admissible traffic pattern, the main drawback
of UFS is that it suffers from long delays, O(N3) delay in the worst-case, due to the need
to wait for a full-frame before transmission. The performance of UFS is particularly bad at
light loads because slow packet arrivals lead to much longer accumulation times.
An alternative aggregation-based algorithm that avoids the need to wait for a full-frame
is called Full Ordered Frames First (FOFF) [5]. As with UFS, FOFF maintains VOQs
at each input. Whenever possible, FOFF will serve full-frames first. When there is no
full-frame available, FOFF will serve the other queues in a round-robin manner. However,
when incomplete frames are served, packets can arrive at the output out of order. It has
been shown in [5] that the amount of reordering is always bounded by O(N2) with FOFF.
Therefore, FOFF adds a reordering buffer of size O(N2) at each output to ensure that
packets depart in order. It has been shown in [5] that FOFF achieves 100% throughput for
any admissible traffic pattern, but the added reordering buffers lead to an O(N2) in packet
delays.
Another aggregation-based algorithm called Padded Frames (PF) [4] was proposed to
avoid the need to accumulate full-frames. Like FOFF, whenever possible, FOFF will serve
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full-frames first. When no full-frame is available, PF will search among its VOQ at each
input to find the longest one. If the length of the longest queue exceeds some threshold T ,
PF will pad the frame with fake packets to create a full-frame. This full-frame of packets,
including the fake packets, are uniformly spread across the N intermediate ports, just like
UFS. It has been shown in [4] that PF achieves 100% throughput for any admissible traffic
pattern, but its worst-case delay bound is still O(N3).
Recently, an approach called Sprinklers [3] was proposed based on the idea of variable-
size striping. Instead of requiring the accumulation of a full-frame of N packets before
uniformly spreading the packets to all intermediate ports, Sprinklers uses the arrival rate of
packets to a VOQ to determine a variable stripe size L. It then only requires the accumu-
lation of L packets in a VOQ before uniformly spreading the L packets across a randomly
chosen continuous block of L intermediate ports, where VOQs with slower arrival rates are
given smaller stripe sizes. The approach can be seen as a hybrid between aggregation and
randomization.
2.3.3 Matching-Based
Finally, packet ordering can be guaranteed in load-balanced switches via another approach
called a Concurrent Matching Switch (CMS) [6]. Like hashing-based and aggregation-
based load-balanced switch designs, CMS is also a fully distributed solution. However, in-
stead of bounding the amount of packet reordering through the switch, or requiring packet
aggregation, a CMS enforces packet ordering throughout the switch by using a fully dis-
tributed load-balanced scheduling approach. Instead of load-balancing packets, a CMS
load-balances request tokens among intermediate ports, where each intermediate port con-
currently solves a local matching problem based only on its local token count. Then, each
intermediate port independently selects a VOQ from each input to serve, such that the
packets selected can traverse the two load-balanced switch stages without conflicts. Pack-
ets from selected VOQs depart in order from the inputs, through the intermediate ports,
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and finally through the outputs. Each intermediate port has N time slots to perform each
matching, so the complexity of existing matching algorithms can be amortized by a factor
of N .
2.4 Load-Balancing in Hierarchical Switch Architectures
Besides existing works on LBS architectures, recently Dixit et al. [29] studied empirically
the effects of random load-balancing on packet ordering in symmetric data center networks
such as multi-rooted tree topologies. Their empirical results confirm our observations that
the amount of packet reordering that can occur is quite limited. We believe that our analysis
framework can be applied to formally bound the amount of packet reordering in that data
center setting as well, and we plan to provide analytical bounds for symmetric data center
networks in future work.
In addition, the technique of flow hashing (i.e., “TCP-hashing”) has also been used
to solve network-level traffic load balancing problems in hierarchical switch architectures
(e.g., a data center) [30, 28]. It is widely known [31, 32, 33, 34, 35, 36] however that a
naive flow hashing scheme (e.g., Equal-Cost Multipath) does not perform well in balancing
loads since it could map too many large long-lived flows to the same path, leading to
instability. One possible way of avoiding this instability issue is to divide each flow into
small pieces and route them along different paths [37, 38], but this may again lead to
the packet reorder problem. To address this packet reorder problem, in CONGA [37],
packets in a flow are divided into bursts of packets (with a sizable time gap between any
two consecutive bursts) called “flowlets”; if the time gap between two consecutive flowlets
is larger than the maximum difference in latency among the paths, the second flowlet can be
sent along a different path than the first without causing packet reordering. However, there
could be a long tail in the length distribution of the flowlets, and in this case the collision
on the hashing of elephant flowlets can still result in non-negligible congestion issue [38].
Presto [38] avoids this congestion issue by dividing each flow into uniform-sized pieces
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called flowcells and re-sequencing the out-of-order packets at the receiver, with a caveat




RS-LBS: A SIMPLE RE-SEQUENCING LOAD-BALANCED SWITCH BASED
ON ANALYTICAL PACKET REORDERING BOUNDS
3.1 Overview
In this chapter, we propose a natural solution to rectify packet reordering problem in LBS,
named the RS-LBS (Re-Sequencing Load-Balanced Switch), that incurs significantly lower
packet delays compared to the aforementioned packet-aggregation-based solutions. Our
solution is based on the following observation of the queuing dynamics in the basic LBS:
although two “back-to-back” packet arrivalsA (earlier) andB (later) belonging to the same
switch flow (i.e., they share the same input and output) may reach the output port out of or-
der as explained above, the amount of reordering (i.e., how much earlier B arrives at the
output port before A) is upper-bounded with high probability by a fairly small value. The
reason for this is that under the round-robin load dispatching mechanism of the basic LBS,
the two VOQs at two different intermediate ports that A and B traverse through respec-
tively, have almost independent and stochastically identical queuing processes. Hence the
delays A and B experience at their respective intermediate ports are almost i.i.d. (indepen-
dent and identically distributed) random variables, so with high probability the latter cannot
be much larger than the former.
Our basic RS-LBS scheme is for an output port to hold each out-of-order packet, for a
period of time not exceeding this (small) upper-bound, for re-sequencing. While packets
that are severely out-of-order, i.e., those causing this upper-bound to be exceeded, may
remain out-of-order after the re-sequencing, they represent a tiny percentage of the network
traffic and may negatively impact the performance of an even tinier percentage of TCP
flows. We prove that this upper bound is linear with respect to the switch size, i.e., O(N),
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under any traffic arrival process for which the switch is stable. Hence with a worst-case
delay of at most O(N) due to this re-sequencing, we can ensure that an overwhelming
majority of packets exit the switch in-order; in fact, since the output port holds a packet
for only as long as is necessary, the average delay of packets is much smaller than this
worst-case delay, as will be shown in Section 3.5. In contrast, all other present solutions to
the packet reordering problem incur O(N2) or O(N3) delays.
Our solution can be further refined to reduce the average delay of packets by relaxing
the packet ordering semantics as follows. The semantics discussed above, which we refer
to as per-switch-flow ordering, aims to ensure that packets arriving to the same input port
departs from the corresponding output port in the same order. The per-switch-flow ordering
is unnecessarily conservative because if two out-of-order packets within the same switch
flow belong to two different TCP flows, then having them depart the switch in a different
order would not negatively impact either TCP flow. The most relaxed yet still harmless
semantics would be to only ensure the sequencing of packets within a TCP flow, which we
refer to as per-TCP-flow ordering. With per-TCP-flow ordering, the average packet delay
(due to re-sequencing) can be reduced significantly, as an out-of-order packet no longer
has to be held waiting for packets from other TCP flows. This relaxed semantics, however,
is computationally expensive to implement, since to do so would require each output port
to perform per-TCP-flow queuing and re-sequencing. We propose the use of a slightly
less relaxed semantics called per-hashed-group ordering. With per-hashed-group ordering,
incoming packets at an input port with the same departure output port (i.e., the same switch
flow) are hashed to one of K counters and are numbered by the corresponding hashed
counter. Per-hashed-group ordering simply requires two packets belonging to the same
hashed group to depart in order in accordance to their assigned sequence numbers1. This
slightly less relaxed semantics results in almost the same level of reduction to the average
delay as per-TCP-flow ordering, but yet it has an implementation complexity comparable
1In contrast, with per-switch-flow ordering, incoming packets are numbered in accordance to their arrivals
to the same switch flow.
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to that of per-switch-flow ordering.
The rest of the chapter is organized as follows. In Section 3.2, we analyze the amount
of packet reordering under in a basic LBS. In Sections 3.3 and 3.4, we present the basic and
enhanced (with hash-grouping) RS-LBS schemes. In Section 3.5, we compare the average
delay performance of our re-sequencing schemes with existing LBS architectures. Finally,
we conclude the chapter in Section 3.6
3.2 Analysis of Packet Reordering Probability
As explained earlier, the efficacy of our natural solution hinges upon the premise that only
a tiny percentage of packet pairs are severely reordered when they reach their output ports.
A packet pair A and B within the same switch flow, A arriving earlier at the input port
than B, are considered severely reordered, if B arrives earlier than A by at least a lateness
threshold θ. Clearly, the larger is this lateness threshold θ, the smaller is the proportion of
severely reordered packet pairs.
In this section, we show, through a careful analysis, that even with a fairly small lateness
threshold of O(N), the proportion of severely reordered packet pairs can go down to a tiny
number. Note this O(N) result holds for any traffic arrival process for which the switch
is stable. However, in analyzing the constant factor (e.g., “23” in the following example)
in this O(N), we assume the arrival process is Poisson. For example, we will show that
when the switch is 90% loaded under Poisson traffic and the lateness threshold is set to
23N , no more than 1 out of 1,000 “back-to-back” packet (arrival) pairs in the same switch
flow will be severely reordered (There is a quotation mark around the word “back-to-back”
here, since between this pair of packet arrivals there can be other packet arrivals belonging
to other switch flows to this input port). This property allows our natural solution of re-
sequencing packets at the output ports to remove all but a tiny proportion of out-of-order
packets while introducing at most O(N) re-sequencing delay to each packet.
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3.2.1 Problem formulation
Consider two “back-to-back” packets A and B in the same swich flow where A arrives
before B. Let m1 and m2 be the intermediate ports that A and B transit through respec-
tively, and j be their common destination output port. Then A and B both transmit through
the j-th VOQ (for buffering all packets destined for output port j) at the corresponding
intermediate ports. If these two packets happen to transit through the same intermediate
port, i.e., m1 = m2, then they clearly will not be reordered because they go through the
same intermediate VOQ. Hence we assume m1 6= m2 when we analyze the reordering
probability.
Let L1 and L2 be random variables denoting the queuing delays that A and B experi-
ence, at the j-th VOQs of the intermediate ports m1 and m2, respectively. Define a cycle
as N time slots. Even if A and B depart from the input port simultaneously, B can arrive
at the output port at most L1 − L2 cycles before A. Based on this observation, given any
lateness threshold θ > 0 (in the unit of cycles), we aim to derive P (L1 − L2 > θ), the
probability that this pair of “back-to-back” packets is severely reordered (with respect to
θ).
Note this measure of packet reordering, namely “back-to-back” packet reordering prob-
ability, is different than the conventional measure readers may have in mind. In particular,
this measure does not account for all packet reordering cases that may impact TCP perfor-
mance, which would be accounted for in the conventional measure. For example, consider
5 “consecutive” packetsA,B, C,D, andE in the same switch flow. This measure accounts
only for the reorderings between 4 pairs of “back-to-back” packets: (A, B), (B, C), (C, D)
and (D, E), but not for other pairs such as (A, D) and (C, E).
We emphasize, however, that our measure is only used for the theoretical analysis, in-
cluding the O(N) packet waiting time proof, and for deciding on the right parameters used
in our packet buffering and re-sequencing schemes. We will use the conventional measure
of packet reordering when evaluating the efficacy of our schemes. We further emphasize
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that our O(N) proof (established below) remains valid according to the conventional mea-
sure, because our measure turns out to be more conservative than the conventional measure
for the following two reasons.
First, in estimating the reordering probability of a pair of “back-to-back” packets, we as-
sume these two packets depart from the input port, to their respective intermediate ports, si-
multaneously. However, in reality, two “back-to-back” packet arrivals (sayA andB) within
the same switch flow can be separated by τ packet arrivals, where τ can be tens, hundreds
or more packets from other switch flows. These τ intervening packets from other switch
flows would cause a gap of at least τ time slots (or τ/N cycles) between the departure
times of A and B from the input port. The reordering probability P (L1 − L2 > θ + τ/N)
can be much smaller than P (L1 − L2 > θ), when τ is tens, hundreds or more. Second,
the gap between the departure times of other pairs of packets within the same switch flow,
say A and C, is typically much wider than this τ , the gap between the departure times of
“back-to-back” pairs, hence the reordering probability between any such pair is generally
negligible compared to that between a “back-to-back” pair.
As mentioned earlier, each input port distributes incoming packets, regardless of their
destination output ports (i.e., the switch flows they belong to), uniformly to all N inter-
mediate ports in a round-robin fashion. It has been shown in [1] that, under very mild
assumptions on the traffic arrival process to the switch (i.e., to its input ports) such as
weakly mixing, for any j, m1, and m2, the packet arrival process to the j-th VOQ of the
intermediate portm1 and that to the j-th VOQ of the intermediate portm2 can be viewed as
i.i.d. stochastic random processes. Since these two intermediate VOQs also have the same
deterministic service process, more specifically switching one packet to output port j every
N time slots, the queuing processes of VOQs are i.i.d. Hence the queuing delays L1 and
L2 are i.i.d. random variables.
Let the packet arrival process to each of the N2 switch flows be independent of each
other and be stationary. Let λij ≥ 0 be the average arrival rate of packets arriving at input
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port i destined for output port j. Define λj ≡
∑N
i=1 λij to be the total average arrival rate
for output port j. Let the service rate of each input or intermediate port be 1. For this arrival
process (to the switch) to be admissible, we must have
N∑
j=1
λij < 1, i = 1, 2, . . . , N,
N∑
i=1
λij < 1, j = 1, 2, . . . , N.
3.2.2 The O(N) Proof
We again emphasize that Poisson assumption is not needed for deriving this O(N) proof.
Define πn ≡ P (L1 = n) for n = 0, 1, 2, . . .. Recall L1 is the queueing delay packet A
experiences at the j-th VOQ of the intermediate port m1. Since the arrival process to this
VOQ is stationary, as stated before, and the service process is deterministic (and hence
stationary), the distribution of L1 is precisely the stationary queueing delay distribution of
this VOQ. Since the term N does not appear in either the arrival rate λj or the service rate
1 (i.e., 1 packet every cycle or N time slots), it should not appear in the distribution of L1
(i.e., any of the πn terms). Hence each πn term is a function of only λ and n. Since L1 and
L2 are i.i.d., by the convolution formula, we have,
P (L1 − L2 ≥ θ) =
∞∑
k=θ













Note that the term N does not appear in the above formula. This implies that P (L1 −
L2 ≥ θ) is a function of only θ and λj . Hence given a load factor λj and a target P (L1 −
L2 ≥ θ) value (say 10−3), the θ value that allows us to reach (i.e., go under) this target
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P (L1 − L2 ≥ θ) value is a constant (with respect to N ). Note that under any admissible
traffic arrival process to the switch P (L1 <∞) = 1, so any nonnegative target P (L1−L2 ≥
θ) value can be reached, no matter how small it is. Hence the output needs to hold packet
B for up to θ cycles, or θN time slots, to achieve this target P (L1 − L2 ≥ θ) value. This
proves that at most O(N) amount of buffering (and waiting) is needed at each output port
to re-sequence the vast majority of packets.
3.2.3 Analysis of the Constant Factor θ
In analyzing the constant factor θ in this O(N) result, we assume that arrival processes
to all N2 switch flows are Poisson. With this Poisson assumption, the queuing process of
the j-th intermediate VOQ at intermediate port m1 can be viewed as M/D/1 (i.e., Poisson
arrival2 and deterministic service time). Then the distribution ofL1 is equal to the stationary
queueing delay distribution of this M/D/1 queue. The same can be said about the queuing
process of the j-th intermediate VOQ at intermediate m2, and about L2.
The distribution of L1 and its numerical computation
Recall that the (normalized) arrival rate to this M/D/1 queue (i.e., the j-th VOQ at interme-
diate port m1) is λj and its service rate is 1 (i.e., 1 packet every cycle or N time slots). For
the ease and clarity of the presentation, we drop the subscript j from λj and denote the total
load to the output port j simply as λ. By the Pollaczek-Khinchin formula [39], we have
π0 =1− λ (3.1)









(n− k − 1)!
]
2Due to the discretization of time into slots by the switch, this arrival process (to an intermediate VOQ)
is i.i.d. Bernoulli, not Poisson, even when the arrival process to the input port is assumed to be Poisson.
However, when N is large, which is what LBS is designed for, the Bernoulli process is stochastically very
close to the Poisson process.
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+ (1− λ)enλ. (3.3)
Unfortunately, computing (3.3) leads to numerical instability, since it is a summation
of alternating sign large absolute values. Our tests show that numerical computation via
Matlab can accurately compute only up to π10 when λ = 0.1 (10% loaded) and up to π20
when λ = 0.9 (90% loaded). We overcome the problem by using following upper bound







, n = 0, 1, 2, . . . (3.4)
where ζ0, α0, r and M1(r) are parameters that arise in analyzing this distribution via com-
plex analysis.
Fig. 3.1 presents the numerical results of this upper bound for load factors λ = 0.1, 0.5, 0.9,
with the parameters listed in Table 3.1. We see from the figure that the upper bound given
by (3.4) is quite tight when n is large. Thus whenever n is large enough so that πn cannot be
computed accurately using equation (3.3), it can be tightly bounded using equation (3.4).
Table 3.1: Parameters for the upper bound in equation (3.4) (taken from [40] with a correc-
tion).
λ ζ0 α0 r M1(r)
0.1 37.1 −444.8 84.0 384.0
0.5 3.5 −5.8 16.0 60.6
0.9 1.2 −0.26 8.0 0.95
Piecing Everything Together
Combining Equations (3.1), (3.2), (3.3) and (3.4), we obtain the following upper bound of
P (L1 − L2 ≥ θ), which is also a close approximation of it. Here d is the aforementioned
threshold such that, when n > d, an accurate numerical computation of πn using equation



































Figure 3.1: Comparing the true value of πn (denoted ground truth) with its upper bound
under λ = 0.1, 0.5, 0.9.
equation (3.3) can each be tightly bounded using equation (3.4), and their sums result in the
right-hand-side terms in inequalities (3.5) and (3.6). The proof of Theorem 1 is provided
in Appendix A.1.
Theorem 1. When θ > d, we have







When 0 ≤ θ ≤ d, we have






























































































Numerical Results of P (L1 − L2 ≥ θ)
Let P (θ) denote the tight upper bound of P (L1 − L2 ≥ θ) given in the right hand sides of
(3.5) and (3.6). P (θ) for λ = 0.1, 0.5, 0.9 is plotted in Figure 3.2. From their definitions
given in [40], we can infer that r ≥ ζ0 > 1, α0 < 0 and M1(r) > 0, and thus P (θ) is a
decreasing function of θ. This monotonicity can also be seen from Figure 3.2.
Given the monotonicity of P (θ), we can define Lε as follows. For any ε > 0, let Lε
be the smallest nonnegative number such that P (θ) ≤ ε if and only if θ ≥ Lε. Since the
service rate of an intermediate port VOQ is 1/N , as explained earlier, with probability no
more than ε, packet B arrives at output j at least LεN time slots earlier than A. So if B
waits up to LεN time slots at the output port, the probability that B departs from the output
port earlier thanA should be no more than ε. In other words, if we maintain a re-sequencing
buffer of size dLεeN at each output port, we can expect the packet reordering probability
to be no more than ε. For example, for ε = 10−3 and λ = 0.9, we have dLεe = 23. In
other words, if each output port maintains a re-sequencing buffer of size 23N , the switch
can keep the packet reordering probability below 10−3 when the traffic load is no more than
90%.
3.3 The Basic RS-LBS Scheme
In the previous section, we proved that a “back-to-back” packet pair A and B in the same
switch flow is, with high probability, re-ordered by at most O(N) time slots. Hence, the
core idea of our basic RS-LBS scheme is, for each output port j, to hold out-of-order
packets for at most O(N) time slots and re-sequence them to the extent possible under this
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Figure 3.2: P (θ), the upper bound of P (L1 − L2 ≥ θ).
O(N) maximum holding time constraint. With this idea, in theory at most P (L1−L2 ≥ θ)
fraction of packets will remain re-ordered after this buffering and re-sequencing.
3.3.1 Re-sequencing Policies
The key idea of the basic RS-LBS scheme is, however, insufficiently detailed to define our
scheme. The following packet re-sequencing policy at each output port fills the gap:
• Whenever a packet has waited for θN (equal to buffer size) time slots at an output
port buffer, we mark this packet (and all packets before it) as expired.
• We mark a packet as in-order, if and when all packets have departed from the output
port that are in the same switch flow as, and arrived earlier at the input port than, the
packet.
• A packet can depart from the output port whenever it is in-order or expired. If there
are multiple expired packets in the buffer, they will be served in the right order (ac-
cording to the order they arrive at the input port as indicated by an internal sequence
number field assigned by the input port).
23
Since the policy guarantees that no packet waits more than θN time slots in the buffer,
the re-sequencing delay is no larger than θN . A drawback of this policy, however, is that
it does not fully utilize the buffer space, because it may force an expired packet to depart
from the output port unnecessarily (i.e., even when the buffer is not full). An alternative
policy that fully utilizes the buffer is as follows:
• Each out-of-order packet shall keep waiting in the buffer until it becomes in-order or
the buffer is full.
• When the buffer is full and there are no in-order packets in the buffer, we mark the
packet that arrived at the switch (to any input port) the earliest as “expired”.
• A packet can depart from the output port whenever it is in-order or expired.
The second policy essentially keeps a packet in the buffer for as long as possible in
hopes of getting it back in-order. It is more aggressive than the first policy in reducing
the proportion of reordered packets, so it should result in a smaller number of packet re-
orderings than the first policy. However, conceivably there is a tradeoff here: the second
policy may result in a larger average re-sequencing delay than the first policy. To make
an informed decision as to which policy to adopt, we compared the reordering proportions
and re-sequencing delays of these two policies via simulations. Here is a summary of the
observations:
• The re-sequencing delay of first policy is slightly smaller than that of the second
when the buffer size is small (W = 2N or so), but are almost the same when the
buffer size is large (W ≥ 5N ).
• The re-ordering probability of the second policy is much smaller than that of the first
one.
We conclude from these observations that the second policy achieves a much better tradeoff
between packet reordering probability and re-sequencing delay. In addition, as will be
shown in Section 3.5.2, the re-sequencing delay will be even less an issue in the enhanced
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(by hash-grouping) RS-LBS scheme. Hence, we adopt the second policy in both the basic
and the enhanced RS-LBS schemes.
3.3.2 Implementation Issues
In this section, we explain some implementation issues regarding the aforementioned sec-
ond packet re-sequencing policy that we adopt for our RS-LBS schemes. At any input port,
an internal (switch-wide) header is added to each incoming packet that contains a times-
tamp, corresponding to the arrival time (slot) of the packet, and the identifier of the input
port. Information contained in this header is used by the output ports for implementing the
packet re-sequencing policy. At an output port, the packet re-sequencing operation dictated
by this policy can be implemented using a heap of O(N) nodes, and hence has a compu-
tational complexity of O(logN) per packet. This complexity can be further decreased to
O(1) using pipelined implementations of heaps or similar sorting data structures [41, 42,
43].
3.3.3 Stability of the Basic RS-LBS Scheme
Since our scheme holds at most O(N) additional (waiting) packets in each output port
buffer, compared to the basic LBS, our scheme is stable for any traffic arrival process for
which the basic LBS is stable. Note that, for all practical purposes, we may consider
the basic LBS to be stable under all aforementioned admissible traffic arrival processes,
although in theory, some very mild conditions, such as weakly mixing, need to be imposed
on the arrival processes to preclude the pathological cases in which the destination output
ports of packets arriving at an input port are perfectly synchronized with their “sequence
numbers modulo N” that create a severe load-imbalance across the intermediate ports. We
refer readers to [1] for further details on the mild conditions and the pathological cases they
aim to preclude.
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3.4 Improving the performance by hash-grouping
As explained in the introduction, the only type of packet reordering that negatively impacts
TCP performance is the reordering between two packets that belong to the same TCP flow.
However, our basic RS-LBS scheme is oblivious to the flow identifier of a packet, so a
packet already in-order within its own TCP flow may well be out-of-order within its switch
flow, and be kept waiting in the output port buffer. Clearly, this wait time unnecessarily
increases the average re-sequencing delay of a packet. A natural solution to this problem
is to make each output port aware of the (TCP) flow identifier information in the packets.
This solution, however, requires the output port to perform per-TCP-flow buffering and
queuing, which is prohibitively expensive computationally.
We use a hash-grouping technique that was first introduced in [44], which significantly
enhances the performance of the basic RS-LBS scheme, but yet has almost the same com-
putational complexity and implementation cost as the basic scheme. The key idea is that,
at each input port, the packets inside each switch flow are demultiplexed into K virtual
groups via hashing. In other words, the (TCP) flow identifier of each packet is hashed to
produce the index of the group to which the packet belongs. Note that since all packets of
a TCP flow have the same flow identifier, they will be assigned to the same virtual group
via hashing.
The packet re-sequencing policy needs only to be slightly revised to take advantage of
hash-grouping. A packet in a hashed group is considered in-order if it is in-order within
its own group, even though it is not in-order within its switch flow. With a sufficiently
large number of groups, each group contains only a small number of active TCP flows
at any given time. In this case, a large fraction of unnecessary wait time is avoided, and
the resulting re-sequencing delay becomes so small that it is almost the same as if the
output ports were to enforce correct packet ordering only within each TCP flow. We will
demonstrate the efficacy of this technique in Section 3.5.2.
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3.5 Evaluation
In this section, we compare the performance of our proposed approach with other existing
load-balanced switching algorithms, including the basic LBS [1], Uniform Frame Spread-
ing (UFS) [5], Full-Ordered Frame First (FOFF) [5], Padded Frames (PF) [4], and the
recently proposed Sprinklers scheme [3]. Although the basic LBS (labeled “Basic” in
subsequent figures) does not guarantee packet ordering, it is included in our comparisons
because it provides a lower bound on the average delay that any LBS-based scheme can
achieve. UFS, FOFF, PF, and Sprinklers are all known to provide fairly good performance
while guaranteeing packet ordering.
Throughout this section, we assume N = 64. The normalized traffic load λ injected
into the switch ranges from 0.1 to 0.95, while the output buffer size W varies from 0 to∞
(i.e., no restriction on the buffer size). We also vary the traffic patterns in our evaluation.
Our simulation covers 4 types of traffic matrices: uniform, quasi-diagonal, log-diagonal
and diagonal. The load matrices are listed in the order of how skewed the traffic is to an
output port: from uniform being the least skewed, to diagonal being the most skewed.
In order to simulate the effects of distributing TCP/UDP application flows into hashed
groups, we generate application flows over the simulation period using flow statistics mea-
sured from a real-world Internet traffic trace. Specifically, we assume that the arrival of
new application flows to an input port follows a Poisson process, and the rate and duration
of each new application flow, viewed as a random vector, follows the corresponding joint
empirical distribution measured from the traffic trace under consideration. The rate of this
Poisson process is set according to the intended traffic rate λ of the input port in a simula-
tion run, and the measured empirical average size (number of packets) of an applications
flow.
The trace used was donated privately to the authors and was collected by University
of North Carolina (UNC) on a 1 Gbps access link connecting the campus to the rest of the
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Internet on April 24, 2003. It contains 198, 944, 706 packet headers and around 13.5 million
flows. In our simulation study, incoming traffic to each input port is generated according to
the empirical flow statistics measured from this trace.
In the remainder of this section, we will first look at the performance of the basic RS-
LBS scheme, followed by the performance of the enhanced RS-LBS scheme (with hash-
grouping).
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Figure 3.3: Packet reordering probability of the RS-LBS scheme, with various buffer sizes
W .
3.5.1 Performance of Basic RS-LBS
The simulation results of the packet reordering probability and mean delay of our approach
are shown in Fig. 3.3 and Fig. 3.4 respectively. As explained earlier, for evaluating em-
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Figure 3.4: Average delay of the RS-LBS scheme, with various buffer sizes W , compared
to UFS, FOFF, PF, and Sprinklers.
pirical performance we use the conventional measure of packet reordering: a packet A is
considered re-ordered if and only if it departs from the output port earlier than another
packet in the same TCP flow that arrives at the input port earlier than A. The infinite out-
put buffer size case (“RS-LBS (W = ∞)”) is when all out-of-order packets wait at the
output port until they are in-order. This guarantees a zero packet reordering probability,
and its delay can be taken as an upper bound for the re-sequencing delay introduced by our
scheme.
Fig. 3.3 presents the packet reordering probability of our RS-LBS scheme. The packet
reordering probabilities are in line with our analysis in Section 3.2. For instance, when the
traffic load is λ = 0.9, for all 4 traffic patterns, the packet reordering probability is around
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Figure 3.5: Packet reordering probability of the RS-LBS scheme with hash-grouping (K =
1000 groups).
10−3 when the buffer size W = 10N and is around 10−4 when W = 23N . Interestingly,
even with W = 2, the packet reordering probability is drastically reduced for light loads
compared to the basic LBS.
Fig. 3.4 presents the average delay. Compared to the other LBS-based schemes, the
delay of our RS-LBS scheme looks fairly good for uniform and quasi-diagonal traffic, but
this is not the case for log-diagonal and diagonal traffic. We explain this observation as
follows:
• The frame-based load-balancing algorithms, such as UFS, FOFF and PF, have very
good delay performance for diagonal or log-diagonal traffic since aggregating a full
frame when the traffic pattern is “concentrated” is relatively effortless.
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Figure 3.6: Average delay of the RS-LBS scheme with hash-grouping (K = 1000 groups),
compared to UFS, FOFF, PF, and Sprinklers.
• In contrast, the load-balanced stage spreads traffic from the input ports uniformly
across the intermediate ports, so a “concentrated” traffic pattern provides no benefit
to the basic LBS and our scheme. The queue length distribution at the intermediate
ports stay roughly the same no matter what the traffic pattern is (recall that no explicit
assumption was made on the traffic matrix for the derivation of the bound on the
packet reordering probability in Section 3.2.3), as does the re-sequencing delay.
In summary, the queuing delay of UFS, FOFF and PF is small for diagonal or log-diagonal
traffic while the re-sequencing delay of RS-LBS remains unchanged, as concentrated traffic
benefits the frame-based schemes. However, as we shall see below, the introduction of the
“hash-grouping” technique (from Section 3.4) overcomes this weakness.
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3.5.2 Performance of Enhanced (with Hash-Grouping) RS-LBS
As mentioned earlier, our natural solution can be enhanced by relaxing the packet reorder-
ing semantics and implementing the hash-grouping technique. In our simulations, the num-
ber of virtual groups for each switch flow is set to K = 1, 000.
Fig. 3.5 presents the packet reordering probability. We see from the figure that the
packet reordering probability is decreased by a factor of approximately 10 times compared
to the original scheme. For instance, when the traffic load is λ = 0.9, the packet reordering
probability is around 10−4 for a buffer size W = 10N (in contrast to 10−3 in Fig. 3.4).
When W = 23N , the packet reorder probability is so miniscule for λ = 0.9 that we did not
observe any packet reordering in our simulations.
Fig. 3.6 presents the average delay, demonstrating a significant improvement over the
original approach. It can be seen from Fig. 3.6 that the average delay is now almost the
same to the average delay of the basic LBS, no matter how large buffer size we use. In other
words, by using the hash-grouping technique, our scheme achieves an amazing tradeoff: it
is expected to bound the packet reordering probability to an arbitrarily small value with a
linear, i.e., O(N), buffer size and a negligible average re-sequencing delay. We also see
that the average delay of the scheme with hash-grouping on the log-diagonal and diagonal
traffic matrices is much lower compared to the basic RS-LBS scheme. Overall, it is clear
that hash-grouping significantly improves our original scheme with a minor incremental
memory cost.
3.6 Conclusion
In this chapter, we showed that the amount of packet reordering that can occur in the LBS is
actually quite limited. This means that packet ordering can be ensured simply by employing
reordering buffers at the switch outputs. In particular, we formally bound the worst-case
amount of time that a packet has to wait in these output reordering buffers before it is guar-
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anteed to be ready for in-order departure with high probability, and we prove that this bound
is linear with respect to the switch size. This linear bound is significant because previous
approaches can add quadratic or cubic delays to the load-balanced switch. Further, we pre-
sented hash-grouping strategies at the switch outputs that can further reduce the average
packet waiting times at the output reordering buffers. We showed experimentally that our
packet reordering approach significantly outperforms existing load-balanced switch archi-
tectures. Finally, we believe that our analytical framework and main theoretical results are




SRS: SAFE RANDOMIZED LOAD-BALANCED SWITCHING BY DIFFUSING
EXTRA LOADS
4.1 Overview
As mentioned in Chapter 1, one simple approach for ensuring correct packet order in an
application flow, which is all that matters, is randomized load-balancing. This approach,
called Application Flow-Based Routing (AFBR) algorithm [5], is based on the following
insight: To prevent harmful effects in TCP performance due to out-of-order packets, only
packets belonging to the same application flow (e.g. a TCP/IP flow) have to depart from
their output port in order. This can be achieved by forcing all packets that belong to the
same application flow to go through the same intermediate port. In doing so, all packets
belonging to the same application flow are guaranteed to take the same path through the
switch, which avoids reordering among them. The selection of intermediate port can be
easily achieved by hashing on the header field of every packet (source and destination IP
addresses, source and destination ports, and protocol identification) to obtain a value from
1 to N . Hence this approach is nicknamed TCP hashing. Although simple and intuitive,
the main drawback of TCP hashing is that stability cannot be guaranteed.
In this chapter, we investigate the sources of instability in the TCP hashing approach
in order to derive mechanisms that can mitigate them. In particular, at the first switch-
ing stage, each input port i is only connected to an intermediate port once every N time
slots, or equivalently at 1
N
of the line rate, via a deterministic connection pattern. Persistent
overloading occurs at an input port when the arrival rate of packets hashed to the same
intermediate port exceeds 1
N
of the line rate for a long period of time, which can occur
depending on the mix of flow sizes and durations in the group of flows that gets randomly
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hashed to route through the same intermediate port. For example, such persistent overload-
ing can happen if there is a long-lived elephant flow in their midst. Although the notion of
instability used here is a practical one (with respect to the limited packet buffer a switch has
on each input or intermediate port), we will explain that TCP hashing could become unsta-
ble also under a theoretical and more restrictive notion of stability called rate-stability [45].
In comparison, the approach that we propose in this paper is provably rate-stable.
Similarly, at the second switching stage, each intermediate port m is also only con-
nected to an output port j at 1
N
of the line rate. Packets queued at an intermediate port may
come from different input ports, possibly from all N of them. Overloading occurs at an
intermediate port when the arrival rate of packets destined to the same output port, from all
N inputs, exceeds 1
N
of the line rate.
4.1.1 Our Approach
Two Safety Mechanisms
To remedy these problems, we extend the basic flow randomization scheme with two safety
mechanisms. First, let λij be the arrival rate for V OQij , the Virtual Output Queue (VOQ)
of packets arriving at input port i with output destination j. Depending on the hash values
of their flow identifiers, the set of TCP/UDP flows within V OQij can be partitioned into
N subsets called bins. Each bin m, m = 1, 2, . . . , N , corresponds to the set of flows that
are hashed (and hence need to be switched) to intermediate port m. Using a simple credit
scheme that we will describe in Section 4.2.1, without any knowledge or measurement of
the value of λij , we can limit the rate at which packets in each bin are served (switched) to
at most λij
N
. We will show in Section 4.2.1 that, the first safety mechanism, when enforced
on every VOQ, ensures no overloading at any input or intermediate port, by the “normal”
(i.e., rate-limited) traffic, under any admissible arrival traffic, and that it does so in the least
restrictive manner in the following sense: λij
N
is indeed the maximum traffic rate that can
be granted to each bin safely (i.e., without overloading any input or intermediate port).
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However, by limiting the service rate of each such bin at an input port to λij
N
, those
bins with traffic arrival rates exceeding that limit (e.g., bins that contain elephant flows as
mentioned above) can grow in size. To ensure that these bins do not grow infinitely, thus
leading to instability, we implement a second safety mechanism in which once a build-up of
packets at a bin exceeds some threshold W ≥ N in size, we “evacuate” the excess load by
uniformly diffusing the build-up of packets across all intermediate ports (i.e., a full-frame of
N packets are uniformly spread one-to-one to the N intermediate ports). We introduce an
easy-to-implement technique to ensure packet ordering when this evacuation mechanism
kicks in, which involves requiring a “to-be-evacuated” bin to wait till it is safe (from packet
reordering) to do so. Due to this waiting, careful scheduling is needed to coordinate an
“orderly evacuation” of all bins being evacuated at any input port to ensure that every bin
has a fair chance to have its backlog duly cleared, which we will explain in Section 4.2.1.
The Stability Proof
We prove that our Safe Randomization Switch (SRS) scheme can achieve 100% throughput
(i.e., rate-stability), while guaranteeing packet order, under any admissible input traffic
that is allowed to change rapidly dynamically over time. Proving the stability of SRS is
very challenging partly because it appears hard to make the standard machinery of fluid
analysis [46] work for this problem, despite our considerable efforts.
In arriving at this proof, we have invented a general methodology for proving the
stability of queues. Our proof is based on the following extremal argument. Suppose
SRS is not stable so that the total length Q(t) of a subset of queues in SRS, as a func-
tion of time t, does not satisfy the stability condition limt→∞
Q(t)
t
= 0. Then we de-
fine γ ≡ lim supt→∞ Q(t)t > 0. Let ti, i = 1, 2, . . ., be a sequence of times such that
limi→∞ ti = ∞ and limi→∞ Q(ti)ti = γ. Starting with this time sequence ti, by the prop-
erties of the aforementioned credit scheme (for rate-limiting “TCP hashed” traffic into
each intermediate port) and the aforementioned scheduler for the orderly evacuation, and
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through standard busy period arguments, we can construct another sequence of times t′i,




> γ, which contradicts the
definition of γ.
The rest of the chapter is organized as follows. In Section 4.2, we describe the SRS
architecture in details. In Section 4.3, we prove the stability of the SRS architecture. In
Section 4.4, we state a few important facts concerning the stability and starvation issues of
SRS. In Section 4.5, we compare the average delay performance of SRS with other LBS
solutions. Finally, we conclude the chapter in Section 4.6.
4.2 Design of SRS
In this work, we make the standard assumption that all incoming variable-size packets
are segmented into fixed-size packets (sometimes referred to as cells), which are then re-
assembled when leaving the switch. Hence we consider the switching of only fixed-size
packets in the sequel, and each such fixed-size packet takes exactly one time slot to trans-
mit. We also make the standard homogeneity assumption that every input, intermediate, or
output port operates at the same speed: Each can process and transmit exactly one (fixed-
size) packet per time slot. We refer to this service rate as 1. Every connection made in a
switching fabric also has speed of 1 (i.e., one packet can be switched per time slot). Since
N connections are made by a switching fabric at any time slot, up to N packets can be
switched by it during each time slot.
Since the connection patterns at both switching fabrics are deterministic periodic se-
quences, as explained in Section 2.2, the actions of a load-balanced switch are completely
determined by its policies of scheduling packets (for switching service) at both the input
ports and the intermediate ports. We describe the operations, including such scheduling
policies and other supporting mechanisms, at input ports and at intermediate ports in Sec-
tions 4.2.1 and 4.2.2 respectively.
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4.2.1 Operations at an Input Port
Throughout this section, whenever possible, we describe only the operations at an input
port i, since those at other input ports are identical. We emphasize that all these operations
are fully distributed and have a total computational complexity of O(1) per packet per port
when properly implemented. Readers may refer to Appendix B.3 for detailed discussions
on this and other complexities (e.g., space).




Figure 4.1: The N2 bins at input port i.
As described earlier, for each output (destination) port 1 ≤ j ≤ N , packets in V OQij
are divided into N bins via “TCP-hashing”, which we denote as Bij1, Bij2, . . . , BijN . A
logical arrangement of the N2 bins at input port i is illustrated in Figure 4.1. Each column
of bins correspond to a VOQ. For example, the jth column, highlighted in the figure, con-
tains N bins Bij1, Bij2, . . ., BijN that belong to V OQij . Each bin is a FIFO queue: All
packet arrivals to the bin are to be served in the FIFO order.
By default, for any 1 ≤ m ≤ N , packets in binBijm are routed through the intermediate
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port m. We refer to this mode of operation as the Random Single Path (RSP) mode. A bin
is in the RSP mode by default, unless it enters the other mode of operation called the UFS
mode (described next) due to exceeding its rate limit, as mentioned earlier. With the RSP
mode, all packets belonging to the same application (TCP or UDP) flow are routed along
the same path through the switch, thereby ensuring their packet order. As explained earlier,
we limit, the rate at which packets in each bin Bijm can be served under the RSP mode to
λij
N
, where λij is the arrival rate of V OQij . This rate-limiting is achieved using a simple
credit-based mechanism (to be described in Section 4.2.1), in which a bin Bijm is eligible
for service under the RSP mode, if and only if the bin is in the RSP mode (i.e., has not
entered the UFS mode) and has enough credit left to pay for the (RSP) service; we call
such a bin RSP-ready.




packets have to be queued at the bin, due to having no credit left to pay for their service
under the RSP mode, and the length of the queue can become very long. Our solution is,
once the queue length reaches a threshold W (≥ N ), the switch will eventually allow all
packets in the bin to “evacuate” through allN intermediate ports simultaneously, one frame
(ofN packets) at a time and hence at a very high rate, until the queue is cleared. We refer to
this mode of operation as UFS, named after the prior work (described in Section 2.3.2) that
serves packets within each VOQ frame by frame to avoid packet reorder [5]. As discussed
earlier, when the service of a bin is switched from the RSP mode to the UFS mode, care
needs to be taken so that packet reorder will not happen during the transition, which we
will elaborate on in Section 4.2.1. In the meantime, we simply call a bin UFS-ready when
it is safe (from packet reorder) to do so. Note that SRS does not inherit the long buffering
delay issue from UFS for low-rate VOQs, because as mentioned earlier, it uses UFS only
for “evacuating” a bin (consisting of a subset of flows in a VOQ) that has too many (rather
than too few) packets in it.
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The “Master” Bin Scheduling Policy
Algorithm 1 The “master” bin scheduling policy at input port i.
When connected to intermediate port 1:
1: if at least one bin is UFS-ready then
2: Transmit the HOL frame (of N packets) of a UFS-ready bin (say Bijm) in the
next N time slots;
3: else
4: Switch packets in the RSP mode in the following N time slots, as described in
Algorithm 2;
The “master” bin scheduling policy, which governs the order in which theseN2 bins are
serviced (by the first switching fabric), is shown in Algorithm 1. It essentially states that,
when there are both RSP-ready and UFS-ready bins waiting for their respective services,
UFS-ready bins take priority. This policy makes sense because UFS kicks in only when
a bin has a very long queue and needs to be “evacuated” quickly. However, as we will
elaborate in Section 4.4, it may unfairly starve (i.e., deny service to) certain bins while
sparing others, when the switch is persistently overloaded, although ideally it should starve
every bin in a proportional fair way.
The “pseudocode” of this policy is shown in Algorithm 1. Whenever the input port i
is connected to intermediate port 1 (by the first switching fabric), it checks whether one or
more of these N2 bins are UFS-ready. If so, the input port i selects one of the UFS-ready
bins – according to the aforementioned “orderly evacuation” policy that we will elaborate
on in Section 4.2.1 – for a full frame of UFS service: It transmits the HOL frame (i.e.,
the first N packets) of the selected bin in the next N time slots to the intermediate ports
1, 2, . . . , N respectively.
Otherwise, input port i instead serves packets in the RSP mode during the next N time
slots as follows. Recall that the input port i is connected to intermediate port 1, 2, ..., N
respectively in next N time slots. This corresponds to rows 1, 2, . . . , N (of bins) in Fig-
ure 4.1 taking turns to receive a unit (packet) of switching service. When it is the turn
of row m (highlighted in Figure 4.1 and containing bins Bi1m, Bi2m, . . . , Binm), to receive
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service, if one or more of these bins are both RSP-ready and non-empty, one such bin will
be selected – in a round-robin manner – to receive RSP service (i.e., to have its HOL packet
switched to intermediate port m) during this time slot. This round-robin scheduling can be
implemented by maintaining, for each “row”m, a linked list of non-empty RSP-ready bins,
and the computational complexity of this implementation is only O(1) per packet per port,
as we will elaborate in Appendix B.3. Note that, adopting the round-robin policy here for
scheduling non-empty RSP-ready bins (in each row m) is for optimizing the overall delay
performance of the switch, and for providing a certain degree of fairness to these bins. It
is not essential for ensuring switch stability: Our rate-stability proof assumes only that this
scheduling policy is work-conserving in the sense the input port i must serve a non-empty
RSP-ready bin in row m if at least one such bin exists.
UFS Waiting and Evacuation Phases for Packet Reorder Avoidance
Recall that when the queue length of a bin Bijm reaches or exceeds the aforementioned
evacuation threshold W , its service mode is changed to UFS (from RSP). When this hap-
pens, Bijm is no longer eligible for RSP service, even if it still has unused credits, until its
queue is eventually cleared by UFS. In this case, the intermediate portm is informed of this
change. This notification can be piggybacked to the next packet (RSP or UFS) destined for
intermediate port m, and hence does not have to consume a time slot.
This bin Bijm is however not eligible for the UFS service right away (i.e. not UFS-
ready) for the following reason. One or more packets sent earlier from the same input bin
Bijm to the intermediate port may still be queued at intermediate port m, and more specif-
ically at intermediate bin Hijm, as will be explained in Section 4.2.2. Suppose Bijm is
allowed to start receiving UFS service right away and sends out one or more UFS frames
to the intermediate ports. Because UFS packets also take strict priority over RSP packets at
intermediate ports, as we will explain in Section 4.2.2, those UFS packets sent to interme-
diate port m from Bijm may arrive at and then depart from the output port j before those
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RSP packets queued in Hijm do, causing packet reorder. We refer to the status of bin Bijm
at this moment as in the UFS waiting phase, in the sense that it has entered the UFS mode,
but is not yet eligible for UFS service.
When the aforementioned intermediate bin Hijm has been cleared at intermediate port
m, a notification message is sent back to input port i. Upon receiving the notification, Bijm
exits the UFS waiting phase, becomes UFS-ready, and joins the ranks of other UFS-ready
bins for the “orderly evacuation”. We say that the bin Bijm enters the UFS evacuation
phase at this moment. By waiting for Hijm to clear before evacuating Bijm, which pre-
vents the reordering between an earlier RSP packet and a later UFS packet within the same
VOQ, SRS ensures correct packet order in every VOQ because, as discussed earlier, re-
ordering cannot happen between two RSP packets or two UFS packets within the same
VOQ. Note the overhead caused by such notifications is quite small, considering that even
an excessively overloaded bin (say with a traffic rate close to 90% of the VOQ it belongs
to) triggers such a notification no more frequent than once every O(W ) time slots, where
W ≥ N is the aforementioned UFS evacuation threshold.
So far, our description of the operations at an input port i is complete except for the
following two critical components: (i) the credit-based mechanism for limiting the rate at




is the traffic arrival rate to V OQij , and (ii) the scheduling policy for ensuring the “orderly
evacuation” of UFS-ready bins. They will be described in the next two sections respec-
tively.
Credit-Based Mechanism for RSP Rate-Limiting
In this section, we describe the aforementioned credit-based mechanism for limiting the




Before we do so, however, we need to first explain the rationale behind setting this rate
limit to λij
N
. Recall that RSP is the preferred and default mode of operation due to its low
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buffering delay, so we would like to make this rate limit as high as possible. Our rationale
for this rate-limit is simple yet subtle: For any 1 ≤ i, j,m ≤ N , λij
N
is the highest RSP
traffic rate the input port i can grant, under any “nondiscriminatory policy” (i.e., with a
policy statement that does not “discriminate against” any particular values of i, j,m), to
the bin Bijm without risking compromising the rate-stability of the set of bins that buffer
packets destined for the output port j, at the intermediate port m. We will elaborate on the
details and the subtleties of this rationale in Appendix B.1.
It is actually more appropriate to consider this objective of rate-limiting a fair resource
allocation scheme: Under this scheme, for any 1 ≤ i, j ≤ N , the switch provides almost
equal amount of RSP service to the N bins Bij1, Bij2, . . ., BijN that traffic in V OQij splits
into (via TCP-hashing). How to perform such a fair resource allocation, using various token
bucket, leaky bucket, credit counter primitives, and their combinations, has been thoroughly
studied for more than three decades [47, 48, 49, 50, 51]. In fact, many techniques for
accomplishing this fair resource allocation task, all of which are slight variants of one
another and provide similar or identical guarantees, can be pieced together using these
“off-the-shelf” primitives.
Algorithm 2 Scheduling RSP packets at input port i
When connected to intermediate port m = 1,2, . . . ,N:
1: Pick an nonempty RSP-ready bin Bijm with CRijm ≥ 1, in round-robin order, from
{Bi1m, Bi2m, . . . , BiNm} (i.e., bins in row m as highlighted in Figure 4.1);
2: if such a Bijm exists then
3: Switch the HOL packet of Bijm;
4: Update RSP credit counters per Algorithm 3;
5: else
6: Idle;
We piece together one that is simple to state, cheap to implement, and low in compu-
tational complexity (O(1) per packet per port), but do not consider it a contribution of this
work. It is a credit redistribution mechanism, shown in Algorithm 2 and Algorithm 3. In
this mechanism, each bin Bijm has a credit counter CRijm associated with it. As shown in
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Algorithm 3 Updating RSP credit counters at input port i
1: Initialize: Set all RSP credit counters CRijm, j,m = 1, 2, . . . , N to a positive integer
constant C ≥ 1;
After switching the HOL packet of Bijm, for i, j,m = 1,2, . . . ,N:
2: Decrement counter CRijm by 1;
3: Increment counters CRij1, C
R






Line 1 of Algorithm 3, initially all credit counters are initialized to a positive constant C.
Once an RSP-ready bin (say Bijm) is chosen for service in the RSP mode – in the round-
robin fashion as described above (Line 1 in Algorithm 2) – 1 unit of credit is subtracted
from CRijm (Line 2 in Algorithm 3), and
1
N
unit of credit is deposited to each of the N credit
counters associated respectively with theN bins in the jth column highlighted in Figure 4.1
(Line 3 in Algorithm 3). In other words, the unit of credit paid byBijm for the RSP service,
will be evenly distributed to all N bins belonging to V OQij , including Bijm itself. We will
prove in Appendix B.5 that this credit redistribution mechanism provides the following fair
resource allocation guarantee.
Lemma 1. LetDRijm(t), i, j,m = 1, . . . , N , be the cumulative number of packet departures
fromBijm in RSP mode by time slot t. Then for any two different input port bins in the same
VOQ, say Bijm and Bijm′ in V OQ(i, j) and for any time t > 0, we have
|DRijm(t)−DRijm′(t)| ≤ NC (4.1)
It follows as an immediate “corollary” from this lemma that during any time interval
[t1, t2] that is “long enough,” the respective average rates at which RSP service is provided
to two different bins belonging to the same V OQ is roughly the same. This is precisely
the aforementioned fair resource allocation objective we would like to achieve. While
this credit mechanism is easy to describe, it is very computationally expensive (O(N) per
packet per port) to implement. In Appendix B.3, we will describe a low complexity (O(1)
per packet per port) algorithm that provides almost the same guarantee.
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Orderly Evacuation in UFS Mode
Recall there are altogether N2 bins at input port i, and many of them can be UFS-ready
(i.e., in the UFS evacuation phase) at the same time, especially when the traffic load is
heavy. As discussed in Section 4.1.1, these UFS-ready bins need to be evacuated (via
UFS) in an orderly fashion. The idealized objective of this orderly evacuation is that, for
any bin, once it enters the UFS evacuation phase, its queue length should be strictly non-
increasing over time despite new packet arrivals to this bin, until it exits the UFS mode
(after its queue length drops under N ). This objective is however unrealistic in practice
due to the following service granularity restriction: The smallest unit of UFS service is a
frame (of N consecutive time slots), and while a bin is being served during these N time
slots, queue lengths of some other UFS-ready bins can increase due to new packet arrivals.
Hence our realistic objective is to ensure that the queue length of any UFS-ready bin is
roughly non-increasing over time except for a fluctuation caused by this service granularity
restriction.
This objective again can be formulated as a proportional fair resource (traffic rate) al-
location problem: to serve a bin at a rate no smaller than its average packet arrival rate.
Again, we achieve this objective using a scheduler comprised of aforementioned “off-the-
shelf” primitives, but do not consider this scheduler a contribution of this work. More
specifically, this scheduler achieves the following guarantee (that the bin length is roughly
non-increasing), which we prove in Appendix B.8.
Lemma 2. Let Bijm(t), i, j,m = 1, . . . , N , denote the queue length of the bin Bijm at time
slot t. If Bijm remains in UFS evacuation phase during a time interval [t1, t2], we must
have
Bijm(t2)−Bijm(t1) ≤ N3
The basic idea of this scheduler is to keep track of increases in backlog to a bin after
it has become UFS-ready. This is achieved by associating a UFS “pressure” counter with
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Gjm
Figure 4.2: How bins are served at intermediate port m. Queue group Gjm, highlighted
here, will be defined in Section 4.3.
each bin that keeps track of the number of new packet arrivals since the bin has become
UFS-ready (i.e., the “pressure build-up”), minus the “pressure relief” in the form of UFS
service provided to this bin. Whenever the scheduler needs to pick a UFS frame to serve
next, it will pick the HOL frame of the bin with the highest pressure counter value. The
detailed design of this scheduler is shown in Appendix B.2. The computational complexity
of this scheduler is O(1) per packet per port, as we explain in Appendix B.3.
4.2.2 Operations at an intermediate port
In SRS, intermediate ports play a passive role in packet and frame scheduling. They mostly
follow the RSP and UFS scheduling decisions made by the input ports. More specifically,
like input ports, intermediate ports also prioritize UFS frames over RSP packets. In addi-
tion, intermediate ports serve UFS frames in the order dictated by the input ports, which,
as far as the intermediate ports are concerned, is the FIFO order.
We describe operations at an intermediate port m: Operations at other intermediate
ports are identical. As shown in Figure 4.2, at intermediate port m, N2 RSP bins Hijm
are maintained for i, j = 1, 2, . . . , N . Bin Hijm buffers RSP packets switched from input
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port i that are destined for output port j. It is clear that all these packets come from input
bin Bijm. In addition, N UFS bins Ujm, for j = 1, 2, . . . , N , are maintained for buffering
UFS packets sent to it from all N input ports, with all UFS packets destined for output
port j appended to the end of the bin Ujm. Whenever intermediate port m is connected to
output port j, the intermediate port m first checks if the corresponding UFS queue Ujm is
non-empty. If so, it first serves its HOL packet. Otherwise, it serves a RSP packet from one
of H1jm, H2jm, . . . , HNjm in the round-robin1 order. Finally, when a bin Hijm is cleared
and Bijm is in the UFS waiting phase, a notification to input port i is triggered.
4.2.3 Variation based on input port load
In this section, we describe a variant of the baseline SRS architecture that can improve its
delay performance when the traffic load is high, as will be shown in Section 4.5. Its basic
idea is that if the total traffic arrival rate to an input port is very high, the switch simply
serves it using the UFS scheme. Note this UFS scheme, which serves each VOQ frame by
frame, is different than the UFS mode, which serves each bin frame by frame. We call this
variant “SRS-UFS”. A high-level overview of this variant is as follows:
(i) When a packet arrives, besides being hashed into a bin Bijm as in SRS, it is also
inserted into a “shadow” VOQ Zij . When a packet is removed from Bijm, it is also
removed from its shadow VOQ Zij (and vice versa when Zij is served by UFS as
described next).
(ii) Each input port tracks its traffic arrival rate, using a lightweight measurement mech-
anism such as “sample and count”. When the arrival rate to an input port i exceeds
some threshold ρ̄, say 0.75, the input port i stops “TCP-hashing” its traffic into the
N2 Bijm bins, and instead demultiplexes all future packet arrivals to their respective
shadow VOQs (there are N of them). These shadow VOQs will soon be served via
1Note that our stability proof, shown in the next section, assumes only that this service discipline is work-
conserving. We choose round-robin scheduler simply because it is computationally cheap (O(1) per packet
per port) to implement, as we explain in Appendix B.3.
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UFS. However, before this “SRS to UFS” transition happens, the input port i has to
wait until all N2 corresponding Hijm queues at the N intermediate ports are cleared,
to prevent packet reordering.
(iii) Once an input port starts to serve all its VOQs via UFS, it continues to do so until
the traffic arrival rate to the input port drops below a smaller threshold ρ (than ρ̄),
say 0.65, at which point the switch transitions back to serving the traffic via the
baseline SRS. Keeping a “safe distance” between these two thresholds prevents the
switch from transitioning back and forth frequently between the baseline SRS and
the UFS scheme, when the traffic arrival rate to an input port fluctuates around the
higher threshold ρ̄. It also improves the tolerance of the switch to the inaccuracies in
tracking the traffic arrival rates to the input ports using a lightweight measurement
mechanism.
4.3 Stability Analysis
In this section, we prove that SRS can achieve 100% throughput2. Equivalently, we prove
that the total backlog in the Bijm, Hijm or Ujm bins does not accumulate at a positive rate
over time, even when the switch is 100% loaded. This notion of (queue) stability is known
as rate-stability [45], because it implies that the long-run average of packet departure rate
is equal to that of packet arrival rate when the switch is no more than 100% loaded.
At the first glance, this stability is guaranteed since as queues grow longer the algorithm
switches to UFS, which is known to be (rate) stable. However, the short stability explana-
tion/proof in the UFS paper [5] does not apply to SRS for several reasons. Chief among
them is that, in SRS, an input port bin can start transmitting in the UFS mode only after
its corresponding intermediate port bin is cleared, which may never happen with poorly
designed safety mechanisms, whereas in UFS, this transmission does not have to wait.
To implicitly (i.e., woven into the fabric of the stability proof) prove that this clearance
2The rate-stability of SRS-UFS can be derived from that of SRS and of UFS.
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will happen because of the properly designed safe mechanisms (fair RSP rate-limiting and
orderly UFS evacuations) contributes to the length and the perceived complexities of the
proof.
Recall that Bijm(t) denotes the queue length of bin Bijm at time t; Hijm(t) and Ujm(t)
















= 0, j,m = 1, . . . , N
for any deterministic packet arrival process that satisfies a mild admissible condition (to
be stated next) and for any arbitrary initial queue lengths of B, H , and U (at time 0).
Note that in the proof, we actually assume all queues in the switch are empty at time 0.
It is however not hard to extend this proof to accommodate arbitrary initial queue lengths,
as will be explained at the end of Section 4.3.2.
We now state the only (mild) admissible condition that we have to exogenously impose
on the traffic arrival process. Let Aijm(t) be the cumulative number of packet arrivals into
bin Bijm by time slot t (since time 0). Define Aj(t) ≡
∑N
i,m=1Aijm(t). Aj(t) is the total
number of packets that have arrived at all input ports by time slot t and are destined for
output port j. The admissible condition, which we exogenously impose, is that, for each





= λj j = 1, 2, . . . , N (4.2)
In other words, the long-run-average total rate of all traffic destined for output port j must
exist and is no more than 1 (i.e., 100% loaded). This admissible condition is weaker than the
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usual notion of admissibility, in which the long-run-average of each λij , for i = 1, 2, . . . , N ,
must exist.
In the worst case, up to N packets destined for output j can arrive, one at each input
port, during a single time slot. Therefore, for any t ≥ 0, we always have
Aj(t) ≤ Nt (4.3)
Note that, in our proof, we do assume another admissible condition that at most one packet
can arrive at each input port in a single time slot. This condition is however imposed
“endogenously” by the maximum rate of the network link and the clock speed of the input
line card circuitry, not “exogenously” by us.
In the following, we first develop a property of the packet arrival process Aj(t) in
the form of a general lemma, and then describe some important queuing dynamics of the
switch that result from the aforementioned RSP credit redistribution mechanism and the
aforementioned UFS orderly evacuation scheduler. Then we prove Theorem 2 in Section
4.3.2.
4.3.1 System dynamics and notations
We develop only the dynamics of queues that hold packets destined for (i.e., associated
with) an arbitrary (but fixed) output port j; Queues associated with any other output port
have the same dynamics. To facilitate the following presentation, for i,m = 1, 2, . . . , N ,








∣∣m = 1, 2, . . . , N}
Gjm ≡ {Ujm} ∪
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i,m=1 Bijm(t) be the total number of packets in queue group Bj at time slot
t. Similarly we define Gjm(t) ,
∑N
i=1 Hijm(t) + Ujm(t), m = 1, . . . , N .
As mentioned earlier, throughout this paper, time is slotted and is numbered by nonneg-
ative integers, and we use the terms “time” and “time slot” interchangeably. By convention,
time starts at (slot) 0 and packets start to arrive at or after (slot) 1. When we say “at/by time
(slot) t”, we mean “at/by the end of time slot t”. For example, the queue length of Bijm at
time t refers to that at the end of time slot t, which accounts for any (packet) arrival and/or
any departure that has happened during time slot t.
Arrival process dynamics
In this section, we state a purely mathematical lemma (i.e., has nothing to do with switching
or networking by itself) that applies to any deterministic arrival process whose long-run
average converges to a constant, including the aforementioned Aj(t).
Lemma 3. Let {X(t), t ≥ 0}, be an arbitrary deterministic time series. If there exists a
constant λ ∈ R such that limt→∞ X(t)t = λ, then for any ε > 0 and p ∈ (0, 1], there exists
a constant TX > 0, such that
T ≥ TX
0 ≤ t1 < t2 ≤ T
t2 − t1 ≥ pT




= λ, for ε′ = pε/4, there exists a constant T ′ > 0, such that
t ≥ T ′ ⇒
∣∣∣∣X(t)t − λ
∣∣∣∣ < ε′2














As T ≥ TX ≥ 2T
′
p
and t2 ≥ pT , we have t2 − T ′ ≥ t2 − pT/2 ≥ pT/2. Then we
must have T ′ ≤ (1 − 1
2
p)t2 or equivalently T ′ ≤ 2−pp (t2 − T ′). Otherwise, we’ll have
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t2 ≥ T ′ + 12pT > (1 − 12p)t2 + 12pT , which implies t2 > T . But this contradicts our
assumption that t2 ≤ T . Note that t2 ≥ pT > T ′, we must have,
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2− p
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(t2 − T ′)
Furthermore, we have t2 ≥ pT ≥ pTX ≥ X(T
′)
ε/2
+ T ′, which implies X(T ′)−X(t1) ≤
X(T ′) ≤ ε
2
(t2 − T ′). Hence,







(t2 − T ′) +
ε
2
(t2 − T ′)
≤ (λ+ ε) (t2 − T ′)
≤ (λ+ ε) (t2 − t1)
Remark: We will show in Appendix B.4 that an arrival process could be extremely
bursty yet still has a long-run average rate. Hence, for such an arrival process, a time
interval [t1, t2] has to be “very long” (at least a constant fraction of T here) for its average
rate during the interval to be bounded by λ+ ε.
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RSP rate-limiting dynamics
How RSP rate-limiting mechanism affects the queuing dynamics of the switch is captured
in the following two lemmas.
Lemma 4. For any two intermediate portsm andm′, we have |Ijm(t)−Ijm′(t)| ≤ N2C+1.
Here Ijm(t) is defined as the cumulative number, by time slot t, of packets that arrive
at the queue group Gjm, the jth row of bins at intermediate port m as shown in Figure 4.2.
In other words, Ijm(t) accounts for all packets destined for output port j that arrive at
intermediate port m during time interval [0, t]. Lemma 4 states that, the set of packets
destined for output j that depart from all input ports of the switch during [0, t] (denoted
as Φj(t)), arrive at every intermediate port in roughly equal numbers. Its proof, based on
Lemma 1, is provided in Appendix B.6.
We denote as Dj(t) the size of this set Φj(t), i.e., Dj(t) , |Φj(t)|. The following
lemma states that if a “long enough” busy period of queue group Gjm starts at t1 and con-
tains t2 > t1, then Dj(t2)−Dj(t1), the number of packets that belong to the set Φj(t) and
have departed from the input ports during [t1, t2], is roughly equal to t2 − t1. Intuitively,
this is because (i) Lemma 4 implies these Dj(t2)−Dj(t1) packets arrive at at every inter-
mediate port also in roughly equal numbers, and (ii) at least 1
N
(t2 − t1) such packets must
arrive at Gjm during [t1, t2] to keep it continuously busy. Its formal proof is provided in
Appendix B.7.
Lemma 5. For 0 ≤ t1 < t2, if there exists an intermediate port m such that Gjm(t1) = 0
andGjm(t) > 0 for any t ∈ [t1 +1, t2], we haveDj(t2)−Dj(t1) ≥ (t2−t1)+NGjm(t2)−
5N3C.
UFS orderly evacuation dynamics
The effect of the aforementioned “orderly evacuation” scheduler on the dynamics of input
port bins is characterized in Lemma 2 (see Section 4.2.1). For proving Theorem 2 however,
53
we need the following lemma that is a slight generalization of Lemma 2.
Corollary 1. If Bijm has never been in UFS waiting phase during [t1, t2], we have
Bijm(t2)−Bijm(t1) ≤ W 3
Proof. If Bijm is in RSP mode at time t2, we have Bijm(t2) < W and thus
Bijm(t2)−Bijm(t1) ≤ Bijm(t2) < W ≤ W 3
Otherwise, if Bijm is in UFS evacuation phase at t2, it must be in UFS evacuation phase
throughout [t1, t2]. By Lemma 2, we have Bijm(t2)−Bijm(t1) ≤ N3 ≤ W 3.
4.3.2 Proof of Theorem 2
In this section we present the proof of Theorem 2 in details. We first prove Theorem 2(a)
(i.e., the stability of B bins) using the aforementioned extremal argument. Theorem 2(b)
and (c) (i.e., the stability of H and U bins) are then much easier to prove, and their proofs










= 0 j = 1, 2, . . . , N
To prove Theorem 3, we need the following technical lemma concerning the busy pe-
riod of a bin.
Lemma 6. SupposeBijm remains in UFS waiting phase throughout time slots t1 to t2, there
must exist a time slot t0 ≤ t1 such that Gjm(t0) = 0 and Gjm(t) > 0 for any t ∈ [t0 +1, t2].
Proof. Since Hijm should be non-empty whenever Bijm is in the UFS waiting phase, we
have Gjm(t) ≥ Hijm(t) > 0 for any t ∈ [t1, t2]. Note that initially we have Gjm(0) = 0.
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Thus there must exist a time slot t0 ≤ t1 such that Gjm(t0) = 0 and Gjm(t) > 0 for any
t ∈ [t0 + 1, t2].
Intuition to the proof of Theorem 3
We provide some intuitions to the proof of Theorem 3 in this section, deferring the formal
proof to Section 4.3.2. In describing these intuitions, we will liberally use vague phrases
such as “roughly”, “not by much”, and “very large”. To rid the formal proof of this vague-
ness accounts for the bulk of its length and perceived complexities. Following the “limsup





= γ > 0 (4.5)
This implies that given any ε > 0 we have
(i) There exists an integer T ′ ≥ 0, such that t ≥ T ′ ⇒ Bj(t)
t
< (γ + ε).
(ii) Given any integer T ≥ 0, there exists t ≥ T such that Bj(t)
t
> (γ − ε).
We fix a “tiny” ε (that is “much smaller” than γ), and T ′ based on this choice of ε. Let




> (γ − ε) (4.6)
and T2(γ− ε) is also “very large”. Starting with this inequality, we would like to show that
there exists T1 that satisfies T ′ < T1 < T2, such that
Bj(T1) > (γ + ε)T1 (4.7)
a contradiction to Implication (i) of Equation (4.5). The argument we use to establish
Inequality (4.7) is straightforward: It is literally “something just doesn’t add up”. More








































Figure 4.3: Proof of Theorem 3.
but the increase of Bj(t), over this “very long” time interval [T1, T2], is smaller than (T2 −
T1)γ−(T2+T1)ε, the minimum amount needed to prevent Inequality (4.7) from happening,
as follows.
Recall that the queue group Bj consists of N2 bins, N at each input port, whose pack-
ets are destined for the output port j. They are {Bijm}Ni,m=1. Let [t[ijm]1 , t[ijm]2 ], i,m =
1, 2, . . . , N , be the last UFS waiting phase of Bijm before or at time T2. If Bijm has never




2 = 0 (the
degenerated case). If Bijm is still in a UFS waiting phase at T2, we set t
[ijm]
2 = T2 (trun-
cated by T2). We sort these bins in the decreasing order of their (t
[ijm]
2 )’s, the ending times
(possibly truncated or degenerated) of their last UFS evacuation phases before or at T2, and
relabel these bins asB(k), k = 1, . . . , N2 by the standard (reversed) order statistics notation
(A more rigorous definition of this relabeling is provided in Appendix B.9). For each bin
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2 respectively. Hence, we
have T2 ≥ t(1)2 ≥ t(2)2 ≥ · · · ≥ t(N
2)
2 , and for any k, B(k) should never be in the UFS waiting
phase throughout [t(k)2 , T2]. Figure 4.3 (a) shows, from top to bottom, an example instance
of these N2 bins in this sorted order. For each bin B(k), its last UFS waiting phase before
T2 is shown as a yellow strip; it is followed by the interval [t
(k)
2 , T2], shown as a light grey
strip (if not degenerated).
Recall that, according to Lemma 2, once a bin enters the UFS evacuation phase, its
queue length will not increase “much” (i.e., by more than a constant) and may go down.
Recall also that when a bin is in the RSP mode, its queue length is less thanW , the threshold
that would trigger the bin entering the UFS mode. Now we zoom in to see how Bj(t) can
grow to the very large value of (at least) T2(γ − ε) at time T2. For each bin B(k), its queue
length B(k)(t) at time t
(k)
1 , when B(k) just enters its last UFS accumulation phase (from the
RSP mode), is at most W as just explained. In addition, B(k)(t) will not increase “much”
(and may decrease) during [t(k)2 , T2], because B(k) is either in the UFS evacuation phase or
in the RSP mode at any time t ∈ [t(k)2 , T2]. In other words, for each B(k), it can grow its
queue length (of no more than W at time t(k)1 ) at a rate no more than 1 (packet per time






Based on this “growth picture” of Bj(t), we establish a lower bound of Bj(t) for
t ∈ [0, T2] by “walking back in time” starting from t = T2. Figure 4.3 (b) shows this
lower bound curve. The rightmost point on this curve (T2, Bj(T2)) lies above the line
y = (γ − ε)x due to Implication (ii) of Inequality (4.5). As shown in Figure 4.3 (b), within
each interval [t(k)1 , t
(k)
2 ] (for k = 1, . . . , N
2), this lower bound curve drops as t decreases;
otherwise (i.e., outside all these intervals) this curve is flat. The rate (i.e., slope) of this
drop follows the aforementioned fact that each queue B(k) grows at a rate strictly no more





2 ] because the bins B(N2−1) and B(N2) can each potentially grow
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at the maximum rate of 1 during this interval.
Suppose, as shown in Figure 4.3 (b), [t(d)1 , t
(d)
2 ] is the first “very long” yellow strip, in
the sense that none of the d− 1 “earlier” yellow strips (i.e., [t(k)1 , t(k)2 ], for 1 ≤ k ≤ d− 1) is





is covered by a busy period, highlighted in Figure 4.3 (a), of the intermediate port queue
groupGjm0 . The starting time of this busy period is precisely the aforementioned T1 we are
looking for. In Lemma 5, we proved that the average departure rate of queue group Bj is
“roughly” 1 during this “very long” busy period. However, since this busy period is “very
long”, the average (total) arrival rate to all queues in the queue group Bj during this busy
period is “roughly” λj ≤ 1, according to Lemma 3. Hence, during the interval [T1, t(d)2 ],
the value of Bj(t) “roughly” does not increase. This effect is illustrated in Figure 4.3 (b)













However, since the lower bound curve does not drop much when t decreases from T2 to
t
(d)
2 (because none of the d − 1 yellow strips before [t(d)1 , t(d)2 ] is “very long”) and as just





to stick out above the curve (γ + ε)t. In other words, we have Bj(T1) > (γ + ε)T1, the
Inequality (4.7) we are trying to prove.
Formal proof of Theorem 3






= γ > 0 (4.8)
Note that we must have γ ≤ 1 as lim supt→∞ Bj(t)t ≤ limt→∞
Aj(t)
t




3x; this f is defined only for introducing the number sequence {ak}N2k=0 in (4.13). Since
f(x) is a continuous function of x in a neighborhood of 0 and f(0) > 0, there must exist





), by (4.8), there exists an
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integer T ′ > 0, such that
t > T ′ ⇒ Bj(t)
t
< (γ + ε) (4.9)






, there exists an integer TA > 0, such that

T > TA
0 ≤ t1 < t2 ≤ T
t2 − t1 ≥ pT
⇒ Aj(t2)− Aj(t1) ≤ (1 + ε)(t2 − t1) (4.10)
















> (γ − ε) (4.12)




















(a0 + 3εT2 + 8W





ai k = 0, 1, . . . , N
2
It is not hard to verify the following properties of these two sequences.










• Since ε < ε′ and T2 > 16W
5C
f(ε)
, we have f(ε) > 0 and




Note that ak+1 > ak for k ≥ 1, thus for k = 1, 2, . . . , N2 we have












As mentioned in Section 4.3.2, we relabel the input port bins {Bijm}Ni,m=1 as {B(k)}N
2
k=1
in the decreasing order of the end times of their last UFS waiting phases before T2, and
denote as [t(k)1 , t
(k)
2 ] the last UFS waiting phase of B(k) before T2. Also to make the rea-
soning easier, we define a dummy bin B(0) with B(0)(t) ≡ 0, and a corresponding dummy
interval t(0)1 = t
(0)
2 = T2. Thus, for any integer k ∈ [1, N2], we have t(k)2 ≤ t(k−1)2 ≤ T2, and
B(k) should never be in UFS waiting phase throughout [t
(k)
2 , T2], as shown in Figure 4.3 (a).
From Corollary 1, we know that






























































≥ Bj(T2) − 2W 5 ≥ (γ − ε)T2 − 2W 5 ≥ γ−ε2 T2 =
SN2 ≡
∑N2
k=0 ak. The last inequality holds since T2 ≥ 4W
5
γ−ε (due to (4.11)). Therefore, there
must exist an integer k′ ∈ [1, N2] such that t(k′)2 −t(k
′)
1 ≥ ak′ (note that t(0)2 −t(0)1 = 0 < a0).
Let d be the smallest such integer; the corresponding interval [t(d)1 , t
(d)
2 ] is precisely the first
“very long” yellow strip as defined in the last paragraph of Section 4.3.2. In other words,
we have t(k)2 − t(k)1 < ak for k = 0, 1, . . . , d − 1 and t(d)2 − t(d)1 ≥ ad. Note that for any
k ≥ d, B(k) must never be in UFS waiting phase throughout [t(d)2 , T2]. By Corollary 1, we
have B(k)(T2) − B(k)(t(d)2 ) ≤ W 3, k = d, . . . , N2. This inequality and (4.15) will be used




























































































2 ) + Sd−1 + 3W
5C (4.17)
By Lemma 6, there exists a time slot T1 ≤ t(d)1 and an intermediate port queue group Gjm
such that Gjm(T1) = 0 and Gjm(t) > 0 for any t ∈ [T1 + 1, t(d)2 ]. Since T2 ≥ TA and
t
(d)
2 − T1 ≥ ad > pT2, by (4.10), we know that
Aj(t
(d)
2 )− Aj(T1) ≤ (1 + ε)(t(d)2 − T1) (4.18)
By Lemma 5, we have Dj(t
(d)
2 )−Dj(T1) ≥ (t(d)2 − T1)− 5N3C. Hence,
Bj(t
(d)
















2 − T1)− 5N3C
)
= Bj(T1) + ε (t
(d)
2 − T1) + 5N3C
≤ Bj(T1) + εT2 + 5W 3C (4.19)
Substituting (4.19) into (4.17), we have
Bj(T2) ≤ Bj(t(d)2 ) + Sd−1 + 3W 5C
≤ Bj(T1) + εT2 + Sd−1 + 8W 3C
We need only to consider the following two cases. Both lead to conclusions that con-
tradict (4.12).
(i) If T1 > T ′, we have T1 ≤ T2 − (t(d)2 − t(d)1 ) ≤ T2 − ad and Bj(T1) ≤ (γ + ε)T1 ≤
(γ + ε)(T2 − ad) (due to (4.9)). We have
Bj(T2) ≤Bj(T1) + εT2 + Sd−1 + 8W 5C
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≤ (γ + ε)(T2 − ad) + εT2 + Sd−1 + 8W 5C
= (γ + 2ε)T2 −
(
(γ + ε)ad − Sd−1
)
+ 8W 5C
= (γ + 2ε)T2 − (3εT2 + 8W 5C) + 8W 5C
= (γ − ε)T2 (4.20)
The second equality above holds due to Equation (4.14).
(ii) If T1 ≤ T ′, by (4.3), we have Bj(T1) ≤ Aj(T1) ≤ NT1 ≤ NT ′ and then
Bj(T2) ≤Bj(T1) + εT2 + Sd−1 + 8W 5C
≤NT ′ + εT2 + SN2 + 8W 5C










≤ (γ − ε)T2 (4.21)





), which implies γ − 3ε > 0, and
because T2 ≥ 2(NT
′+8W 5C)
γ−3ε .
Remark. As mentioned at the beginning of Section 4.3, SRS remains stable when B,
H , U queues are not empty to start with (at time 0). More specifically, it can be shown
that all results in Sections 4.3.1 and 4.3.2 continue to hold with some minor changes,
when initial queue lengths can be nonzero. For example, in that case, we can only claim
Gjm′(t1) ≤ Gjm′(0) in Lemma 5, (instead of Gjm′(t1) = 0) so its conclusion has to be
changed to Dj(t2)−Dj(t1) ≥ (t2 − t1) +N(Gjm′(t2)−Gjm′(0))− 5N3C.
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4.4 Discussions on Stability and Starvation
In this section, we state a few important facts concerning the stability and starvation issues
of SRS. We distinguish between two types of such issues. One type, which we believe
is of more interest to queueing theory researchers, is whether the length of each bin is
growing at most sub-linearly over time (i.e., rate-stable) – and if not, the rate of this linear
growth – under various load conditions (admissible or not). The other type, which we
believe is of more interest to networking researchers, is whether the length of each bin is
small stochastically, under various admissible load conditions (e.g., under an offered load
of 0.9). In the following, we elaborate on these two types of stability and starvation issues
in Sections 4.4.1 and 4.4.2 respectively.
4.4.1 The First Type
We say that a queue Q is rate-starved at (maximum) rate γ̄ if its queue length Q(t) satisfies
lim supt→∞Q(t)/t = γ̄ > 0. Since SRS is proven to be rate-stable (i.e., no bin will have its
length grow with a positive rate over time) under mild admissible conditions (see Theorem
2 and the paragraph around Equation (4.2) in Section 4.3), it guarantees no rate-starvation
of any bin unless the offered load (the maximum traffic arrival rate to any input or output
port) exceeds 1. However, since the traffic arrival rate to any input port cannot exceed 1
(see the paragraph under Inequality (4.3) in Section 4.3), SRS guarantees no rate-starvation
unless λj , the long-run average traffic arrival rate to an output port j, exceeds 1.
When λj > 1 (for some j), some of the bins whose packets are destined for the output
port j will necessarily be rate-starved, no matter what switch scheduling policy is used.
However, it can be desirable for the switch to display “grace under fire” in this overload
situation in the sense that the switch rate-starves every bin in a fair fashion (e.g., at a rate
proportional to the traffic arrival rate to the bin). As it is, an SRS switch cannot guarantee
such “grace under fire”, as shown in the following example. Suppose an intermediate bin
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Hi′j′m′ has some RSP packets in it when the corresponding input bin Bi′j′m′ just enters
the UFS waiting phase, and from this point onwards, the other N2 − 1 input bins whose
packets all destined for the output port j′ (namely {Hij′m}Ni,m=1 \ {Hi′j′m′}) are all in the
UFS evacuation phase and their total traffic arrival rate is exactly 1. In this case, only
Bi′j′m′ is rate-starved (at its traffic arrival rate λi′j′m′) and no other input bin in this group
is, because the RSP packets in Hi′j′m′ will never be serviced (as the UFS packets evacuated
from the otherN2−1 input bins arrive at the aforementioned intermediate port queue group
{Hij′m}Ni,m=1 \ {Hi′j′m′} at rate 1, which is equal to the service rate of this queue group),
getting Bi′j′m′ stuck in the UFS waiting phase.
However, we need only to make the following slight modifications to SRS in order for it
achieve a certain degree of “grace under fire” when the switch is only slightly overloaded.
(i) Upper-bound the length of each H queue. Whenever the queue length of any Hijm
exceeds a certain threshold, Hijm asks Bijm to refrain from sending any more RSP
packets over.
(ii) “Hawking radiation”. All N intermediate ports dedicates 1 switching cycle (N time
slots) every T (typically a large constant) cycles, in a synchronized manner (other-
wise packet reordering could happen), to serving RSP packets, even when there are
UFS packets backlogged at the intermediate ports (i.e., U bins are not empty) and/or
all H queues are empty.
In other words, we upper-bound the lengths of these H queues (at intermediate ports) and
in addition guarantee them (analogous to black holes in the overload situation) a small but
constant minimum rate of “Hawking-radiating their mass away”. With this modification,
SRS can eventually (i.e., in a finite amount of time) clear all H bins whose packets are
destined for output port j, thereby allowing allB bins whose packets are destined for output
port j to enter the UFS evacuation phase. Again, here and in the following paragraph, this
j is chosen arbitrarily, but is fixed once chosen.
The following is true when the output j is only slightly overloaded (i.e., λj > 1 but
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barely). From this point onwards (i.e., after allB bins whose packets are destined for output
port j have entered the UFS evacuation phase), at each input port, each such B bin is to
be serviced at a rate roughly proportional to its traffic arrival rate, since the “UFS orderly
evacuation” policy (see Section 4.2.1), which as we have shown guarantees approximate
proportional fair rate allocation under admissible traffic, also more roughly does so when
the output port j is slightly overloaded. Therefore, each such bin is to be rate-starved at a
rate roughly proportional to its traffic arrival rate in the slight overload situation.
The tradeoff however is that the throughput of the switch will be reduced to 1−1/T al-
though this reduction can be made arbitrarily small by increasing the value of the parameter
T . As we will prove in Appendix B.11, the modified policy is strongly stable in the fluid
sense, which implies not only rate-stability, but also positive recurrence, when the traffic
arrival rate matrix lies in the interior of the reduced capacity region and each element in the
traffic arrival matrix process (i.e., the arrival process to each VOQ) is a renewal process3.
We prefer the unmodified SRS over the modified SRS because the former can provably
attain 100% throughput and has good empirical delay performance under normal workloads
(i.e., when the offered load stays away from 1). We believe the primary mission of a switch
scheduling algorithm is to deliver good delay performance under normal workloads; such
“grace under fire” is a secondary consideration and can be better achieved through other
“knobs or levers” orthogonal to switching such as congestion control, packet scheduling,
or traffic policing/shaping.
4.4.2 The Second Type
The second type of stability and starvation issues manifest themselves mostly in the empir-
ical delay performance of SRS, which we have studied in Section 4.5 through simulations.
Our simulation results, presented in Section 4.5, show that SRS has excellent delay perfor-
mance under low to moderate traffic loads, which implies at least a good degree of fairness
3A similar “Hawking radiation” trick was used, and its stability within the reduced capacity region studied
in [52] for a very different application.
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in serving different bins and lack of starvation. These simulation studies, however, have
not captured the fairness and starvation behaviors of SRS in the heavy-traffic regime, i.e.
under traffic loads close to 100%. We acknowledge that, in this heavy-traffic regime, UFS
may starve some unfortunate B bins that are waiting on their corresponding H queues to
clear at the intermediate ports. These H queues may take a very long time to clear because
the intermediate ports prioritize the servicing of UFS packets in U queues over the RSP
packets in H queues, and in the heavy traffic regime, these U queues can take a very long
time to clear. We emphasize however that, when the switch operates in a persistent heavy-
traffic regime, this waiting pain is typically a one-off, because once these H queues are
eventually cleared, all bins in the switch will keep operating in the UFS mode for as long
as the traffic load is very high, and hence will not face starvation.
4.5 Evaluation
In this section, we compare the performance of our proposed SRS approach, as well as the
SRS-UFS variant, with other existing load-balanced switching algorithms, including the
basic load-balancing scheme [1], Uniform Frame Spreading (UFS) [5], Full-Ordered Frame
First (FOFF) [5], Padded Frames (PF) [4], the Sprinklers scheme [3] and the Concurrent
Matching Switch (CMS) [6]. The basic load-balancing scheme (labeled “Basic”) does not
guarantee packet ordering, but it provides the lower bound of the delay that a load-balanced
switch can achieve. UFS, FOFF, PF, Sprinklers and CMS are known to provide reasonably
good performance and all of them guarantee packet ordering.
To simulate the effects of grouping application flows (i.e., TCP/UDP flows) into bins
by hashing in SRS, we generate application flows over the simulation period using flow
statistics measured from real-world Internet traffic traces as follows. We assume that the
arrivals of new application flows to an input port follows a Poisson process, and each ap-
plication flow contains only fixed-length packets, each of which takes exactly 1 time slot
to switch. We also assume that the rate (in number of fixed-length packets per second)
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and the duration of each new application flow, viewed as a random vector 〈ν, ψ〉, follows
the joint empirical distribution measured from the traffic traces. In measuring this rate ν
from a packet trace, we “segment” each variable-length packet (whose length information
is included in the trace) into fixed-length packets in the sense that we consider a packet of
length L (bytes) in the trace d L
500
e fixed-length (500-byte-long) packets. The rate of this
Poisson process is set according to the intended traffic rate λ of the input port in a simu-
lation run, and the measured empirical average size (in number of fixed-length packets) of
an application flow (i.e., νψ). When a new flow is thus generated with rate ν(ω), its traffic
arrival process is modeled as i.i.d. Bernoulli in the sense during each time slot, there is a
(fixed-length) packet arrival from this flow with probability ν(ω).
The traces that we used were collected by University of North Carolina (UNC) on a
1 Gbps access link connecting the campus to the rest of the Internet on April 24, 2003.
It contains 198,944,706 packet headers and around 13.5 million flows. In our simulation
study, traffic into each input port is generated according to the empirical flow statistics
measured from this trace. We also use different traffic patterns in our evaluation. The size
of the switch in the simulation study is N = 64. The RSP-to-UFS mode threshold is set to
W = 2N and the initial RSP credit is set to C = 100N . For the SRS-UFS variant, the load
thresholds that trigger the transitioning between the baseline SRS and the UFS at an input
port is set to ρ = 0.75 and ρ̄ = 0.85.
Here are the rough guidelines we follow in setting these parameters. First, we make
C  W to make sure that if the service of a bin is switched from the RSP mode to the
UFS mode, it is likely not due to the lack of credit. Second, in setting parametersW and C,
we take into consideration the system performance under different traffic loads. Generally
speaking, largerW and C values lead to better system performance when traffic load is low
to moderate, as such settings keep the system operating mainly in the RSP mode, resulting
in a lower delay. However smaller W and C values work better when the traffic load is
heavy, as the packets could accumulate rapidly in this case, and should be evacuated in the
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UFS mode as soon as possible.


















































Figure 4.4: Average and 95-percentile delay under uniform traffic.
Our first set of experiments assumes uniform distribution of the destination ports for the
arrival flows – i.e. a new flow goes to output j with probability 1
N
. The results are shown
in Figure 4.4. The second set of experiments assumes a quasi-diagonal distribution. A new
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Figure 4.5: Average and 95-percentile delay under quasi-diagonal traffic.
flow arriving at input port i goes to output j = i with probability 1
2
, and goes to any other
output port with probability 1
2(N−1) . The results are shown in Figure 4.5.
The following three observations can be made from the average delay results (Fig-
ures 4.4a and 4.5a) of the above experiments. First, for uniform traffic, the average delay
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of baseline SRS is significantly better than the existing methods of UFS, FOFF, PF, and
Sprinklers for all traffic loads up to about λ < 0.85. Similarly, for quasi-diagonal traffic,
the average delay of baseline SRS is significantly better than the existing methods of UFS,
FOFF, PF, and Sprinklers for all traffic loads up to about λ < 0.8. Second, in comparison
to the basic LBS that does not guarantee packet order, the performance of SRS follows
roughly the same trend in both experiments. Third, our SRS-UFS variant improves the
performance of the baseline SRS at high loads. In both experiments, the SRS-UFS vari-
ant scheme performs almost the same as the baseline SRS when the traffic load is low to
moderate (λ ≤ 0.75), and as the UFS scheme when traffic load is high (λ > 0.75).
Similar observations can be made from the 95-percentile delay results shown in Fig-
ures 4.4b and 4.5b, except that the degree to which the baseline SRS performs worse than
other algorithms under very heavy traffic loads (0.9 and above) in terms of 95-percentile
delay is larger than that in terms of average delay. In other words, the baseline SRS has
also a larger delay variance than other algorithms under very heavy loads. Our explanation
for this phenomenon is as follows. In SRS, since UFS packets take strict priority over RSP
packets at both input and intermediate ports, the latter in general have larger delays than
the former. The differences between the delays of these two types of packets widen when
the traffic load is high, because in this case the RSP packets stuck at an intermediate port
can take a long time to clear as they have to “yield” to “passing-by” UFS packets, delaying
not only themselves but also packets waiting on them (in the UFS waiting phase) at their
respective input ports. As shown in Figures 4.4b and 4.5b, the SRS-UFS variant effectively
mitigates this problem, because as described in Section 4.2.3, when the total traffic arrival
rate is high, the switch simply serves it using the UFS scheme and hence avoids such long
waitings.
As shown in Figures 4.4 and 4.5, CMS has excellent delay performance under low-to-
moderate loads. However, this comes with high communication and implementation costs,
as compared to SRS and other LBS schemes. In terms of the communication cost, CMS
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requires, for each packet transmission, the exchange of two token messages. In terms of
the implementation cost, CMS requires the computation of a matching between the input
ports and the output ports, every N time slots. Although in CMS, the complexity of this
computation is amortized (over N time slots) to O(1) per time slot, using the SERENA
matching algorithm [53], which has O(N) complexity, the need to implement, and to have
a fast processor execute, SERENA undoubtedly adds to the implementation cost of the
switch. In comparison, no other LBS solution requires any matching computation. Finally,
the delay performance of CMS is poor under high loads (≥ 0.9) for non-uniform traffic, as
shown in Figure 4.5.
4.6 Conclusions
In this chapter, we proposed SRS, a simple randomized load-balanced switch architecture
based on the hashing of application flows, combined with safety mechanisms to prevent
unstable build-up of packets at intermediate queues throughout the switch. It has the low-
est possible computational complexity (O(1) per packet per port) and is easy to implement.
We rigorously proved that the proposed SRS guarantees both stability under arbitrary ad-
missible traffic and packet ordering. We showed experimentally that SRS has competitive




This thesis proposed several load-balanced switch architectures that can maintain packet
ordering while still achieve low latency and provide throughput guarantees.
In Chapter 3, we show that the amount of packet reordering that can occur with the
load-balanced switch is actually quite limited, which means that packet reordering can
simply be rectified by employing reordering buffers at the switch outputs. In particular,
we formally bound the worst-case amount of time that a packet has to wait in these out-
put reordering buffers before it is guaranteed to be ready for in-order departure with high
probability, and we prove that this bound is linear with respect to the switch size. This lin-
ear bound is significant because previous approaches can add quadratic or cubic delays to
the load-balanced switch. In addition, we use a hash-grouping method that further reduces
resequencing delays significantly.
In Chapter 4, we proposed SRS, a simple randomized load-balanced switch architecture
based on the hashing of application flows, combined with safety mechanisms to prevent un-
stable build-up of packets at intermediate queues throughout the switch. It has the lowest
possible computational complexity (O(1) per packet per port) and is easy to implement.
We rigorously proved that the proposed SRS guarantees both stability under arbitrary ad-
missible traffic and packet ordering. We believe that this work will serve as a catalyst to a
rich family of solutions based on the simple principles of flow randomization.
Although simple and intuitive, our experimental results show that our output packet re-
sequencing approach and our extended randomized load-balancing approach outperforms





APPENDIX FOR CHAPTER 3
A.1 Proof of Theorem 1
The proof is a straightforward algebraic evaluation. For k > d, we have
P (L1 − L2 = k) =
∞∑
i=0









































































































































































































































































































































which is (3.5) in Theorem 1.
Similarly, for k ≤ d, we have
P (L1 − L2 = k) =
∞∑
i=0




























































































































































































































which is (3.6) in Theorem 1.
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APPENDIX B
APPENDIX FOR CHAPTER 4
B.1 Service rate limit of input port bins under RSP mode
In this section, we justify the following statement that we made earlier, which serves as the
rationale for limiting the rate, at which each bin Bijm can receive switching service under
the RSP mode, to λij
N
.
For any 1 ≤ i, j,m ≤ N , λij
N
is the highest RSP traffic rate the input port i
can grant, under any “nondiscriminatory policy” (i.e., with a policy statement
that does not “discriminate against” any particular values of i, j,m), to the bin
Bijm without risking compromising the (rate) stability of the set of bins that
buffer packets destined for the output port j, at the intermediate port m.
Since it has been proven in Theorem 2 that the rate limit λij
N
is safe (i.e., it will not
compromise the rate stability of the switch), we need only to show here that this rate limit
cannot be exceeded, which we “prove by contradiction” as follows. We come up with a set
of traffic arrival rates (to the bins) that are admissible, and show that a certain set of queues
at the intermediate port m have a larger total packet arrival rate than their total departure
rate, and hence are not rate-stable. Now fix the values of j and m and let θijm be the
(upper) rate limit under which traffic in bin Bijm can be served under the RSP mode, for
i = 1, 2, . . . , N . Let the arrival rates (to V OQij) λij , j = 1, 2, . . . , N satisfy
∑N
i=1 λij = 1;
this set of rates is clearly admissible (for rate-stability).




, for i = 1, 2, . . . , N . We set each λijm to min{θijm, λij}, for i = 1, 2, . . . , N . In
other words, we assume each input port i TCP-hashes its incoming traffic in the amount of
exactly θijm to binBijm. This assumption is valid for this “proof by contradiction”, because
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this situation could in theory happen (e.g., when, at each input port i, V OQij contained a
long-lived elephant flow that is TCP-hashed to bin Bijm). In this situation, the total amount
of RSP traffic that arrives at the intermediate port m and is destined for intermediate port









. In other words, the total arrive rate to the set of
bins that buffer packets destined for the output port j at the intermediate port m is larger
than 1
N
. However, these bins are serviced at rate 1
N
, as the second switching fabric connects
intermediate port m with output port j once every N time slots, and hence are not (rate)
stable.
Readers may wonder that to avoid this overload situation, some input port bins can be
allowed to exceed this rate limit while others are not. However, the resulting rate-limit
policy is no longer “nondiscriminatory” since it “discriminates” against the latter set of
bins.
B.2 UFS orderly evacuation scheduling scheme
Algorithm 4 Scheduling UFS packets at input port i
1: Initialize: Set all UFS pressure counters to CUijm = 0, j,m = 1, 2, . . . , N ;
Upon the arrival of a packet to Bijm:
2: if Bijm is in UFS evacuation phase then
3: CUijm ← CUijm + 1;
Upon the departure of a packet from Bijm:
4: if Bijm is in UFS evacuation phase then
5: CUijm ← max
(
0, CUijm − 1
)
;
If there are multiple USF-ready bin waiting to be served:
6: Pick the UFS-ready bin Bijm with the largest UFS pressure counter value to serve in
the next N time slots;
To achieve the goal of orderly evacuation among UFS-ready bins, we piece together a
scheduler that is low in both computational and implementation complexities, using “off-
the-shelf” rate control mechanisms. Its pseudocode is shown in Algorithm 4.
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As shown in Algorithm 4, each bin Bijm is associated with a UFS “pressure” counter
CUijm which is set to 0 (Line 1 in Algorithm 4) when Bijm becomes UFS-ready. This
counter CUijm tracks, since the last time it was set or decreased to 0, whether the queue
length of Bijm has increased – due to the number of new packet arrivals (“pressure build-
up”) exceeding the number of Bijm packets that has been served (“pressure relief”) – and
if so, by how much, as follows. This pressure counter remains 0 when Bijm is in the UFS
waiting phase. After Bijm enters the UFS evacuation phase, we increment CUijm by 1 with
each new packet arrival to Bijm (Line 3). When a frame of N packets depart from a UFS-
ready bin Bijm, we decrement CUijm by N . If the value of C
U
ijm becomes negative after this
decrement, we reset it to 0. This is equivalent to executing Lines 4 - 5 in Algorithm 4 N
times. We purposefully write the pseudo code this way to make it consistent with the proof
of Lemma 7.
As is clear from our orderly evacuation goal, the larger the value of CUijm is, the more
urgently Bijm should be served. Hence our scheduler adopts the following simple service
discipline: Among all UFS-ready bins, the one with the largest UFS pressure counter value
(with ties broken arbitrarily) is served next (Line 6). To implement this selection policy, we
need only to maintain a heap of UFS-ready bins indexed by pressure counter values. Al-
though the complexity of this implementation is O(logN), this complexity is not a major
concern because, as we will show in Appendix B.3, our scheduler only incur this complex-
ity once per frame (of N packets), and hence the amortized complexity (per packet per
port) is just O(1).
B.3 Implementation and Complexity
In this section, we discuss in details how to efficiently implement the SRS operations de-
scribed in Section 4.2 and Appendix B.2 so that their total computational complexity is
O(1) per packet per port.
The first issue, mentioned in Section 4.2.1, is that RSP-ready bins among bins Bi1m,
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Bi2m, . . ., BiNm at input port i (those in the “mth row” highlighted in Figure 4.1) should
receive RSP service (i.e., to have an HOL packet switched to intermediate port m) in the
round-robin order. Suppose, among these RSP-ready bins, Bijm (where the “mth row”
intersects “jth column” in Figure 4.1) was the last to receive RSP service. Clearly, our
computation task here is to locate the next (per the round-robin order) RSP-ready bin in
this “mth row” when needed. A naive implementation of this computation task is to “lin-
early scan”, starting from Bi[j+1]m, the “mth row” for the next RSP-ready bin. This naive
implementation, however, could incur a high computational complexity ofO(N) per packet
per port in the worst-case, e.g., when Bijm is the only RSP-ready bin in this “mth row”. A
better approach, which has a computational complexity of only O(1) per packet per port,
is to maintain a linked list of non-empty RSP-ready bins. A bin is inserted to the linked
list when it becomes both RSP-ready (say after receiving a unit of credit due to the above-
mentioned round-robin credit distribution) and non-empty, and is deleted from the linked
list when it is no longer both RSP-ready and non-empty. In addition, a pointer is associated
with this linked list to remember (i.e., to point to) the RSP-ready bin to be served next.
To the best of our knowledge, such a linked list implementation of efficient round-robin
rotation among a dynamic set of entities can be traced as far back as to the Deficit Round
Robin (DRR) packet scheduler [50].
The second implementation issue, mentioned in Section 4.2.1, is how to avoid the high
computational complexity of O(N) per packet per port involved in distributing credits
(Line 3 of Algorithm 3), in the amount of 1
N
each, to allN credit countersCRij1, C
R
ij2, . . . , C
R
ijn
(those in the “jth column” highlighted in Figure 4.1). Our solution is to increment, instead
of all theseN counters by 1
N
each, a single counter by 1 in the round-robin manner, thereby
reducing the computational complexity to O(1) per packet per port. In other words, if we
last incremented credit counter CRijm, then we should increment counter C
R
ij[m+1] this time.
To implement this round-robin rotation, we simply need to remember, for each such a set
of counters CRij1, C
R
ij2, . . . , C
R
ijN , the index of the counter that was last incremented, using
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a pointer pij . This round-robin rotation distributes credits almost as evenly as the original
scheme of incrementing all N counters: It can be shown that Lemma 1 continues to hold
with a slightly larger constant bound (NC + 1 instead of NC). Our stability proof, which
assumes the bound NC, only needs to be slightly modified to accommodate the slightly
larger bound NC + 1.
The third issue, mentioned in Section 4.2.1 and Appendix B.2, is how to efficiently
implement Algorithm 4 so that its computational complexity is only O(1) per packet per
port. With the standard data structure of organizing the pressure counters as a heap keyed
by their values, the time complexity of Algorithm 4 is O(logN) per packet per port. Our
solution is to associate another counter, called lazy pressure counter, with each bin. We
increment the value of a lazy pressure counter only once by N after every N increments
to the corresponding normal pressure counter. Hence, on average only one lazy pressure
counter is incremented (by N ) every N time slots. In our solution, the heap data struc-
ture is keyed instead by the values of lazy pressure counters. This way, on average only
one heapify operation, which has a time complexity of O(logN), is triggered every frame
(i.e., N time slots).1 It can be shown that, by making scheduling decisions based on the
slightly outdated “pressure readings” from lazy pressure counters, our streamlined sched-
uler increases the aforementioned fluctuation bound N3 only slightly. Our stability proof,
based on the guarantees of the original scheduler, only needs to be slightly modified to
accommodate this increase.
The fourth issue, mentioned in Section 4.2.2 in a footnote, is how to efficiently schedule
those intermediate bins amongH1jm,H2jm, . . .,HNjm that are non-empty (i.e., have at least
one packet in the bin), in the round-robing manner. This issue is almost identical to the first
issue, except that there is no RSP credit payment and redistribution to worry about (so it is
even easier to solve). Hence the solution to the second issue, which has a computational
1Although in the worst case there can be a burst of N2 consecutive increments to the lazy counters, using
a (counter) “seed value” randomization technique introduced in [54], we can ensure that, with overwhelming
probability, at most O(1) increments to lazy pressure counters can be triggered during every N consecutive
time slots.
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complexity of O(1) per packet per port, applies to this one.
The last issue is about the extra space complexity needed for SRS to maintain N2 log-
ical bins, instead of N VOQs, at each input port. This extra space complexity is relatively
modest for the following reason. Like a VOQ in a standard input-queued crossbar switch,
each bin here is typically implemented as a linked list of nodes, each of which contains
a pointer to the memory address in the packet buffer space where the actual packet is
stored. With such an implementation, at each input port, the only difference in memory re-
quirement between an SRS and a standard input-queued crossbar switch, is that the former
requires N2 head pointers, one for each bin that points to (the first node of) the correspond-
ing linked list, whereas the latter requires only N of them, one for each VOQ. Since each
pointer requires only 4 bytes to store whereas each packet can be hundreds or thousands
of bytes long, the extra memory space needed to store N2 − N more pointers is typically
relatively modest compared to that needed to store the actual packets.
B.4 Extremely bursty process can still have long-run average rate
In this section, we show that an arrival process could be extremely bursty yet still has a
long-run average rate. To do so, we introduce the notion of on-off process: In such a
process, during each time slot, we say that the process is “on” if there is a packet arrival,
and is “off” otherwise. Now consider the following on-off process. It is on for 1 time slot,
off for 1 time slot, on for 2 time slots, off for 2 time slots, on for 3 time slots, off for 3 time
slots, and so on forever. In other words, the process is on and then off each for an interval
that is increasing linearly over time. Clearly, this process is very bursty because, given any
(arbitrarily large) time duration τ , we can find an interval of length τ (time slots) in which
the average arrival rate of the process is strictly 0 (i.e, no arrival at all during the interval)
and another interval of length τ in which the average arrival rate of the process is strictly
1 (i.e., τ arrivals during the interval). It is not hard to verify, however, that the long-run
average arrival rate of this arrival process converges to λ = 0.5.
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B.5 Proof of Lemma 1
Proof. Let CRijm(t) and C
R





slot t respectively. Note that for any input port queue group Bij , the total RSP credits stay







ijm(t) be the cumulative number of packet departures from queue
group Bij in RSP mode by time slot t. From Lines 2 - 3 in Algorithm 3, we know that




which is equivalent to DRijm(t) = C +
1
N
DRij(t) − CRijm(t). Similarly, we have DRijm′(t) =
C + 1
N
DRij(t)− CRijm′(t). Thus, we have
|DRijm(t)−DRijm′(t)| = |CRijm(t)− CRijm′(t)|
≤ |CRijm(t) + CRijm′(t)|
≤ NC
B.6 Proof of Lemma 4
Proof. As mentioned earlier, the set of Ijm(t) (defined in Section 4.3.1) packets that arrive
at the queue group Gjm during the time interval [0, t] can be classified into two types: those
RSP packets sent to H1jm, H2jm, . . . , HNjm and those UFS packets sent to Ujm both from
input ports. We denote the total counts of these two types of packets by IRjm(t) and I
U
jm(t),
respectively. Let IRijm(t) be the number of (RSP) packets that arrive atHijm during the time




ijm(t), j,m = 1, . . . , N by definition. We also
have IRijm(t) = D
R
ijm(t), i, j,m = 1, . . . , N , because every RSP packet that departs from
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By Lemma 1, we have
∣∣IRjm(t)− IRjm′(t)∣∣ ≤ N∑
i=1
∣∣DRijm(t)−DRijm′(t)∣∣ ≤ N2C
Furthermore, if an input port bin is in UFS mode, around the time it sends one packet
to intermediate port m, it must also send one packet from the same frame to intermediate
port m′ within the same cycle (N time slots). Thus, we always have
∣∣IUjm(t)− IUjm′(t)∣∣ ≤ 1
for any t ≥ 0. Therefore,
|Ijm(t)− Ijm′(t)| =
∣∣(IRjm(t) + IUjm(t))− (IRjm′(t) + IUjm′(t))∣∣
≤
∣∣IRjm(t)− IRjm′(t)∣∣+ ∣∣IUjm(t)− IUjm′(t)∣∣
=N2C + 1
B.7 Proof of Lemma 5
Proof. Let Ojm(t) be the cumulative number of packets departure from queue group Gjm
by time slot t. Since Gjm is non-empty from time slot (t1 + 1) to t2, it must send out 1













(t2 − t1)− 1 +Gjm(t2)
where bxc is the largest integer smaller than or equal to x. From Lemma 4, for any in-
termediate port m′ = 1, . . . , N , we always have Ijm′(t2) ≥ Ijm(t2) − (N2C + 1) and
Ijm′(t1) ≤ Ijm(t1) +N2C + 1 (which will be used in the first inequality below). Note that
Dj(t) =
∑N



































(t2 − t1)− 1 +Gjm(t2)− 2(N2C + 1)
)
≥ (t2 − t1) +NGjm(t2)− 5N3C
B.8 Proof of Lemma 2
For convenience of presentation, we simply assume that Bijm experiences a (degenerated)
UFS waiting period of length 0 if Hijm is already cleared (i.e., has length 0) when Bijm
enters the UFS mode. Recall from Appendix B.2 that CUijm is the UFS pressure counter
associated with bin Bijm. Let CUijm(t) denote the value of C
U
ijm at time t. As mentioned
earlier, when Bijm is in the UFS evacuation phase, CUijm tracks the change of its queue
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length except that it could be allowed to transmit a UFS packet (as a part of a UFS frame)
at time t, even if CUijm(t) is 0 (Line 5 in Algorithm 4), and C
U
ijm(t) remains 0 after such
a transmission. We say Bijm “steals service” at such moments (without having CUijm(t)
decremented). Our scheduler purposefully allows such a behavior, since Algorithm 4 guar-
antees that Bijm needs UFS evacuation most urgently whenever it is scheduled (Line 6). If
Bijm steals service at time t, UFS pressure counters of all other UFS-ready bins at input
port i should also have values equal or close to 0 at that time, indicating none of them
needs evacuation urgently anyway. Hence Bijm should not be punished for stealing service
at time t. To prove Lemma 2, we need the following technical lemma.
Lemma 7. If none of the bins at input port i has ever stolen service throughout time slots










Proof. Let BUi (t) be the set of bins at input port i that are in the UFS evacuation phase
at time t. If BUi (t2) = ∅, we must have CUijm(t2) = 0 for j,m = 1, 2, . . . , N and thus∑N
j,m=1C
U
ijm(t2) = 0 ≤ N . Otherwise, let t′ ∈ [0, t2] be the (unique) time such that
BUi (t′) = ∅ and BUi (t) 6= ∅ for any time slot t ∈ [t′ + 1, t2]. Note that t′ must exist since





′) = 0. Note that when input port i is
connected to intermediate port 1 at a time slot t′′ ∈ [t′ + 1, t′ + N ], one of the following
statements must be true.
• If t2 ≤ t′′, we have t2 − t′ ≤ N . Note that, as assumed in Section 4.3, at most one












′) + (t2 − t′) ≤ N
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• If t2 > t′′ and t1 ≤ t′′, input port i must send out exactly one packet in UFS mode every




ijm should then be decremented by 1 upon every
departure of such packets since none of the UFS evacuation phase bins at input port i




ijm can be incremented

















′) + (t′′ − t′)
≤ N




ijm is strictly non-increasing

















Now we are ready to prove Lemma 2.
Proof of Lemma 2
Proof. Whenever Bijm is in UFS evacuation phase, CUijm will be incremented by 1 upon
the arrival of every packet and be decremented by at most 1 upon the departure of every
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packet. Thus we have
Bijm(t2)−Bijm(t1) ≤ CUijm(t2)− CUijm(t1) ≤ CUijm(t2)
Therefore it’s sufficient to prove that CUijm(t2) ≤ N3.











= N ≤ N3
Otherwise, let t′ ≥ 1 be the time such that none of the UFS-ready bins at input port i has
ever stolen service throughout time slots t′ to t2, but some bin, say Bij′m′ , steals service in
time slot (t′− 1) to send out a packet pkt. If so, Bij′m′ should have been scheduled to send
the first packet of the frame, to which pkt belongs, at some time slot t′′ ∈ [t′ −N, t′ − 1].
At that time, we must have CUij′m′(t









′′) + (t′ − t′′)
≤ N2(N − 1) +N
≤ N3














B.9 Relabel {Bijm}Ni,m=1 to {B(k)}N
2
k=1
We relabel the N2 input port bins {Bijm}Ni,m=1 according to the end time of their last UFS




2 ], i,m = 1, 2, . . . , N , be the last UFS





Bijm as B(i,j,m), in order to introduce the following “(reversed) order statistics” of t
[ijm]
2
and the relabeling accordingly of Bijm, for i,m = 1, 2, . . . , N . Define Vj as
Vj = {(i, j,m) | i,m = 1, 2, . . . , N}




2 ≥ · · · ≥ tσ
−1(N2)
2 . To









2 , respectively. Thus, for any integer k ∈ [1, N2], we always have2 t(k)2 ≤
t
(k−1)
2 ≤ T2, and B(k) should never be in UFS waiting phase throughout [t(k)2 , T2], as shown
in Figure 4.3 (a).
B.10 Proof of Theorem 2(b) and 2(c)






= 0 j,m = 1, 2, . . . , N
Proof. We prove the theorem by contradiction. Suppose there exists a pair of integers j > 0





= γ > 0 (B.1)
Thus, for ε = γ
4
, there exists an integer T ′ > 0, such that
t > T ′ ⇒ Gjm(t)
t
< (γ + ε)
2For rigorousness, one can define t(0)2 = T2.
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By Lemma 3, for p = γ−ε
N
, there exists an integer TA > 0, such that

T > TA
0 ≤ t1 < t2 ≤ T
t2 − t1 ≥ pT
⇒ Aj(t2)− Aj(t1) ≤ (1 + ε)(t2 − t1) (B.2)
From (B.1), for the same ε, there exists an increasing sequence {T k2 }∞k=1 such that
limk→∞ T
k




> (γ − ε).
As Gjm(0) = 0 and Gjm(T k2 ) > 0, for each T
k







1 ) = 0 and Gjm(t) > 0 for any t ∈ [T k1 + 1, T k2 ].
Note that in the following proof, k (as well as k′) is not an exponent in the terms T k1
and T k2 , but 3 in the term 5N
3C is. By Lemma 5, we have
Dj(T
k
2 )−Dj(T k1 )
≥ (T k2 − T k1 ) +NGjm(T k2 )− 5N3C
≥ (T k2 − T k1 ) +N(γ − ε)T k2 − 5N3C (B.3)
Furthermore, since Gjm(T k1 ) = 0, we have
N · (T k2 − T k1 ) ≥ Ijm(T k2 )− Ijm(T k1 ) ≥ Gjm(T k2 ) ≥ (γ − ε)T k2
Therefore T k2 − T k1 ≥ (γ−ε)N T k2 = pT k2 . Since T k2 > TA, by (B.2), we have
Aj(T
k
2 )− Aj(T k1 ) ≤ (1 + ε)(T k2 − T k1 ) (B.4)
Combining (B.3) and (B.4), we have
Bj(T
k
























2 )− Aj(T k1 )
)
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≥ (T k2 − T k1 ) +N(γ − ε)T k2 − 5N3C − (1 + ε)(T k2 − T k1 )
≥ N(γ − ε)T k2 − 5N3C − εT k2
≥ N(γ − 2ε)T k2 − 5N3C
We consider two cases:







since limk→∞ T k2 =∞. This however implies Bj(T k
′
1 ) ≥ N(γ − 2ε)T k
′
2 − 5N3C >
N max∞k=1{T k1 } ≥ NT k
′
1 , which contradicts the fact that Bj(T
k′





1 (due to (4.3)).













N(γ − 2ε)T k1 − 5N3C
T k1
= N(γ − 2ε)
> 0
This contradicts Theorem 3.
B.11 Stability proof of the modified SRS with Hawking radiation
In this section, we use fluid model [46] to prove the stability of the modified SRS scheme
described in Section 4.4.
B.11.1 Modeling and assumptions
To formulate the fluid model of our system, we need to make a slightly different as-
sumption on the packet arrival process. Recall that Aijm(t) is the cumulative number of
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packet arrivals into bin Bijm by time slot t (since time 0). Assume that {Aijm(·), i, j,m =
1, 2, . . . , N} are independent stochastic processes3 that satisfy a strong law of large num-
bers (SLLN) with probability one, i.e., there exists constants λijm ∈ [0, 1], i, j,m =





= λijm i, j,m = 1, . . . , N (B.5)
For simplicity, here we will assume that the packet arrival process for each input port are
i.i.d., and independent across input ports. Note that, since we use fluid limit techniques,
this assumption can be relaxed in many different ways at the cost of additional notation. In
particular, we only need a Markovian description of the queueing system for our results to
hold.
Let Dijm(t) be the cumulative number of packet depart from bin Bijm by time slot t
(since time 0). Let Oijm(t) be the cumulative number of packet depart from queue group
Gjm by time slot t (since time 0). The system can then be modeled as a stochastic process
















∣∣ j,m = 1, 2, . . . , N}
Let (Ω,F ,P) be the probability space that this stochastic process is defined on, where Ω is
the sample space, F is a σ-field on Ω, and P is the probability measure on (Ω,F). We shall
3Note that, for simplicity, when proving the (rate) stability of the baseline SRS in Section 4.3, we assume
that the packet arrival process is deterministic and satisfies the admissible condition in (4.2). Equivalently, one
can also model the packet arrivals as a stochastic process that satisfies the SLLN claim in (B.5), and adapt
the derivations in Section 4.3 with some minor changes to prove that the baseline SRS can achieve 100%
throughput with probability one (actually, one can easily prove that all the results in Section 4.3 continues to
hold for the sample paths that satisfy the SLLN claim in (B.5)).
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sometimes use the notations B(·, ω), G(·, ω), D(·, ω) and O(·, ω) to explicitly denote the
dependency on the sample path ω ∈ Ω.
We claim that, given the modified SRS scheme described in Section 4.4, the joint pro-
cess
{
(B(t), G(t), D(t), O(t))
}∞
t=0
, resulting from the modified SRS scheme and any i.i.d.
arrival process A(t) , (Aijm(·), i, j,m = 1, 2, . . . , N), is a Markov chain. This property is
clear from the fact that, when working under the modified SRS scheme, B(t), G(t), D(t)
and O(t) are functions of only B(t − 1), G(t − 1), D(t − 1), O(t − 1), and the random
packet arrival vector a(t) , A(t)−A(t−1) that is independent of all other random vectors.
We’ll refer to this Markov chain as the ambient Markov chain of the system in the sequel.
We claim this Markov chain is irreducible and aperiodic via the following assumption:
Given any time slot t, there’s a positive probability that no packet arrives in this time slot,
i.e., P [A(t)−A(t−1) = 0] > 0 for any t > 0. Here we provide only a sketchy justification.
To justify the irreducibility, we show thatB(t),G(t),D(t) andO(t), starting from any state
they are currently in, will with a nonzero probability return to the “all-queues-empty” state
in a finite number of time slots. To show this property, we claim that, for any integer τ > 0,
the switch could, with a nonzero probability, have no packet arrivals to any of its input
ports during [t, t + τ ]. This claim is true because, the arrival process A(t) is i.i.d., and we
have P [A(t′) − A(t′ − 1) = 0] > 0 for any t′ ∈ [t, t + τ ]. Furthermore, when the switch
is nonempty, at least (T − 1) packets will be transferred (at least) one step further towards
the output ports (from the input port to the intermediate port, or from the intermediate port
to the output port) within every T cycles. Hence, when there are no packet arrivals during
[t, t + τ ], which happens with a nonzero probability, the modified SRS scheme can clear
all the queues during [t, t + τ ], with a sufficiently large τ , and return the Markov chain
to the “all-queues-empty” state. Therefore, the Markov chain is irreducible. To justify the
aperiodicity of the Markov chain, we note that there is a nonzero probability for the Markov
chain to stay at “all-queues-empty” for at least two consecutive time slots.
In addition, to formulate the fluid model, we extend the above discrete time functions
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to the continuous time domain. More specifically, for t ∈ [0,+∞), we define
Bijm(t) = Bijm(btc) i, j,m = 1, 2, . . . , N
Gjm(t) = Gjm(btc) j,m = 1, 2, . . . , N




i, j,m = 1, 2, . . . , N
Ojm(t) = Ojm(btc) + (t− btc)(Ojm(dte)−Ojm(btc)) j,m = 1, 2, . . . , N
where dte is the largest integer that is smaller than or equal to t and btc is the smallest
integer that is larger than or equal to t.
B.11.2 Basic fluid model equations
LetX be the state space of the Markov chain (B(t), G(t), D(t), O(t)). Let (Bx, Gx, Dx, Ox)








where ‖ · ‖1 is the 1-norm.
Now, for each sample path ω ∈ Ω, we define fluid scaled processes
(






B̂x(|x|t, ω), Ĝx(|x|t, ω), D̂x(|x|t, ω), Ôx(|x|t, ω)
)
Proposition 1 (Fluid Model). Fix a sample path ω ∈ Ω such that the SLLN claim in (B.5)
is true. For any unbounded set C ⊂ X of initial states, there exists a sequence {xk} ⊂ C
with |xk| → ∞ and Lipschitz continuous functions (B̂, Ĝ, D̂, Ô), such that
(




B̂, Ĝ, D̂, Ô
)
u.o.c as k →∞
(B.6)
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where the convergence is uniform on compact sets (u.o.c). The four-tuple (B̂, Ĝ, D̂, Ô) is
said to be a fluid limit path of the system. It satisfies the following fluid equations
B̂ijm(t) = B̂ijm(0) + λijmt− D̂ijm(t) i, j,m = 1, . . . , N
Ĝjm(t) = Ĝjm(0) +
N∑
i=1
D̂ijm(t)− Ôjm(t) j,m = 1, . . . , N
B̂ijm(t) ≥ 0 i, j,m = 1, . . . , N
Ĝjm(t) ≥ 0 j,m = 1, . . . , N
D̂ijm(0) = 0, D̂ijm(·) is non-decreasing i, j,m = 1, . . . , N
Ôjm(0) = 0, Ôjm(·) is non-decreasing j,m = 1, . . . , N
D̂ijm(t)− D̂ijm(s) ≤ t− s for 0 ≤ s < t i, j,m = 1, . . . , N
Ôjm(t)− Ôjm(s) ≤ t− s for 0 ≤ s < t j,m = 1, . . . , N
A solution for the above equations is called a fluid model solution.
The proof of Proposition 1 is somewhat standard. We refer the reader to [55].
B.11.3 Stability results
We first give the formal definition of stabilities.
Definition 1 (Stability). The system is said to be stable if its ambient Markov chain is
positive recurrent.
The main result of this section is stated as follows
Theorem 5. The switch is stable when working under the modified SRS scheme described
in Section 4.4, if we have
N∑
j,m=1







j = 1, . . . , N
We’ll give the proof of Theorem 5 using fluid model in the rest of this section. More
specifically, we’ll first prove that the corresponding fluid model is stable as defined in
Definition 2 and the stability of the original system is then guaranteed by Proposition 2.
Definition 2 (Fluid Stability). The fluid model given in Proposition 1 is said to be stable
if there exists a time t0 ≥ 0 such that, for each fluid limit path with
∑N
i,j,m=1 B̂ijm(0) +∑N
j,m=1 Ĝjm(0) = 1, we have B̂(t) = 0 and Ĝ(t) = 0 for all t ≥ t0.
Proposition 2. For a given arrival rate vector λ , (λijm : i, j,m = 1, . . . , N), the system
is stable if its ambient Markov chain is irreducible and the corresponding fluid model is
stable [46].
B.11.4 Proof of Theorem 5
Because the fluid limit path (B̂, Ĝ, D̂, Ô) is Lipschitz continuous and hence differentiable
almost everywhere, the set of non-differentiable points has Lebesgue measure zero and can
be excluded in verifying stability of the fluid model [46]. For convenience, we define
Definition 3 (Regular Point). A point t > 0 is said to be a regular point for a fluid limit
path (B̂, Ĝ, D̂, Ô) if all of its components are differentiable at t.
We have the following lemma if the switch works under the modified SRS scheme with
Hawking radiation.
Lemma 8. Assume the switch works under the modified SRS scheme with Hawking radia-
tion. Let t be a regular point of a fluid limit path (B̂, Ĝ, D̂, Ô), we have








= 1 i, j,m = 1, . . . , N (B.7)










j,m = 1, . . . , N (B.8)
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Proof. (a) Proof of (B.7).
Suppose (B̂, Ĝ, D̂, Ô) is a fluid limit path. Fix a sample path ω ∈ Ω such that (B.5) and
(B.6) hold. There exists a sequence of initial stats {xk} with |xk| → ∞ as k → ∞ such
that
(




B̂, Ĝ, D̂, Ô
)
u.o.c as k →∞




for s ∈ [t− δ, t+ δ]
As lim supk→∞ |B̂xkijm(t) − B̂ijm(t)| → 0, there exists K > 0 such that for any k > K we
have
sup |B̂xkijm(s, ω)− B̂ijm(s)| ≤
ε
4
for s ∈ [t− δ, t+ δ]









|xk| for s ∈ [(t− δ)|xk|, (t+ δ)|xk|]
Let L̄ be the upper-bound for the length of the H queues, as described in Section 4.4. Since







NL̄T ) for k > K ′ (B.9)
99
whereW is the RSP-to-UFS threshold, N is the size of the switch and T is the Hawking ra-
diation period (described in Section 4.4). Then for k > K ′, we always haveBxkijm(s|xk|, ω) >
W for s ∈ [(t − δ)|xk|, (t + δ)|xk|], thus Bijm must keep in UFS mode throughout time
interval [(t− δ)|xk|, (t+ δ)|xk|]. Then one of the following statements must be true
• IfBijm is in UFS-evacuation phase at time (t−δ)|xk|, it must keep in UFS-evacuation
phase throughout time interval [(t− δ)|xk|, (t+ δ)|xk|]. Then input port i must send
out one packet per time slot in UFS mode throughout time interval [(t− δ)|xk|, (t+






Dxkij′m′(u1, ω) = u2 − u1
for u1 ≤ u2, u1, u2 ∈ [(t− δ)|xk|, (t+ δ)|xk|] ⊂ [(t− δ2)|xk|, (t+ δ2)|xk|].
• If Bijm is in UFS-accumulation phase at time (t − δ)|xk|, it has to wait Hijm to be
cleaned. But since Hxkijm((t − δ)|xk|, ω) ≤ L̄ (as the lengths of the H queues are
upper-bounded by L̄), it will be cleaned within (at most) NL̄T time slots. Thus Bijm
will enter UFS-evacuation phase before time (t− δ)|xk|+ NL̄T and keeps in UFS-
evacuation phase throughout time interval [(t − δ)|xk| + NL̄T, (t + δ)|xk|]. From
(B.9), we know that [(t− δ
2
)|xk|, (t + δ2)|xk|] ⊂ [(t− δ)|xk| + NL̄T, (t + δ)|xk|] as






Dxkij′m′(u1, ω) = u2 − u1
for u1 ≤ u2, u1, u2 ∈ [(t− δ2)|xk|, (t+ δ2)|xk|].






Dxkij′m′(u1, ω) = u2 − u1
100
for u1 ≤ u2, u1, u2 ∈ [(t− δ2)|xk|, (t+ δ2)|xk|]. Therefore, for any u1, u2 ∈ [(t− δ2), (t+ δ2)]













D̂xkij′m′(u1, ω) = u2 − u1






D̂ij′m′(u1) = u2 − u1
for any u1, u2 ∈ [(t− δ2), (t+ δ2)] with u1 ≤ u2, from which (B.7) follows.
(b) Proof of (B.8).
Assume Ĝjm(t) = ε > 0. Similarly, for the same fluid limit path (B̂, Ĝ, D̂, Ô), sample





|xk| for s ∈ [(t− δ)|xk|, (t+ δ)|xk|]
Since |xk| → ∞ as k →∞, there exists K ′ > K such that |xk| > 4εNL̄ for k > K ′. Then
for any k > K ′, we always have Gxkjm(s, ω) > NL̄ for s ∈ [(t− δ)|xk|, (t + δ)|xk|]. Thus,
with a slight abuse of notation, we have









for s ∈ [(t−δ)|xk|, (t+δ)|xk|], which implies that all theN intermediate port queues Ujm′ ,


















for u1 ≤ u2, u1, u2 ∈ [(t− δ)|xk|, (t+ δ)|xk|]. Therefore, for any u1, u2 ∈ [(t− δ), (t+ δ)]






























for any u1, u2 ∈ [(t − δ), (t + δ)] with u1 ≤ u2. (B.8) then follows from (B.10) as t is a
regular point.
Theorem 5 is implied by Proposition 2 and the following theorem.
Theorem 6. Assume the system works under the modified SRS scheme with Hawking radi-
ation. Then the fluid model is stable if we have
N∑
j,m=1






j = 1, . . . , N
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Proof. Define a Lyapunov function f(t) as




















It’s easy to prove that f(t) ≥ 0 and f(t) = 0 ⇔ ∑Nj,m=1 Ĝjm(t) +∑Ni,j,m=1 B̂ijm(t) = 0.
Let t be a regular point of the fluid model. When f(t) > 0, one of the following statements
must be true.
(1) If f1(t) ≥ f2(t), we must have f(t) = f1(t) = N2
∑N
j,m=1 B̂ijm(t) for some input






















Since f(t) > 0, we have
∑N



































some output port j.
Note that we must have
∑N
m=1 Ĝjm(t) > 0 in such case. Otherwise, suppose
∑N
m=1 Ĝjm(t) =












Contradicted with our assumption that f1(t) < f2(t).











































































1−∑Nj,m=1 λijm),minj=1,...,N ((1− 1T )−∑Ni,m=1 λijm)).
From (B.11) and (B.12), we must have d
dt
f(t) < −ε whenever f(t) > 0 and t is a regular




j,m=1 Ĝjm(0) = 1, it follows that there
exists t0 ≥ 0 such that f(t) = 0 for all t ≥ t0 (see, for example, the proof of Lemma 2 of
[56]), proving the theorem.
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APPENDIX C
A THEORETICAL FRAMEWORK ON ANALYZING THE STABILITY OF A
BROAD CLASS OF CROSSBAR SCHEDULING ALGORITHMS
In this chapter, we propose a theoretical framework based on the fluid model analysis [46,
57, 58, 59], which can be used to analyze the stability of a broad class (will be defined in
Section C.3) of crossbar scheduling algorithms. Note that some definitions and propositions
in this Chapter (e.g., Definitions 4 and 6) is identical or similar to those in Appendix B.11.3.
We re-state them here for the self-completeness of this chapter.
C.1 Background on the single stage crossbar switches
Most present day switching systems, in Internet routers and data-center switches, employ a
single crossbar to interconnect input ports with output ports. A generic input-queued switch
is shown in Figure C.1, withN input andN output ports interconnected by a crossbar. Each
input port has N Virtual Output Queues (VOQs). A VOQ j at input port i serves as a buffer
for packets going from input port i to output port j. The use of VOQs solves the Head-of-










Figure C.1: Generic input-queued crossbar switch.
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In an input-queued switch, each input port can be connected to only one output port,
and vice versa, in each switching cycle, or time slot. Hence, input-queued switches need
to compute, per time slot, a one-to-one matching between input and output ports. With
the relentless growth in the volume of network traffic across the Internet and in data-
centers, switches capable of connecting a large number of ports and operating at very high
port/link speeds are badly needed. The primary research challenge when designing such
large single-crossbar switch architectures is to develop algorithms that can compute “high
quality” matchings – i.e., those that result in high switch throughput (ideally 100%) and
low queueing delays for packets – at high speeds.
Unfortunately, there appears to be a tradeoff between the quality of a matching and the
time needed to compute it (i.e., computational complexity). Maximum Weight Matching
(MWM), with a suitable weight measure, is known to produce (empirically) optimal match-
ings in terms of queueing delay for a large variety of traffic patterns [61]. Each matching
decision however takes O(N3) time to compute [62]. Researchers have been searching
for alternatives [53, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72] that have complexity much
lower than O(N3), but have performance close enough to MWM, as measured by certain
performance metrics, in each time slot.
One of the most important performance metrics for a crossbar scheduling algorithm is
its stability, or in other words, whether it can achieve 100% throughput for all admissible
traffics. In this chapter, we propose a theoretical framework based on the fluid model
analysis [46, 57, 58, 59], which can be used to analyze the stability of a broad class of
crossbar scheduling algorithms (will be defined shortly).
C.2 Modeling and assumptions
In an input-queued switch, packets arriving at an input port are queued first in their respec-
tive VOQs before being switched to their respective output ports by the crossbar. In this
chapter, we adopt the standard assumption that all incoming variable-size packets are seg-
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mented into fixed-size packets (sometimes referred to as cells), which are then reassembled
when leaving the switch. Hence we consider the switching of only fixed-size packets in the
sequel, and each such fixed-size packet takes exactly one time slot to transmit. We also
make the following standard homogeneity assumption that every input or output link/port
has the same maximum transmission rate (normalized to 1), which is equal to that of a
transmission line or crosspoint in the crossbar (also normalized to 1).
An N ×N crossbar is generally modeled as a weighted complete bipartite graph, with
the N input ports and the N output ports represented as the two disjoint vertex sets respec-
tively. An edge between an input port i and an output port j corresponds to the VOQ j at
the input port i, and its weight is the queue length (i.e., the number of packets buffered)
of the VOQ. A valid schedule, or matching, is a set of edges between the N input ports
and the N output ports, in which no two distinct edges share a vertex. Since there can be
at most N edges in any such matching, the crossbar can switch at most N packets to their
respective output ports during each time slot. Each matching can also be represented as an




, in which sij = 1 if and only if the input port i
is matched with the output port j.
LetAij(t) be the cumulative number of packet arrivals at the jth VOQ at the input port i
by time slot t (since time 0), i, j = 1, . . . , N . LetDij(t) be the cumulative number of packet
departure from the jth VOQ at the input port i by time slot t (since time 0), i, j = 1, . . . , N .
Let Zij(t) be the total number of packets in the jth VOQ at the input port i at time slot t,
i, j = 1, . . . , N . Let Π be the set of allN ! valid matchings (i.e., theN×N sub-permutation
matrices) from input ports to output ports. Let π(t) ∈ Π be the matching matrix selected
by the matching algorithm at time slot t, and, with a slight abuse of notation, let Tπ(t) be
the cumulative amount of time that a matching π ∈ Π was employed by time slot t.
In the rest of this chapter we flatten all the N × N matrices defined above, e.g., π
and Z, into N2-dimensional vectors in the row-major order, i.e., the first row of the matrix
1An N × N sub-permutation matrix is an N × N 0-1 matrix where at most one element in each row or
column can take value 1.
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becomes the firstN scalars in the vector, the second row becomes the nextN scalars, and so
on. Now that π and Z are vectors, we can take their inner products, denoted as 〈·, ·〉, in the
following derivations. For example,〈π(t), Z(t)〉 is the weight of the schedule (matching)
π(t), w.r.t. the queue length vector Z(t), at time slot t.
Assume the arrival process A(t) , {Aij(·), i, j = 1, 2, . . . , N} satisfies a strong law
of large numbers (SLLN) with probability one, i.e., there exists constants λij ≥ 0, i, j =





= λij i, j = 1, . . . , N (C.1)












∣∣ π ∈ Π}
Let (Ω,F ,P) be the probability space that this stochastic process is defined on, where
Ω is the sample space, F is a σ-field on Ω, and P is the probability measure on (Ω,F).
We shall sometimes use the notations Z(·, ω), D(·, ω) and T (·, ω) to explicitly denote the
dependency on the sample path ω ∈ Ω.
In addition, to formulate the fluid model, we extend the above discrete time functions
to the continuous time domain. Specifically, for t ∈ [0,+∞), we define
Aij(t) = Aij(btc) i, j = 1, . . . , N
Zij(t) = Zij(btc) i, j = 1, . . . , N
Dij(t) = Dij(btc) + (t− btc)(Dij(dte)−Dij(btc)) i, j = 1, . . . , N
Tπ(t) = Tπ(btc) + (t− btc)(Tπ(dte)− Tπ(btc)) π ∈ Π
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where dte is the largest integer that is smaller than or equal to t and btc is the smallest
integer that is larger than or equal to t.
C.3 The family of (ε, δ)-MWM switching algorithms with sublinear degradation
Let W (t) , 〈π(t), Z(t)〉 be the weight of the matching selected by the scheduling algo-
rithm at time slot t. Let Wmax(t) , max
π
〈π, Z(t)〉 be the weight of the MWM at time
slot t. In this chapter, we consider a broad class of switching algorithms that satisfy the
following three conditions.
(i) (ε, δ)-MWM Property [73]. A switching algorithm is called (ε, δ)-MWM, if ∀ε > 0,
there exists a constant 0 < δ ≤ 1, such that
P
[
W (t) ≥ (1− ε)Wmax(t)
]
≥ δ
where δ is a constant independent of the time slot t, the queue length vector Z(t)
and the scheduling history. Note this δ can depend on ε and other (constant) system
parameters such as N .
(ii) Sublinear Degradation.2 For ∀p ∈ (0, 1), there exists a constant W > 0, such that
we always have
〈π(t), Z(t)〉 ≥ (1− p) · 〈π(t− 1), Z(t)〉
if 〈π(t − 1), Z(t)〉 > W , where W is a constant independent of the time slot t, the
queue length vector Z(t) and the scheduling history. Note this W can depend on p
and other (constant) system parameters such as N .
(iii) Markov Property. The matching selected by the switching algorithm at time slot
t, i.e., π(t), is a random vector that only dependents on π(t − 1), Z(t − 1) and
2Note that a function f(t) is called sublinear if and only if, for any given c > 0, there exists a t0 such that
t > t0 =⇒ 0 ≤ f(t) < c · t. We name this property as sublinear degradation because the degradation in the
“quality” of the matching, i.e., 〈π(t− 1), Z(t)〉 − 〈π(t), Z(t)〉, is a sublinear function of 〈π(t− 1), Z(t)〉.
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Z(t). Similar to that in Appendix B.11.1, it’s easy to prove that, given any switch
algorithm that satisfies this condition, the joint queueing and scheduling process{
(Z(t), D(t), T (t))
}∞
t=0
, under any i.i.d. arrival process A(t), is a Markov chain.
This Markov chain is irreducible and aperiodic if we further assume that, given any
time slot t, there’s a positive probability that no packet arrives in this time slot, i.e.,
P [A(t) − A(t − 1) = 0] > 0 for any t > 0. We’ll refer to this Markov chain as the
ambient Markov chain of the system in the sequel. Note that, since we use fluid limit
techniques, this condition can be relaxed in many different ways at the cost of addi-
tional notation. In particular, we only need a Markovian description of the queueing
system for our results to hold.
C.4 Basic fluid model equations
Let X be the state space of the Markov chain (Z(t), D(t), T (t)). Let (Zx, Dx, T x) be the





Now, for each sample path ω ∈ Ω, we define fluid scaled processes
(






Ẑx(|x|t, ω), D̂x(|x|t, ω), T̂ x(|x|t, ω)
)
Proposition 3 (Fluid Model). Fix a sample path ω ∈ Ω such that (C.1) is true. For any
unbounded set C ⊂ X of initial states, there exist a sequence {xk} ⊂ C with |xk| → ∞
and Lipschitz continuous functions (Ẑ, D̂, T̂ ) such that
(






u.o.c as k →∞ (C.2)
where the convergence is uniform on compact sets (u.o.c). The three-tuple (Ẑ, D̂, T̂ ) is
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said to be a fluid limit path of the system. It satisfies the following fluid equations









T̂π(t), if Ẑij(t) > 0 i, j = 1, . . . , N (C.3)
∑
π∈Π
T̂π(t) = t (C.4)
Ẑij(t) ≥ 0 i, j = 1, . . . , N
T̂π(0) = 0, T̂π(·) is non-decreasing π ∈ Π
T̂π(t)− T̂π(s) ≤ t− s for 0 ≤ s < t π ∈ Π
The proof of Proposition 3 is somewhat standard. We refer the reader to [45] and [55].
C.5 Main results
We first give the formal definition of stabilities.
Definition 4 (Stability). The switching system is said to be stable if its ambient Markov
chain is positive recurrent.
The main result of this chapter is stated as follows
Theorem 7. The switch is stable when working under the family of crossbar switching
algorithms described in Section C.3, if we have
N∑
j=1
λij < 1 i = 1, . . . , N
N∑
i=1
λij < 1 j = 1, . . . , N
We’ll give the formal proof of Theorem 7 using fluid model in the next section. More
specifically, we’ll first prove that the corresponding fluid model is stable as defined in
Definition 5 and the stability of the original system is then guaranteed by Proposition 4.
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Definition 5 (Fluid Stability). The fluid model given in Proposition 3 is said to be stable if
there exists a time t0 ≥ 0 such that, for each fluid limit path with
∑N
i,j=1 Ẑij(0) = 1, we
have Ẑ(t) = 0 for all t ≥ t0.
Proposition 4. For a given arrival rate vector λ , (λij : i, j = 1, . . . , N), the switching
system is stable if its ambient Markov chain is irreducible and the corresponding fluid
model is stable [46].
C.6 Proof of Theorem 7
We first present a pure mathematical lemma (i.e., has nothing to do with switching or
networking by itself) that will be used in the stability proof.
Lemma 9. Let f : [0,+∞) → [0,+∞) be an Lipschitz continuous function. If ∃ δ > 0
such that ḟ(t) ≤ −2δ
√
f(t) for almost all t ∈ [0,+∞) such that f is differentiable at t,
we must have f(t) = 0 for t ≥
√
f(0)/δ.












It’s sufficient to prove that f(t) ≤ g(t) for t ≥ 0. Suppose on the contrary that there
exists s1 ∈ [0,+∞) such that f(s1) > g(s1). Since g(0) = f(0) and both f and g are
continuous, by the Intermediate Value Theorem there must exist s0 ∈ [0, s1) such that
f(s0) = g(s0) and f(t) ≥ g(t) for t ∈ [s0, s1]. Since both f and g are Lipschitz continuous



























contradicted with our assumption that f(s1) > g(s1).
Now, for a given constant ε ∈ [0, 1) and time slot t, we define ∆(t, ε) as, starting
from time slot t, the number of time slots until the first time that the scheduling algorithm
selects a matching whose weight is at least (1− ε) times the weight of the MWM (i.e., the
“upgrading time” from π(t) to a matching that is “comparable” to the MWM). Formally,
we have
∆(t, ε) , inf {k ≥ 0 |W (t+ k) ≥ (1− ε)Wmax(t+ k)}
As will be proved in the following lemma, the upgrading time ∆(t, ε) is a sublinear func-
tion of t, if the switch works under a scheduling algorithm that satisfies the (ε, δ)-MWM
condition.
Lemma 10 (Sublinear Upgradating Time). Given ε > 0, for any crossbar switching algo-





= 0 a.s. (C.5)
where “a.s.” means “almost surely”.
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Proof. By definition, ∆(t, ε) is the number of time slots until the first time that the schedul-
ing algorithm selects a matching whose weight is at least (1 − ε) times the weight of





≥ δ, where δ is a constant independent of the time slot t, the queue length
vector Z(t) and the scheduling history. Hence, ∆(t, ε) can be taken as the number of trials
to get the first success, each of these trials has a success probability of at least δ independent
of the history. It’s then naturally dominated by a geometric distribution random variable
with success probability δ. More specifically, for each time slot t, define {Rt(k)}∞k=0 as a
sequence of random variables such that
Rt(k) =

Uniform [0, pt(k)] if W (t+ k) ≥ (1− ε)Wmax(t+ k)
Uniform [pt(k), 1] otherwise
where pt(k) , P
[
W (t + k) ≥ (1 − ε)Wmax(t + k)
]
≥ δ, and Uniform [a, b] represents
a random variable that is uniformly distributed in the interval [a, b] and is independent
with all the other constants and random variables. Define Yt , inf {k ≥ 0 | Rt(k) ≥ δ}.
It’s then easy to prove that (1) {Rt(k)}∞k=0 is a sequence of i.i.d. uniformly distribution
random variables in the range [0, 1]; (2) {Yt}∞t=0 is a sequence of i.i.d. geometric distribution
random variables with success probability δ; (3) for any sample path ω ∈ Ω we always have





= 0 a.s. (C.6)
Since E[Y 2t ] =
2−δ
δ2




























from which (C.6) follows, proving the lemma.
Because the fluid limit path (Ẑ, D̂, T̂ ) is Lipschitz continuous and hence differentiable
almost everywhere, the set of non-differentiable points has Lebesgue measure zero and can
be excluded in verifying stability of the fluid model [46]. For convenience, we define
Definition 6 (Regular Point). A point t > 0 is said to be a regular point for a fluid limit
path (Ẑ, D̂, T̂ ) if all of its components are differentiable at t.
We have the following lemma if the switch works under a scheduling algorithm that
satisfies both the (ε, δ)-MWM condition and the sublinear degradation condition.
Lemma 11. Assume the switch works under a scheduling algorithm that satisfies both the
(ε, δ)-MWM condition and the sublinear degradation condition. Let t be a regular point of
a fluid limit path (Ẑ, D̂, T̂ ), we have
d
dt
T̂π(t) = 0 if 〈π, Ẑ(t)〉 < 〈π′, Ẑ(t)〉 for some π′ ∈ Π
Proof. Define Π′(t) , {π′ ∈ Π | 〈π′, Ẑ(t)〉 = max
π
〈π, Ẑ(t)〉}. It’s sufficient to prove that
d
dt
T̂π(t) = 0 if π /∈ Π′(t) (C.7)
Suppose (Ẑ, D̂, T̂ ) is a fluid limit path. Fix a sample path ω ∈ Ω such that (C.1) and (C.2)
hold. There exists a sequence of initial stats {xk} with |xk| → ∞ as k →∞ such that
(






u.o.c as k →∞ (C.8)
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If Π′(t) 6= ∅, there exist constants ε1 ∈ (0, 1) and ε2 > 0 such that for any π /∈ Π′(t) and
π′ ∈ Π′(t) we have (1 − ε1)〈π′, Ẑ(t)〉 − 〈π, Ẑ(t)〉 ≥ ε2. By the continuity of Ẑ(·), there
exists τ > 0 such that
(1− ε1)〈π′, Ẑ(s)〉 − 〈π, Ẑ(s)〉 ≥
ε2
2
for s ∈ [t− τ, t+ τ ]
From the sublinear degradation condition, there exists a constant W > 0, such that for any
k > 0 and time slot s > 0 we always have
〈π(s), Zxk(s)〉 ≥ (1− ε2) · 〈π(s− 1), Zxk(s)〉 if 〈π(s− 1), Zxk(s)〉 > W (C.9)
By (C.8), there exists K > 0, such that for any k > K and s ∈ [t − τ, t + τ ], we have
ε2
4
|xk| > W and
sup
∣∣∣((1− ε1)〈π′, Ẑxk(s)〉 − 〈π, Ẑxk(s)〉)− ((1− ε1)〈π′, Ẑ(s)〉 − 〈π, Ẑ(s)〉)∣∣∣ ≤ ε2
4
Thus for k > K, we have
(1− ε1)〈π′, Ẑxk(s)〉 − 〈π, Ẑxk(s)〉 ≥
ε2
4
for s ∈ [t− τ, t+ τ ]
which is equivalent to,
(1− ε1)〈π′, Zxk(s)〉 − 〈π, Zxk(s)〉 ≥
ε2
4
|xk| > W for s ∈ [(t− τ)|xk|, (t+ τ)|xk|]
(C.10)
(C.10) implies that
〈π, Zxk(s)〉 < (1− ε1)〈π′, Zxk(s)〉 for s ∈ [(t− τ)|xk|, (t+ τ)|xk|] (C.11)
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and
〈π′, Zxk(s)〉 > W for s ∈ [(t− τ)|xk|, (t+ τ)|xk|] (C.12)
Let t′ ∈ [(t−τ)|xk|, (t+τ)|xk|] be the first time (since time (t−τ)|xk|) that the scheduling
algorithm selects a matching π′ ∈ Π′(t) as it’s output (we simply set t′ = (t + τ)|xk| if it
never selects a matching π′ ∈ Π′(t) throughout this time interval). By (C.11), we have
t′ − (t− τ)|xk| ≤ ∆ (b(t− τ)|xk|c, ε1, ω)
By (C.9), (C.11) and (C.12), the system should never select a matching π /∈ Π′(t) through-
out time interval [t′, (t+ τ)|xk|]. Thus, for any π /∈ Π′(t) we have
T xkπ (u2, ω)− T xkπ (u1, ω) ≤ t′ − (t− τ)|xk|
≤ ∆ (b(t− τ)|xk|c, ε1, ω)
for u1 ≤ u2, u1, u2 ∈ [(t− τ)|xk|, (t+ τ)|xk|]. Therefore, for any u1, u2 ∈ [(t− τ), (t+ τ)]
with u1 ≤ u2, we have
T xkπ (u2|xk|, ω)− T xkπ (u1|xk|, ω) ≤ ∆ (b(t− τ)|xk|c, ε1, ω)
i.e.,
T̂ xkπ (u2, ω)− T̂ xkπ (u1, ω) ≤
1
|xk|
∆ (b(t− τ)|xk|c, ε1, ω)
Taking the limit as k →∞ and by Lemma 10, we have
T̂π(u2)− T̂π(u1) = 0
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for any u1, u2 ∈ [(t − δ), (t + δ)] with u1 ≤ u2, from which (C.7) follows, proving the
lemma.
Theorem 7 is implied by Proposition 4 and the following theorem.
Theorem 8. Assume the switch works under a scheduling algorithm that satisfies both the
(ε, δ)-MWM condition and the sublinear degradation condition. Then the fluid model is
stable if we have
N∑
j=1
λij < 1 i = 1, . . . , N (C.13)
N∑
i=1
λij < 1 j = 1, . . . , N (C.14)
Proof. The proof is similar to the proof of Theorem 1 in [45]. For completeness, we pro-
duce a full proof here.
Suppose (Ẑ, D̂, T̂ ) is a fluid limit path with Ẑ(0) = 1. Define a Lyapunov function
f(t) = 〈Ẑ(t), Ẑ(t)〉. We have f(t) ≥ 0 and f(t) = 0 ⇔ Ẑ(t) = 0. It’s then sufficient to
prove that ∃ t0 ≥ 0 such that f(t) = 0 for t ≥ t0
For a permutation matrix π, define wπ(t) = 〈π, Ẑ(t)〉. Let w(t) = maxπ wπ(t). Let
λ be the N × N matrix with entries λij (flattened into a N2-dimensional vector in the
row-major order). Under condition (C.13) and (C.14) λ is doubly substochastic and can
therefore be written as a convex combination of permutation matrices [74, 75, 76], i.e.,









Let δ = 1
2|Π|(1−
∑
π∈Π pπ). We have
∑
π∈Π
(pπ + δ) < 1




































= 〈λ, Ẑ(t)〉+ δ
√
f(t) (C.15)
Let t be a fixed value such that w and Ẑ are differentiable at t. Let Π′ be the set of
matchings π such that wπ(t) = w(t). Then we have ddtwπ(t) =
d
dt
w(t) for π ∈ Π′ (see, for
























































It follows from Lemma 9 that f(t) = 0 for t ≥
√
f(0)/δ, proving the theorem.
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