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Abstract
A pseudolattice L is a poset with lattice-type binary operations. Given a submodular function r : L → R and a modular
representation of the pseudolattice as a family of subsets of a set U with certain compatibility properties, we demonstrate that
the corresponding unrestricted linear program relative to the representing set family can be solved by a greedy algorithm. This
complements the Monge algorithm of Dietrich and Hoffman for the associated dual linear program. We furthermore show that
our Monge and greedy algorithms are generally optimal for nonnegative submodular linear programs and their duals (relative to
L). Finally, we show that L actually is a distributive lattice with the same supremum operation. Using Birkhoff’s representation
theorem for distributive lattices, we construct a suitable weight function on P that allows us to reduce the problems to generalized
polymatroids.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The greedy algorithm is a heuristic procedure for discrete optimization problems that has long been recognized
not only to solve certain problems optimally but also to be a basic subroutine in other efficient algorithms when cast
into the framework of linear programming (see, e.g., Hoffman [13]). Matroids may be characterized by an optimal
greedy algorithm. Moreover, many generalizations of matroids turn out to be accompanied by corresponding greedy
algorithms (see, e.g., [4,18,10]).
From the linear programming point of view, these greedy algorithms construct primal solutions from certain
feasible solutions for the dual program. These dual solutions can often be obtained from an algorithmic procedure
that goes back to Monge [16] and is of interest for the analysis of many optimization structures (see, e.g., [2]). For
example, the greedy algorithms of [6–9] follow this principle.
A powerful concept for the analysis of integral linear programs is Hoffman’s lattice polyhedra (see, e.g., [14])
that generalize matroid polyhedra by allowing an order structure on the feasible sets that need not coincide with the
“natural” set-theoretic order. It appears difficult, however, to identify appropriate greedy algorithms for general lattice
polyhedra. Frank [9] establishes such algorithms relative to a class of lattice polyhedra that arise from nonnegative
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and monotone decreasing supermodular functions with a submodular set-theoretic presentation. Recently, Dietrich
and Hoffman [3] have established an optimal Monge algorithm for a class of lattice polyhedra relative to general
submodular functions with a modular presentation.
In the present article, we analyze the Dietrich–Hoffman model and exhibit a (primal) greedy algorithm that
complements the Monge algorithm optimally. Furthermore, we show that these Monge and greedy algorithms can be
implemented in such a way that the corresponding linear programs under nonnegativity restrictions are also optimally
solved.
Finally, we show that the underlying order structure of pseudolattices occurring in the Dietrich–Hoffman model is
that of a distributive lattice in the usual sense. This allows us to embed the Dietrich–Hoffman problem in a framework
where it can be solved with the generalized polymatroid greedy algorithm (see, e.g., [6,7,17,15]).
An elegant model for the analysis of Monge algorithms has recently been proposed by Fujishige [11] (see also [12]).
The approach differs from ours, however, in that [11] assumes a (in terms of certain “choice functions”) well-defined
Monge algorithm to be given. The question then is under which conditions it is optimal. We, on the other hand, start
from a combinatorial optimization problem and try to identify appropriate Monge and greedy algorithms for it.
1.1. Pseudolattices and modular representations
Let (L ,≤) be a finite (partially) ordered set. L is a lattice if for all a, b ∈ L there are unique elements
sup(a, b), inf(a, b) ∈ L such that for all c ∈ L
c ≥ a, b,⇐⇒ c ≥ sup(a, b)
c ≤ a, b,⇐⇒ c ≤ inf(a, b).
Assuming that L has a unique maximal and a unique minimal element, it is well-known that suprema always exist in
L if and only if infima always exist. In fact, one has for any A ⊆ L ,
inf A = sup{c ∈ L | c ≤ a for all a ∈ A}.
The ordered set (L ,≤) is a pseudolattice if for all a, b ∈ L , there exist elements a ∧ b, a ∨ b ∈ L such that for
arbitrary a, b ∈ L ,
a ∧ b ≤ a, b ≤ a ∨ b.
A pseudolattice L necessarily has a unique maximal and a unique minimal element. However, L need not be a lattice.
When L is a lattice, one has
a ∧ b ≤ inf(a, b) ≤ a, b ≤ sup(a, b) ≤ a ∨ b.
A function r : L → R on a pseudolattice L = (L ,≤,∧,∨) is submodular if for all a, b ∈ L ,
r(a)+ r(b) ≤ r(a ∧ b)+ r(a ∨ b).
f : L → R is supermodular, if (− f ) is submodular. A modular function is both, submodular and supermodular.
A representation of (L ,≤) on the (finite) set U is a map
χ : L → 2U
into the power set of U such that for all a, b, c ∈ L the following properties are satisfied:
(C0) a < b H⇒ χ(b) \ χ(a) 6= ∅.
(C1) a ≤ b ≤ c H⇒ χ(a) ∩ χ(c) ⊆ χ(b).
Note that (C1) is the consecutive ones property. For any u ∈ U , we define the characteristic function χu : L →
{0, 1} via
χu(a) =
{
1 if u ∈ χ(a).
0 if u 6∈ χ(a).
The representation χ of the pseudolattice L is called modular if χu is modular for all u ∈ U .
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1.2. Birkhoff’s theorem
Let L be a distributive lattice, i.e., a lattice satisfying
sup(inf(a, b), c) = inf(sup(a, c), sup(b, c)) for all a, b, c ∈ L .
By Birkhoff’s theorem [1], a (finite) distributive lattice L admits a canonical representation as a union- (and
intersection-) closed system of sets in the following way. Call p ∈ L irreducible if p has precisely one lower neighbor
in L (where a lattice element q < p is a lower neighbor of p if there is no a ∈ L with q < a < p). Let P = P(L)
denote the set of all irreducibles of L and represent each a ∈ L by the set
χ(a) = {p ∈ P | p ≤ a} ⊆ P.
The equality a = sup(χ(a)) holds in any lattice. The distributivity of L , however, is equivalent with
χ(sup(a, b)) = χ(a) ∪ χ(b) for all a, b ∈ L
and satisfies χ(a) ∩ χ(b) = χ(inf(a, b)). So the Birkhoff representation χ : L → 2P is modular with respect to the
lattice-theoretic operations, i.e.,
χ(inf(a, b))+ χ(sup(a, b)) = χ(a)+ χ(b),
and trivially has the properties (C0) and (C1).
It turns out (see Section 6) that every pseudolattice L with a modular representation χ : L → 2U is a distributive
lattice with a ∧ b = sup(a, b) for all a, b ∈ L . Moreover, for each u ∈ U , irreducible elements iu, ju ∈ P can be
determined such that
{a ∈ L | u ∈ χ(a)} = {a ∈ L | iu ∈ χ(a)} − {a ∈ L | ju ∈ χ(a)}.
1.3. Submodular linear programs
Given a pseudolattice L with modular representation χ : L → 2U , weights cu on U and a submodular function
r : L → R, consider the following primal–dual pair of linear programming problems
(P) max
{∑
u∈U
cuxu |
∑
u∈χ(a)
xu ≤ r(a) for all a ∈ L
}
and
(D) min
y≥0
{∑
a∈L
r(a)ya |
∑
χ(a)3u
ya = cu for all u ∈ U
}
.
If L = 2U and χ is the identity function, we are essentially in the (poly)matroid model of Edmonds [4] and
can solve the problems with the primal and dual polymatroid greedy algorithm. Slightly more generally, if L is a
distributive lattice and χ the Birkhoff representation, these problems can be solved with generalized (poly)matroid
greedy algorithms (see, e.g., [6,7,17,15]).
The polyhedron of all primal feasible solutions belongs to the class of lattice polyhedra, which are known to be
totally dual integral (see [14]). So optimal integral solutions exist for each integral submodular function r : L → Z
and weight function c : U → N provided (D) is feasible.
Dietrich and Hoffman [3] provide an optimal dual greedy algorithm for (D) (if one exists). We complement this
result by an optimal primal greedy algorithm for (P). Furthermore, we show that these primal and dual greedy
algorithms can be implemented in such a way that also the corresponding linear programs under nonnegativity
constraints
(P+) max
x≥0
{∑
u∈U
cuxu |
∑
u∈χ(a)
xu ≤ r(a) for all a ∈ L
}
and
(D+) min
y≥0
{∑
a∈L
r(a)ya |
∑
χ(a)3u
ya ≥ cu for all u ∈ U
}
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are solved in case r is submodular, nonnegative and monotone increasing. Again, these solutions turn out to be integral
if r and c are integral.
We proceed as follows: First, we establish a Monge algorithm for the dual linear program, which extends the
algorithm of Dietrich and Hoffman. Based on the structure of the dual solution obtained, we then compute a greedy
vector for the primal program and show that it is feasible and optimal.
Finally, we show that L is a distributive lattice and reduce the problems (P) and (D) to the generalized polymatroid
case.
2. The Monge algorithm
We always assume in the following that the order (L ,≤) is a pseudolattice with modular representation χ relative
to the ground set U and recall in particular the set-theoretic compatibility properties (C0) and (C1). Without loss of
generality, let us also assume that each u ∈ U occurs in at least one representing set, i.e.,
U =
⋃
a∈L
χ(a).
We furthermore assume that the minimal element m0 ∈ L is represented by the empty set, i.e.,
χ(m0) = ∅.
(Otherwise we simply add a new minimal element m′0 with χ(m′0) = ∅ to L , which will have no influence on the
problem we are trying to solve.)
Given weights cu ∈ R on the elements of U , we want to find a feasible solution of problem (D+), i.e., we want to
find parameters ya ∈ R such that the following linear inequalities are satisfied
ya ≥ 0 for all a ∈ L and
∑
χ(a)3u
ya ≥ cu for all u ∈ U.
In view of our assumption that each u ∈ U occurs in some χ(a), it is clear that (D+) has a feasible solution. The
following Monge algorithm computes a particular solution in a straightforward iterative procedure. To formulate it,
we denote by `(m) the set of all lower neighbors of m. The algorithm works as follows:
(M1) Let m ∈ L be maximal and choose some lower neighbor m∗ ∈ `(m) and u∗ ∈ χ(m) \ χ(m∗) such that
c∗ = min
m′∈`(m)
max{cu | u ∈ χ(m) \ χ(m′)} = cu∗ .
(M2) Set ym = max{0, c∗} and subtract ym from all cu with u ∈ χ(m).
(M3) Replace L by L∗ = {a ∈ L | a ≤ m∗}.
(M4) Iterate until L = {m0}.
If L is a pseudolattice with modular representation χ and u ∈ U is an arbitrary element, we define the u-reduction
of L to be the ordered set
L \ u = {a ∈ L | u 6∈ χ(a)}.
It is straightforward to check that L \ u is a pseudolattice and that χ yields a modular representation with respect to
the reduced set U \ {u}.
Remark 2.1. In view of our assumptions on χ , L∗ is precisely the u∗-reduction of L , i.e.,
L∗ = L \ u∗ = {a ∈ L | u∗ 6∈ χ(a)}.
Proof. Consider any a ∈ L . If a ∈ L∗, then (C1) implies u∗ 6∈ χ(a). On the other hand, if a 6∈ L∗, we have
a ∨ m∗ = m. Hence the modularity of χ yields u∗ ∈ χ(a). Consequently, we find L \ u∗ = L∗. 
We refer to u∗ ∈ χ(m) as the representative of m with respect to the Monge algorithm. The crucial point is that for
the reduced weight function c in the current step of the algorithm, one has
c∗ ≥ 0 H⇒ ym = cu∗ and ym ≥ cu for all u ∈ χ(m) \ χ(m∗).
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We call m active (in the Monge algorithm) if c∗ ≥ 0 is true and collect all active elements m j into the Monge chain
M = {m1 < · · · < mk} ⊆ L .
Let u j ∈ χ(m j ) denote the representative of the active element m j ∈ M . Recall that (C1) implies ui 6∈ χ(m j ) for all
i > j . So we find for all u ∈ U and all representatives u j :
k∑
i=1
ymiχu(mi ) ≥ cu and
k∑
i=1
ymiχu j (mi ) = cu j .
In particular, the resulting vector yM solves (D+) and only non-zero components of yM correspond to elements of the
Monge chain M .
Proposition 2.1. Assume that all weights cu are integers. Then all components yMa of the Monge solution y
M are
integral. 
Note that an iteration relative to an inactive element m ∈ L does not affect the weights of the remaining elements
u ∈ U . It follows that an element u ∈ U with nonnegative weight cu must be removed at an iteration involving an
active element. Recalling our assumption χ(m0) = ∅ on the minimal element m0 of L , we thus find
Lemma 2.1. Let M = {m1 < · · · < mk} be the chain computed by the Monge algorithm and consider the intervals
[m j−1,m j ] = {a ∈ L | m j−1 ≤ a ≤ m j } ( j = 1, . . . , k).
Then each m j has exactly one lower neighbor m∗j in [m j−1,m j ].
Proof. Suppose that the lemma is false and m j has at least two lower neighbors m∗,m′ ∈ [m j−1,m j ]. w.l.o.g., let m∗
be the one chosen by the Monge algorithm with representative u j ∈ χ(m j ) \ χ(m∗).
As the Monge algorithm chose m∗ (instead of m′), we know that there must be some u ∈ χ(m j ) \ χ(m′) with
(reduced) weight
cu ≥ cu j ≥ 0.
Sincem′ 6≤ m∗, u is still in the representative set for the reduced lattice {a ∈ L | a ≤ m∗} and has nonnegative reduced
weight. From (C1) and m j−1 < m′ < m j we infer u 6∈ χ(m j−1). So u must have been removed when processing an
active element mi with m j−1 < mi < m j , which contradicts the definition of m j−1, however. 
2.1. Equality constraints
Consider the linear system of restrictions of problem (D):
ya ≥ 0 for all a ∈ L and
∑
χ(a)3u
ya = cu for all u ∈ U.
While (D+) is always solvable, (D) can be infeasible. Dietrich and Hoffman [3] have observed that a greedy-type
algorithm nevertheless finds a feasible solution for (D), provided one exists at all:
(M1) Let m ∈ L be maximal and choose u¯ ∈ χ(m) such that
c¯ = cu¯ = min{cu | u ∈ χ(m)}.
(M2) Set ym = c¯ and subtract ym from all cu with u ∈ χ(m).
(M3) Replace L by the u¯-reduction L¯ = L \ u¯ = {a ∈ L | u¯ 6∈ χ(a)}.
(M4) Iterate until L = ∅.
We now show that the Dietrich–Hoffman algorithm can be interpreted as a special version of our Monge algorithm
in the equality case.
Theorem 2.1. If (D) has a feasible solution at all, the Monge algorithm relative to (D+) computes a feasible solution
y for (D) .
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Proof. Assuming (D) to be feasible, we first show c∗ = c¯. The inequality c¯ ≤ c∗ follows from the definition. Let m¯
be the maximal element of L¯ and choose some m′ ∈ `(m) such that m¯ ≤ m′ ≤ m.
Let u′ ∈ χ(m) \ χ(m′) be an arbitrary element with weight c′. (C1) implies u′ 6∈ χ(a) for all a ∈ L¯ . So the
feasibility of the Dietrich–Hoffman algorithm yields
c∗ ≥ c¯ = ym = c′ ≥ c∗.
So we can choose u¯ = u∗ in the Dietrich–Hoffman algorithm. The identity L¯ = L \ u∗ = L∗ follows
from Remark 2.1. 
Corollary 2.1. If (D) is feasible and M ⊆ L the chain of active elements in the Monge algorithm, then M is a
maximal (i.e., at most trivially extendible) chain in L.
Proof. If (D) is feasible, all elements m considered in the Monge algorithm are active. Since successive elements are
neighbors, the resulting chain can only be trivially extended by the minimal m0 element of L . 
2.1.1. Monge algorithm and Birkhoff representation
In the case of the Birkhoff representation χ(a) of a distributive lattice L relative to the ordered set (P,≤) of
irreducibles of L and a given weight function c : P → R, one wants to solve
ya ≥ 0 for all a ∈ L and
∑
χ(a)3p
ya = cp for all p ∈ P.
The Monge algorithm successively removes maximal elements pn, pn−1, . . . of minimal weight and thus generates a
linear extension pi of P , where
pi = p1 p2 . . . pn−1 pn such that pi ≤ p j ⇒ i ≤ j.
This Monge algorithm is the basis of the generalized (poly)matroid greedy algorithms (see, e.g., [6,7,17,15]). It
produces the solution
ymk = cpk − cpk+1 .
The solution is feasible if and only if c : P → R is nonnegative with the antitone property (cf. [5]):
p ≤ q H⇒ cp ≥ cq ≥ 0.
The classical (poly)matroid case of Edmonds [4] (see also [10]) corresponds to P being trivially ordered.
3. The Greedy algorithm
Under the same assumptions on the pseudolattice L , we now take the submodular function r : L → R into account
and consider the linear system
x(a) =
∑
χ(a)3u
xu ≤ r(a) for all a ∈ L
of feasible solutions of the primal problem (P). Again, it is clear that (P) is always feasible while the linear system
x(a) ≤ r(a) for all a ∈ L and xu ≥ 0 for all u ∈ U
of feasible solutions of the nonnegative version (P+) is non-empty if and only if r is nonnegative
Motivated by theMonge algorithm ( Lemma 2.1), we consider an arbitrary chain M = {m1 < · · · < mk} ⊆ L\{m0}
such that each m j has exactly one lower neighbor m∗j in [m j−1,m j ]. Moreover, we select a sequence pi = u1 . . . uk
of representatives
u j ∈ χ(m j ) \ χ(m∗j ) ( j = 1, . . . , k).
Let us generally call such a pair (M, pi) aMonge pair. The greedy algorithm computes a candidate solution xpi for (P)
from the Monge pair (M, pi) by modifying the components of the zero vector x = 0 iteratively as follows:
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(G1) xpiu1 = r(m1).
(G2) xpiu j = r(m j )−
∑{xpiui | i < j, ui ∈ χ(m j )}( j = 2, . . . , k).
The greedy algorithm yields immediately
Proposition 3.1. If r is integer-valued, then every component of the greedy vector xpi is an integer. 
Since ui 6∈ χ(m j ) if i > j , we observe for the greedy vector xpi thus constructed:
xpi (m j ) = r(m j ) for all j = 1, . . . , k.
Lemma 3.1. Assume that r : L → R is nonnegative and monotone increasing. Then the greedy vector xpi is
nonnegative.
Proof. The algorithm yields xu1 = r(m1) ≥ 0 directly. Since each ui ∈ χ(m j ) with i < j must also lie in χ(m j−1),
we furthermore find iteratively
xu j = r(m j )−
∑
{xui | i < j, ui ∈ χ(m j )}
≥ r(m j )−
∑
{xui | ui ∈ χ(m j−1)}
≥ r(m j )− r(m j−1) ≥ 0. 
Lemma 3.2. Let r : L → R be nonnegative and monotone increasing. Furthermore let xpi be the greedy vector
relative to the Monge pair (M, pi) and consider the lattice element a ∈ L. Then
m j−1 ≤ a ≤ m j H⇒ xpi (a) ≤ r(a) ( j = 1, . . . , k)
a ≥ mk H⇒ xpi (a) ≤ r(a).
Proof. Assume that m j−1 ≤ a ≤ m j . In the case a = m j , we already know that xpi (a) = r(a). If a < m j , then
a ≤ m∗j holds for the unique lower neighbor m∗j of m j in the interval [mm−1,m j ]. By the consecutive property (C1),
ui ∈ χ(a) implies ui ∈ χ(m j−1) for all i ≤ j − 1 and ui 6∈ χ(a) for i ≥ j . So xpi ≥ 0 yields
xpi (a) ≤ xpi (m j−1) = r(m j−1) ≤ r(a).
The case a ≥ mk is analyzed the same way. 
Without loss of generality we may assume that the submodular function r : L → R is 0-normalized in the sense
r(m0) = 0. It follows that any x ∈ RU induces a (0-normalized) submodular function h = r − x, where
h(a) = r(a)− x(a) for all a ∈ L.
To say that x is a feasible solution for problem (P) is equivalent to saying that h is nonnegative.
Theorem 3.1. Let M = {m0 < m1 < · · · < mk} be an arbitrary chain in L. Assume that h : L → R is a submodular
function with the properties
(1) h(m j ) = 0 for all j = 0, 1, . . . , k.
(2) h(a) ≥ 0 if a ≥ mk or m j−1 ≤ a ≤ m j for some j .
Then h(a) ≥ 0 holds for all a ∈ L.
Proof. Suppose that the theorem is false and let a be a minimal element such that h(a) < 0. So a 6≤ m1 and a 6≥ mk .
If a 6≤ mk , then
h(a) ≥ h(a ∧ mk)+ h(a ∨ mk)− h(mk)
= h(a ∧ mk)+ h(a ∨ mk) ≥ 0,
as a ∨ mk ≥ mk and a ∧ mk < a imply that both the additive terms are nonnegative. Hence there must exist some
j > 1 such that
a 6≤ m j−1 and a ≤ m j .
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Noting m j−1 ≤ a ∨m j−1 ≤ m j , we then arrive at a contradiction in a similar way through the submodular expansion
h(a) ≥ h(a ∧ m j−1)+ h(a ∨ m j−1)− h(m j−1)
= h(a ∧ m j−1)+ h(a ∨ m j−1) ≥ 0. 
Corollary 3.1. Let (M, pi) be the Monge pair obtained from the Monge algorithm relative to some weight function
c : U → R and xpi the associated greedy vector relative to the submodular function r : L → R. Then we have
xpi (a) ≤ r(a) for all a ∈ L
provided r is nonnegative and monotone increasing or the Monge algorithm determines a feasible solution of (D) .
Proof. Consider the submodular function h(a) = r(a)−xpi (a). In either case of the corollary, h satisfies the hypothesis
of Theorem 3.1. Hence we conclude
h(a) ≥ 0 or xpi (a) ≤ r(a). 
4. Optimality
Let yM be the Monge and xpi the associated greedy solution of the linear programs (D) and (P), resp. for their
nonnegative versions
(D+) min
y≥0
∑
a∈L
r(a)ya such that
∑
χ(a)3u
ya ≥ cu for all u ∈ U
and
(P+) max
x≥0
∑
u∈U
cuxu such that x(a) ≤ r(a) for all a ∈ L.
Since the only non-zero components of yM correspond to elements mi ∈ M and the only non-zero components of xpi
correspond to representatives ui ∈ pi , the complementary slackness conditions
xpiu > 0⇒
∑
χ(a)3u
yMa = cu, and
yMa > 0⇒ xpi (a) = r(a)
are satisfied under our assumptions. Hence linear programming theory tells us
Theorem 4.1. If r : L → R is submodular, the Monge and the greedy algorithm construct optimal solutions
for (D) and (P) or demonstrate that no optimal solution exists.
If r : L → R is submodular, nonnegative and monotone increasing, the Monge and the greedy algorithm construct
optimal solutions for (D+) and (P+). 
5. Supermodular functions
Let p : L → R be supermodular on L . Now the submodular linear program (P) as before is equivalent with the
linear program
(Q) min
∑
u∈U
cuxu such that x(a) ≥ p(a) for all a ∈ L.
Hence the Monge–greedy algorithm also solves a linear program of type (Q) optimally if p is supermodular.
A curious situation arises from the nonnegative version
(Q+) min
x≥0
∑
u∈U
cuxu such that x(a) ≥ p(a) for all a ∈ L.
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Fig. 1. The minimal non-distributive lattices.
Frank [9] establishes a greedy algorithm to solve (Q+) in the case where the supermodular function p is
nonnegative and monotone decreasing. His algorithm is quite similar in spirit to our algorithm for the solution of
(P+) with a submodular and nonnegative monotone increasing r . Yet, we do not see a direct way to derive Frank’s
algorithm from our approach. Nor does Frank’s algorithm appear to be applicable to (P+).
6. Pseudolattices and distributive lattices
As before, let L be a pseudolattice with modular representation χ : L → 2U which, by definition, satisfies (C0)
and (C1). We claim that L is a distributive lattice, recalling that L is a proper lattice if for any two elements a, b ∈ L
there exists a unique minimal upper bound sup(a, b).
Theorem 6.1. Assume that L is a pseudolattice with a modular representation χ . Then L is a lattice with a ∨ b =
sup(a, b) for all a, b ∈ L.
Proof. We claim that sup(a, b) exists and equals a ∨ b for all a, b ∈ L . So consider any c ≥ a, b. We must show that
c ≥ a ∨ b is true. Suppose that this is not the case and let d = a ∨ b. Then we have
a, b ≤ c < c ∨ d.
By (C0), there exists some u ∈ χ(c∨d)\χ(c). Because u ∈ χ(c∨d), the modularity of χ implies u ∈ χ(d) = χ(a∨b)
and hence u ∈ χ(a) ∪ χ(b). In view of u 6∈ χ(c), on the other hand, the consecutive property (C1) yields
u 6∈ χ(a) ∪ χ(b), which is a contradiction. 
To exhibit L as distributive, we use the characterization of distributivity in terms of the forbidden sublattices N5 or
M3 (see Fig. 1) (cf. [1]).
Theorem 6.2. Assume that L is a pseudolattice with a modular representation χ . Then L is a distributive lattice.
Proof. Suppose that the theorem is false and there exists a sublattice N5 = {a, b, c, d, e} such that b < c,
e = b ∨ d = c ∨ d and a = inf(b, d) = inf(c, d).
By (C0), we may choose an element u ∈ χ(c)\χ(b). Property (C1) implies χ(c∧d, u) = 0. Hence, the modularity
of χ implies χ(c ∨ d, u) = 1 and χ(d, u) = 0. So
χ(d, u)+ χ(b, u) = 0 < χ(b ∨ d, u) = χ(c ∨ d, u) = 1
yields a contradiction to the modularity of χ .
Assume now that L contains a sublattice M3 = {a, b, c, d, e} such that e = b ∨ c = b ∨ d = c ∨ d and
a = inf(b, c) = inf(b, d) = inf(c, d). Choose an element u ∈ χ(e) \ χ(b). The modularity of χ implies
χ(c, u) = χ(d, u) = χ(inf(c, d), u) = 1.
Hence inf(c, d) ≤ a < b < e yields a contradiction to property (C1). 
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7. Birkhoff representation of modular pseudolattices
As any pseudolattice L with modular representation χ : L → 2U is a distributive lattice, L admits the Birkhoff
representation χ : L → 2P with
χ(a) = {p ∈ P | p ≤ a}
into subsets of the irreducible elements (P,≤) of L . How are the two representations χ and χ related?
We prove in this section that for each u ∈ U there exist unique irreducible elements iu, ju ∈ P such that
{a ∈ L | u ∈ χ(a)} = {a ∈ L | iu ∈ χ(a)} − {a ∈ L | ju ∈ χ(a)}.
This relationship allows us to construct a weight function c : P → R such that an optimal solution of problem
(D) min
y≥0
∑
a∈L
r(a)ya such that
∑
χ(a)3p
ya = cp for all p ∈ P,
is as well an optimal solution of problem
(D) min
y≥0
∑
a∈L
r(a)ya such that
∑
χ(a)3u
ya = cu for all u ∈ U .
Thus, problem (D) can be solved with the generalized polymatroid greedy algorithm described in Section 2.1.1.
Since L is distributive, there exists a one-to-one correspondence between maximal chains
a0 < · · · < an
of L and linear extensions P = {p1, . . . , pn} of the irreducible elements (P,≤) via
ai = ai−1 ∨ pi
for i = 1, . . . , n. So let a0 < · · · < an be an arbitrary maximal chain in L .
Since χ is modular and satisfies property (C1), for each u ∈ U there exists a unique piu ∈ P such that
u ∈ χ(aiu ) \ χ(aiu−1).
For simplicity, let us add a maximal element an+1 to L (and pn+1 to P). Then we can say that there always exists a
unique element p ju ∈ P such that
u ∈ χ(a ju−1) \ χ(a ju ).
Each vector y satisfies∑
χ(a)3u
ya =
∑
χ(a)3piu
ya −
∑
χ(a)3p ju
ya for all u ∈ U .
To prove this, we need two technical lemmas.
Lemma 7.1. If u ∈ χ(ak) for k = i, . . . , j − 1, then
u ∈ χ(pi ) and u 6∈ χ(p j ).
Moreover, if p′i and p′j are the unique lower neighbors of pi and p j , respectively, then
u 6∈ χ(p′i ) and u ∈ χ(p′j ).
Proof. Since u ∈ χ(ai−1 ∨ pi ) \ χ(ai−1), the modularity of χ implies u ∈ χ(pi ) and u 6∈ χ(ai−1 ∧ pi ). Likewise,
u ∈ χ(a j−1)\χ(a j−1∨ p j ) implies u 6∈ χ(p j ) and u ∈ χ(a j−1∧ p j ). Considering the two chains ai−1∧ pi ≤ p′i < pi
and a j−1 ∧ p j ≤ p′j < p j , we yield u 6∈ χ(p′i ) and u ∈ χ(p′j ) by property (C1). 
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Lemma 7.2. Let L be a distributive lattice with Birkhoff representation χ : L → 2P and modular representation
χ : L → 2U , and assume that u ∈ χ(ak) for k = i, . . . , j − 1. Then
u ∈ χ(a)⇐⇒ pi ∈ χ(a) and p j 6∈ χ(a).
Proof. Recall that for each p ∈ P and a ∈ L
p ∈ χ(a)⇐⇒ p ≤ a
holds. Suppose u ∈ χ(a). Since u ∈ χ(pi ), the modularity of χ implies u ∈ χ(a ∧ pi ). Thus pi ≤ a and p j 6≤ a,
since otherwise the chains pi ∧ a ≤ p′i < pi , respectively p′j < p j ≤ a would contradict property (C1).
To prove the opposite direction, suppose there exists an element a ∈ L such that pi ≤ a and p j 6≤ a, but u 6∈ χ(a).
Choose such an a minimal in L . Since L is distributive, for each maximal element p ∈ χ(a) there exists a unique
b ∈ L such that χ(b) = χ(a) \ p.
Suppose pi is not maximal in χ(a), i.e., there exists p ∈ χ(a) such that pi < p and χ(b) = χ(a) \ p for some
b ∈ L . Since pi ≤ b and p j 6≤ b, it follows from the choice of a that u ∈ χ(b). Likewise, pi ≤ p and p j 6≤ p implies
u ∈ χ(p). But this is a contradiction to the modularity of χ since a = p ∨ b and u 6∈ χ(a) by assumption.
Thus, pi is maximal in χ(a) and there exists b ∈ L such that χ(b) = χ(a) \ pi . Since u 6∈ χ(a = b ∨ pi ) and
u ∈ χ(pi ), the modularity of χ implies u ∈ χ(b∧ pi ). But this is a contradiction to (C1), since b∧ pi ≤ p′i < pi and
u 6∈ χ(p′i ) by Lemma 7.1. Hence, pi ∈ χ(a) and p j 6∈ χ(a) implies u ∈ χ(a). 
Theorem 7.1. Let L be a distributive lattice with Birkhoff representation χ : L → 2P and modular representation
χ : L → 2U , and assume that u ∈ χ(ak) for k = i, . . . , j − 1. Then each vector y satisfies∑
χ(a)3u
ya =
∑
χ(a)3piu
ya −
∑
χ(a)3p ju
ya for all u ∈ U.
Proof. By Lemma 7.2 it remains to prove that pi < p j holds. Since the chain a0 < · · · < an corresponds to a linear
extension of P , p j < pi is impossible.
Suppose pi and p j are not comparable and consider the chains p′j < p j < pi ∨ p j and pi < p j ≤ p′i < pi for the
unique lower neighbors p′i and p′j of pi and p j . By Lemma 7.1, we have u ∈ χ(p′j ) \ χ(p j ) and u ∈ χ(pi ) \ χ(p′i ).
Thus, property (C1) implies u 6∈ χ(pi ∧ p j ) and u 6∈ χ(pi ∨ p j ). But this is a contradiction to the modularity of
χ . 
Theorem 7.1 gives us the idea how to construct the weight function c on P . By property (C0), we may choose
representatives σ = u1 . . . un ⊆ U such that ui ∈ χ(ai ) \χ(ai−1) for all i = 1, . . . , n. Let p jui denote the irreducible
element such that ui ∈ χ(ak) for k = i, . . . , jui . Recursively, we construct the weight function c : P → R via
c(pn) = c(un),
c(pi ) = c(ui )+ c(p jui ) for i = n − 1, . . . , 1.
Then any solution of problem
(D) min
y≥0
∑
a∈L
r(a)ya such that
∑
χ(a)3p
ya = cp for all p ∈ P
is a solution of
(Dσ )
∑
χ(a)3ui
ya = c(ui ) for all ui ∈ pi
and vice versa. We show that a solution of (Dσ ) is already a solution of problem (D), provided (D) is feasible at all:
Lemma 7.3. Each constraint in (D) is a linear combination of constraints in (Dσ ), provided (D) is feasible.
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Proof. As before, let p jui be the irreducible element such that ui ∈ χ(ak) for k = i, . . . , jui . Then, by Theorem 7.1,
any vector y satisfies∑
χ(a)3pi
ya =
∑
χ(a)3ui
ya +
∑
χ(a)3p jui
ya
for each pi ∈ P . Since pi < p jui , it follows that each term
∑
χ(a)3pi ya is the sum of the terms in {
∑
χ(a)3u ya | u ∈
σ }. Moreover, since∑
χ(a)3u
ya =
∑
χ(a)3piu
ya −
∑
χ(a)3p ju
ya
holds for the unique iu, ju ∈ P such that u ∈ χ(ak) for k = iu, . . . , ju − 1, it follows that the constraints in (D) must
be linear combinations of constraints in (Dσ ) if (D) is feasible. 
Thus, we are able to solve (D) with the Monge algorithm for the Birkhoff representation. That is, for a linear
extension
P = {p1, . . . , pn} with c(pi ) ≥ c(p j )⇒ i ≤ j
of (P,≤) with corresponding maximal chain
M = m0 < · · · < mn such that χ(mi ) = {p1, . . . , pi },
the vector y with non-zero components y(mk) = cpk −cpk+1 (for k = 1, . . . , n−1) turns out to be an optimal solution
of problem (D) if (D) is feasible.
Given the chain M , we now choose representatives pi = uˆ1 . . . uˆn ⊆ U such that uˆi ∈ χ(mi ) \ χ(mi−1). As we
saw in Section 3, the greedy vector xpi is an optimal solution of problem (P).
Corollary 7.1. If L is a pseudolattice with modular representation χ , we can solve the problems (P) and (D) with
the generalized polymatroid greedy algorithm. 
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