Introduction. If one has a function/(x)
on the real line which is symmetric and unimodal (that is, f(kx) ^/(x), O^ft^l), it is obvious that the integral of f(x) over an interval of fixed length is maximized if the interval is centered at the origin; in fact, the integral is a nonincreasing function of the distance of the midpoint from the origin. A direct result of this is that if a random variable X has density/(x) and F is an independent random variable, then Pr {|A|ga} Pr {IX+F| Sa}. In this paper we generalize these results to wspace. The interval is replaced by a symmetric convex set; the condition of unimodality is expressed by the condition that the set of points for which the function is at least equal to a given value is convex. In turn we show that the probability of a random vector falling in a given symmetric convex set is at least equal to the corresponding probability for the sum of this vector and another. The results are extended to obtain inequalities on the distribution of functionals of stochastic processes, and applications to statistics are made.
2. An inequality on the integral of a symmetric unimodal function over translations of a convex symmetric set in w-space. Theorem 1. Let E be a convex set in n-space, symmetric about the origin. Letf(x) ^0 be a function such that (i) f(x) =/(-x), (ii) {x|/(x) s±u}=Ku is convex for every u (0<w<«>), and (iii) fsf(x)dx<<x> (in the Lebesgue sense). Then (1) f/(*+ ky)dx^ f f(x+ y)dx for O^k^l.
Proof. An equivalent way of writing (1) The integral <b(y) =fsf(x+y)dx is a symmetric function and is unimodal in the sense that along a given ray through the origin the integral is a nondecreasing function of the distance from the origin. However, 0(y) does not necessarily satisfy the condition of unimodality imposed on/(x); that is, \y\<b(y)^u} is not necessarily convex.
It will be noticed that we obtain strict inequality in (1) if and only if for at least one u, H(u)>H*(u) (because H(u) is continuous on the left). For H(u)=H*(u)
we need equality in the Brunn-Minkowski Theorem which implies (E-y)f~}Ku = (E+y)f~}Ku-\-z for some z; then the linear combination set is (£+y)P\Au + (l-a)z. This must be (E+ky)r\Ku also in order that H(u) =H*(u). Since the latter set must include the former set z can be taken as -2y, and thus the condition is (E+y)PiAu = (£+fty)nAu + (l-ft)y.
Since ( 3. Some probability inequalities. In this section we derive some probability inequalities, and in the next section we make some applications of these to statistics. If f(x) is a probability density, Theorem 1 and Corollary 1 can be stated in probability terms as follows: Corollary 2. Let X be a random vector with density f(x) such that
If E is a convex set, symmetric about the origin, Pr {X-\-kyEE} j^Pr {X-\-yEE} for Ogft^l. Ifh(x) is a symmetric function such that {x\h(x)^v} is convex, then Pr {h(X-\-ky) ^v} ^Pr {h(X+y)^v}.
For k<l, the equality holds if and only if, for every u, (E-\-y)f~^Ku = EC\Ku+y.
The second assertion of the corollary says that the cumulative distribution of ft(A+y) is bounded by that of h(X-\-ky) and in particular by that of h(X). A particular density satisfying the conditions is the normal one,/(x) =(27r)_n/2|s|_1/2 exp { -|x'S_1x}, where 2 is a positive definite matrix.
Theorem
2. Let X be a random vector with density f(x) such that (i) f(x) =/( -x) and (ii) {x|/(x)^m} is convex for every u (0^m<=o). Let Y be independently distributed. If E is a convex set, symmetric about the origin, then These inequalities can be useful in statistics. The inequality in Theorem 2 indicates that the cumulative distribution of h(X+ Y) is bounded from above by the distribution of h(X). This is useful if it is possible to obtain the distribution of h(X + Y), but not that of h(X). Some examples2 of functions that satisfy the conditions are max |x»| and E^-These results can be applied to certain functionals of Gaussian stochastic processes. In order for the second assertion of Corollary 4 to have meaning, the stochastic processes must be defined in such a way that the probabilities of the sets {sup |Aj(/)| gp} exist. The requirement that Xi(t) be Gaussian with mean 0 and covariance function d(t, s) defines a class of probability measures on the function space X(t) (Og/g P); in this class we wish to consider a measure such that the set {sup | X(t) | gp} is measurable. Doob [4] has proposed a criterion of separability, which insures that the set is measurable (and that its measure can be approximated by the measure of {max | X(t,) \ gp}). To prove (7) we note dd It then follows from Corollary 4 that Pr { U*^a} ^Pr { U^a} and Pr {lF*ga} =Pr {iFga}. Thus for U*, say, we can use the significance point of U and know that under the null hypothesis the probability of rejection is not greater than the assumed significance level.
We can apply Corollary 2 to a problem in the theory of testing hypotheses. Suppose we have a density f(x-8), where 8 is a vector of (location) parameters, and suppose/(x) =/( -x) and {x|/(x)^m} is convex for every u. We wish to test the null hypothesis that 8 = 0 on the basis of one observation on the random vector X. Let £ be a convex set, symmetric about the origin such that (9) f f(x)dx =l-a, J E where a (0 <a < 1) is the desired significance level of the test. The test procedure is to reject the hypothesis if the observation falls outside of E. Then by Corollary 2, this test is unbiased; that is, the probability of rejection under any alternative hypothesis (05*^0) is at least equal to that under the null hypothesis (0 = 0). The test is strictly unbiased if for every 05^0 there is at least one u such that (E-\-d)f~\Kû EnKu+6.
A particular example of this result is the case where we are sampling from a multivariate normal distribution with mean0 and known covariance matrix. Then the mean of a sample has a normal distribution with mean 0 and a known covariance matrix. Then if £ is a region for which (9) holds, the corresponding test is unbiased. If E is bounded, the test is strictly unbiased. An extension of the argument shows that the generalized T2 test (when the covariance matrix is unknown) is strictly unbiased.
