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'' Daddy 's flon"fl across lhe ocean 
Leaving just a memory 
Snapshot in lhe family albwn 
Daddy what else did you lemx- for me? 
Daddy, tthot 'd'ja lnwe behind for me?!? 
All in ali it was jusl a brick in lhe wall. 
All in all it was ali jv.st bricks in lhe wal/. '' 
"' ~V<: don 't net:d no education 
We dont nt:ed no thought control 
No dark sarcasrn in the classmom 
Teachers leave them kids alone 
f!ey! Teadters! Leave thern kids alone! 
All in all it 's .iusl another brid: in the umll. 
All in ali you're just anoiher brick in lhe wall'1• 
" [ don't nt·ed no arms around me 
A nd 1 dont need no drugs to calm me 
1 have seen lhe u;riting on lhe wall. 
Don 't think l necd anything at all. 
/v' o! Don't think 1 'll need anythíng ai ali. 
Ali in all il was all just brícks in lhe u,-alf. 
All in all yo11 wer~ all just brícks in the: wafl." 
v; 
Roger Waters, Pink Floyd, 
"Another Brick in the wal! '' 
Resumo 
EHte trabalho cobre um estudo do modelo de referência para processamento 
distribuído aberto da ISO/ITF-T (RM~ODP Reference iV/ode! for Open DL'Itri-
buted Processing) com êr1fa.se nas funções de gerenciarn~mto descritas no modelo. 
Sendo que é apresentado urn estudo de tills funções e um refinamento das mes-
mas, e como forma de validação das idéias a irnplementaçào de um protótipo do 
modelo. O Capítulo 1 do texto apn'senta uma descriç.ão geral do que é ODP 
e o RM-ODP com seus principais conceitos e ainda alguns conceitos relativos a 
plataformas existentes que tentam prover processamento di»tribuído. 
No capítulo 2 é realizado um estudo detalhado do chamado modelo de enge-
nharia do RM-ODP, descrevendo seus objetos componentes, e também as funções 
propostas no Rivl-ODP, reaHzando um estudo da. interação entre as rnesmas. O 
enfoque maior será dado às funções de gere-nciamento que consistem no ponto 
central desse trabalho, Tais funções serão ap-res.,ntadas em um nível de detalha-
mento maior no capítulo :_l, 
O quarto capítulo apresenta um conjunto de estruturas de dados e conceitos 
para modelagem das funções de gerenciamento, Os conceitos aqui levantados são 
resultado da implementaçiio de um protótipo do modelo com ünfase nas fun~.;ões 
de gerenciamento. 
No IÍltimo capítulo são leva.ntatlas as dificuldades na re<ilizat.,~ão do trabalho. 
bem como as principaü; contribuições que acreditamos ter apresentado, ainda, 
aqui sào apresentadas as limitações existentes no trabalho e posslveis extensões 
e trabalhos futuros. 
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Abstract 
This work p<"'rforrns a study of the lSO/ITF- T Open Distrihuted Protessing 
Reference Model, with emphasis on the management fuuctions of tbe model. 
A study of the rnanagement functions is presentl~d, with a refiM'nwnt of tbe 
functions, and to validate the main ideas a. prototype implementaiion of the 
mode! was developed. The chapter 1 of tl1e text presents a general description 
about the ODP and R:VI-ODP with t.heir maln concept.s. 
In chapter 2 is showed a study in details of the engineering rnodd of the R?vf-
ODP and it is described their cornponent objects anel the RM-ODP functions. 
besides a study of the ÍlJteractíon of the functions. The prindpal focus is the 
mana,gement funttions that are the central poinl of tllis work, such functious are 
presented in chapter :~ with more details. 
Tlw fourth chapter presents a set of data structures and concepts to the mo-
deling of the rnanagernent functions, this chapter is result of the impk~mentation 
of a prototype with empha.sis to the management functions. 
ln the last chapter the main dlfficu!ts in the elaboration of thiB work, and 
the rnain coutribuitions of this work, are presented. The ex.istent limitation and 
possihles extcnsions of tlw work are also presented, sm:h as suggestions to the 
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Neste capítulo realizamos a a,presl3ntação de conct>itos gerais, necessários para os 
capítulos seguintes, bem como conreitos históricos relacionados a processamertto 
distribuído e em especiaJ a processamento distribuído aberto (ODP). 
Começamos com um histórico e uma discussão de ambientes abertos e sis-
temas distribuídos para a seguir apresentar o modelo proposto pela lSO/ITU-T 
(1nlématiorwl Standardization Or:qani::.ationj lnternational Telecommunication 
Cnion) para ODP (RM-ODP) de uma forma geral, já que alguns detalhes es-
pecíficos serão estudados no capítulo 2. 
No final do capítulo reallzamos uma discussão da plataforma Multiware em 
desenvolvimento na qual esse trabalho pretende dar contribuições em uma partf1 
Ja referida plataforma. 
1.1 Conceitos Básicos 
A disponibilidade de computadores pessoais, estações de trabalho, redes locais e 
redes metropolitanas de alto desempenho modificaram drasticamente a maneira 
pela qual a informaçiio é processada. O normal nã.o é mais st: ter sistemas dedica-
dos e mono-usuários. Hoje, os usuá.rios esperam ser capazes de comunicar-se além 
dos limites de seus computadores de mesa para um vasto nível de características, 
funcionalidades e desempenhos. Interoperabilidade é a nova regra [46]. 
Com vista a resolver o problema de interoperabilidade em redes a ISO ( ln-
ternatíonal Standardízation Or:qanizat'ion) propôs o modelo OSl ( Open S'];Htem8 
lntetconnection) que visa justamente prover uma estrutura para tal interação. 
Resolvido o problema de interconectivida{le, com a expansão e evolução dos sis-
temas computacionais apresenta-se uma nova questão. Tendo-se em vista a ne-
1 
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n;ssidade de realizarmos processamento distribuído nesse ambiente heterogCneo 
(aberto) de redes, computadores e sistemas operadouais, fica <1 questão de que se 
seria possível tal fato e, se sim, como deveríamos proceder. 
O modelo de referenda OSI da J.SO provô uma estrutura para a interopera-
bilidade em redes [40]. Para permitir interoperabilidade , os usuários necessitam 
de um arnbiente no qual todos os sistemas e seus recursos estejam altarrwnte dis-
_poníveis. Redes, que fornecem comunicação, sào somente uma parte da solução. 
Com o avaJJÇO do liSO de sistemas de cornputaçào distribuídos que hoje estão 
cada vez mais complexos e tem seu porte cada vez maior deixando o ambiente 
restrito de um edifício, em uma rede local, em que a maioria dos equipamentos e 
do software são do mesmo tipo ou ao menos compatíveis, temos hoje 11m contexto 
em que sobrf'ssaem-se sistemas que fazem uso de redes metropolitanas em que 
wnvin~rn com todo tipo de hardwrtre e Bojlware. Não existe uma metodologia 
de projeto eomum a esses sistemas de computação, nem uma arquitetura que 
p<'rmita interoperabilidade entre os mesmos. 
A construção de sistemas distribuídos e interconectados em urn ambiente 
multi-vendedor, heterogêneo, depende da criação de padrões adequados para os 
comportamentos requeridos dos mrnponentes que constituem o sistema [:14]. 
O rápido crescimento de processamento distribuído tem mostrado a necessi~ 
dade de uma estrutura coordenada para a padronização de processamento dis-
tribuído aberto (ODP- Opw Dístributed Pmcfs.?ing). A ISO/ITF-T [1, 2, :l, 4] 
apresenta um modelo de referência para ODP que fornece tal estrutura. O mesmo 
cria. uma arquitetura na qual o suporte a distribuição, interoperabilidade e por-
tabilidade pod!c'm ser integrados [2]. 
:\a elaboração do modelo de referÊ'Jlcia para ODP surge a definição de um 
conjunto de funções uecessárias para suportar processamento distribuído aberto, 
entre as quais as funçiJes de gerenciamento que compõem o assunto principal 
deste texto. 
1.1.1 Sistemas distribuídos abertos 
Ambientes abertos de serviços surgem tomo uma resposta a uma série de fatores 
e necessidades e11tre os qmlis destannn-se [64-J: 
• DeBEnvoh•imento da tecnologia de comunicação, O avanço t<:.:cnológico na 
área de comunicações consiste na base para um ambiente aberto de serviç.os 
(OSE - Open Seruice Erwironment), fomecendo condições para troca de 
irlformação digitalizada de forma eficiente, bem como a. interconexão de 
snh-redes difer<mtes. Com o desenvolvimento da fibra ótica foi possível 
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uma maior velocidade de transmissão, reduzindo a taxa de erros, maior 
confiabilidade, levando a um m;üor throughput. 
• Avanço rias necessídades dos usuários. Caminham rumo a um sistema in·· 
terconectado, em que, por exemplo, l'xista uma integração das ilhas de 
automação já instaladas, a integração de diferentes departamentos com {'S-
truturas hierárquica e compu1acional diferentes, bem como suporte a te-
cnologias emergentes (:orno multimídia, e groupware. Essas necessidades 
levarã-o certament-e à imposição (j{, um trabalho cooperat.ivo em sistemas 
distribuídos. 
• Progresso da Padronizaçào e projetos rdacionaâos. Como reflexo das m> 
cessidades acima mencionadas surge a tentativa de padronização por parte 
de várias entidades como ISO/ITU-T(ODP) [1] e ECMA 1 (ODP-SE) 2 
[19], bem como de diversos projetos de pesquisa que nos levam à necessi-
dade de padronização._ wmo em DCE 3 (OSF) 4 [46], A.NSA ,'i (APM) 6 [8]. 
BERCIM [64, 6:l] e ORB 7 (OMG) 8 [42]. 
L'rn sistema aberto pode ser visto como um sistema capaz de interagir com 
outros sistemas no ambiente. Temos como príncipais caractlorísticas de um arn· 
biente aberto o seguirJte [64]: 
• !limitado, ou seja, públko e livre de restrições, sejam elas do ponto d(c 
vista geográfico, orgmüzaclonal on térnko. 
• De livre accMo para todos, ou seja~ o ambiente pod\: adrnit.ir quaisquer tipos 
de usuários, componentes ou aplkações. 
• Hetemgêneo, no qual cada organização ou pessoa pode decidir sobre sua 
existência, projeto. implementação, uso e gerenciamento de seus compo-
nentes. 
• Autônomo, em que cada entidade está submetida às características de seu 
ambiente local, tendo liberdade para. determinar suas propriedades, seu 
comportamento) e a evoluçã.o de St'US componentes. 
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• DeMx-ntralizado, em que propriedades e comportamentos dos componentes 
siio gerenc.la.dos a nível local, sem qualquer influência ou controle externo. 
Em um ambiente aberto não existe como observar o comportamento de todo 
o sistema, nenhum usuário ou administrador é capaz de realizar isto, assim como 
não 6 capaz de influenciar o sistema como um todo. Cada observador tem apenas 
uma visào parciaJ do sistema, válida sobre um local e um determinado instante. 
Logo, cada inforrnaçào ou açào relacionada a um ambiente aberto é válida so~ 
mente para um certo ponto de vista do observador ou ação, com área de influência 
limitada, e um período de tempo dedicado. 
Quando consideramos um ambiente aberto em relação a sua integridade e 
privacidade dewmos levar em conta as adoções de medidas de restrição de acesso 
de forma tal que o ambiente seja mantido livre do acesso indevido de entidades 
não autorizadas, operações locais devem manter-se sem distúrbios. Considera-se 
alnda o fato de que infor_mações sobre os componentes e o ambiente serem ineertas 
e dúbias, podendo serem ainda atrasadas e incompíetas. 
Podemos notar diferenças primordiais entre sistemas tradicionais (distribuídos 
e stand~alone) e sistemas ODP qne são [1, 6[)]: 
• Controle-. Controle central em sistemas tradicionais, autonomia em sistemas 
ODP. 
• Nomes. :iomes globais em um espaço único de nomes em sistemas tradici-
onais, federação de nomes em sistemas ODP. 
• :\Jcmórin compartilhada, :viemória global compartilhada. ern sistemas tra~ 
dlcionals, em oposição a estados locais encapsulados em ::;isternas ODP. 
• Consi8tiincia. Consistência global em sistemas tradicionais, consistência 
fraca em sistemas ODP. 
• E'xecw;iio. Seqüencial em sistemas tradicionais, concorreute em sistemas 
ODP. 
• Tolerância a falhas. Sistemas tradicionais são vuoeráveis a falhas, sistemas 
ODP são tolerantes a falhas. 
• Localidade da Interação. De certa forma é local em sistemas tradicionais, 
remota em ODP. 
• J.,rx:alização. Fixa em sistemas tradicionais, permite migração em sistemas 
ODP. 
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• Conjigw·açâo. De certa forma é fixa em sistemas tradicionais, configuração 
incrementaJ em sistemas ODP. 
• Homogenidade. Sistemas tradicionais são homogi:~Iteos, sistemas ODP sao 
heterogêneos. 
Em sistemas distribuídos tradicionais temos sistemas fechados, separados do 
ambiente externo como uma conseqüência. da limitação da tecnologia, facilidades 
de comunicação, decisões de projeto e medidas de segurança. Os mesmos são 
caracterizados por apresentarem um número Hmitado de componentes, grupos 
de usuários fechados, onde todos os componentes pertencem a uma única orga-
nização que controla o projeto, instal.açào, operação e gerenciamento do sistema. 
A distribuição é um resultado de decisões de projeto dedicadas, aplicadas para 
permitir o desempenho necessário ou tolerâ-ncia a falhas, ou para o uso com-
partilhado de compor1entes caros. Componentes estão fortemente integrados e 
acoplados por conceitos comuns, mecanismos e aplicações. A independência e 
autonomia local dos componentes é limitada. Tais sistemas sâo caracterizados 
corno sistemas fortemente acopladoB. 
Em sistemas autônomos cooperativos, aplicações desenvolvem~se em um am-
biente de serviços abertos. Temos mais grupos lógicos do que estruturas físicas e 
federações para propósito específico. O sistema apresenta-se "virtualmente dis-
trihuído", não necessariamente timitado à estrutura física da rede. Os critérios 
de organização podem st>r a estrutura organizacional (direitos do dono, rcgu.la-
mentaçüo de acesso), condições de operação (carga, taxa de erro), critério de 
otimizaçào (balancNtmento de carga, custo da otimização). A distribuição é uma 
conseqüencia das condições de ambiente em vez de decisão de projeto. Como 
usuários e componentes estão distribuídos a aplicação também está. Cooperaçào 
est.á limitada em tempo, espaço, e aspectos funcionaJs. Os componentes perma-
necem sob controle local e as ca.raderístícas locais são preservadas. Tais sistemas 
são caracterizados como federações fracamente acopladaB. O ambiente de serviços 
aberto requer novos princípios de projeto para sistemas distribuídos. 
1.2 O Modelo de Referência para ODP da ISO (RM-
ODP) 
O escopo do padrão ODP pode ser resumido por fornecer uma estru.tura para 
construção de sístemas baseados em computadores distribuídos que [27] ; 
• Tem muitos vendedores. 
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• São implementados usando tecnologias heterogêneas. 
• Habilita aplicações a interagirem e trocarem dados com outras. 
• Reduz custos operadon<1is e de desenvolvimento. 
Para desenvolver padrões de serviços através de múltiplos sistemas e seus 
componentes, a fSO e ITC-T estão desenvolwmdo um esforço conjunto de padro-
nização conhecido como ODP. A regra iniciai de ODP é um modelo de referência 
que integm uma loHga faixa de padrões futuros ODP para sistemas distribuídos 
e mantém a consistência entre esses sistemas, considerando a heterogenidade dt~ 
hardware. sistemas operacionais, redes, lingna.gens de programação, bancos de da-
dos e autoridades de gerenciamento. Esses mecanismos irão endereçar questões 
fundamentais wmo transparência de acesso, localização1 migração, conconêucia, 
falha e replicação. 
O modelo ODP proposto deve suportar mecanismos para comunicação e coor-
denaJ;ão da informação distribuída relevante à empresa. Os padrões suportando 
ODP podem ser divididos em categorias que são: 
• Cm modelo de r-eferência ODP básico (RM-ODP) que define conceitos e 
identifit:a funções romuns. 
• Jlodelo,s de referência espedjicos cobriitdo tipos individuais de empresas 
(que usam funções e conceitos comuns -definidos no RM-ODP) e acrescen-
t;mdo detalhes conceituais e ftwções espedficas. 
• Padrões para a realização de funções comuns (Ex.: Trader [7]). 
• Padrões para a realização de funções esp(~CÍficas necessárias para aplicações 
particulares (Exemplo: Interface para conexão de chamadas telefônicas). 
A construção de sistemas distribuídos ern urn ambiente multi-vendedor de-
pende da criaçâo de padrões aceitáveis para o comportamento requerido dos 
componentes que constituem o sistema. 
O modelo de referf~ncia básico para ODP está baseado em conceitos e IJO uso 
de técnicas de descriçào formal para especificar a arquitetura-. SiiD apresentados 
os seguii1tes modelos: 
• Jtodelo Descritivo [2}. Contém a definição dos conceitos além da estrutura 
analítica e. da notaç;lo para dPscriçào normalizada de sistemas dP processa-
mento distribuído. 
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• Modelo Prescrit'Ívo [.'Jf CorJtém a especificação das características necessárias 
q1te qnalifica.rn profE'Ssarnento distribuído como aberto. As restrições. as 
quais o padrão ODP deve ajusL:u-se1 serão expressas em termos do modelo 
para cada um dos cinco ponlo8 de rú;Ja (ver abaixo) e funções genéricas 
definidas no mesmo. 
• Semântica da arquitetura [4]. R€1aciona os conceitos do tnodel.o descritivo 
lu; técnicas de descrição formal tal que haja urna interpretação uniforme das 
especifkações produzidas quando faz-se uso de diw:orsas técnicas de descrição 
formal ( TDF). 
1.2.1 Pontos de Vista 
Para lidar com a, complexidadE' de um sisterna ODP a ISO propõe um modeJo 
em que o sistema é considemdo de diversos pontos de vista, cada quaJ enfo-
cando uma abstração diferente do sistema de interesse. Cinco pontos de vista 
sãü idtmtificaOos, resguardando a especificidade de sistemas ODP particular<:'s 
[ü5, 2, :34, 25, 17, 50]: 
• Ponto de uista da Empt·esa. Descreve como e quando o sistema de ín-
forrnaçáo é colocado no interior da empresa, e os objetivos que este deve 
satisfazer. ~ão o<cstá restrito a uma em.presa corno um todo, de pode ver 
pa.rh~s de uma empresa hem como de várías empn.'sas. O mesmo ca-
ptura as necessidades comerciais que justificam e governam o projeto do 
sistema. É expresso pelos papéis dos us11ários e pelas políticas de gerencia-
mento/negócios, pelo sistema ODP 1'' pelo ambiente. [nclui conn>itos como 
interações humanas, sPgurança e politicas de gerenciamento. 
• Ponto de vista da informação. Gerentes de informação e engenheiros de 
iuformaçào vêem o sistema deste ponto de vista. Sendo que aqui partes 
automatizadas não são diferenciada.<; das partes reatizadas manualmente. 
Aqui estruturas de informa-ção e fluxos são modelados bern como as regras 
e restrições que governam a ma.nlpulação da informação. 
• Ponto de vista Computacional. Ponto de vista de projetistas de aplkaçã.o. 
Funções de processamento e tipos de dados tornam-se visíveis aqui. Ne-
cessidades de transparência de distribui-ção são identificadas aqui porque a 
aplicação é estruturada sem levar em conta o sistema computacional e redes 
disponíveis. 
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Proj<to 
Figura 1.1: Pontos de Vistas do Modelo de Referência 
• Ponto dr Vista de Engenharia. Especialistas em sistemas operacionais e 
comunicação vêE'm o sistema desse ponto de vista. As especificações do 
ponto de vista dt:• engenl1aria estão relacionados com mecanismos de trans-
parência, procpssos, rnernória e redes de comunicação que tornam capaz a 
distribuição de programas e dados. Kecessidades de qualidade de sen·iços 
e transparências visíveis do ponto de vista computacional sâo usados para 
selecionar a partir dos mecanismos disponíveis os necessários a permitir 
processamento distribuído. 
• Ponto df. vista ](;cnolâgú:o. Os responsáveis pela wrdiguração, instalação 
e manutenção de hardware e 8oftware v€em o sistema desse ponto de vista. 
Os artefatos D técnicos dos quais um sistema ODP é ronstituído são visíveis 
nesse nível, estes incluem sistema operacional local, dispositivos de l/0, 
armazenamento, portas de acesso a comunicação. 
Cm exemplo de como o modelo de poJltos de vlsta pode ser usado durante o 
desenvolvimento do sistema é dado na figura L l [64]. 
~'Um objeto que está envolvido çom o uso de recursos, mas incapaz de ínícia.tizar ações com 
reo;.peií.o a es""" n•t'uro;.os 
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1.2.2 O modelo descritivo 
O modelo descritivo utiliza um enfoque de orientação a objetos [2, l51 20, 61]. 
Sist0mas são modt'Jados em !.ermos de suas interações com o conjunto de objetos 
mmponentes e identificadores de interface. Para ajudar a extração de funções co-
muns, um sistema de tipos de objetos e interfaces é defin.ido. Templates de objetos 
são introduzidos para descrever as restrições sobre as quais objetos são instand-
ados e os objetos resultantes são orgarlizados em fanu1ias de classes relacionadas 
por subdasses a superclasses. Este enfoque gerai é utilizado repetitivamente nos 
vários pontos de vista desc:ritos anteriormente, mas os tipos de objetos identifi-
cados variam de um componente concreto do subsistema de cornunitaçiio para 
entidad<Js abstratas em um modelo de informação ott emprE>sa. 
Os conceitos arquitetõnicos necessários para a descrição do sistema ODP sào 
construídos a partir dos dlversos ton(~eitos básicos de orientação a objetos. O 
conjunto de conceitos deflnidos neste estágio são determinados pelas necessidades 
da parte prescritiva- do modelo [a]. O desenvolvimento do padrão de urna maneira 
consistente requer estreita colaboração entre os autores do modelo descritívo e 
preseritin.) [:H]. 
Os conceitos arquitetônicos ind11em especificação de tipos de pstruturaçàn, 
corno estrutura lógica em grupos coordenados e domínios, idPntificando as obrigações 
(usando o nmceito de contrato) e organlzaçào temporal via compartilhamento de 
contexto e ligações 10 {liai.sons). Conceitos são introduzidos para caracterizar o 
comportamento do sistema, introduz-se idéias tais como thread 11 e atividade 12 
para suportar a descrição de eoncorrência e transação. A. estmtura é entào esten-
dida para expressar causualidade e descn:>vcr estruturas computacionais comuns 
corno o rel:ilcioname[ÜO cliente/servidor. 
Conceitos e~pedficos são também desenvolvidos para lidar com aspectos par-
ticulares do problema de distribuiçào, o qual recorre a difereutes pontos de vista. 
Uma série de termos e a interação entre os mesmos é definida no modeJo, 
entre os quais os seguintes [:J]: 
• Objeto. (m tipo abstrato de dados que executa funções e of<-:rece serviço:>, 
possuindo as seguintes propriedades [64]: 
*Cada objeto encapsula sua informação e interage com outros objetos 
de uma coleção. 
wO relacionamento entre um conjunto de objetos o qual resulta da realização de algllm com~ 
portamento estabelecído. 
nUma cadeia de aç6es. r;m q11e pf'lo menos um objeto participa de ioda..;; a.<> açôes na cadeia. 
J
2 t;m grafo acíclico direclonado de ações, onde a ocorrência de cada ação no grafo é possível 
pda ocorréncia de tod;L~ as aç6eo imediatamente precedentes. 
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* .-\cesso externo a informação contida no objeto só é possÍvel vm m-
teraçôes. 
*As interações possíveis de um objeto descrevem seu comportamento, 
sendo este dividido em interfaces. 
*Interações ocorrem nos pontos âe interação (operações). 
* O comportamento de um objeto é defmido por um ternplate. 
* t'm objeto pode ser explicitarneuüJ identificado e endereçado. 
• Ações e interaçàes. Ações são realizadas por objetos, exemplos são a in" 
voca.ção de operaçôes e a criação de objetos. Uma ação é qtmlquer coisa 
que aconteça ao objeto. Ações podem ser internas ao objeto ou pod<~m SH 
observáveis por outros objetos. Quando as mesmas ocorrem entre objetos 
sincronizados são referenciadas como intuaçrJes. 
• Comportmnentos. Descreve quais açôes podem ocorrer. Objetos são ca.-
raf:terizados pelo seu comportamento e pelos seus estados, ambos sendo 
conceitos duais. O estado de um objeto é definido pdo seu comportamento 
futuro, e o comportamento futuro descreve o estado corrente. 
• Interfaces. O ma interfa.:E: é a projeção de comportamento de nrn objeto 
em termos de um conjunto de ações observán.'is. Uma assinatura. é um 
conjunto de ações observáveis em uma interface. C ma interface df've ser 
parte de 11m objeto, sendo que os objetos podem ter múltiplas interfaces. 
Dois tipos de interfaces estão distinguidas: interface de serviços/funcionais c 
interfaces de gerenciamento. Objetos((_; não interfa<:es) são o bloco primário 
dt- construção. 
• Ternpla.tes. Templates são usados para descrever ohjelos que foram projeta-
dos para realizar o mesmo serviço. Um template descreve as características 
comuns de objetos e abstrai suas diferenças. Por um processo de ínsta.n-
ciação urn objeto é produzido a. partir de um template. 
• Tipos f Ctasse8. Um tipo é um predicado que implicitamente classifica 
objetos em conjuntos conhecidos como classes. Urna Cla.sse é nm conjunto 
de objetos satisfazendo um tipo. 
Uma série de conceitos são introduzidos mais formalmente, como grupos, domínios 
e configuração de objetos. Sistemas ODP satisfazem diversas propriedades dentre 
as quats: 
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• Transpar0nda. C011siste em ocultar do usuário o comportamento potencial 
d0 partes do sistema. 
• Obrigaçtíes. Termo genérico para propriedades relacionadas à cooperação 
E'Iltre objetos. Algumas formas de obrigaçiio são (~ontrato8 e conjuntos de 
requisitos de serviços. 
O comportamento será caracterizado em relação à sua localização (temporal e 
espacial), ao contrato estahel<;cido, à causualidade e à confiabilidade. C ma ln-
teraçã.o pode ser estabelecida entre duas ou mais interfaces através do processo 
de binding. Trading é um tipo especial de interação em que a informação sobre 
potmciais novos contratos é trocada com uma terceira parte (objeto). Tradíng 
envolve atividades de exportaçrlo e de importação. 
1.2.3 O modelo Prescritivo 
O modelo prescritivo é organizado usando os cinco pontos de l'Í8fa discutidos 
anter\ormente. O modelo de referência define um conjunto de cinco linguagens. 
cada uma correspondendo a um ponto de vista. Cada linguagem (~definida para 
ser usada na especificação de sistemas ODP daquele ponto de vista, sendo estas: 
Linguagem da empresa, Enguagem de informaçio, llnguagem de computaçã.o , 
linguagem de engenharia e linguagem de t·ecnologia. Corno conseqüência, as 
lingua.gens de pontos de vista são usadas para [2]: 
• Definir os comeitos c regras para a t'specificação do sistema ODP daquele 
ponto de vista. 
• Descrever a organizaçào funcional e as relações com outras fufl(;ões ODP. 
Linguagem de empresa 
F ma especificaç.ão da empresa é usada para definir os objetivos de um sistema 
ODP em termo dos papéis desempenhados, das atividades empreendidas e das 
dN:larações de políticas sobre o sistema ODP. 
Linguagem de informação 
Uma espedfica,çã.o de .informação é usada para definir a semântica. de informação 
de tlm sistt'ma ODP, i.e., o sentido que um ser humano atribui aos dados arma-
zenados 011 trocados entre componentes do sistema , e as necessidades de prQ(;e.s-
samento de informação em um sistema ODP. Ambos sã.o definidos em termos de 
uma COll~guração de objetos de informação e da atividade daqueles objetos . 
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Linguagem computacional 
Uma especificação computacional é usada para descrever a decomposição funcio-
nal de um sistema ODP, em termos de transparência. de distribuição, como: 
• Uma configuração de objetos mmputacíona.is. 
• As atividades que ocorrem nestes objetos. 
• As interações que ocorrem entre estes objetos. 
Na lingnagm1 computacional todos os objetos computacionais são identifica-
dos e. a.lém disso, a única maneira de se ter a-cesso a um objeto é através de suas 
interfaces. 
Linguagem de engenharia 
A linguagem de engenharia compreende conceitos, regras e estruturas pa.ra a 
espetiflcaçào de um sistema ODP do ponto de vista de engenharia, definindo a 
infraestrutura necessária pa-ra suportar a distribuição funcional do sistema. 
Urna especificação de ~-ngenharia é usada para descrever a organjzaçã.o de uJmt 
infraestrutur<L abstrata que habilite a execução das funções de um sistema ODP; 
identificar as abstrações necessárias para o gerenciamento físico da. distribuiç.ãot 
comunicaçào, processamento e armazenamento; identificar e defirrir os papéis dos 
djferentes objetos que suportam as funções O DP; c identificar pontos d~.:< referência 
0ntrc os diferentes objetos. 
Uma especificação de E'ngenharla 6 expressa. em termos d(c : 
• Uma configuração de objetos de engenharia. 
• A atividade que ocorre nest.es objetos. 
• As interações que ocorrem entre estes objetos. 
O modelo de engenharia será descrito em rnaion~s detalhes no capítulo 2. 
Linguagem tecnológica 
C ma especificação tecnológica expressa a maneira em que as especiftcações para 
um sistema ODP são implementadas; identifica as especificações relevan.1'.es para 
a tecnologia na, construção de sisterna.s ODP~ prov0 uma taxonomia para ta.i::; 
especificações; e expressa o conteúdo das declarações necessárias para a imple~ 
mentação da informação necessária para suportar testes. 
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A. mesma esta relacionada com a configuração, instalação e manutenção do 
l1ardware e software para suportar os sistemas ODP (Ex.: Sistema operacional 
local, dispositivos de [/0, portas de acesso a comunicação, etc.). 
1.3 O modelo de Computação 
O modelo computacional apresE'nta o sistema ODP como um conjunto de in-
terações de objetos provendo funções de apljcações específicas suportadas. pela 
infraestrutura do modelo de engenharia ODP (capítulo 2). Sendo que os concei-
tos principais do modelo que apresentaremos serão o de binding e trading. 
1.3.1 Trading 
A função de trading é provida por um objeto trader, sendo que a mesma encontra-
se em estado avançado de padronização. O trader consiste ern um negociador de 
serviços que prove um conjunto de operações para registrar serviços oferecidos por 
outros objetos (função de irnport) e para oferecer esses serviços a outros objetos 
quando solicitado (f1mção de expoTl). entre outros. 
Uma discussão sobre tra.ders pode ser encontrada em [7, 12] e sobre federa.çào 
de t.raders em [:13]. 
1.3.2 Binding 
O processo <Íi.' estabckcimento de iuteração entre objetos no modeLo de com-
putação é conhecido como biruling, sendo que o mesmo pode ser de dois tipos 
possíveis: Binding ímplü:ito em qne o mesmo é feito automaticamentf' quando 
uma dada interface é usada pela primeira ~cez-, (ê o binding expb'óto que é esped-
ficado explicitamente via funções de binding [1]. 
No binrling implícito um objeto obtém um identificador de um outro objeto 
de alguma maneira (o identificador pode ter sido obtido de um trader ou pode ter 
sido retebido como resultado de alguma outra interação). Em algum momento 
não espedftcado entre o recebimento do identificador da interface e a primeira 
invocação de uma operação da interface, nrn processo de binding pode ocorrer. O 
exato instante em que ocorrerá depende de considerações do modelo de engenltaria 
e não do modelo computacional. Quaisquer erros em um processo de binding são 
retornados como falhas na infraestrutura ODP em responder a primeira operação. 
A duração do binding não é especificada na linguagem computacional, sendo que o 
binding pode ser quebrado e refeito com base em considerações de gerenciamento 
de recursos. 
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O processo de bindíng exphcito é realizado como uma açao por um objeto 
computacionaL A .açã.o bind cria um objeto que enca.psula os mecanismos de 
bínding. permitindo o binding ser manipulado. Esta ação toma. como argumentos 
o tipo do binding solicitado e um conjunto inicial de identificadores de interfaces 
a ligar. Se bem sucedida a ação retoma um identificador para uma interfa;:e que 
controla o binding que {oi criado. A interface contém pelo menos uma operação, 
tmbind. que termina o binding. A inteTface de controle do binding vode conter 
outras operações dependendo do tipo do binding. Se a ação de biTtdin.g falha 
informações sobre o erros devem ser retornadas eomo resultado. 
Veremos agora alguns aspectos do estabelecimento de um biru!ing entre dois 
objetos, sendo o exemplo contido em [1]. Espera~se no fmal da. ínteraçào o es-
tabelecimento de um binding entre dois objetos, no caso 1 e E Consideremos o 
cen3rio passo a passo (o processo de criação pode ser visto na figura 1.2): 
• l) Em um estado inicial temos a exJstênda de um objeto I que irá desem-
penhar o papel de importador (cliente). 
• 2) No passo seguinte é realizada a instanciação de um objeto E que atuará 
como exportador no exemplo, sendo que o objeto E' poderia já estar criado. 
• 3) Cria-se então a interface X do tipo Tl assocjada ao objeto E:. A interface 
X consisti' num comportamento que pode ser observado dE' E. 
• 4) O objeto E comunica a exist~;ncía ·da interface X {por exemplo, pela 
Pxportaçã.o para um trader da referência de interface da interface "X'' do 
tipo reft~renciB.do "T l ''). 
• .5) f: criada urna interface Y:T2, sendo que o papel assoda.do a interface 
}c é o papel de cliente. Dep<:ndendo da definição do objeto 1 a criação da 
interface Ypode ter sido realizada quando o objeto fol instanciado. 
• 6) O obj(•to 1 decide interagir com alguma interface do tipo T. 
• 7) O objeto I descobre (por exemplo, através de uma operação de import 
do trader) que "X'" 0 uma refer0ncia de interface do tipo T (visto que TI 
pode ser subtipo de T2). 
• 8) Os objetos I e E iniciam então um período de interação. Como exemplo, 
1 pode estar fazendo urna invocação e E estar preparando uma terminaçã.o. 
Ambos os objetos, I e E, possuem o identificador do binding, que ern um 
caso simples de operação cliente~servidor pode ser a referência. de interface 
do servidor. 
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Fig1ua 1.2: Exemplo de Binding entre dois objetos 
Detalhes espedficos do processo de binding serào abordados na seção 2. 7.1 no 
capítulo 2, bem como no capítulo :l. Aqui apenas apresentamos a idé-ia inicial do 
processo de bindíng. 
1.4 Plataforma Multiware 
A plataforma multiware consiste em uma plataforma que irá prover uma ~estrutura 
de hardware e software para comunicação física para permitir processamento 
distribuído. Sendo que a mesma irá incluir muitas funções e idéias já conhecidas 
do RM-ODP. /\.plataforma á composta de três níveis: Softwarejl!anlwa.re bâBico, 
A{iddlewa.re e Groupware. Descreveremos os mesmos a seguir [a5, 38]. 
• O soft\vare/ha.rdware básico é composto por um sistema operadonallotal 
e por protorolos de comunicação. Este nível não provê suporte a sistemas 
distribllídos. 
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• O nível míddleware é responsável por prover facilidades de processamento 
distribuído ao nível groupware e às aplicações. Este nível é fomposto de 
dois subnívei_s: Subnível de processamento multimídia (que permite a troca 
de informaçóes multimídia com uma qualidade de serviço específica) e o 
subnívcl ODP. 
• O nível de groupware provê as funcionalidades demandadas por diferentes 
dasses de aplicação, como CSC\V 1·1 [16] e inh,lígênda artificial distribuída 
(DAI), entre outros. Serviços típicos su-portados por este nível são gerenci-
amento de diálogo, protocolos dt: interação e manipulação de documentos 
multimídia. 
veremos a seguir urna descrição do nível middleware da plataforma fl;fultiwan. 
1.4.1 Nível Middleware 
O nível :Vúldle-ware na plataforma Multiware é respons<Ível pelo fornecimento de 
um atnbiente de processamento distribuído aberto às aplicações, independente 
do tipo de software/hardware básicos existentes. O modelo para implementação 
desse nível proposto pode ser visto na figura. J .;~ , sendo que possui duas sub-
camadas, a subcama.da inferior que é composta por plataformas comerciais já. 
desenvolvidas (ANSA, DCE e CORBA) e a suhcamada superior que ofPrece su-
porte aos St'rviços ODP clefi.nidos no modelo de referfonáa RJ\J-ODP. 
Neste modelo a implementação da snbca.mada superior , subcarnada 0/JP, 
agrega abertura as plataformas, providenciando transparôncia de plataforma in-
dependente da orientação (processo ou objeto) e dos serviços disponíveis. Esta 
snbcamarla, é por sua vez composta por três subcamadas Gf,·lf':nCÍamcnto ODP, 
Transparêncía e Segm·ança, e Suporte a ODP. A primeira oferN.e os st:>rviços 
básítos de gereJJci<unento permitindo a utilização de objetos de engenharia (oh~ 
jetos h.ásicos de engenharia, dusters e cápsulas). Este gerenciamento é auxiliado 
por funções de repositóTio de acordo com a especificação ODP. 
A segunda oferece transparências e funções de segurança da especifieaç.ão 
ODP. 
A última (Suporte a ODP) pode ser vista na figura 1.4 sendo que seus blocos 
compon.entes oferecem serviços da especificação ODP às aplicaçôes. ;\ mesma 
esta dividida nos seguintes blocos fm1donais: 
• Suporte a aplicações. Provê as funcionalidades básicas de uma plata-
forma de serviços abertos, tais como a definição e instanciação dos objetos 
J.lComputer Support Cooperative \Vork 
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(processos) que compõem as aplicações e como estes objetos estão estrutu-
rados ern subsistemas, a definiçã.o dos requisitos desejados de transparência 
e segurança, e a implantação das comunicações necessárías ( bindingB') entre 
estes ohj"tos, entre outras. 
• Tradíng. Oferece a negociaçáo de serviços entre servidores (exportadores) 
e clientes (importadores). Exemplos de serviços: exportar um serviç-a, pro-
curar por um tipo de serviço, sdeciona1· o melhor sen·iço segundo critérios 
(estáticos- por exemplo, certas qualidades de serviço e custos- e dinâmicos 
- por exemplo, tamanho da fila de espera) que são passados em parámetros 
apropriados, entre outros. 
• Suporte a grupos. ProvÊ' Sllporte à cooperação entre membros de um 
mesmo grupo, wmo por exemplo, a transmissão de uma invocação de um 
cliente para membros sen·idores apropriados do grupo, e a gaxantia do envio 
de invocações para membros do grupo numa determinada ordem. 
• Suporte a Transações. Garante a uma invocação de operação tranr;aci-
onal ter as propriedades ACID requeridas. 
• Suporte a Multimídia. Permite o em·io e a retepção de informação 
multimídia e de tempo real. com quaHdades de serviço desejá v eis. 
• Suporte a OODBMS. Permite o acesso a bases de dados orientadas a 
objetos para armazenar principalmente informações multimídia. 
Apresentaremos nas duas subseções seguintes uma visão superficial do ORB 
{ Object Requi'Hl Broker) e dos serviços fornecidos pelo sistema operacional SunOS. 
O primeiro por ser adotado inicialmente no projeto da. ca.mada. middlev,rare da 
pla.tafonna M11ltiwan:, e o segundo por ter sido adotando em nossa implementação 
(discutida no rapítuJo 4 ). 
1.4.2 ORB 
A proposta central da OlvfG ( Object :'vfanagement Group) é a. de criar um padrão 
que rf'alizc interoperabilidade entre aplicaçôes desenvolvidas independent.eme!lte 
em redes heterogên<~as de computadores. Com esse objetivo o 01VfG adota E'speci-
ficações de interfaces e protocolos que definem uma arquitetura de gerer1ciamento 
de objetos Ot\-IA ( Object Managemen.t Arch.itecture) para suportar aplicações in-
teroperáveis baseada em objetos distribuídos interoperáveis. As especificações 
elitào ba,geadas em tecnologias existentes. Corno parte prir1cipal da. arquitetura 
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Figura 1.3: Estruturação do nível Middleware 
Figura l.4: Estruturação da camada de suporte a ODP 
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Ol\fi\ temos o OHB que d,i suporte a interação entre objetos, sendo que uma 
descrição detalhada do mesmo pode ser encontrada em [42]. 
Como definido pela O~vfG, o ORB fornece um mecanismo para que objetos 
realizem requisi\ões e recebam respostas trarLsparentemente. O ORB prove inte-
roperabilidade entre aplicações de diferentes máquinas em ambientes distribuídos 
hetcrog6neos e permite a in1ercom:xão de múltiplos sistemas de objetos. 
Para realizar urna requisiçã-o um cJjente pode fazer uso da interface de in-
Yoração dinâmica (DH- Dyrwmic [w:ocation interface) ou um 8lv.b IDL ( lntnfacc 
Dejinition Language), no caso de DII a mesma interface pode ser usada indepen-
dente da interface do objeto, enquanto que <:om o uso de N:.ubs a especificação 
do stub depende da interface do objeto destino. O cliente pode ainda interagir 
diretamente com o ORB para algumas funções. 
Stub8 fornecem um mecanismo para. interação entre interfaces descritas em 
tempo de compilação, provendo uma linguagem para tais descrições , IDL (In-
terface De8cription Language), sendo portanto estáticas as interações, enquanto 
Dil formoce um mecanismo para interação dinàrnica entre objetos. 
O uso de ORB como plataforma primária no desenvolvimento da Multiware 
deve-se a ser urna plataforma simples, em que existem conceitos básicos que per-
mjtern o fornecimento de transparência de distribuição, e interaçã.o entre objetos 
em ambit:ntes heterogêneos. Alérn do que, pela facilidade de se adicionar objetos, 
facilita a elaboração e implementação das funcionalidades ODP, além de que com 
a elaboração de object 8ert·ice8 [43, 44] que estão sendo incorporados a c:ORBA 
[42] facilita o desenvolvimento e implementação do modelo RM-ODP. 
O ORB pode substituir o mecanismo tradicional de RPC [1-1], com a vanta.-
gem de fornecer transparencia de distribuição. O mesmo, a exemplo de RPC. 
fornece uma ]Jnguagern para descriçào de interface, IDL, que é o-rientada a obje-
tos, enquaJ'ito XDR, fornecida por RPC, não é orientada a objetos. 
1.4.3 Serviços oferecidos pelo SunOS 
O .~istema operacional SurtOS é derivado do sistema 4.2BSD Unix, estendendo 
o mesmo com os serviços de rede providos no SunOS. Os serviços h<isicos de 
rede presentes no SunOS foram inicialmente criados para o 4.2BSD Unix. Aqui 
també-m ap;uece a idéia de transfel'ir certas tarefas do núcleo do sistema opera-
dona! ( kemd} para daunons especializados na execuçiio de certas tarefas. Ba· 
sícamente, os serviç.os de rede oferecidos p0lo SunOS utilizam urna arquitetura 
baseada em daernonB servidores. 
O mecanismo de cornunicação utilizado pelos serviços de rede do SunOS se 
baseia em um esquema de RPC's, bem definidos pela própria Sun, e cujo protocolo 
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se tornou um paclrão de facto dentro da Internet. Este protocolo utiliza a forma 
de representação canônica XDR que também também é especificada pela Sun 
[56]. 
Os daemons, que funcionam em toda máquina que implementa um determi-
nado serviço, funcionam em cima destes protocolos RPC/XDR e a-Ssim qualquer 
aplicação que siga tais protocolos pode ser considerada llffi<l aplicação de rede. 
Como principais serYiços providos pelo SunOS ternos os seguintes [.56, :36]: 
• Remote Procedure Call (RPC). A chamada remota de proo:dimento é 
uma biblioteca de procedimentos que permite um processo cliente solicitar 
a. um processo servidor a execução de um procedinumto. A execuçà.o se 
processa como se a chamada tivesse ocorrido dentro do próprio espaço de 
endereçamento do processo cliente. mesmo quando os dois processos estão 
em máquÍIJas diferentes. 
• Network File System (NFS). Consiste em um serviço, independente 
de sistema operacional, que permite aos usuários compartilharem arquivos 
dentro de uma rede, de forrna transparente. O serviço oferece ainda me~ 
canismos que permitem autenticação baseada em DES (Data Encryption 
Standard). 
• Portmapper. Consiste em um serviço fundamental para o funcionamento 
dos serviços baseados ern RPC. Funciona como um cartório de registros 
que mantém um mapeamento entre portas (canais lógiros de comun.icaç:io) 
e serviços em urna dada máquina. O serviço oferece urna interface para per-
mitir que um cliente procure a porta associada a um dado serviço oferecido 
por um servídor suportado pelo porlmapper. 
Fma descr.içiio das características de rede do SunOS pode ser encontrada em [.56]. 
Capítulo 2 
O modelo de engenharia 
Nesse çapítulo realizaremos o detalhamento do modelo de engenharia do R1f· 
ODP aprofundando no que consiste o mesmo e quais são seus objetos componen-
tes. t: apresentado ainda uma disct1ssão do modelo de engenharia como tlma API 
(Applica.tion Prograrnming interface) para sistemas operac.ion<:ús distribuídos, e 
uma análise de seus objetos componentes em termos de conceitos de sistemas 
operacíonaÜ1. Finalmente apresenta-se as funções descritas no Rl\-1-0DP como 
neet'.ssáTias para suportar ODP no RM-ODP, e uma discussào do que acredita-
mos ser um intert>ladonamento entrP as mesmas de forma a servir de ba.se aos 
capítulos 3 e 4. 
:\assas contribuições aqui podern ser notadas na forma de estruturar o texto e 
na amilisc do modelo sob a ótica de uma API uniforme para sistemas operacionais 
distríbtlÍdos durante o eapftulo e no estudo do intere!acionamento entre as funçÕt\S 
do !lM-ODP. 
2.1 Introdução 
O modelo de engenharia ODP pode ser visto como uma máquí11a abstrata que é 
colocada sobre os diversos ambientes existentes onde o sistema ODP irá "convi-
ver" provendo uma arq ui te\ ura comum. 
Como tarefa principal da infraestrutura ODP temos a de prover transpa.r(mda 
de lomliza.ção de tal forma que um programa-dor de apUcação não tenha necessi-
dade de conhecer a. nattw~za_ da distribuição do sistema básico. Outra tarefa con~ 
siste em mapear objetos de a.plicação em recursos do sistema operacional bási<o 
como processos, threads, espaço de endereçamento e canais de comunicação [a9]. 
A infraestrutura ODP pode ser vista como uma <:amada que possuindo objetos 
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computa.cionais,(corno vistos na figura 2,1) mapeia os mesmos enquadra.ndo~os 
Nn um modelo executável, ou em um nível mais restrit.o, enquadra-os sobre o(s) 
sistema(s) operacional( ais) disponível(is), como pode ser visto na figura 2.2. 
No que se relaciona ao modelo d<O engenharia temos que o mesmo provê uma 
estruturação de tal infraestrutura (a quaJ pode SN <,rista na figura 2.:3) fornecendo 
um mecanismo para prover o mapeamento entre os níveis abstra-to (modelo com-
putacional) e real (modelo de engenharia), formando assim urna "camada de 
mapeamento'' entre tais níveis. Descreveremos agora de forma susdnta o com-
portamento de tal rnodelo (figura 2.3), visto que uma análise mais detalhada de 
cada objeto será o tema do restante do capítulo. 
PodPrnos notar pela figura. 2.3 uma estruturação por níveis no que se relaci" 
ema a organização dos objetos do modelo e uma organização de intE'ração entre 
os mesmos. A estruturação dá-se em níveis de cápsulas, clusters e objetos 
básicos de engenharia agregados em cada nó. Urna cápsula consiste como 
que em nma l'náquina virtual que provê um conjunto de recursos e espaços de 
endereçamento disjuntos das demais cápsulas no nó, no seu interior, No interior 
da cápsula podemos notar objetos clusters que possuem um conj-unto de obje-
tos básicos de engenharia cada um. Os objetos básicos de engenharia 
fonnarn a unidade básica do modelo, sendo que os clusters são agrupam('rtl:os 
d(; objetos básico5 de engenhar;a para o pl'opósi.to de chn:kpoint 1 , desatit>ação 2 , 
migração 3 , replicação. reativação 4 e nxuperação 5 . 
Cm cluster está contido totalmente em uma cápsula sendo que é gerenciado 
por um objeto gerente de cluster associado ao mesmo (C'L\'1), cápsulas da me5ma 
forma estão contidas totalmente no espaço de um nó sendo que cada cápsula é 
gerenciada por um objeto gerente de cápsula (CPtvi) que deü:nnina. a realização 
de suas tarefas. 
O nó consiste no "domínio de recursos'· sendo que o mesmo é gerenciado por 
um objeto núcleo que tem como funções coordenar a.s funções de _proo:ssarnento, 
armazenamento e comunicaçào a serem usada.s pelos outros objetos de engenharia 
d_o nó a. que pertetH:em. 
A nível de comunicação entre objetos no modelo a mesma dá-se da. seguinte 
forma. A ligaçã.o dos gerentes de cápsula e de cluster (CPM e CLM) ao núcleo 
dá~se através de interface-!:! de controle. Os objetos básicos de engenharia no 
1 Um objeto template derivado do estado~~ estrutura de um objeto que está em estado con-
sistente em relação a alguma invariaJtte. 
2 Checkpointde um clustr:r, seguido da de!eçào do dust.er. 
3 \fover o duBter para outra cápsula_ 
1 Cloníng de um duster depois da desativação. 
5 Cloning de um tfuster depois da falha ou deleçiio do duster. 
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Figura 2.1: Infraestrutura básica 
interior de um mesmo cluster usam de interfaces, usando de identificadores 
de interface de engenharia 6 , para se comunicarem entre si, e quando em 
clusters diferentes, sejam na mesma cápsula ou não, fazem uso de canais para 
se comunicarem entre si. Tais canais sã.o referenciados via uma referência de 
interface de engenharia 7 , sendo que quando se agrupam um conjunto de nós 
sobre o controle de um gerente de referências de interfa.n-) de engenharia ternos 
um domínio de gerenciamento de interfaces de engenharia. 
No que se relaciona aos objetos do modelo tentaremos apresentar a descrição 
de cada objeto, suas funcionalidadf•s e o enquadramento de cada urn sobre uma 
série de características qu<~ enumeramos: 
• Espaço de endereçamento: Refere-se ao <'spaço de endereçamento pro-
vido e se o mesmo é comum entre objetos ( compartilhado) ou individual 
(privado). 
• Comunicação: Identifica a forma pela qual dá-se a cornunicaçào entre 
diferentes objetos do mesmo tipo, ou seja quais mecanismos ntilizam para 
comunicar-se entre si e que conseqiiênda acarretará no desempenho. 
6Fm identificador, em llm contexto de nomes dE~ uma cápsula, para uma interface de um 
objeto de engenharia, usada para o propósito de interação. 
7 l: m identificador, no contexto de um domínio de gerenciamento de referências de interface 
de eng<mharía. para uma interface de um objeto de engenharia que está disponível para binding. 
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Figura 2.2: Infraestrutura básica 
• Administrador: Iderltlfica que objeto é responsável pela administraç.ão 
do objeto ao longo de seu tempo de vida. 
• Configuração: Refere-se a se novos objetos de um determinado tipo (Ob-
jetos básicos de engenharia., cluster , ... ) podem ser incorporados dinar.ni-
camente no grupo (incremental) ou se não podem (estática). 
• Homogeneidade: Refere-se a que em um conjurlto (grupo) de objetos 
todos sej11m do mesmo tipo (homogêneo), ou permite-se objetos de tipos 
diferentes no conjunto ( heterog~'neo ). 
• Criador: Refer0-se a qual objeto é responsável pela instanciação ou criação 
do objeto. 
• Identificador: Hefere-se ao escopo de validade dos identificadores de ob-
jetos. 
Um resumo para os objetos de tais características pode ser visto nas tabelas 2.1 
e 2.2. 
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Figura 2.:1: modelo de Engenharia do RMMODP 
t.'aracteríst.ka de objetos 
Objeto Espaço de Endereçamento Comuni{:ação 
Thread Compartilhado Memória compartilhada, IPC 
BEO Individual IPC 
Clustcr Individual Canal 
Cilpsula lndividual Canal 







Ref. de interface 
Domínio de comunil:açào 
Tabela 2.1: Características dos Objetos do RM-ODP 
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Caracteristíca de objetos 
Objeto Criador A.dminist rador Configuraçiio Homogeneidade 
Thread Núcleo NúdcÕ- iacrernental Homogi'neo 
BEO CPM CL\J P Núdeo ineremental Heterogeneos 
Cluster CP.M CL'M Ínl~remental Heterogéneos 
Cápsula Núdf'O CPM incrementai Heterogéneos 
Xó Ext-erno :-.rüdeo estática Heterog<~'neos 
Tabela 2.2: Características dos objetos do RM-ODP (Continuação) 
2.2 Descrição de threads 
Threads fornecem um m.odelo que permite que aplicações explorem seu parale-
lismo. 
Como característica básica tt>mos que threads ern um objeto hásko de en-
ge11haria terão espaço de endereçamento compartilhado, usando mecanismos de 
memória com partilhada t~ mensagens para comunlcaç.io. Um conjunto de threads 
está agrupa.do em um obje.lo básico de engenharia, se_ndo os mesmos administra-
dos pelo núcleo. Tendo ainda configuraçào incremeiJtal em um objeto básico de 
engenharia. visto que pock~rn ser criados novos threads em um objeto básico de 
e11genharia dinamicanH'nte pelo núcleo. Tb.rea.ds em urn dado objeto básico de 
eugenharia são do mesmo tipo, ou seja homegêneos, e seus identificadores são 
locais ao objeto básico de engenharia que os contém. 
2.3 Descrição do Objeto Básico de engenharia 
Um objeto básico de engenharia consiste em um objeto de engetJharia. que ne-
cessita do suporte da infraestrutura de distribuição [:J]. Sendo que consiste na 
representação de llm objeto cornputacionaJ incluindo seu contrato de ambiente 
Em nm clv.ster um objeto básico de engenharia está sempre ]jgado ao núdeo 
(em uma interface provendo a função de gerenciamento de nó) e ao gerente do 
cluster a que pertence. As outras interfaces de um objeto básico de engenharia 
encontram-se ou ligadas a outro objeto básico de engenharia no mesmo clustcr, 
ou ligadas através de canais a outros objetos de engenharia em outros clusters. 
Podemos ver tal estrutura de ligações na figura 2.4 (os componentes do canal 
ser<io descritos na seçào 2.7.1). 
Vm objeto básico de engenharia pode ser visto como sendo a nnidade de 
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execução do modelo, sendo que o mesmo pode conter vários threads simultanea-
mente, ou seja. ser rnultithread. 
Em rela,ção às características básicas de um objeto básico de engenharia temos 
que objetos hásicos de engenharia_ distintos 1)0Ssuem espaços de enderef;amento 
distintos. Sendo que são criados pelo gerente de cápsula no procpsso de iru;-
tanciação do clv.Hier, ficando a administração a cargo do gerente de duster e 
do núcleo. Identificadores de objetos básicoos de engenharia são válidos apenas 
na cápsula que os contém, e a comunicação (mtre objetos básicos de engenharia 
no mesmo du.ster dá-se via mecanismo de 1PC (inter-pmce8s communícation) 
dispensando o uso de canais. Os mesmos se agrupam em dusters, sendo que 
a configuração de objetos básicos de engenharia em um duster pode ser incre-
mentai, devido a um objeto básico de engenharia poder criar outro no mesmo 
duster en.1 que está. Os objetos básicos de engenharia em clusters não precisam 
necessariamente ser do mesmo tipo. 
2.4 Descrição de um Cluster 
rm clu8ter consiste de uma configuração de objetos básicos de engenharia for-
mando uma unidade para o propósito de desativação, checkpoint, reativação, 
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recupera~:ão e migração [:J]. 
Um clusla contém um conjunto de objetos básicos de engenharia associados 
com um gerente de duster. Sendo que cada membro do cluster pode ter uma 
interface suporta11do a função d(• gerenciamento de objeto. Cada interface de 
g{~renciarnento de objeto está ligada ao gerente de duster, sendo este ligado a um 
gerente de cápsula. "Cm cluster sempre está contido em uma lÍnka cápsula. 
A instanciação de um template de cluster {incluindo cfoning em casos espe-
ciais) é realizada pm um gerente de cápsula, sendo que um template de cluster 
especifira a. configuração de objetos no cluster e qualquer atividade 11ecessária 
paTa instanc.iá-los e estabelecer bindings. 
Se o template é um checkpoint de dustcr, a instanciaç.ão (isto é , clon.-ing) 
habilita. o novo duster a atuar como um subst:ituto para o duster original do 
qual o temp!ate de duster foi derivado. Nesse caso o processo de cloning indu i o 
restabelecimento de qualquer binding que existia paxa o clust.er original. 
A instanciação de um. cluster cria um cluster ativo. A desativação de llTn 
clustet' ativo destrói o cluster ativo (deleção de objeto) e cria um dusler· de::>a-
tívado ( criaçâ.o de objeto) repres{mtando o mesmo estado. Reativar um cluBter 
desativado cria um cl7J,Bter ativo representando o rnesrno estado. 
Um clusta pode ser destruído quando o mesmo é incapaz de atividade futura 
(o cl-uster não tem qualquer atividade c não tem interfaces capazes de inidalizar 
atividades futura.s). 
Fm clm;ter é responsáv('l pela sua própria segurança, mas pode contudo SN 
assistido pelas funç.ôes de segurança ern tal tarefa. Sendo ainda responsável pelo 
gerenciamento de referências de interface de engenharia para a.s interfaces de 
obje1·.os no dustl'r, mas podendo ser auxiliado pela fuiJção de gerenciamento de 
rderóncias de interface (seção 2.7.2). 
Cm clust.er pode ser visto corno um cmljunto de processos com alguma afi-
nídade que serve como unida.de de migTaçào, desativação, a,tivar.;ão e replicação. 
Conforme o RM-ODP [:3] um dnster poderia ser, por exemplo, um segmento de 
memória virtual contendo objetos. 
Em relação às características de um dust.er t(mws qne o mesmo é criado 
(instanciado) por um gerente de cápsula, sendo administrado por um gerente de 
duster que é '·criado" junto com o cluster. 
Em um duster o espaço de endereçamento é distinto do espaço de ~·ndereçamento 
dos demais clusters, para se permitir migração, ativação e desativaçào. Identi-
ficadores de clusters são válidos no context-o de uma cápsula, sendo que a co-
municaçào entre obj<~tos básicos de engenharia pertencentes a difennttes dusters 
dá-se via canaL Clusters agrupam-se em uma cápsula, sendo que a configuração 
é incrementai visto que novos dusters podem ser instandados ou removidos da 
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cápsula. Podendo existir illnda clusters dt: diferentes tipos em uma cápsula. 
2.5 Descrição de uma Cápsula 
Fma cápsula consiste em uma conflguraçào de objetos foJ·rnando urna unidade 
com o propósito de encavsulamento de processamento e armazenamento [a]. 
C ma cápsula consiste de: 
• Um conjunto de um ou mais clustus. 
• Gerentes de clusters, um para cada cluster na cápsula. 
• Objetos do canal (stub, binder ~;protocolo- seção 2.7.1) para cada canal 
ligado a uma. interface de um objeto básico de engenharia em qualquer dos 
dusten;. 
• [m gerente de cápsula onde cada um dos gerentes de duster desta cápsula 
estão l.ígados . 
C m gerente de cápsula texn uma interface que provê a função de gercudamento 
de cápsula. t:ma cápsula sempre está tontida ern um únko nó. 
Todos os obj;~tos em uma cápsula estão ligados a uma mesma interface de 
gerenciamento de nó. Sendo que objetos em outras cápsulas estão ligados a 
diferentes interfaces de gerenciamento de nó. 
Em uma cápsula, o gerente de cápsula está jjgado a cada interface de geren-
ciamento de clu8ter de cada. gerente de clu8lt:r. 
A instanciação de uma cápsula é realizada pelo núcleo usando um tcmplate 
de cápsula que especifica a configuração inicial de objetos na cápsula, incluindo 
dusters, gerentes de clusters, canais (stubs, binders e protocolos) e gerente de 
cápsula. 
"Crna cápsula é um contexto de nomes para irlentificadores de int.erface de en-
genharia. O modelo de referência não requer que os identificadores sejam válidos 
em um escopo maior. Sendo que pasa propósito de binding usam~se referências 
de inü~rface de engenharia para comunicação de con.hedrnonto de interfaces de 
objetos de engenharia entre cápsulas. 
É importante destacar que o modelo de referência não restringe a maneira 
pela qual gerentes de cápsula e de cluster íntera.gem entre si e com o núcleo, de 
forma a permitir implementações diferentes do mesmo. 
L'rna cápsula pode ser vista corno uma máquina virtual ou um espaço de 
endereçamento e de recursos, como o conceito de aclor do sistema operacional 
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Chorus [51. 1.0, 26] encapsulando os recursos oferecidos pelo nó e distribuindo os 
rnesmos. 
Cápsulas são criadas (instaudadas) pelo núcleo, sendo que podem ser ter~ 
minadas ou pelo gerente de cápsula (CP1·1). ou pelo núcleo quando este detecta 
"ínativida.de'' na cápsula e chama a função de deleção do CP1J para tal fim. Uma 
cápsula é administrada p0l.o gerente de cápsula. No Rl\,.1-0D.P a cápsula consiste 
ua unidade de alocação de recursos e encapsulação e isso inclui memória, logo 
cápsulas distintas terão esp<tços dO? endereç<:tmento distintos. Cápsulas se agru-
pam em nós, sendo que a comunicação entre as mesmas dá-se via canal (com o uso 
de referências de interface de engenharia). Sendo que podem ser criadas cápsulas 
dinarrücarnente em um nó, tendo assim configuração incremental, podendo ainda 
termos cápsulas de difert•ntes tipos (heterogenidade), 
2.6 Descrição do nó 
O nó consiste de um núcleo e de um conjunto de cápsulas, Todos os objetos em 
um nó compartilham funções de processamento, armazenamento e cornnn.icaçã.o 
comuns, Sendo que um nó é membro de um ou mais dominios de gerenciamento 
de referências de interface, A estrutura de um nó pode ser vista na figura 2,a, 
O objeto núcleo provê um conjunto de interfaces de recursos do nó, uma para 
cada cápsula IJO nó, 
O procedimento de instanciação de um uó está fora da estrutura ODP, De~ 
vendo, contudo, resultar em: 
• Introdução de um objeto núcleo do nó e funçôes assodadas de processa-
mento, armazenamento e comunicação. 
• Introdução d~~ quaJquer função de trading necessária para o processo dE~ 
instanciação, 
• Criação de qualquer canal necessário corno parte da configuração inicial do 
nó (Exemplo: Para suportar objetos como um relocador- seção 2,7.1). 
O coujunto de objetos protocolos introduzidos durante a instanciação do nó 
determina o conjunto d.e domínios de comunicação a que o nó pertence, 
A interface de recursos do núcleo consiste de: 
• Operações de escalonamento para uso de thread.s. 
• Operações de controle de comunicação para controlar canais. 
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• Operações para rNJizar chamadas remotas via canais. 
• Operações de binding para estabelecer caminhos de com tmicação para se 
criar canais. 
• Opera,ções d~o• acPsso e uso de tirners para se gerenciar temporizações. 
• Operações de uso e acesso a segurança de chave para prover seguraHça. 
C"m nó pode ser visto como sendo uma estação de trabalho em que residem 
dusters em cápsula-S, tal como o conceito de site do sistema operadonfll Ctwrus 
[.:il], sendo que taJ estaçào pode ser multiprocessada, cabendo ao núcleo mascarar 
e tratar tal fato fazen_do bom uso dos recursos oferecidos. 
O processo de criação de nrn nó, como já foi dito, é externo ao padrão 
sendo que o mesmo é "introduzido''. Um nó é administrado pelo núdeo pro-
vendo a função de gerenciamento de tlÓ, se-ndo que cada nó possui espaço de 
endneçamento distinto. Identificadores de nós são válidos em um domínio de 
comunicaçã.o. A comunicação entre nós é realizada via ca.rmis, e se for ultrapas-
sado um domínio de comunicação faz-se uso aütda de interceptadores no canal. 
:\ós agrupanH>e em domínios de comunicação, sendo que a configuração de um 
nó é estática uma vez que o mesmo é introduzido e não se altera. :'{ós em um 
domínio de comunícação podem ser de tipos diferentes, visto que est:>mos em um 
a.m biente abeJ'to. 
2. 7 Mecanismos de comunicação 
Descreveremos agora os mecanismos utilizados pelos objetos do modelo para 
comunicar-se entre os mesmos, no caso interfaces, referências de interface de 
engenharia e canais, descreveremos cada um explicitando seu uso em cada caso. 
Objetos no interior de um cluster comunicam-se via suas interfaces, cont-udo 
quando ultrapassado esse contexto necessita-S(~ do uso de canais com vista a SE' 
ter urn identiftcador que müvocamente identiJlque um objeto em um contexto de 
nomes (um domínio de referências de interfaces de engenharia) utiliza-se para 
ta! fim urna referência de interface de engenharia. Apresenta.remos agora tais 
conceitos a princípio o de canal, seguido do conceito de referénda de ínterfare de 
engenha,ria, explicitando seus componentes. 
2. 7.1 Descrição do Canal 
Um canal consiste em uma configuração de objetos stub, binder, protocolo r~ 
intercept~.dor interconectando um conjunto de objetos de engenharia, através do 
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qual interações podem ocorrer. A configuração consiste em um grafo acíclico em 
que cada caminho no grafo é formado por uma sequência de objetos stub-b.inder-
protocolo-prot.ocolo-binder-stub ou com um objeto interceptador entre os objetos 
protocolo. A estrutura pode ser vista na figura 2.5 que mostra um canal simples 
entre dois objetos e na figura 2.6 que mostra um canal com estrutura multiponto. 
Sendo que objetos stub, hinder, protocolo e int.erceptadores em um canal podem 
ter ligações com outros objetos fora do ca.nal , por exemplo provendo funções d0 
coordenação, r:omo relocação (via relocador- figura 2.7). 
Um canal suporta iiJteração transparent<~ de distribuição entre objetos de 
engenharia, incluindo : 
• Execução de operações entre um objeto diente e um objeto servidor. 
• Fm conjunto de objetos estar ligado a outro conjunto de objetos, permitindo 
comunicação multi ponto. 
• lnteTações 8Ú'(Xlm.B envolvendo múltiplo-s objetos produtores e objetos con-
sumidores. 
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Figura 2.6: Canal Múltiplo entre Objetos 
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at - Bimkr & traMprincia de loo:alização 
B2 • Bindof do ~da de replio!lçio 
B3 • &der de tranopa!:l!acia de falha 
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B5 - Bindor do-~cia de""""""" 
R - Rel<>::ad<r 
Figura 2. 7: Canal suportando diversas Transparências 
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Descreveremos agora os diversos objetos que compõem a estrutura de um 
canal. O processo de estabelecimento do canal em si será descrito posteriormente 
quando tratarmos da função de gerencíamento de nó (seçã,o 3.2.3). 
Objeto protocolo 
Um objeto que comunica-se com outros objetos protocolos para permitir interaçáo 
entre objetos de engenharia em outros nós. 
Gm protowlo é identificado em uma localização no t.empo e por sua loca· 
lizaçào no espaço, contudo objetos protocolos diferentes podem ocupar a mesma 
localização no espaço em tempos diferentes (por exemplo devido a mudança no 
endereço de rPde). l:m objeto protocolo possui uma interface para a interação 
com o bin_der e uma interface de comunicação. Quando objetos protocolo no ca· 
na.l são de diferentes tipos eles requerem 11m lnterceptador para prover conversões 
entre os _protocolos. 
Objeto Interceptador 
Cm objeto qne realiza checagem para oferecer ou monitorar politicas em in-
terações permitidas entre objetos em domínios diff>rentes, e realiza transformações 
para mascarar as diferenças na interpretação de dados por objetos em domínios 
dif1.'rentes. O nwsmo permite transparência de federação. 
Objeto Stub 
Um objeto com funções de conversão (isto é, man.'/wlling e 1mmarshalling de da-
dos para suportar interaçào transparente de aeesso entre objetos de engenharia), 
contríbuíndo assim para permitir transparência dE' distribuição pela adaptação 
da informação trocada. 
Objetos de engenharia quando em interação têm urna interface conectada a 
urn stub, sendo que os me~mos prov{~em a conversão dos dados que transitam 
pela interaçã.o. Objetos stub podem ainda aplicar controle e gerar registros 8 ) 
bem como interagir com objetos {ora do canal se necessário. Como interfaces um 
objeto stuh possui urna interface de apresentação para ser usada pe1o objeto de 
engenharia: uma. interface de controle para gerenciamerlto de QUalidade de serviço 
e uma interface para interação com o binder. 
Quando stubs interconectados usam diferentes sintaxes de transferência eles 
devem ter um interceptador no caminho entre eles qtH~ possa transformar os dados 
ilpor exemplo para segurança ou contabilidade 
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de uma sintaxe para outra (veja figura 2.7). 
Objeto Binder 
Os binders em um canal gerenciarn a integração fim-a-fim e a qualidade de serviço 
do cattal. Quando necessário provêem transparência de rdocação pela moni-
toração de falhas de comuniraçào e reparam os binding8 ''deiifeltos", Binders em 
um canal podem interagir rom objetos fora do canal para obter a localização de 
dados {por exernplo com um relocador). 
Como interfaces um binder possui uma interface de interação com um stnb, 
uma interface de interaçào com um objeto protocolo, e uma interface de controle. 
Sendo que a interface de controle permlte a modificaçào da <:onfiguração do canal 
e a destruição do mesmo. 
Podemos ter em um canal diversos tipos de binders dependendo da seletivi-
dade de transparência esperada (como visto na figura 2. 7). 
Relocador. 
Não consiste em um objeto natural do canal, mas corno agregado provê algumas 
operações (notadamen1e funções de coordenação) para: 
• validar uma referêucia de interface de engenharia. 
• Registrar a.s maneiras para reativar o du.~ter contendo uma interface. quando 
este cluster esteja desativado. 
• Registrar mna rnodificaçáo na localização da interface. Se uma requisição 
é feita para validar uma referência de interface de engenharia para qual há 
uma modifícaçã.o de localizaçã.o conhecida., urna referi:~ncia revisada é retor-
nada. Se uma requisição é feita para validar uma referência de interfa<:e de 
engenharia. para uma interface que está m:n um clustt:r (]esativado, e o re!o~ 
cador tem uma maneira de reativa r o cluster, o duster será reativado e uma 
referência de interface de engenharia re\·isada será retornada, indicando a 
nova localização da interface. Se uma requisição é feita para validar uma 
referência de interface não conhecida do rclocador um erro é indicado. 
2.7.2 Referências de Interface de Engenharia 
V ma referência dt' interface de engenharia provê a ínformaçã.o necessária para 
permitir , no te-mpo e no espaço, o bínding de uma interface- de engenharia com 
CAPíTULO 2. O MODELO DE E;VGE:VIlAIUA 37 
outra. A Jocaliza,ção de uma. interface é especificada por objetos referénda de 
interface de engenharia. 
Refetêndas de inüdace de engenharia corJsÍstem em identiflcadores não ambígllos 
em um domínio de gerenciamento de referências de interface ( nm con-
junto de nós) sendo gerenciados pda funçào de gerenciamento de referências de 
interface de '~ngeuharia. 
C ma localização de engenharia é defmida em termos da localização de 
interfares de comunicação e de templat(;.S de binding p;:tra os objetos stub e binder 
ligados a objetos protocolo suportando as interfaces de comunicação. 
Fm cluster que é desativado e reativado (possivelmente em cápsulas diferen-
tes) tem a. propriedade de que as interfaces de seus objetos básicos de engenharia 
estão associadas a diferentes localizações de eng'enharia em momentos distintos. 
Em clusters estacionários, as lnterfa-ees estão associadas com as mesmas loca-
lizações durante o tempo de vlda do clu8ÜT. 
l.'ma referência de interface de engenharia contém dados para estabel('-
cimento de binding para a interface de engen baTia, como: 
• Un1 tcm.plale de canal apropriado, desnevendo os interceptadores, objetos 
protocolo, b.inders e stubs (jlH' podem ser selecionados quando configurando 
um canal para suporta-r bin.din.g. 
• A localização no tempo e no espaço das interfaces de comunicaçào as quais 
o processo de binding pode S('r iniciado. 
sendo que se o nüdeo suportar in1 e r faces de engenharia fornecendo diferentes pro-
tocolos (processos bindingB e sintaxe de transferência) a interface de engenharia 
irá indicar as combinações válidas que podem ser selecionadas em algum binding 
particular, smdo que diferentes b1:ndings podem fazer diferentes seleções. 
A maneira pela qual as interfaces de comunicação associadas com as interfaces 
referenciadas são (ie1erminadas depende das transparêncías selecionadas para a 
interface. 
Os binders em um can.al detectam quando alguma relocação tenha invalidado 
o canal. Quando necessário, binders provêem transparência de reloca,ção pelo uso 
dos dados nas referêndas de interface para restabelecer o canal. Os dados tont..idos 
em uma interface de engenharia são sufidentes para assegurar que nenhuma das 
ações de relocação possam invalidar o mapeamento correto entre referências de 
interface dt: engenharia. para referências de comunicação. 
Gm inten:eptador que mtá entre domínios de referências de interface de en-
genharia mantém um mapeamento entre referências de interface de engenharia 
entn< estes domínios. 
CAPíTULO 2. O }cWDELO DE ENGENHARIA 38 
O ídentificador de engen_baria de ínt<~rface em uma referência de interface é 
checado pelos binderB para assegurar que interações ocorram somente em inter-
faces de comunicação que suportam as interfaces referenciadas. Este processo de 
vaUdaçiio pode iniciar reativação, recuperação, migração ou replicaç.ão de dus-
lE rs contendo a interface referenciada. O processo de validação detecta erros em 




Uma referência de interface de engenharia consiste em uma configuraçã.o 
• Crna deBcriçâo da interface de Engenhar'ÚI para a interface sendo referend-
ada. 
• C ma descrição da inte1jace de engenharia para um conjtmto de relocadores. 
• e rua relação ordenada do conjunto de relocadorcs. 
Uma descrição de interface de engenharia consiste em urna cotdiguração 
• Um "Ywnce"' para checagem firn-a-fim da consist.ência de um bínding. 
• JJJformaçfi.o sobre f:ler membro df~ ttrn grupo de réplica 9 . 
• l'm identificador não ambíguo para a interface (Jdentijicador dt: interface 
de en.gcnlwria, válido na cápsula). 
• l:rna dcsaição da localizaçâo para cada réplka da interface. 
A descrição da localização é uma configuração de descrições, uma para 
cada protocolo para o qual urn binrling pode ser estabelecido, cada descrição 
sendo uma configuração de : 
• Um identifica.dor para o tipo d(~ protocolo. 
• f_nformação de endereçamento para o objeto protocolo. 
• Uma descrição da capacidade de qualidade de serviço do objeto protocolo. 
• Os nomes das operações acessíveis via o objeto protocolo. 
vVm<l rderêuóa de interface que não pertence a grupo de réplica. 6 tratada. como pertencendo 
a um grupo de réplica de tamanho um. 
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O núdeo é responsável pelo Inapeamento de referências de interface de en-
genharia para stubs e interfaces de comunicação. Binders em cooperação com a 
função de re.!ocação atualizam o mapeamento quando objetos são retocados. 
Relocadm:es podem ser especificados para uma úníca interfa.c.e ou comum a 
diversas interfaces. Ohjetos de engtmharia podem ser reloca.dos como resultado 
de reativação e desativação, checkpoint, recuperação e migração. 
Os objetos referência de interface pro\·êem operações para ler e trocar seu 
conteúdo. 
C ma rderência de interface de engenharia possui um contexto em que é válido, 
sendo que se uma referencia de interface dP engenharia é transferida para fora 
deste contexto ela deve ser rnodifkada por um intercepta.dor. Se a transferüncia é 
realizada pela troca de meio, existe a necessidade de se definir IHll procedimento 
para cmzar contt~xtos. 
2.8 O modelo de engenharia corno urna API para 
Sistemas Operacionais Distribuídos 
Tentaremos agora. dar uma visão do modelo de engenharia como sendo uma API 
que se pode colocar sobre sistemas operadonals ou sistemas operacionais dis-
tribuídos diferentes para dar uma visão uniforme às aplicações dos mesmos. Vale 
cmlttHlo lernbrar que a função do modelo de engenharia não consiste unicamente 
em prover essa APL sendo a. mesrna. apenas um produto da estrutl11'a.ção gerada 
pelo modelo de engenharia. 
Em um modelo ideal para. computação distribuída teríamos urn sistema ope-
racional distribuído que exportaria a. mesma.-:\ PI para as aplicações em todas as 
máquinas (nós) {figura 2.8). :\esse caso nã.o precisaríamos do modelo de enge-
nharia ODP, mas o que amrre na .realidade não é isso. ;.r a maioria das vézes não 
temos um sistema operacional diBtribuído, e quando temos os mesmos são in~ 
compatíveis entre sf. Surge então a n<.'cessidadc de prover tal interface uniforme, 
o modelo de Pugt>nharla do R11-ÜDP prové justamente essa máquina abstrata. 
Tendo·se um sistema operacional distribu.ído ele irá comportar-se como uma e<k 
rnada acima do SOD [58, 60, 31] (sistema operaciortaJ distribuído) pron.•ndo uma 
interface uniform.e a todos (figura 2.9). 
O núcleo ODP irá mascarar as diferenças de recursos entre os diversos siste-
mas operacionais. Se, por exemplo, um sistema operacional nã.o oferecer threads 
o núcleo ODP irá emular tais objetos e fomecê-los ao restante do modelo, caso 
contrário, apenas proverá urna ínterface uniforme para o modelo de recursos of<;re-
cido pdo sistema operacional. Em termos de implementação podemos mnsiderar 
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API Uniforme 
SOD 
Figura 2.8: Sistema Operacional Distribuído como API 
API Uniforme 




Figura 2.9: Modelo de engenharia com API sobre um SOD 
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F'igura 2.10: Sistema Operacional e Camada de Comunicação 
o núcleo ODP como uma parte do modelo dependente de implementação e o 
restante como independente. 
Na falta de um sistema operacional distribuído ternos que prover mais uma 
camada: a wmunicaçào que algumas vêzes se confunde com o núcleo . Podemos 
ver pela figura 2.10 dois enfoques para isso. O primeiro é considerar o serviço 
de comunicação acima do sistema operacional e o segundo abaixo, as vantagens 
de cada uma não serão discutidas aqui, contudo a tendência é ter o nível de 
comuniração abaixo do sistema operacional. 
Urna outra alternativa que surge consiste em usar uma camada middleware, 
tal corno A;\SA [8, 62, 9],DCE [24, 46, 47, 48, 49, 13, 18] ou ORB [42, 28, 29, ;JO, 
-t.:i] para prover uma série de serviços E'Xtras an sistema operilcional (figura 2.ll). 
:\este caso. o desenvolvimertto do núcleo é facititado, contudo vale urna discussãü 
maior se as ruiddiewares são o enfoque ideal para base de implementação do 
modelo. sendo que uma discussãü do fato pode ser encontrada em [54] e [6í:l]. 
2,9 Mapeamento do ponto de vista computacional 
no ponto de vista de engenharia 
Do pmlto de vista comput.aciomtl o sistema ODP aparece como um vasto ambiente 
de prognmnção ta-paz de construir e executar aplicações distribuídas. lsto é 
equivalente à especificação de urna máquina abstrata. O modelo de engenharia 
prove um. ambiente de execução independente de máquina para a ('xecução de 
aplicações. O modelo de computação esconde dos programadores de aplicaçào 
detalhes da. realização da máquina abstrata básica que o suporta [2:l]. 
O refinamento de templates compntacionais em templates de engenharia cor-
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APl Unif<Im~ 
Modo!o de llngeMaria ODP 
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Figura 2.11: Uso de middleware para implementação do modelo de en-
genharia 
responde a noção de compilação Oe programas para produzir código objeto. 
O refinamento de templates de engenharia em templates de clusters corrcs-
pond<~ a noção de linkar módulos para formar uma imagem executável do pro-
grama. 
As seguintes correspondêneias foram identificadas entre objetos tomputario-
naís e objetos básicos dt:• engenharia [l. ~l]: 
• Objetos básicos de engenharia correspondentes a diferen1es objetos básicos 
computacionais podem seJ' membros de nm mesmo duster. 
• Cada objeto binding computacional corresponde a um uwal de engenharia. 
• Cada interface de controle de um objeto bíndin,q computacional corresponde 
a. uma interface de controle ou de um stub ou de urn binder. 
• Cada identificador de interface wrnputadonal corresponde a urn 011 mais 
identificadores de interface de engenharia. 
• Cada id.entifkador de interface computacional corresponde a um ou mais 
referências de interface de engenharia. 
• Limites de loGtlizaçào nos contratos do ambiente computarional correspon-
dem a nós IlO modelo de engenharia. 
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2.10 Interelacionamento de Funções ODP no mo-
delo RM-ODP ISO 
Corno resultado da análise do sistema ODP a partir dos diversos pontos d(o vista 
do modelo surgem funções básicas relacionadas ao mesmo. Tais funções definem 
um conjunto de objetos que exercem papéis básicos no modelo, e são agrupadas 
rorno descrito abaixo. 
• Funções de Gerenciamento , Fm1ções responsáveis por prover e geren-
ciar o rnodE'lo de enger1haria. Sendo que fornecem o gerenciamento do nó 
reatizando a criação de cápsulas, controle de timers. criação de ca.nais e ge-
renciamento de threads (gerente de nó); fornecimento de opera,ções básica$ 
de chf:ckpoint e remoção sobre objetos básicos de euge.nharia (gerenáamcnto 
de objeto), opt~.raçôes sobre clust.er (gerenciamento de clust.er) , operações 
sobre cápsulas {gerencia·mento de cápsula) c operações sobre referências de 
interface de engenharia (gerencinmento de referência de inte1jace de enge-
nharia). 
• Funções de Coordenação. Têm wmo fun~ào coordenar atividades de-
sempenhadas pela infraestrutura (camada) ODP. Envolve: coordenação 
de chtckpoint de clusters (Função de chfckpoint 1 que faz uso do gerente 
de duster), recuperação de dusters faUJOs {função de recuperação, que faz 
uso da função de gerentiarnento de cápsula), desativaçiio e reativação de 
dusters (respectivamente função de desativaçâo. que faz uso da função de 
gerenciamento de cluster, e fmtção de ati-vação que faz uso da funçào de 
gerenciamento de cápsula), geração de históricos de eventos (Funçiio de no-
1-ijicaçiio de enento, que faz uso da funçào de gerente de nó). geração de 
biruüng entre grupos de objetos (função de gmpo), migrar um cluster de 
uma cápsula para outra (função de migmção, que faz uso das funções d(' ge-
rencia de cluster e de cápsula), replicação de objetos (função de replicação. 
sendo que é usada pela frmção de migração) e coordenação e controle de 
transações (função de transação e funçâo de tmnsação AClD). 
• Funções de repositório. Estã.o en_volvidas na tarefa de garantir armaze-
namento e disponibHidade de dados e informações, de forma persistente e 
"imediata" (trader ). Estas tarefas envolvem armazenar dados no sistema 
ODP (realizado pela função de armazenamento) gerenciar o interelacio-
namento entre objetos e interfacesl contido em um repositório (fvnção de 
tfpositório de relacionamento), gerenciar um repositório de locatização de 
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interfaces, incluindo a localização de funções de gerendamento para dus-
ters suportartdo essas interfaces (função de rdocação), gerenciar um re-
positório de espet:ificações de tipos e relacionamentos de tipos (junção de 
npositório de tipm;), e a função de trading com funções para importar e 
exportar serviços de objetos, sendo realizada pelo trader. 
• Funções de segurança. Tais funções irão garantir o provimento de funções 
de segurança para validação, autorizaçào e autentieação de aT<:'-SSO a obje-
tos, 12rrmlveudo a prevenção de interações não autorizadas com um objeto 
(funçiio de r:ontrole de acc:sso), prover rnonitoração e coleta de informaçào 
sobre ações relacionadas à segurança e anállsf~ dessa informa-ção (Junçilo 
de auditoria de segurança), ass€guntr a autenticação de um objeto (funçâo 
de autenticação), garantir que não haja criaçào, aJteraç.ão e remoção não 
autorizada de dados (Junção de integr'idade), evitar a descoberta não auto-
rizada de informação (junçüo de confidencialídade), evitar a recusa por um 
objeto envolvido em urna interação de ter participação em toda ou parte 
da interaçã.o (fun.çâo de não-repudiaçâo), prover facilidades para geração e 
manutenção de çh;wes criptográ.ficas (função de gerenciamudo d~; chave), 
• Transparências. Transparêncías ODP nã.o são funções, mas sim com-
portamentos que espera-sf:' ter a.o se fazer uso da infraestrutura ODP, ga-
rantindo transpa.rêwia de distribuiçào, Pode ser subdividida, de forma a 
prover transpar[:ncia seleti..-a, em: 
Trn.nsparênóa de acesso, Que mascant difen'Hças entre reprt-sentaç.ões 
de dados e mecanismos de interação, sendo fornecida pelos stubs. 
Tran8parência de falhas, \.·lascara para nm objeto o fornecimento de 
tolerância a falhas, 
TransparênCI-a de localização, 1-Ia.scara a localização de interfaces no 
espaço, 
Tnmsparência de rnigraçâo, Mascara para um objeto a habilidade da 
função de migração de modificar a localização de um objeto, 
Transparência de per.úsfência. l'viascara para um objeto o uso das 
funções de desativação e reativação, 
Transparência de relocaçào. Mascara para um objeto a poc;sihilidade 
de mudança de localização do mesmo, 
Transparência de grupo. ~\lascara o uso de comportamento de grupo 
para su_portar uma. interface, 
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Transparência de tmnsa.ç·ão. Masc;.ua a coordenação de atividades em 
uma confignração de objetos para permitir consistf.ncia. 
Transparência de recursos. :\·lascara a alocação e desalocação de recur-
sos para componentes e fornece compartilhamento de recursos. 
Transparénda de replicação. Mascara a existbnda de mais de um ob-
jeto suportando a interface. 
Transparência de federaçâo. Mascara o cruzamento de domínios tt~<> 
nológicos e f ou administrativos. 
Podemos \'No interelacionarnento dessas funções nas figuras 2.12, 2.1:3 e 2.14. 
"X a figura 2.14 po(lemos notar que as funç.ões de coordenação e gerenciamento 
têm uma parte em comum ( parte tracejada) o que é jusitifkado pela discussão 
logo abaixo (devido a existência de ciclos entre as mesmas}, bem como as funçôes 
de segurança estarem na vertical por serem necessárias aos vários níveis. 
As funçôes acima são as identificadas na versão corrente do documento de 
padronização [3], sendo que podem não ser definitivas. Detectam-se alguns ciclos 
nas figuras os quais discutiremos agora. 
• Ciclo CJ - A-B-C-D 
• Ciclo C2- E-C-D. 
• Ciclo Ca- H-L 
• Ciclo C4 - F-G 
Os ciclos podem ser vistos notadamente entre as funções de gerenciamento e 
as funções de coordenação. Tais delas caracterizam uma recursáo, que deve ser 
tratada com algurn ponto de parada para a mesma. Os ciclos Cl e C2 devem-se ao 
fato da função de checkpoint de cluster usar \V e Z e da função de desativação de 
cluster usar \V-C2 e migração. Se nào provermos migração eliminamos os ciclos 
Cl e CL C4 deve-se a que todo acesso que é parametrizado por uma referência 
de interface ao cluster deve fazer uso da função de gerenciamento de referência 
de interface e a mesma d('Ve fazer uso do gerente de duster para localizar as 
interfaces. C:l deve-se a. notificaçào de eventos usar o núcleo e este usar notificaçiio 
de evento. 
Cma discussão das funçôes de gerenciamento serão o tema do capítu.io a, 
sendo que as demais funções do RM-ODP encontram-se descritas em [:J]. 
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Fígum 2.12: Interelacíonamento entre funções 
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Figura 2.U: Interelacionamento entre funções - Continuação 
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Capítulo 3 
Funções de Gerenciamento 
3.1 Introdução 
;\esse capítulo realizamos um estudo geral detalhando c<tda função de geren~ 
ciarnento do modelo proposto, expllcitando para. cada uma suas subfunções e 
estruturas internas. 
:\"assa contribuição pode ser aqui notada na explosão das fmiÇÕ(~S d0finindo 
e detalhando cada rnódulo das mesmas. Um es1udo das estruturas de dados 
internas das funções e de algoritmos para as mesmas será dado em maior i)nfasP 
no capít nlo 4. 
As funções de gerenciamento tem por objetivo prover o gerenciamento (' a 
estrutura.ção da infraestrutura ODP discutida em seus objetos básicos (capítulo 
2) e garantir sua operacionalidade no decorrer do tempo de uso do sistema, su-
portando aplicações distribuídas. I:: importante notar que o gerenciamento ao 
qual nos referenciamos consiste no gerenciamento de serviços para aplicações 
distribuídas (como armazenamento distribuído, processamento distribuído e co-
rmmicação em grupo) e não no gerenciamento OSI [21, 52] ( Open Sy8kms !n.ter-
e(mn<::ction). 
~a atual versão dos documentos de padronizaçiio de processamento distribuído 
aherlO [l, 2, 3] temos um conjunto de funções de gerenciamellto definidas, as qtJais 
discutiremos no decorrer do capítulo. As funções são: 
• Função de Gerenciamento de Nó. Fornecida pelo núcleo. Trata do ge-
renciame_nto de threads. acesso a relógíos e gerenciamento de tirners, criação 
de {·anais, localização de interfaces e instanciação de te-mplates de cápsula. 
• Gerenciamento de objeto. Realiza o gerenciamento de objetos básicos 
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de €11genharia, fazendo checkpoint e destruição de objetos básicos de enge-
nharia. 
• Gerenciamento de Cluster. Que realiza desativação, checkpo'irtf, mi-
gração e destruição de clusler. 
• Gerenciamento de Cápsula. Realiza criação, reativação e recuperação 
de dusters e checkpoint, desativação e destruição da cápsulas. 
• Gerenciamento de referência de interface de engenharia . Trata do 
gerenciamento de referência. de inter face de engl::n haria. 
A seguir serão apresentadas as funções de gerPnciamento. com o detalhamento 
de suas operaçõesj apresentando ainda alguns parâmetros principais para as mes-
mas, uma disrussão maior. a níw~J de implementação, será o terna do capítulo 
seguinte. 
3.2 Função de gerenciamento de Nó 
A funçáo de gerenciamento de nó pode ser vista como uma jm1çào de su bfUnções 
(como visto na figura 3.1), dentn~ elas da antiga função Fi1ctory [5] que cuida 
da instanciaçáo de cápsulas, da fuiJção de gerenciamento de referéndas de inter~ 
face (seção :~.6), gerencicunento de time.rs (seção :L2.2), gerendam.ento de threads 
(se1.;ito 3.2.1) e gerenciamento de e<-mais (se.ção 3.2.:J). Sendo qtte a mesma é 
responsável pel_o controle de funções de processamento, armazenamento e comu-
Jticaçào no interior de um nó. 
3.2.1 Gerenciamento de threads 
A interface de recursos do núcleo provê um conjunto de opt:rações para cnar e 
gereiJriar threads em IHn objeto básico de engenharia em urn nó. 
As op;orações de threads são pr<widas via urna interface do núcleo, sendo 
fornecidas na verdade pelo gerenciador de t.hreads do sistema operacional local 
(como por exemplo o pacote multit.hreads da Sun Microsystems [57]). Cabe ao 
gerencia-mento de threads do modelo apenas especificar a fonna pela qual será 
fornecida tal interface, ou seja, como serão invocadas as fU11çôes de threads do 
sistema operacional. 
Contudo, se o ambienk local não fornecer threads, o núdeo deverá prover 
os mesmos via emulação, dando uma visão transpar<:onte a !if'llS usuários. Como 
operações sobre threads temos as que discutiremos agora .. 
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Figura 3.1: Estrutura do núcleo 
Criar (Spawn) um thread 
Operação que realiza a criação de um novo tluead com código independente do 
th.read pai, permitindo a-Ssim que o mesmo t.eTmine separadamentf;', possuÜJdo a 
semiintica: 
Result Thread_Spawn ( ); 
onde n:sult mntém os possíveis resultados e erros. 
Fork (Ramificar) um thread 
Tal operação cría um thread executando o mesmo código do threa.d pai, sendo que 
aru bos devem terminar juntas. Apresenta urna semântica semelhar1te à chamada 
Fork do Unix BSD [5.5], sendo que a iiernàntica dessa operação será: 
Result Thread_Fork(); 
onde os possíveis erros serào retornados em resull, bem corno a identificaçào do 
novo thread. 
Join (Juntar) um thread 
Tal operaçâo trabalha d<:' forma similar à, chamada ao sistema wail do sistema 
op0radonal Un_ix [11], suspendendo o thread que a requisitou até que um thread 
específico termine. Sendo a semántica da mesma a abaixo: 
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Void Thread_Join(Signal_Id); 
onde HignaLid especifica por qual sinal o thread que foi suspenso deve esperaT. 
Delay (atrasar ) um thread 
TaJ operação irá retardar a, chamada de um thread por um período de tempo 
espedflcado. Tendo a seguinte semãntica: 
Result Thread_Delay ( Time_Interval ); 
em que Tíme_/ntervaf consiste no intervalo de tempo especificado para o retardo 
do thread e result os possíveis resultados. 
Sincronizar threads 
Essa operação permite a sincronização entre threads para a realização de uma 
tarefa específica, sendo a sernântica a seguinte: 
Result Thread_Sincronizate ( List_Threads ); 
em que Li8LThreads consiste na lista de threads a sereru sincronizados e res11lt 
nos possíveis erros. 
3.2,2 Acesso a relógios e gerenciamento de tímers 
A função rlc gerenciamento de tirners permitirá o gerenciamento dt; temporizações 
e o acesso a relógios. 
3.2.3 Criação de canais 
A função de criação de canais do núcleo irá permitir a cr.iação de canais entre 
objet.os de engenharia, para tanto proverá operações para: 
• Criar um canal, tendo~se um template de canal como parâmetro. 
Result Channel_Create ( Template ); 
Onde Template descreve o canal a ser criado. 
• Estabel<:>cer um binding entre 11m objPto de engenharia ern uma cápsula 
e um conjunto de objetos de engenharia , identificados por referências de 
interface de engenharia. 
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Result B:i.nd_Objects ( IR_E01 , IR_E02, ... , IR_EOn); 
sendo que aqui l/LEO 1 consiste na referência de interface do objeto origem 
do canal e IR-E02, ... lR_EOn, nas referências de interface dos objetos de 
engenharia da outra extremidade do canaL Podemos ver tal est.rutura de 
maneira similar à da figura 2.6. ou tendo-se apenas um objeto com destino 
algo como a figura 2.5. R€sult consiste no identificador do canal ligado. 
• Produzir informação sobre o tipo de canal que está suportando o bin.ding e 
a localização no tempo e espaço das interfaces de comunicação através das 
quais modificações no binding podem ser realizadas. 
Result Get_Channel_Info (Canal); 
Sendo que nas descrições acima Result tamb€m consiste nos possíveis erros das 
funções. 
Vejamos agora como se daria o processo de criação de um canal. A estrutura 
básica encontra-se descrita no modelo de referêm·ia [3]. O co_ntexto consiste em 
estabelecer um canaJ entre um objeto El e E2. Em primeiro lugar um obje1o 
Cl, que cont.rolará o binding do lado de El, inicializa a configuraçã-o do canal 
intPragindo com o núcleo, sendo que essa lnt~r<tção é parametrizada pelo tipo do 
ca-rtaL um papel e uma interface de um objeto (El no caso) para ser Hgado. 
• O núcleo liga urna cadeia de objetos, que compreende um stub SL um 
binder Bl e um objeto protocolo a serem l.igados à interfac'' de E I. 
• Os tipos dos st.ubs, blnders e protocolos que são selecionados são determi-
nados pelos parámetros tipo do <:anal e papel. 
• Os resultados da interaç.ão sã.o uma referência de interface lR para comu" 
nkação com outros objetos e ligações de interfaces de controle dos binders 
B1 e stu-b 51 ao objeto CL 
A seguir a referência de intPrface é comunicada a outro objeto de engenhaTia C2, 
que controlará o outTo lado do canal, possivelmente em outro cluster, em outra 
cápsula, em outro nó. Sendo que o o1Jjeto C2 interage com o seu núcleo para 
ligar o canal. a interação é parametrizada por um tipo de canal, um papel, e uma 
interface de um objeto E-2 para o qual o binding é reqtlerido. O núdeo determinará 
o tipo de canal e localização no tempo e no espaço dos objetos protocolo para os 
outros participantes do canaJ da refer€-ncia de interfa<:e de e_ngenharia IR. 




' : ' ----,-----
~ .,. 
' ' ' ' ' -----.---
' ' . -·-·- -------- _, , _________ ..; __ _ 
' ' 
Figura 3.2: Criação de Canal - Parte I 
• O n1ideo conectará uma cadeia de objetos, compreendendo um stub 52, nm 
bínder B2, um objeto protocolo e se necessário um intercept;iJor ao objeto 
1':2. 
• Os tipos dos stubs, binders, protocolos e interceptador que são selecionados 
são determinados pelos p;uâmetros de papel do canal, um supertlpo cmnum 
de tipo de canaL e os tipos de canais dos outros participantes. 
• O bínder B2 interage com os binders no canal para habilitar comunicação 
através do canaL incl1lindo fornecimento de outros objetos protocolo e in-
tercPptador. 
• O núrleo liga o objeto C2 as interfaces de controle do binder B2 e stub S2, 
e n interface do objeto E2 a interface de apresentação do stub S2. 
Tal estrutura pode ser vista nas figuras 3.2, 3.3 e 3.4. Sendo que no processo 
de estabelecimento de um canal multiponto os úhimos passos seriio repetidos 
diversas vezes, uma para cada objeto básico ch; engenharia. 
3.2.4 Instanciação de template de cápsula 
Em versões anteriores do modelo de referência ([5]) temos menções ao objeto 
factory que era responsável pela instanciação de cápsula, mas na versão corrente 
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Figura :3.:~: Criação de Canal - PartE 2 
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Figura :J.4: Criação de Canal - Parte iJ 
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temos a.localizaç,ão de tal componente como parte do núdeo, sendo uma função 
do gerenciamento de nó. 
:\ operação de instandaçiio de cápsula irá realizar a criação de uma nova 
cápsula IJO nó e de toda a estrutura !W<:essária à mesma. Podemos notar que a.o 
S€ requisitar a instailCÍação de uma cápsula a mesma recebe como parâmetros 
um temp!ate de cápsula que descreve a atividade Lnidal a ocorrer na cápsula, 
bem corno. uma referência de interface para um objeto de monitoração contendo 
operações de notifiração, que serão chamadas s0 a cápsula terminar (por chamada 
explícita ao gerente de cápsula. ou por falha). Podemos notar a seguinte semântica 
para a operaçao: 
Result Instantiate_Capsule ( Templat~, Ir_Monit ); 
em qlH~ Templo te consiste IIO template de cápsula, que descreve a atividade inicial 
a ocorrN na cápsula c [r_Afonit consiste na referência de interface para urn objeto 
de monitoração. 
A função de criação d<~ cápsula irá atuar da seguinte forrna.: 
• AJocar via função GeL!nLresources unta interface de gerenciamento de nó, 
contendo funç.õe~ d(c processamento, armazenamento e comunicação. 'hd 
interface _proverá os recursos do núcleo para a cápsula. tendo a semântica 
descritn. abaixo, onde Interface consiste na interface de ren1rsos retornada. 
Result Get_Int_Resources ( Interface ) ; 
• Criar um gerente de d.psula para a nova cápsula, via. requisição ao núcleo 
pela funçã.o Create_CP!vf, q11e apresenta a seguinte semântica: 
Result Create_CPM ( Interface_CPM) ; 
onde JnteJjace_CPM' ("OTlSiste na interfacD do gerente de cápsula retomado. 
• Criar uma interface de controle para a. nova cápsula no núd{;o. 
Result Create_Control_Int (Interface_CPM, Int_control); 
que recebe a interface da cápsula !nterface."CPM como parâmetro e re1.orna 
possíveis erros, como falta de recursos, em l'esult, bem como a interface d(' 
controle do núcleo em lnLConil'ol. 
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Como resulta-do da iustanciaçã.o da nova cápsula será retornada a interface 
de gerenciamento de cápsula, bem como a interface de controle criada, provendo 
operações para consulta do estado da cápsula (se existe atividade ou não na 
rnesma) e para forçar sua terrninação. 
Ternplates de cápsula são paranwtrizados por uma função de notificação de 
evento pant rdatar eventos significativos na nova cápsula. 
3.3 Função de Gerenciamento de Objeto 
A função de gerenciamento de objeto gerenda objetos básicos de engenharia. ha-
bilitando que um objeto seja checkpointnl ou destruído. A m.esma é fornecida 
pelos objetos básicos de engenharia através de uma interface, que provê geren-
ciamento do objeto engajado nas atividades de checkpoínt e destruição, sendo 
contudo que tais operações são necessárias p1·irtcipa!mente quando o duster a que 
pertencem pode ser desativado, checkpointed ou migrado. 
Difenmtes interfaces de gerenciamento de objetos podem ter diferente& tipos 
de interfaces: a-s operações suportadas por um objeto básico de enge11haria de-
pendem de sua.s necessidades de gerenciam.e1tto . Vm objeto pode, por exemplo, 
não prover a operaçào de elwckpoint. 
3.3.1 Capturar o estado de um Objeto em um checkpoint 
A operação para captmar o estado de urn objeto em um checkpoint irá re<.'eber a 
identificação do objeto, Obj_ld (um identificador local ao clnster). com a seguinte 
semântica: 
Result Obj_checkpoint ( Dbj_Id ); 
sendo que realizará o checkpoint do objeto pelo uso da função de armazenament.o 
na interface de armazenamento especificada para tal fim na interface de gerenci-
amento do duster (seção 3.4.1) a que pertence o objeto, sendo que para obter o 
checkpoinl é feita uma chamada à .interface cio objeto básico dE' engenharia para 
checkpoint. Re8ult conterá o possíveis erros, t.ais como tentar-se um checkpoint 
de um objeto que não suporte tal operação. 
3.3.2 Destruir um objeto 
A função de dekção de objf.>to promove a. c!f.>struição dr! um obj~~to, t.NLdo a 
seguinte semântica: 
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Result Obj_Delete( Obj_Id); 
ondt' Obj.Jd consiste na identificaçã-o do objeto. 
A mesma faz uso das funções de threa,ds do núcleo (seção 3.2.1) para terminar 
a atividade (threads) no objeto e depois é chamado a interface do objeto para 
ddete, e finalmente removendo o mesmo da lista de objetos do cluster. 
3.4 Função de Gerenciamento de Cluster 
A função de gerendam("rtto de cluster írá prover o gerenciamento dos clusters 
em uma cápsula. Ela permite que du~>tcrs sejam checkpointed, recuperados, mi~ 
grados, desa.tivados e destruídos, sendo que a mesma 6 fornedda por um objeto 
gerente de clnster, que está engajado nas atividades de desativação de duster, 
checkpoint de duster, migraçiio de duster, replicação de cluster e destruição de 
cluster. 
A realização de Checkpoint e desativação de cluster somente estão disponíveis 
se todos os objetos no duster tem uma_ interfa-ee de gerenciamento de objeto 
suport.arrdo as funções de cha:kpoint de objeto (seção :~.3, 1 ). Desativação e Oes-
truição de cluster requerem qtte todos os objetos básiros de engenharia no cluster 
tenham uma. interface de gerenciamento de ohjeto incluindo a funçào de deleção 
de objeto (sE'ção :3.:3.2). 
Um gerente de cluster tem uma interl"ace conteudo operações qtw l1abilitam: 
modificar a política- do cluster (exemplos: identificar a interface de arrnazE'na-
meuto na qual checkpoinl.s e a versão desativada do cluster serão tolocados, e 
identificar a interface do relocador para as interfaces do cluster), criar uma cópia 
desativada do cluster (seção ~L4.2) , criar um checkpoint para o cluster (seção 
3A.:l), trocar o cluster co.m nma nova instância de duster de um r:heckpomt de 
duster, migrar o duster para outra cápsula (seção 3,4.4 ), e deletar o duster l seção 
;~A . .S). Sendo que diferentes interfaces de gerenciamento de duster podem ter di-
ferentes tipos de interfaces. As operações suportadas por um cluster específico 
dependem de suas necessidades de gerenciamento , 
Descreveremos agora as operações presentes na interfa,ce de- gerenciamento do 
gerente df~ duster. 
3.4.1 Especificar a interface de armazenamento para checkpoints 
do cluster 
A operação para especificaçã.o da interface rle armazenamento para checkpoínf8 
dos dusters recebe a interface do duster e associa à mesma urna interface de 
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armazenamento, tendo a seguinte semântica: 
result Define_Checkpoint_IR ( Cl_Id, Interface); 
que na verdade realiza uma busca na tabela de interfaces de armazenamento 
associada à interface de recursos da. cápsula a que o cluster pertence à procura 
de 11ma interface de armazenamento Uvre que possa ser associada ao cluster para 
chakpoint. Dev(>se considerar os casos de erros, por exemplo, quando a interface 
solicitada não existir (o que é retornado em reBult). 
3,4,2 Criar uma cópia desativada do cluster 
Irá produzir um checkpoint do duster, que pode ser reinstalado usando a funçio 
de reativação de duster do gerente de cápsula (ver seção :J.S.l). A função recetH~ 
a interface de engenharia do cluster, tendo a seguinte semântica: 
Result Desative_Cluster ( Cluster_ID ); 
tal função fará chamadas sucessivas à f11nção de checkpoint de objeto e de remoção 
de objeto do gerenciamento de objeto , sendo que a tan;fa de armazenar a cópia 
desativada será realizada pela ftmção de armazenamento usando a interface de 
armazenamento assodada ao c:luster, conforme a seção 3A. L 
Para o sucesso de tal operaçào é necessário que todos os objetos básicos di: 
engenharia no dnster forneçam funçôes d~< checkpoint e terminação em suas jn-
terfa.ces de gerenciamento, ca!:iO contrário, ocasionará um erro, havendo ainda a 
necessidade de se ter associada ao cluster urna interface de arrnazename_nto. 
3.4.3 Criação de um checkpoint para o cluster 
A operaçâo de criação de um checkpoint de mn cliJsler recebe como parâmetro a 
interface de engenharia do cluster, tendo a 5egllinte semântica: 
Result Checkpoint_cluster (Cluster_ID); 
A ftwção atuará de forma análoga a de desativação ( seção ;L--t2), fazendo uso 
da função de checkpoint do g(~renciamento de objetos, ObjJ:heckpoint, cabendo 
à fun.ção de armazenamento a tarefa de armazenar o checkpoint com base na 
informação fornecida da interface para o armazenamento descrita na seção :~.4.1. 
Realizar o checkpoint de um dust.er pode requerer realizar o checkpoint de 
outros clusters para obter uma cópia consistente de todas as atlvidades presente 
nestes clusters, como regras básicas ternos: 
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• O estado do dustcr inicial deve estar em estado consistente antes de ser 
gerado o rhedpoint. 
• deve haver consistência entre todos os checkpoints de vários clusters inicial~ 
mente checkpointcd em conjunto ( Exemplo: Todos os checkpoints refletem 
o mesmo conjunto de intera,ções que ocorreram entre os dtJsters). 
• Qm~. tendo decidido gerar o checkpoint de um duster, o processo(; recursi-
vamente aplicado para flet.errninar o conjunto completo de dusters a sen~m 
cln'ckpointed. 
Se uma cápsula falha então todos os sells clusters que necessitavam_ de trans-
parE>ncia de falha devem ser reativados usando o checkpoint mais recente para 
aquek cluster, via função especifica do gerente de cápsula .. 
Quando gerando o checJ..~point, o est.ado do duster é armazenado pelo gerente 
de duster usando a função de aruJazenamento. Sendo que as interfaces dos relo-
cadort's do cluster são informadas da política de recuperaçào para o checkpoint 
do cluster. 
A política d€ recttperação especifica como escolher uma cáptHt!a na qual será 
f(,ita a recu.peraçâo do checkpoint. Recuperação é feita ou por requisição explícita 
para restaurar o estado no instante do último checkpoint (uma operaçã.o do ge-
rente de cluster), ou aut.ornaticanwnte seguindo o processo de relocação depois 
da. falha. Sendo que a refuperaçào é permitida pela reativaçào do checkpoinl. 
Como na desativação. o sucesso dessa operação dep~mde de que todos os obje-
tos básicos de E'ngenha.ria, no duster forneçam em suas int.erfatE'S de gerencíamento 
a função de checkpoint de objeto, Obj_Checkpoint (seção :LU). 
3.4.4 Migração do cluster para outra cápsula 
A migra.ção de um cluster é coordenada pela função de m.igraç.ã.o. A operação de 
migração de cluster apresenta a seguinte semântica: 
Result Migrate_Cluster ( Cluster_id , Cp_Ir_Dest ); 
onde CluBter_]J) consiste na irtterface de engenharia do duster que desejamos 
migrar e CpJr_DeBt a refcrênda de interface de engenharia da cápsula destino 
para onde deseja-se migrar o duster. 
Podemos ver a implementação rlessa fm1çâo como uma chamada à função de 
desativação de duster para o clust<'r clustu_id seguida da dnmada da função de 
reativação do gererJte de cápsula ('p_ir_Dest para reatlvar o checkpoint na cápsula 
destino. 
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3.4.5 Destruir o cluster e liberar seus recursos 
A {unção de destruiçáo de clusrer lrá tomar a interface d(c engenharia do clu;;ter 
como p<1râmetro, tendo a seguinte semântica: 
Result Delete_Cluster( Cluster_ID ); 
que realizará sucessivas chamadas à funçào de destruição de obj('to do gerencia-
mento de objeto, Obj_Delete, realizando depois a remoção do duster da cápsnla. 
via funçào do gerente de cápsula. 
Um fato que deve ser considerado é o caso em que o cluster que desejamos 
destruir esteja desativado, nesse caso é realiza.da a reativa~:ão do rrwsmo seguida 
de sua eliminação. 
3.5 Função de Gerenciamento de Cápsula 
A função de gerenciamento de cápsula gereJJcia cápsulas, sendo fornecida pelos 
obj<etos gerenü~s de cápsula. Um gerente de <:ápsula está engajado em atividades 
de instanciação de clusters (instanciação, reativação e restauração). desativação 
de cápsula, rheckpoirtling de cápsu]a e destn1ição de cápsula. 
Cada gerente de cápsula tem uma intet-face provendo operações que habilitam: 
instanciar um template de cluster na cápsula. reativar um duster desativado na 
cápsula (seção 3.S.l), desativar (sf'ção 3.5.2), dwckpoinl (seção 3.5.:3) e destruir 
(seção 3.5A) uma cápsula. Sendo que diferentes gerentes de cápsula podem ter 
difenmtes tipos de interface operacionais do gerente de cápsula. A_s operações 
suportadas por urna cápsula dependem de suas necessidades de gerenciamento. 
DiscutiTemos a seguir a.s operações da interface de gerenciamento do gen:r1te 
de cápsula. 
3.5.1 Instanciação de cluster na cápsula 
A função de instanciação de template de cluster atuará nas atividades de instarl-
ciação de um novo cluster, reativação de um duster a partir de um checkpoinl e 
na restauração de clusters, a partir de che.ckpoinl.5, depois de- uma falha. Apre-
sentaremos a mesma como três subfunções começando pe-la criação de um novo 
duster. 
Instanciação de um novo cluster 
Para realizar a instanciaçào do ternpla.t<~ de duster na cápsul<1 essa função recebe 
como p<uàrnetro um ümtplate de cluster, tendo a seguinte semântica: 
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result Instantiate_Cluster ( Cluster_Template ); 
em que result consiste no resultado da função, discutido a seguir. Sendo que a 
função atuará da seguinte forma: 
• Realiza a cópia do template de cluster na cápsula que dar~s<•-á pelo nso da 
operação df: cópia de template na cápsula, da seguinte fonna: 
result Copy_Template ( Cluster_Template, CP_Id ); 
que copia o t.ernplate Cluster_Template na cápsula CP _/d retornando o re-
sultado da operação em result (se tudo bem ou se aconteceu aJgum erro). 
Tal operação irá aerescentar uma entrada na tabela de tempiates de clusters 
da cápsula. 
• Realiza a criaçiio de um novo gerente de duster para o duster a ser criado, 
via função Crcatc_CLM, que retorna a interface do nm'o CL\T, !nterf~CL}vf, 
como visto abaixo. 
Interf_CLM Create_CLM(); 
• Rea]jza a conversão do 1·emplat.e de duster à forma ativa, a.ssoriando o 
mesmo ao gerente de dn~:>h'r alocado no passo anterior. Tal a.ção é realizada 
pela funçào abaixo que recebe como parâmetro a interface do gerente de 
duster e o template de duster. 
result Ative_Template ( Cluster_Template, Interf_CLM ); 
• Como últ.imo passo na operação de lustanciação de dusters d€vemos re-
tornar os id€ntifkado.res de interfaces r€sultantes da ativação do templat.e, 
dentre eles a interface de gerenciamento de duster, que estarão presentes 
em result. 
Reativação de um cluster desativado na cápsula 
A reativação de cluster desativado na cá.psnla consiste em urna tarefa que, em 
parte. se assemf)lha com o processo de instandaç.ào de templa.te de cluster, sendo 
que a operaçào recebe no entanto um checkpoint de cluster como parâmetro no 
lugar do template de dush~r. A função apresenta a semântica abaixo: 
result Reativate_Cluster ( Checkpoint_cl); 
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SPndo que a mesma attJa da seguinte forma: 
• Rea1iza a c6pia do checkpoint na ccípsula, o que pode ser feito pela função 
Copy_Checkpoint que tem como parâmetro a identificação do checkpoínt de 
dustcr, e a identificação da âpsula: 
Result Copy_Checkpoint ( Checkpoint_cl, CP_Id); 
• Realiza a criação de um novo gerente de duster para o duster a ser criado, 
via funçâ.o Creait:'_CLH, que retorna a interface do novo CL1J, fnterf_CLM, 
como visto abaixo. 
Interf_CLM Create_CLM(); 
• Sendo que a seguir o checkpoint é convertido à forma ativa pela função A ti-
vatccheckpoint. que recebe as interfaces do CLM alocado e a iderJtificaçâü 
do checkpoint a ativar, conforme a semântica abaixo: 
Result Ativate_Checkpoint (Checkpoint_cl, Interf_CLM); 
Uma das tarefas de Atrvate_checkpoint consiste em realizar as tramform<lçôes 
nas referências, corno descrito logo abaixo. 
• Como pas);O final são retornadas as novas interfaces e o duster reassume 
sua atividade de onde havia parado quando foi desativado. 
A reativação !.em três transformações para cuidar, entre elas: 
• Referüncias no interior do duster desativado. 
• Refer('ncias externas ao duster desativado. 
• Referéncias sobre o cluster desath·ado. 
Clusters desativa.dos algumas vêzes têm que ser transformados quando o clus-
ter é ativado em uma cápsula com uma tecnologia diferente daquela em que o 
duster foi criado. 
Clu.sters que r1ecessitam de controle de ac.es~o devem somente ser migrados 
para cápsulas ou funções de armazenamento as quais est.iio sujeitas a alguma 
politica de segurança. 
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Referôndas no ínterior de urn duster de,.-em ser transformadas quando o clus-
ter é ativado e1n uma localização diferente da que as referências foram criadas 
(ou por tíltlmo reparadas). 
Referências fora do cluster devem ser transformadas (]nando o clnst.e.r é ativado 
em uma localizaçào diferente da que as referências foram criadas (ou por último 
reparadas). 
Referências sobre o cluster devem ser bloqueadas enquanto o duster está 
desativado e transformadas qu;wdo o nwsmo é reat.ivado rom ajuda da funçào de 
relocação. 
Recuperar o estado do cluster a partir do checkpoint 
A opmação de restauração do estado de um duster a partir de um checkpoint 
irá tomar um checkpoint de cluster e reativá-lo na cápstlla, desempenhando urna 
tarefa semelhante à reativação de um dust:er que foí descrito na função anterior 
de reati>-ação, sendo contudo que aqui necessitamos refazer todo o contexto do 
dust-er, visto que a recuperaçào deve-se a uma queda brusca no sistema ODP 
e devemos portanto garantir a. integridade do sistema ao restaurar o cluster, 
garantindo que por exemplo não haja urna segtmda cópia do cluster ati1.ra no 
sistema. A mesma apresenta a sPrnântica seguinte: 
Result Rastaure_Cluster ( Checkpoint_cl); 
em que Ched:poinLcl consiste no identificador do eheckpoint de duster e lle8ult 
nos possíveis resultados, incluindo a interface do gerente de duster a ser alocado 
e erros. 
3.5.2 Desativação de uma cápsula 
A desativação de uma cápsula é realizada via a desativação de todos os dusters 
ativos o a mesma. Podemos ver essa função como uma chamada sucessiva a flmçào 
de desativa.çã.o de cluster de cada gerente de cluster na cápsula. Algo da seguinte 
forma: 
Result Desative_capsule( Capsule_ID) 
{ 
} 
Para cada Cluster na Capsula 
Desative_Cluster ( Cluster_Id) 
Elimine a capsula 
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que percorre toda a tn.bcia de dusters, chamamlo para cada clutitt:r a função 
de desativação do gerente de cluster com a interface de engenharia do cluster, 
ClusterJD, como parâmetro. Se houver algum erro (por exemplo se algum dustcr 
não suportar desativação) este den> ser tratado. 
C ma discussão que nos cabe levantar é sobre a manutenção da cápsula, ou seja, 
se desativando todos os clusters na cápsula devemos rnante-la sem atividade ou 
devemos destru.í-la. Acreditamos na última hipótese visto que se não o llzermos o 
próprio núcleo fará tal tarefa como descrito no modelo prescritivo [3]. Logo como 
açào complementar podemos ver a chamada a função de destruição de cápsula 
do gerente de cápsula. 
3.5.3 Realizar um checkpointing da cápsula 
A realização de um checkpoint de todos os clusttcrs da cápsula pode ser vista de 
maneira_ similar à da opera-Çào de df~sat:lvaçào de cápsula (seção ;3.5.2) cómo urna 
chamad<t recursiva a uma função do gerente de duster, nesse caso a função de 
checkpoint de cluster, possuindo a seguinte semántica: 
Result Checkpoint_Capsule ( Capsule_ID); 
Onde Caps-ulc!D consiste no identificador- de Pngenharia da cápsula. 
3.5.4 Destruição da cápsula 
A funçào de destruição de cápsula irá realizar a eliminação da cápsula, pela eli-
minação de todos os dusters no interior da mesma, e após isso, com a elirninação 
da infra0strutura da cápsula, o que deve ser comllnicado ao núcleo par<t reapro-
veitamento de recursos. Tal função da.r·se-á pela chamada recursiva a todos os 
clusters na cápsula da função de n;moçã.o de duster de cada gerente de cluster. 
Podemos vt'r tal operação nnn a seguinte semântica: 
Result Delete_Capsule ( Capsule_ID); 
que recebe o identificador de engenha.Tia da. cápsula. a destruir como parâmetro. 
3.6 Gerenciamento de Referência de interface de 
engenharia 
A interface da função de gerenciamento de n:ferénda de interface mantém, nu 
escopo da mesma : 
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• Informação sobre a posse de uma dada. categoria de. refeú.ncia de interfaces, 
detectando quando nenhuma cópia de uma referenda de interface está. rnan-
tida fora do duster que suporta a referência de interface. Um gerente de 
dnster é notificado se todas as interfaces pertencentes a uma dada categoria 
neste cluster não são referenciadas, de forma a detectar inatividade. 
• Informação sobre a exísténda de interfaces da categoria dada, notificando a 
cápsula q11e sáo proprietárias de referências de interfaces de uma interface 
que está falha ou panda. 
A notilicaçáo fornecida por E\<Jta função permite que recursos que nao sao 
requeridos há muito possarn ser liberados. 
Urn Domínio de gerenciamento de referência de interface consiste 
em um conjunto de nós sob o controle de uma ünica função de gerenciamento de 
referência de interface. 
Uma Política de gerenciamento de referência de interface consiste em 
um conjunto de permissões e proibições que governam a política de gerenciamento 
de domúlios de referência de interface. 
A função de gerenciamento de referência de interface é chamada pelos gerentes 
de duster: 
• Quando uma intE'rface é crJ.ada. 
• Qti<-wdo uma referénda de interface é passada entre clusters. 
• Quando 11m a interface falha 011 para. 
A função de gerendamento de referência de interface chama dusters quando 
todas as sua::; inü!rfaces estão nào referenciadas. 
A função de gerenciamento de referência de interface ch;una. cápsulas quando 
qualquer interface para qtml a proprietária da referência de interface esl<í falh<t 
ou parada. 
A função de gerenciamento de referências de interfaces pode ser vista como 
uma funçâo que fornece um servidor de nomes distribuído em um sistema com-
putacional [22], se anaJlsarmos referências de interface de engenharia sob a ótica 
de serem identificadores únicos em um contexto de nomes consistentes. 
Se assim vista a função de gerenciamento de referências de interfaces irá pro·-
ver um conjunto de furrçóe!:ljoperaçôes a serem realizadas sobre referências de 
interface. as quais apresentaremos agora. 
• Provê urna operação que dado um identificador de engenharia de nma. in-
terface realize a criação de uma referência de interface para o mesmo. spndo 
que tal função é mostrada a seguir: 
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IR Ragistre_IR ( Ident_eng); 
onde IR consisV: na noferéncia de interface de engenharia gerada. e itlenLe-ng 
no identificador de engenharia da interfa.ce. 
• Uma opera~àD que dada uma referência de interface IRJ realize a validaçào 
da mesma, e se esta foi modificada retorne a nova referência de interface 
llLN, ou se a mesma nào Pxiste mais é retornado um erro. 
IR_N Validate_IR ( IR_I ) ; 
• Eliminar uma dada referência de interface IR de um domínio de rcf~rêncías 
de interface. 
Result Delete_IR ( IR); 
ern que Result contém os possíveis enos, por exemplo se a refer{:nda de 
interface f R nào existir. 
• Rogistrar um nó No_/D em um domínio de referência de interface TRJJ. 
Result Registre_no_IRD ( IR_D , No_ID ); 
• Checar a, consisl:ôncii:l e existêneia de um nó No_[[) de um dornlnio d(! re-
ferências de interface IR J). 
Result Validate_no_IRD(IR_D, No_ID); 
• Eliminar um nó l1/o.1D de um domínio de referências de interfa.cf' /R_D. 
Result Delete_no_IRD ( IR_D, No_ID); 
Tais funções, bern corno a estrutura de referências de interface, serão discuti-





Descrevemos nesse capítulo a implementação de um protótipo que provê as funções 
hásicas de gerenciamento) descritas no capítulo 3) des<mvolvido sobre o ambi-
ente Unix SunOS (algtunas das características do SunOS para nossa utilização 
específica foram descritas no rapítu lo 1 ). Contudo a. migração do protótipo de-
senvolvido pa-ra outra plataforma Cnix não seria uma tarc"fa complexa, tendo em 
vista que bnsco1H;e fazer uso, na nJPdida do possível. de características padrões 
do sistema Uníx E'vitando características específicas de implementação. 
Vale ressalt.aJ" que o protótipo desenvolvido apresenta urna série de limitações 
se comparado ao modelo proposto em p], mas cumpre seu objetivo, que consiste 
em validar algumas das idéias sobre gerenciamento que foram levantadas durante 
o decorrer deste texto. O mesmo foi implementado lnicialment(~ como um si-
mulador do modelo, em que testou-se as idéias sobre estrutllraçào das funções 
e estrutmas de dados, sendo que posteriormente foi expandido de forma a pro-
ver urna camada sobre o sistema operacional Unix provendo a estruturação do 
modelo de engenharia. em forma de nó, cápsulas, dusters e objetos básicos de 
engenharia. [m fato que convém lembraT consiste em que o modelo de referência 
ODP, corno o nome diz, consiste em um modelo de referéncia e não em um mo-· 
ddo para irnplementa.ção o que dificulta a implementação de alguns conceitos 
abstratos levantados. 
DiscutirPmos iniclalme!lte as soluções adotadas para mapear as diversas abs-
trações descritas no modelo de referência. que foram discutidas no capftulo 2 e a 
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fOrma como foi estruturado o protótipo. Posteriormente discutiremos para cada 
função de gerenciamento, que se considerou no protótipo, a forma pela qual a 
mesrrta foi modelada. Como observação final vaJe lembrar que a.s descrições exis-
tentes nesse capítulo estão aptE'J\entad.as na linguagem de programaç.ão C [:J'2], 
assumindo então o conhecimento da mesma. 
Cm fato ainda nào mencionado foi sobre a escolha da plataforma utilizada. 
O sistema T:nix foi escolhido por ser a única plataforma disponível no momen1o 
da red.ízação do protótipo, sendo que um protótipo que trabalhasse em ambiente 
h~:_>terogêneos teria que ser implementado sem as restrições que realizamos. A 
plataforma Aiultíware descrita no capítulo 1 seria a estolha natural, contudo a 
mesma encontra-se em fase rie término de especificação e início de implementação. 
4.2 Estruturação do Protótipo 
C ma das prindp<ds decisões tomadas na ela.boração do protótipo consistiu em 
como implementar o mesm.o, ou seja, como modelar os conceitos abstratos do ID-·'1-
0DP sobre a plataforma t;nix adotada, e como dividir o protótipo em rnódulos 
componentes. Veremos agora as solu~:ões imaginadas, que consistem, na primeira 
em termos todo o modelo de engenharia implementado wmo um único módulo 
que reajjzaria todas as tarefas, e o segundo enfoque em que dívide-se o moddo 
de engenharia em um conjunto de móduJos q11e provêem as diversas funçôes de 
gerenciamento interaglndo entre si, sendo alocados sob demanda. Essa segunda 
solução foi adotada na implernent;tção, sendo que a. primeira alternativa foi ut.i-
llzMia no simulador. 
~o primeiro enfoque teríamos um único módulo e.m cada máquina ua rede 
que cuidaria das tarefas de gerenciamento do modelo, como pode ser visto na 
figura 4. L Sendo que ao ínídalizarmos cada má{rtüna tal módulo seria carregado 
e ficaria associado a uma porta específica funcionado como um daemon Gnix. A 
comunicação com o servidor dar-se-ia via meca,nismo de sockets ou RPC, sendo 
que a interação entre os módulos do modelo dar-se-ia pelo uso de estruturas 
d.e dados comuns entre os mesmos. Tal solução foge um pouco do modelo de 
referência ODP (RM-ODP) visto que existe a figura de apenas um gerente de 
cáps1Jla e um gerente de dustE'r por nó, estando irnplementaclo internamente 
nos mesmos a gerenciados diversos dusters/dpsulas na forma de listas geridas 
internamente pelos módulos. O ganho que aqui pode ser sentido é a integração 
dos diversos módulos podendo os mesmos compartilhar informação de uma forma 
mais rápida do que se forem implementados separa.dam~~nle. Contudo perde-s<! 
em modularidade, ou seja, o modelo fica muito fechado dificuJtando a troca de 
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Figura 4.1: Modelo centralizado do protótipo 
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um módulo e a alteração de mecanismos cmno comunicação entre objetos e afins. 
A segunda solução apresentada) e adota,da no protótipo. tenta prover aJgo 
mnls próximo do moddo de engenharia do IU<I-ODP no sentido de termos a 
estruturação do mesmo como um conjunto de servidores, tal proposta pode ser 
vista na figura 4.2. Veremos agora a dcscriçã.o da mesma. 
Temos aqui um lllÍdeo por máquina como um servidor que há prover as 
funções de gerendantento de nó, e associados ao núcleo um conjunto de servido-
res C'P)..J (gerentes de cápst!las) e a cada um destes um conjunto de servidores 
CL11 (gerentes de clusters), Inicialmente t.::>mos apenas o núcleo no nó sendo 
que quartdo da instanciação dE> uma cápsula é- alocado dinamicamente um novo 
servidor CPM e associado ao mídeo, da mesma forma quando da criação de um 
duster cria .. -se um novo servidor CLl\.J dinamkamente e associa-se o mesmo a um 
gerente de cápsula, mantendo assim urna hierarquia em que cada nücleo conhece 
seus CP~h e cada CP11 conhece seus (;LMs, sendo responsável pela gerencia e 
interação com os mesmos. cremos aqui que cada CPM é filho (no sentido do Unix) 
do :\úcleo e cada CL1_[ é filho de mn CPM, Objetos básicos de engenharia são 
criados pelos gerentes de duster sendo filhos dos mesmos. A forma como se dá a 
comunicação entre os diversos servidores e d-estes com os objetos básicos de en-
genharia foi imaginada lnidalmente corno sendo via sockets ou sinais Unix sendo 
que no .final foi adotado um mecanismo basea.do em RPC entre os servidores e 
baseado em RPC e sinal entre os objetos básicos de engenharia e os sPrvidores. 
Tal soluçào justifica-se pela simplicidade do modelo de RPC e a facilidade qtte 
pode trazer no desenvolvirnento do protótipo proposto, sendo contudo que 011tra 
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Figura 1.2: Modelo Descentralizado do protótipo 
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forma de comunicação podeJ·ia ser adotada, visto que RPC algumas vCzcs, wmo 
na interação loca.! ao nó, não é a fOrma de colJlllJ.Ücação mais eficiente. 
Como mapeamento do modelo de engenharia para o protótipo adotou-se o 
seguinte: uma cápsula consiste em uma estmtltra de gerendanwnto fonnaA'la por 
um gerente de cápsula associa.da a um núcleo que tem associada a si um conjunto 
de clusters {na forma de gerentes de dusters). l}m duster consiste em uma 
estrutura de gerenciamento formada por um gerente de dnster, associado a um 
gerente de cápsii]a, que tem associado a si um conjunto de objetos básicos de 
cnge.nltaTia. Um objeto básico de engt'nharia consiste em um processo Unlx que 
está associado para fins de gerenciamento e modelagem a um gerente de clnstPr. 
O conceito de threads não foi considerado na implementação. 
Como interfaee mm o programador é oferecida urna biblioteca com um ton-
junto de chamadas para acesso às funções dos servidores e de ltüdallzação do 
rnoddo que foram implementadas. 
lJm fato que surge é corno modelar conceitos do mundo geral em objetos do 
modelo de engenharia, ou seja como estabelecer a estrutura de cápsulas, dusters, 
objetos básicos de engenharia no nó, ou. em outras palavras, como dizer que os 
objetos básicos de engenharia Bl,B2,B3 pertencem ao Cluster CLl, se objetos 
básiws de engenharia forem mapeados em processos Cnix. Tal função cabe ao 
módulo de gerenciamr~nto de aplicação imaginado na plataforma Afultiwarc em 
desenvolvimento (cR.pÍtulo 1, seção 1.4), sendo que a mesma não foi realizada, o 
quE' foi feito, como experimento, foi a descrlçáo do mape;unento computacional 
no modelo de engenharia ma.nualmeute na forma da descrição dos templates de 
cápsulas, clusters e de objetos básicos d_e engenharia. 
4.3 Estruturas de dados do Protótipo 
As estruturas do modelo de engenharia foram mapeadas basicamente ern um 
conjunto de listas ligadas, distribuídas pelos diversos gerentes (Núcleo, gerentes 
de cápsulas, gerentes de clusters). Sendo que tais listas provêem as irtform<lÇÕes 
• < 
necessá.tia.s paTa gerenciar o modelo. Apresentaremos a princípio como ficaram o 
mapeamento dos objetos cápsulas, dusters, objetos l1ásicos de engenharia, núcleo 
e os mecanismos de comunicação de canais e referências de interface. 
4.3.1 Referência de Interface de engenharia 
O moddo de referênda define que referências de lnterfao.' siío identificadores 
linicos para objetos em um dado domínio (um domínio de gerenciarnent.o de 
referências de interface, ou seja um conjunto de nós). 
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Como solução para urna reú~rência de interface adotou-se urna estrutura for-
mada pelo nome do nó a que o objeto pertence, mais um número sequent:iallot:al 
ao nó que identifica o objeto llO nó, de forma que tenhamos uma tabela que é 
indexada por esse número sequenclal (devido a dinamismo a, tabela está imple-
mentada como urna lista). Corno cada item da lista temos a desuiçào do objelo, 
consistindo do identificador da cápsula a que pertence, e de uma. identificação 
local à cápsula (que forma o identificador de engenharia do objeto). 
Em termos de estruturação quando necessita-se estabelecer um bindíng faz-se 
a criação de uma referência de interface para o objeto criar o canaL 
Para represent<u uma referência de interfa,ce será utilizada a estrutura !V ame! R 






em que /P_rw consiste na identífltação do nó em que encontra-se a interface, pode-
se para taMo fazer uso do número IP da máquina ou um identificador gerado pelo 
gNente de referência de interface e associada ao nó no momento de sua criação. 
Optamos pelo nome da máquina. rwrru~ é o nome loca.! de referência de interface 
gerada pelo núcleo. Status conústt~ no estado da referénc.ia de interface (discutido 
posteriormente). 
Urna forma de visualil<lf a descrição de cada objeto contido na lista de rP-
fer&ndas de interface no núcleo pode ser vista na declaração abaixo, bem como 
pela fig1ua C3. 
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0.,1 7 
Nó C.p 
Figura 4.3: Ítem da lista de referências de interface 
}; 
onde ir consiste no nome da refer('Ucia de imerface; inLobj na identificação de 
engenharia do objeto referenciado (formada pelo nome da cápsula cap_rwme e 
w::.lo nome do objeto Ü)(:aLint); os demais campos da estrutura se referem a dados 
sobre c;uta.is, o quais discutiremos posteriormente. t:m exemplo contendo alguns 
dos ítenii da estrutura ltemJR pode ser visto na. figura -L3, que apresenta a 
descrição de um item da lista de referências de interfaces para um obj{~to ativo 
no nó. 
No processo de busca de uma referência de interface a mesma contém o identi-
ficador do nó em que está, se o objeto não estiver no nó l devido à mlgraçào) ·~~tará 
a .. %inalado na entrada correspondente no nó da referência dE' interface para onde 
migrou o mesmo (via tabela do relocador) ou se foi desativado. caso contrário o 
objeto terminou. lTrn exemplo é o da figt~ra 4.4, que mostra um conjunto de ít.ens 
da lista de referências de interface, Jlo caso duas interfaces de objetos ativos no 
nó. e uma interface de um objeto que sofreu migração para outro nó (como visto 
a seguir). 
O campo de estado status de /•hnne_lR pode ter um dos seguintes vaJores: 
• Atilx- Indica um objeto ativo. 
• Dc,mtive · Denota um objeto desativado. 
• },figrate- Objeto que foi migrado. Deve-se procurar na tabela de relocação 
do relocador locaJ para onde o objeto migrou. 
A tabela do relocador possui urna estrutura semelhante à da figura 4.5, des-
crita abaixo em linguagem C, otJde no ex~.:'rn_plo podemos cncontrar a entrada 
correspondente a da referência de interface da figura 4.1 que encontra-se com o 
e~ta.do assinalado como migmtc 
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Flgura 4.-4: Exemplo de lista de referências de interface 
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em que Local consiste na referência de interface local ant(~s da migração e De,~líno 
na nova referência. de interface. Se for realizada urna consulta é retornada a nova 
referência de interface. Contudo, podernos ter como Destino apenas o 110me do 
nó destino provendo assim uma estrutura mais simples ao relocador. 
t'm.a rder&nda de blterfa.ce contém aimla os dados tradicionais) como dados 
sobre grupos dP réplica. 
4.3.2 Cápsula 
Uma cápsula no nrapeamento é represenlada corno um servidor CF'M e inter-
namente, neste servidor é representada como uma lista que contém in_formação 
sobre os clusters presentes na. cápsula e dos recursos que possui. 










ottde desaip consiste em um descritor da cápsula com suas cararterísticas, e 
NexLClustfrem um ponteiro para o próximo d11ster na lista. A não existência de 
um próximo dust:er é especificada por Next_Cluster igual a NU LL. NcxLcap8Ulí' 
consiste em um ponteiro para a próxima cápsuLa na lísta de cápsula. do núcleo, 
sendo que esse campo é usado quando manipulado pela núcleo para manter a 
lista de cá.psulas existentes no mesmo. 
O descritor de cápsula pode ser visto abaixo contendo a identificaçâo da. 
cápsula no nó (üi); um identificador para a próxima interface a ser criada na 
cápsula ( nexUd_intcr/) (corno, por exemplo, para o próximo gerente de cluster 
rriado na cápsula); o nome do template qut.' foi utilizado para instanciar a cápsula 
(tnnplate_pai); o descritor do servidor CPM e núcleo associados à cápsula (serv 

















A estrutura de fl\'TERFAC!E pode ser vista ahajxo, consistindo de nome o nome 
do objeto, stahts o estado do objeto e tipo o tipo do objeto (que pode ser cápsula, 






A estrutura de Sr:rl)idor, que consiste no descritor de um servidm RPC, pode 
ser vista abaixo: 
struct Servidor{ 
char protocolo [SZ_PROTOCOL_NAME] ; 
unsigned long versao; 











em que pmg_rmmbaconsiste no número do servidor RPC associado pelo port~ 
mappcr ao servidor, rersao na versão do servidor, portnurn no número da porta 
TCP associada ao servidor, protocolo o nome do protocolo associado ao servi-
dor, numen>-processo no número do process id do processo servidor, e Bwap_dir 
no nome do diretório a ser usado como interface de armazenamento (conforme 
discutiremos na seção 4.4) pelo servidor. 
A de se notar que não foi tratado aqui o problema de espaço de endm:eçamento 
compartilhado e encapsulado para os objetos na cápsula. Visto que nossa imple-
mentação de cápsula no final conterá urn conjunto de processos n'presentando 
os objetos básicos de engeuharia dos clusters 1 fu.ncionando como uma unidade de 
gerenciamento, não permitindo dest<1 forma o compartilhamento de ~~spaço de en-
dereçamento entte seus objetos internos. Uma forma de solucionar isso seria a im-
plementação de um módulo gerencia.dor de memória no espaço de endereçamento 
da cápsula pelo uso das ftmções de memória compartilhada do Unix, COIItndo t.aJ 
solução não seria a. ideal visto que tenta duplicar um módulo do sistema opera· 
dona! colocando-o no 0spaço do usuário necessitando assim que os gerent.~:.>s d0 
memória das diversa-S cápsulas colaborassem estritamente para manter a ordem. 
4.3.3 Cluster 
Um duster consistirá ern um gerente de duster implementado como um s~:.~rvidor 
baseado em RPC que gerenciará o cluster mantendo a.s informações sobre seus 
objetos básicos de engenharia em uma l.lsta formada por estr11turas Cluster como 
a descrita a seguir. 







* next_beo ~ 
onde Neri._Beo consiste em um ponteiro para o primeiro objeto básico de en-
genharia do clust.er. Os objetos básicos de engenha,ria encontram-se organizados 
em forma Je uma Hsta.. NexLcltu;ter·é um ponteiro para o próximo cluster na lista 
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de clusters da cápsula (usado pelo gerente de cápsula), se for o ültímo membro 
da lista f:sse cnmpo terá valor igual a .VULL. Descrip consiste no desuitor do 





















onde id, p-id, template_pm: e rwcfeo_pai têm seu correspondente na estrutura Dco:. 
cr·íptorJ}apsule. cpm_paí consiste no servidor CPtvl ao quat o duster está associ-
ado, serv nos dados sobre o servidor CLM do cluster. d_cpm na identifkaçào de 
engeuharía do CPM pai. checkpoint assinala se o cluster suporta checkpoínl ou 
n~w, da mesma forma. delete em relação à terminação. 
4.3.4 Objeto Básico de engenharia 
Um objeto hásko de engenharia será representado como nma estrutura contendo 
sua descrição, descrip, e um ponteiro para o próximo objeto básico de engenharia 
do cluster nexLbw. Podemos ver a estrutura de um objeto como definido em 
BEO. 








A descrição de um objeto básico de engenharia será formada, a exemplo do 
dust.E'f, pela identificação do objeto no dnster ( id), pela identificação do ternplate 
que o originou (templatcpai) e pid que consiste no proce88 id do processo. 
struct Descriptor_BEO{ 
struct INTERFACE id; 
int pid; 
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Em caso de execuçã.o representamos a unidade executável como um arquivo 
executável associado à descrição de um objeto básico de engenharia ( em seu 
template), e qmmdo realizada a insta,ndação usamos de uma chamada ao sistema 
u:ec (:no caso do Unix) para executar o arquivo, Surge rtesse contexto de um 
processo por objeto básico de engenharia o problema de memória compartilhada, 
já que o espaço de endereçamento, pelo conceito ODP, em cápsutas distintas serão 
distintos, e objetos em um cluster compartilham memória. Para simular tal fato 
podemos usar de um axtlfído de memória compartilhada do sistema Unix, como 
mencion<Lmos na seção 4.a.2. 
4.3.5 Threads 
:.\ãD implementamos threads ern nosso protótipo, contudo os mesmos podern st:r 
simulados via processos (um threa.d igual a um processo) com o uso de memória 
compartilhada entre os mesmos, deixando assim nesse caso do objeto básico de 
engenharia de ser a unidadf1 executável. e passando a ser os threads. 
4.3.6 Núcleo 
Consiste ern um proces!:lo servidor criado rra inicialização do nó que é responsáv('•l 
pelo gerenciamento de recursos providos pelo nó. Sendo responsá1rel pela criação 
de canais, cápsulas e pelo gerenciamento de threads (em um nível superior- o 
gerendarnento básico é feito pelo sistema operacional se o sistema operacional 
prover threads, caso contrário 6 responsável por prover tal característica). 
O núcleo é represenlado como um servidor que tem associado a si um conjunto 
de cápsulas e refer€ncias de interfaces qtte sã.o gerenciadas como listas. Sendo que 
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onde nodcnarne é o nome do nó, criado no momento da introduçào do mesrno; 
:\'uLcapsule wnsiste nu início da lista de cá.psula no nó, sendo que quando cria-
mos uma nova cápsula o que fazemos é acrescentar a descrição da rrt('SJTla nessa 
lista; NexLidJ:apsule que ó o identificador da próxima cápsula a s0r instancíada 
no nó; ir consiste em dados sobre I"efer6ncias de interface, Canal contém os dados 
sobre canais no nó. !H.nJ consiste nos dados do servidor RPC que representa o 
núcleo. 
A estrutura de Inf pode ser vísta abaixo sendo composta por next_úl_ir que 
consiste na próxlma. identíficaçiio de referência de interfa.ce que for gerada lo-
ç,Ümeute·, Ur_domaín na informação sobre o domüúo de gerenciamento de re~ 
ferências de int.:<rface a q uaJ o nó pertence, e por inLrrfJocal na lista de referências 
de interfaces locais ao nó. 
A eiitrutura /R_DOMAI/\' consiste nos dados dos nós pertencent-es ao domínio 





Item_IR * int_ref_local; 
long next_íd_ír; 
}; 
A E'strutu.ra de caJntis Canal é apresentada agora: 
struct Canais_info{ 











em que temos as descrições dos canais do qual o objeto presente no nó parti-
cipante do canal atua como cliente (cliente), ou como servidor (servidor), além 
dos dados sobre os protocolos (protocolt;), no caso o nome. Na. estrutura Ca-
naúünfo ternos os campos nexLchanneLid que é nome do próximo catlal a ser 
criado, e ncxLchannd que consiste na lista de canais no nútleo. A {:strntnra 
De8criptorJ~'hannel, o descritor de canal, será apresentada na seção 4.:{.7. 
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Figura 'I.Ü: Exemplo de aplicação no modelo de engenharia 
Vm exemplo do uso de tais estruturas discutidas pode ser visto nas liguras 
4.6 e 4.7. A figura 4.6 consiste no modelo de engenharia e a figura 4.7 na nossa 
representação da mesma através dos servido:res. 
4.3.7 Canal 
Can<tis foram implementados como urna estrutura. consistindo de dois soàets 
associados. Considerando o uso de sockf'ts 110 processo de criação de um canal 
teremos urn módulo responsável pela criação e configuração de e<m<Üs no nt'tcleo 
do nó . sendo qlle objetos só tem conhecimento da identificação do canal e das 
operaçôes que podem ser realizadas sobre o mesmo. 
Como identificador do canal podemos retornar no caso de sockets o próprio 
número de socket ou urn número q11c correspondt\ ao deslocamento em uma tabela 
com os dados dos sockets, ficando assim menos sucetível a mudanças nos canais. 
Descreveremos agora as estruturas necessárias para suportar canais em nossa 
proposta, primeiro as necessárias do lado cliente do canal e postcriormertte as 
necessárias do lado servidor. 
A estrutura De!3críptor_C'ha.nnel que descreve o lado cliente de urn canal pode 
ser vista abaixo, sendo que na mesma nome consiste no nome do canal, status no 
estado do mesmo, norrw .. destino o identificador do canal no outro nó, origem e 
destino consistern nas referênóas d~\ intetfaces associadas a origem (origem) do 
canal e ao destino (destino), sockeLdestino no número do socket associado ao 
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canal do lado do servidor e nexLch.annel no ponteiro para o próximo canal na 





























em que pmtocolo o protocolo usado, comwction se o mesmo é um socket do tipo 
strearn ou datagrama, e tarnanho o tamanho máximo do pacote de dados enviado. 
Ao Sf' criar um canal, após receber os dados do lado servidor, anexamos à 
referêrtcia de interface do lado cliente um ponteiro para o descritor de canais. Isso 
é feito pela estrutura Itun~Chan, que faz parte de Item~! R, apresentada agora: 
struct Item_chan{ 
struct Descriptor_Channel *dcanal; 
struct Item_chan * next_channel; 
}; 
no caso formada pelo ponteiro para o descritor de canal dcanal e por tun ponteiro 
para o próximo canal da ]jsta associada à referência de interface nexLcharmel. 
Do lado do servidor do canal, quando esta.belecido o mesmo. é associado a 
referê11cla de interface do servidor à descrição do lado clJente do canal na fOrma 
de uma lista associada à ItcmJR formada pela estrutura Item~Chan_})'en•, encon· 
trada abaixo. 
struct Item_Chan_Serv{ 
















temos aqui o nome local do canal nome. nomccli que consiste no nome do lado 
f]o diente do canal, ir_cli na referência de interface do diente, nexLchanml em 
um ponteiro para o próximo canal na lista e cfig na descrição da conftgura.ção do 
canaL 
A irnpl{:mentação de canais com o uso de sockets wnsiste em urna simpli-
{icação dos canais propostos no RM-ODP, sendo ({li€ o papel de stubs nãoex1ste na 
imp.lernentaçào, e binders podem ser vistosl com grande simplificação, como pre-
sente nas funções para a conexão entre pares de sockets (como exemplo, Bíndi'flg 
do Fnix), sendo ainda desempeuhado parcialmetlte pda função bind_objectLl 
(seçào 4 . .5), que cria parte da estrutura do binding relacionadas às referências 
de interface. Contudo uma implementação futura de cana..is com uso de outra 
técnica, provavelmente DII do ORB [42], deve ser considerada em uma extensáo. 
4.4 Estrutura de diretórios e interface de armaze-
namento 
Como form;;t de permitir que diretórios contendo informações do modelo de en-
genharia proposto1 como por ('Xernplo o checkpoint de objetos. sejam visíveis a 
dlversos nós temos necessidade que a árvore de diretórios do modelo proposto 
esteja montada ern todos os nós de urn dado domínio. No caso do sisterna ope-
raciona.l Unix em uso, SunOS, faz-s<~ uso do :\FS (Nctwork File Systern , visto 
parcialmente no capítulo 1 ). A de se notar que o NFS consiste em um conceito 
bem estável 110 mundo Unix seitdo que existem implementações do mesmo para 
a maiori<1 dos sistemas do mercado não nos ]e\·ando a grande problemas ao tltili-
zarmos o mesmo em nossa implementaçiio ao atendermos um ambiente diferente 
do SunOS. em exiensôes futuras. 
Em relação à estrutura de diretório do modelo de engenharia proposto defi-
nimos a estrutura da fígnra. 4.8 a qual detarharemos a seguir a função de cada 
diretório componente. 
• /odp . Consiste no ponto de montagem primário para NFS delimitando que 
o seu conteúdo será visível em um conjmlto de 11Ós. Sendo que internamente 










Figura 4.8: Estrutura de diretórios do modelo 
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o mesmo é estruturado de forma a contiiderar a heterogcnidade dos sistemas 
em uso. 
• /odp/templates . Contém os arquivos de templates de cápsulas, dusters 
e de objetos básicos de engenharia, fl descriçào do formato de cada arquivo 
de ternpla.te será dada posteriormente. 
• /odp/src . Contém o código fonte dos programas para a compilaçào e 
gera.ção de objetos básicos de engenharia, levando em conta as regras des-
critas nos templates em /odpjtemplates. A existência de fontes aqui é 
considerada visto que possa em algum momento não existir um executável 
de um objeto bá.-;ico de engenharia para urna arquitetttra. específica e seja 
necessário a geraçào dinámica do mesmo. 
• fodp /bin . Contém os executáveis dos objetos básicos de engenharia orga-
nizados em diretórios pelas arquiteturas suportadas, no exemplo diretórios 
SUN (para spa.rt suu) , RS6000 (para rs6000 Imvi ) e 1386 (para ]86 
[ntel). s.,ndo que aqlli também estào contidos os executáveis dos gerentes 
que compõem o modelo para cada arquitetura (Ex.: núcleo). 
• jodpjswap . Contém os arquivos com checkpoint de cápsula, clusters e 
objetos básicos de engenharia como será descrito a seguir. 
• /odp/lib . Contém, a exemplo de /odp/bin, bibliotecas dependentes da 
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arquitetura. utiliza,da. 
Dt:-screw."rmos a.gora noilsa solnçào para as interfaces de armazenamento para 
checkpoint de cápsulas, dusters e objetos básicos de engenharia. 
O processo de criaçâo de interfaces de armazenamento é distribuído na ver-
dade pelos diversos gerentes (núcleo, gerente de cápsula E' gPrente de duster) 
sendo que funciona da seguinte forma. 
No processo de introdução de um nó é verificado se existe um diretório com 
nome /~wapjn.ode_narne , sendo que se o mesmo existir é questionado se o rli-
retório deve ser n~movldo (ou se existir chrx·kpoints no interior do mesmo e a 
existência deste ,se deverem a uma falha no nó, deve-se fazer a restauraçiio dos 
c!U::Y'kpoint.~), caso contrário é criado um diretório com tal nome. 
Em relação às interfaces para a cápsula a. função ínstantiatccapsule cria um 
diretório com nome jswapjrwde_narnejcprn_id quando é realizada a criação do 
genmte de cápsula. Da mesma forma quando é criado um gerente de cluster pela 
função in8tantiate_cluster é criado o diretório /swapjnode_narnejcpm_idjclrrdd 
sendo o mesmo associado ao novo cluster. 
A função checkpoinLclu;;;ler cria um arquivo de template de desativação do 
clm;ter para o duster e um arquivo para cada objeto básico de engenharia con-
tendo o seu checkpoínt (se os mesmos suportarem checkpoint) , sendo que tais 
arquivos estarão no diretório correspondente do gerente de duster. 
Da mesma forma a função checkpoinLcapsule l"f\aJJzará a crlaçào de um arquivo 
de t.ernp!ate de desativação para a cápsula que conterá as informações necessárias 
para reativa r a cápsula, e além disso a estrutura já citada quando da criaçào do 
checkpoint de cluster, para cada clusler na cápsula. 
t:m exemplo pode ser visto na figura 4.9 qm' contém uma estrutura de um nó 
e na figura 4.-!0 que mostra a estrutura de diretórios e arquivos gerados no caso 
de rlu:ckpoint. Podemos notar na estrutura de árvore da figura 4.10 a existt~nda, 
além das estrutura mendona,da, de arquivos de templates de reativação tanto para 
as cápsulas, como para os dusters. Tais arquivos d0screvern como restabelecer 
urn determinado objeto desativado/ checkpointed, levando em conta fatos como 
a ar<]ltitetura suportada. visto que a reativação só é permitida em uma mesnu1 
arquitetura. 
4.4.1 Arquivos de templates 
Os arquivos de templates contêm descrições que permitem a partir de um arqujvo 
fonte gerar o executável do mesmo, bem ('Orno informações sobre a estruturação 
da apHcação dl\'idindo a mesma em dusters, cápsulas e objetos básicos de enge· 
nharia. 
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Figura 4.9: Exemplo de Estrutura para Swap 
Um arquivo de tcmpl.ate de cápsula é formado pelo nome da c.áps1Jla e pelos 
nomes dos arquivos rontendo a descrição de cada duster na cápsula. 
lTm a-rquivo de ternplate de duster é formado pelo nome do dm;t.er e pelos 
nomes dos arquivos contendo a descrição de cada objeto básico de engenharia 
componente do duster. 
Cm arquivo de ten1plate de objeto básico de engenharia é formado pelo nome 
do objeto básico de engenharia. e pelo nome de urn arquivo executável que ron-
sistirá no processo a ser executado no momento da criação do objeto básico de 
engenharia. 
4.5 Descrição das operações de gerenciamento 
Apresentaremos agora urna descrição das funções de gerenciamento apresentadas 
no Capítulo ~3, detalhando cada função de gerenciamento levando em conta as 
estruturas detalhadas anteriormente e o modelo considerado para o protótipo. 
1'\a medida do possível tentaremos apresentar descrições algoritmicas para as 
funções. 




Figura 4.10: Arquivos/diretórios de swap gerados no caso da figura an-
terior 
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Os servidores serão a princípio apresentados pelas suas descrições em XDR, 
sendo que as mesmas são colocadas abaixo. 
• Servidor Núdeo. Realiza as funções do núcleo e de gerenciamPnto de 




Descriptor_Capsule INSTANTIATE_CAPSULE ( string ) = 2; 
Name_IR REGISTRE_IR ( ID_ENG)=3; 
Name_IR VALIDATE_IR ( Name_IR)= 4; 
int REMOVE_IR ( Name_IR ) = 5; 
int TERMINATE_CPM( Descriptor_Capsule) = 6; 
int BIND_OBJECTS (Bind_Par) = 7; 
Descriptor_Channel REMOTE_BIND (Descriptor_Channel) = 8; 
int REMOVE_BIND ( int ) = 9; 
Descriptor_Channel GET_CHANNEL_INFO(int)=10; 
int REMOVE_REMOTE_BIND ( Remove_Par ) = 11; 
}=1; }=Ox20000080; 
• Servidor CPM. Realiza a funçào de gerenciamento de cápsn\a. 
program CPM_PROG{ 
version CPM_VERS{ 
int INIT_CPM (Descriptor_Capsule )=1; 
Descriptor_Cluster INSTANTIATE_CLUSTER ( string )=2; 
Descriptor_Cluster REATIVE_CLUSTER ( string )=3; 
Str_Status CHECKPOINT_CAPSULE ( void )=4; 
Str_Status DESATIVE_CAPSULE ( void ) =5; 
int DELETE_CAPSULE (void ) =6; 
int TERMINATE_CLM ( Descriptor_Cluster) = 7; 
}=1; }=Ox20000081; 
• Servidor CLM. Realiza a. função de gerenciamento de cluster. 
program CLM_PROG{ 
version CLM_VERS{ 
int INIT_CLM (Descriptor_Cluster)=l; 
int CREATE_BEOS ( TEMPLATE_CLUSTER)=2; 
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int RESTORE_BEDS ( TEMPLATE_CLUSTER_REAT)=3; 
Str_Status CHECKPOINT_CLUSTER ( void ) =4; 
Str_Status DESATIVE_CLUSTER ( void)= 5; 
int DELETE_CLUSTER (void) = 6; 
}=1; }=Ox20000082; 
A seguir será realizada. a descriçào das funções dos gerentes do modelo pro-
posto, bem como de funçôes auxiliares e das funções que compõem a biblioteca 
para o programador. As funções seráo apresentadas com suas interfaces em lin-
guagem C, conside.rando o processo de conversão da linguagem XDR para lin-
guagem C, descrito em [56}. 
A(](~ se observar qrte foi implementado apenas nm subconjunto das funções 
descritas no capítulo :l no protótipo, devido à natureza do mesmo, sendo que 
algumas vêzes a implementação náo foi realizada devido à dificuldade inerente 
(como no caso de migração de cluster), e algumas vézes por se fazer uso de 
características da plataforma em uso, linix (como no caso de funçÕ(~S para geren-
ciamento de referências de interface em que se fez uso de características do Cnix 
para tal fim). Em especiaJ _podernos citar corno não implementadas as funções 
para: n~ativaçâo de cápsula, gerenciamento de threads e gerência de relógios, as 
duas últimas do r<úcleo. 
4.5.1 Interface de Gerenciamento de nó 
O gerenciam~mto do nó fornecido pelo servidor núcleo. descrito na seção anterior 
em XDR, provê as ftmções npcessárias para lidar com a inicialização do nó, criaçào 
de cápsulas, e gerenciamento de referências de interface e canais. Veremos a 
descriçã.o agora de cada flmção. 
ínt * node_iniLl() 
Essa função realiza a inicial.ização das llstas do núdeo. A mesm<t devt~ ser cha-
mada pelo usuário que carregou o nücleo €Xplicitamente, sendo que realiza o 
seguinte: 
• Obtém o nome da máquina t~m que o núcleo está, e guarda em nucleo.norle_name. 
• lxlicializa o contador de cáp5ula nuch:o.nexLid_capsule para 1, sendo que o 
mesmo será incrementado sempre quando da criação de uma nova cápsula. 
• lnidaliza o contador de refetôncias de interfa1:e nudeo.ir.inL1·ejJocal, e wn-
tador de canais clientes, e sen·idor para 1. 
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• Inicia]jza os ponteiros da,~ listas do núcleo para NlJLL. 
• Cria o diretório jodpjswapjmtdeo.nodcname. 
• termina. 
um fato que vale ser discutido aqui wnsiste na opção por identificadores de oh· 
jetos no modelo. Para o núcleo, CPM e CL1.J poderíamos usar simplesmente o 
número do servidor RPC correspolldente ao mesmo ou o número do processo, 
e para objetos básicos de engenharia o nümero do processo (o que foi adotado). 
Contudo, decidimos manter um esquema de identificadores independente do port~ 
mapper (no caso de RPC) e do Unix (no caso de número de processo) dt> forma 
a termos um modelo mais facilmente migráveJ para plataformas heterôgenas. 
Descriptor _Capsule * instantiate_capsule-1 ( char * temp_name[]) 
Essa função realiza a criação de uma cápsula em um nó com a geração do gerente 
de cápsula correspondente. A_ mesma recebe o nome de um arqui\'o co11tendo o 
template de cápsula e retornao descritor do gerente de cápsula associado à nova 
cápsula, ou urn erro, funcionando da seguinte forma: 
• Lê o template de cápsula para a memória. se o mesmo não existir é retornado 
um erro. 
• Gera um número para ser associado ao novo servidor CP:Vf a ser criado, 
visto que por ternios mais de um gerente de cápsula no mesmo nó nao 
podemos fazer uso do número gerado pelo rpcgen (discutido em [56]). 
• Executa o arquivo que contém o código objeto do CPM, passando como 
parâmetro o número gerado no ítem anterior para o mesmo ~e registrar 
junto ao portmappl?r. 
• Aloca um desuitor de cápsula dinamicamente. 
• Gera um diretório de swap para a. nova cápsula (conforme o que foi descrito 
na seção 4.4). 
• Preenche o~ dados do Descritor de cápsula com o identificador do processo 
(process id) do CPM, nome do diretório de swap, mímero e versão do ser-
vidor CPM. 
• Chama a rotina init_cpm_l do novo gerente de cápsula (que realiza a inici-
alização do CPM) com o descritor de cápsula como parâmetro. 
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• Anexa o descritor de cápsula à lista de descritores do núcleo. 
• Termina retornado o descritor de cápsula corno resultado. 
se ocorrer erros o processo de criaçào da. cápsula é terminado, e um erro é retor-
nado. 
int * terminate~cpm_l( Descriptor_Capsule * dcap) 
Futtçiio que realiza a terminação de um gerente de cápsula. 
• Localiza. o descritor da cápsula. 
• Termina o processo CPM. 
• Elimina o descritor da lista de cápsula. 
Se ocorre algum erro o processo é terminado e o erro é retornado. Se exl~t:lr 
algum objeto no interior da cápsula o mesmo deve ser terminado antes, ou via 
ddetcduslcr _l ou ddetccapsulcf. 
Name_.IR * registre.ir_l ( ID-ENG identificador) 
Função que recebendo o identificador de engünharia de um objeto e o número de 
um so1:ket (qne pode ser nuio) gera e retorna uma referônda de interfac:e para o 
objeto, Atua corno descrito abaixo, 
• Verifica se já existe uma referênda de hlterface associada ao identifkador. 
se existir retorna um erro, 
• AJoca um descritor (Au.x) para a lista de referências de interface. 
• Gera 11m número local para a referêttda de interface, 
• Copia no descritor A ux os dados recebidos e o identificador geraDo, 
• l:nidaliza os ponteiros do descritor alocado para NULL. 
• retorna a referência de interface formada pelo nome do uó e pelo identifi-
rador local. 
Um fato quf' deve ser notado é que se estivermos registraJJdo um servidor teremos 
um socket associado ao mesmo para a criação de canais, sendo contudo o mesmo 
um parâmetro opcional. 
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int * removeir_l ( NameJR dir) 
Essa função realiza a remoção de uma referência de interface associada a um 
objPtO. 
• Localiza o descritor associado a referência de interface. 
• Se a referência de interface for local reaJjza a remoçao da mesma da lista e 
retorna. 
• Se for de outro nó ou se migrou ( status = .MIGRATE) solicita ao núdeo 
do nó destino a eliminação da mesma, sendo que retorna possíveis erros. 
• Remove os canais associaxlos . 
NameJR * validate_ir_l ( NameJR * dir) 
Quando um processo deseja realizar a validação de se um determinado objeto 
wntinua vál.ido no nó, se terminou ou foi rnigrado para outro nó faz uso dessa 
função que atua dá seguinte forma. 
• Localiza o descritor da referência de interface. 
• Se a referência de interface é local e continua válida (status 
retorna. 
ATIVE) 
• Se a. referência de inll:rface é remota ou se migrou entao solicita ao núcleo 
do nó destino a vaJJdaçã.o da referência de interface. 
• Se a referência de interface migrou e é válida no nó destino então muda. o 
estado da rnesma de 1HGRATE para RE?v10TE:. 
• Se a referência de íntPrface é remota e não consta na lista local então inclui 
a mesma na lista local corno RE.tvHYfE. 
• Se a referência de interface nã.o e:xlste no nó destino então rNnove a mesma 
da Esta local. Remove os canais assodados. 
• Se 6 va.Hda retorna então a nova referência de interface (se 1UG RATE) para 
o chamador. 
O que tentamos aqui é manter além da consistôncia. uma cadw local de re-
ferênc-ias de interface. 
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int * bind~objects_l( CanaLinfo * cinfo) 
Essa funçáo realiza a criação de um Gtnal sendo chamada pelo cliente do canal e 
estabelecendo o binding entre o cliente e o servidor. Retorna o identificador do 
canaJ que é úniw no nó. 
Aqui f~xistiam duas possibilidades em relação ao uso do canal; o cliente pode 
fazer uso do mesmo, ou quem tiver posse do identificador do canal pode fazer 
uso do mesmo. Foi adotado a segunda semântica, sendo contudo que a alteração 
da semântica dependendo da situação pode ser feita via parâmetro especifícando 
qtH' o canal é privado (PRIVATE). 
A função funciona da seguinte forma: 
• Verifica se existe a referCncia de interface do objeto cliertte via validale_ir_f. 
• Verifica se existe a referência de interfa<:e do objeto servidor via valídate _ir_ f. 
• Aloca nma estrutura para o descritor de ca.rra1 
• Cria um identificador de canal para o canaL 
• Solicita da remote_bind_f a criação do lado do servidor do ranal. 
• Guarda os valores retornados por remotcbind_l (e a configuração para o 
canal recebida, cinJo) no descritor. 
• Associa o descritor à. lista de canais dJentes da referfoncia. de htterface. 
• Retoma o identificador gerado paTa o cana.l. 
Er.ros que porventura venharn a. ocorrer na execuçáo da hmt.,~ão sã.o ret.ornados 
pela mesma encerrando sua execução. 
Descriptor_Channel * remote_bind_l ( Descriptor_Channel * dca) 
Essa função .realiza a associaçã.o dos dados do canaJ à referência. de Interface do 
objeto servidor. Funcionando da seguinte forma: 
• Aloca urna est.rntura para o descritor do cana! do servidor. 
• Gera um ido:>ntificador para o lado ser·vidor do canal. 
• Sa!va dados recebidos do clümte no descritor. 
• Insere o descritor na üsta de canais servidores da referência de interface. 
• retoma o identificador do canal e o socket do lado do servidor. 
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Descriptor_Channel * geLchanneLinfo_l ( int * canal) 
Funçào que dado o identificador de um canal retorna a descrição sobre o rm:smo. 
• Localiza o descritor do canal na l.ista do núdt~o. 
• Ret.orna o descritor do canaL 
int * rernove_bind_l ( int * canal) 
Funçào que realiza a remoção de um canal criado por bind_objt:cls_l. 
• Localiza o descritor do canal . 
• Elimina o lado servidor do canal via remove_1'ernote_bind_l. 
• Remove a associação com a referência de interface. 
• Remove o descritor do canal da lista df~ canais. 
int * remove_remote_bind_l( int * canal); 
Essa função remove a associação exlstente entre o canal e à refer('-ttcia de interface 
do servidor. Para tanto remove o descritor da lista de canai:; servidores associada 
a referência de interface. 
4.5.2 Interface de gerenciamento para Cápsula 
O gerenciamento de cápsula é realizado pelo gerente de cápsula, que teve sua 
interface apresentada em XDlL n<t seção 4.5, st-ndo que agora discutiremos cada 
nma das funções do mesmo. 
int iniLcpm~l ( Descriptor ~Capsule * dcap) 
Essa função, a exemplo de node.jniLJ, realiza a. inicialização das estruturas do 
gerentf' de cápsula. Realiza a cópia do descritor de cápsula que recebeu do núcleo 
no CP~-1, inkializando ainda o ponteiro para <t lista de cluster para NTLL e o 
contador de identificadores para 1. 
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Descriptor ~Cluster * instantiate_cluster _l ( char * name_temp[]) 
A função instanfiate_cluster_J recebe o nome de um arquivo contendo um tem-
plate de cluster e realiza a criaçã.o de um novo cluster com seus objetos básicos 
de engenharia e Beu gerente de cl11ster. A mesma é descrita a seguir. 
• Realiza a leitura do template de cápsula para a memóría., se o mesmo mio 
existir é retornado um erro. 
• Gera um número para. ser associado ao no\·o servidor (:Uvi a ser criado. 
• Executa o arquivo que CO!ltém o código objeto do CL!.l, passando como 
parâmetro o número gerado no ítem anterior para o mesmo se regístrar 
junto ao portmapper. 
• Aloca um descritor de cluster dinamicamente para o novo cluster. 
• Gera um diretório de swap para o novo clust:er (confOrme o descrito na 
seçào 4.4 ). 
• Preenche os dados do descritor de dush~r wm o identificador de pron.'sso 
(prm·ess id) do CLM , nome do diretório de swap, nlÍrnero e versão do 
servidor CL:VL 
• Chama a rotina. iniLclm_l do novo gerente de cluster (que realiza a inicia-
lização do CLi\-1 ), tendo como parâmetro o descritor do clust.er. 
• Chama a rotina create .. beo.s_J, do novo gerente de rlnster, que realiza a 
cria .. çào dos objetos básicos de engenharia do cluster, com o nome do tern-
plate de rlustcr como parâmf~tro. 
• Anexa o descritor de cluster à lista de desc-ritores na cápsula. 
• Termina retornado o descritor de dnster como resultado. 
A tarefa de criar os objetos básicos de engenharia fica a cargo do novo gerente de 
du_ster, sendo que a mesma é realizada na. função creatcbeot>-1, fmno já dissemos. 
Descriptor-Cluster * reative_cluster _l ( char * name_temp[]) 
Essa função cuith da reativação de um cluster que foi desativado ou pela função 
de desativaçà.o do CPM ou do CLtl-·1, ou pela funçào de ched:point do CPM ou 
CUvl. A mesma recebe como parâmetro o nome de um arquivo contendo um 
ternplate de reativação de cluster. 
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A mesma deve, com base no ternplate, r-eat.ivar os checkpoints e realizar a~ 
alt.Prações em seus identifitadores, atuando da seguinte forma. 
• Lê o template de reativaçào, se o mesmo não existir retorna um erro. 
• Aloca um de:-;critor de duster para o novo cluster. 
• Cria um novo gerente de Cluster, conforme descrito na seção anterior. 
• Realiza para cada checkpoint de objeto descrito no template a sua reativação 
(via T"t:8tore_bcos_l). 
• Anexa o Descritor do cluster à lista de clusters da cápsula. 
• Retornao descritor do novo clnster. 
A. tarefa de realizar a alteração dos ident:lflcadores no objeto restaurado fica 
a cargo da função restore_beos_l (do CLM). 
char * checkpoinLcapsule_l ( ) 
Essa função realiza o cherkpoint de urna cápsula gerando um arquivo de ternplate 
de checkpoint e a estrutura de checkpoinl para cada duster na mesma conforme 
descrito na s<>ção -1.5.3. 
• .l. Para cada duster na cápsula faz o seguinte: 
l.1 Obtém o descritor do duster da l.ista do CPM. 
L2 Chama a função checkpoinLcluster_f do CL\.'1 associado ao dus-
ter para Gerar o checkpoint do duster, quP retoma o nome do arquivo de 
checl-point de cluster. 
1,;_) Guarda no arquivo de checkpoint de cápsula o nome de arquivo 
criado em 1.2, 
lA Obtém o próximo descritoL 
• 2. Marca o tipo do arquivo de checkpoint como CHECK_CAPSULE, indi-
rando que se trata de um arquivo de checkp01:nt de ápsula. 
• :l. Retornao nome do arquivo de checkpm:nt de cápsula. 
CAPíTULO 4. MODELAGE5c[ PARA LVJPLE.I!EN7'1Ç.ÁO 97 
char * desative_capsule_l ( ) 
Essa função realiza a desativação de uma cápsula, sendo que a mesma na ver-· 
dadto faz charnada a função de checkpoint de cápsula para gerar um chu:kpoint 
da cápsula e depois chama a função de terminação de cápsula para terminar a 
mesma. Retornao nome do t.emplate de checkpoint gerado com o tipo seta.do 
para DESATIVE. 
int * delete_capsule_l( ) 
A função de deleção de cápsula realiza a terminação de uma cápsula, atuando da 
seguinte forma. 
• 1. Paxa cada duster na cápsula. faça o seguinte: 
Ll Pegue o descritor do cluster da lista do CPM .. 
1.2 Chame a função delete .. clusteLl do CL.\1 associado ao cluster para 
rea]jzar a te.rminação do cluster. 
l.~l Chame a função do portmapper para realiza a remoção registro do 
CL.M no mt>smo, 
1.4 Termine o CUv1 associado a.o duster e o reJTJoYa da lista da cápsula. 
L5 Pegue o próximo descritor de duster. 
• 2. Remove o gerente de cápsula. 
Como descrito no capítulo 3 realizamos a eliminação do gerente de cápsula; 
isso é feito pela rotina de hiblíoteca que chama a função terminate_cpnLl d.o 
núdeo para realizar a remoção do CP:VL 
int * terminate_clm_l( Descriptor _Cluster * dei) 
Função que realiza a terminação de um gerente de cluster. 
• Lomliza o descritor da cluster. 
• Termina o processo CLM. 
• Elimina o descritor da tista de dusters na cápsula. 
Se ocorre algum CITO o processo ,; terminado e o erro f_, retornado. Se existir 
algum objeto no interior do duster o mesmo deve ser tE'l'minado antes, vía de-
tete _cluBter_l. 
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4.5.3 Interface de gerenciamento para Cluster 
tJm fato que deve ser lembrado aqui é que as operações de r..:heckpoint, restauração 
e delete atuarão sobre um cluster como unidade e não apenas sobre urn subcon-
junto de objetos básicos de engenharia do mesmo. 
int * iniLclm_l ( Descriptor _Cluster * dt) 
A função iníLclrn_J realiza a inici;Jização do gerente de cluster. i\tuará da se-
guinte forma. 
• lnidaiiza o descritor do CLM com o descritor recebido, os pOJJteiro locais 
para :-.TLL e os contadores para 1. 
int * create_beos_l ( char * template) 
Essa função realiza a criaçiio dos objetos bá~ícos de engenharia no cluster, da 
seguülte forma: 
• 1. Para cada nome de ternplate de beo contido no tempiate de cluster 
recebido faça. 
L1 Leia o template de objeto para a memória. 
1.2 Aloque um d<2snitor para o processo a ser criado. 
1.;3 Exetut.<> o processo associado ao objeto básico de engenharia des-
crito no ternpla.te de objeto mm parâmetros: :\li mero, versão e protocolo 
dos gerentes associados ao processo (Núcleo, CP1J e CLl\l), nome do di-
retório de swap do duster e identifieador da cápsula em que o objeto está. 
1.4 Guarde os dados do objeto no descritor. 
L5 An('Xe à lista de objetos (processos) no cluster. 
1.6 Pegue o próximo nome de template. 
1:: importante nota.r que a pr.imeira tarefa a ser executada em um proeesso é a 
rotina main, ligada (linkada) ao processo, que guarda. os parâmetros recebidos t> 
faz a setagem do tratador da rotina de (~heckpoint do processo. mo in será descrita 
na seção 4.6.1. 
Aqui abrimos mão da porta.bllida.de pela simplicidade adotando como identi-
ficador do objeto gerado o número do processo Unix, mesmo sendo o ideal o ttso 
de urn identificador in temo à cápsula (como descrito nos capítulos 2 e :,3) o quE' 
tornaTia o modelo de maior portabilidade. 
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int * restore_beos_l( char * template ) 
Essa rotina realiza a restauração de um checkpoint de um duster, sendo que recehe 
o nome do arquivo contendo o ternplate de clu.'ckpoint de cluster como parâmetro, 
realizando a reativação de cada objeto básico de Ntgenbarla contido no cluster. 
Faz ainda a rearruma.ção dos identiftcadores do objeto, tais como identif-icação 
dos gerentes núcleo, CPM e CL1l, e referfmcias de interface do processo, atnando 
da. seguinte forma. 
• L Para cada nome de template de objeto básico de engenharia contido no 
templat.e de duster recebido faça. 
1.1 Aloqtle um descritor para o processo a ser criado. 
1.2 Execute o processo associado ao objeto básico de engenharia des-
cri1o no template de objeto com parâmetros: N tÍmero, versão e protocolo 
dos gerentes associados ao processo (Núcleo, C~Pl.vt "' CLM), nome do di-
retório de swap do cluster, identifkador da cápsula em que o objeto está e 
nome do arqujvo que originou o objeto. 
La GuardE' o descritor. 
1.4 Anexe à 1ista de objetos (processos) no clnster. 
L5 Pegue o próximo nome de ternplate. 
(:har * checkpoinLcluster _l( ) 
A função checkpoinLclsufer_f realiza a criação do chcckpoint do duster. Atuando 
da seguinte forma .. 
• 1. Para cada objeto no duster realiza o seguinte: 
J.l Pegue o descritor do processo na lista do CLM. 
L2 Chame a funçã.o obj_chcckpoint com o _identlflcador do processo. 
l.3 guarde no arquivo de checkpoint de clust.er o nome de arquivo ge-
rado. 
lA Pegue o próximo descritor. 
• 2. l\·1arque o tipo do arquivo de chfckpoint como CHECK_CLtJSTER. in· 
dkando que se trata de um arquivo de checkpoint de duste1'. 
• a. Retorne o nome do arqui\'o de checkpoird de duster. 
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char * desative_cluster _l ( ) 
A função de desativação de cluster ronsiste em uma chamada, para cada objeto 
do duster, da rotina de checkpoint via chamada a. (;heckpoinLcluster_J e depois 
da rotina de terminação de duster clustcr·_delete_J, retornando o templa.te de 
dlfxkpoint com o tipo DESATIVE setado. 
int * delete_cluster _l ( ) 
Essa função realiza a terrninaçào de um duster. 
• L Pa.ra cada objeto (procesw) no cluster faça: 
l.l Pf'gue o descritor do objeto na lista do CLM. 
l.2 Elimine as IRs e canais associadas. 
L3 Pegue o próxJmo descritor de objeto. 
A terminação do CLM é feita via chamada. ao CP~~! da funçàü termirwtcclnLl 
do CPM que termina um CLM sem atividade. 
4.5.4 Operações sobre objetos básicos de engenharia 
Corno op(:rações sobn: objetos básicos de engt:mharla (proces:-Jos) temos opcraçôes 
para terminá-los ( obf_deldr) e gerar chn:kpoint dos mesmos ( obj_chtx:kpoint). 
sendo que as mesmas são rotim1s do CL~I . 
char * obj_checkpoint ( int idbeo) 
TaJ função irá realizar uma, chamada à função d(~ cht;ckpoÍIIt do processo, sendo 
isso reatizado via nm sinal Crlix da seguinte forma. 
• Envia um sinal para o identificador do BEO, idbeo, para o tratador de sinais 
de checkpoint (SIGGSRl). 
• Verifica se o arquivo dt> chedopoint foi gerado. 
• Retorna o nonHc do arquivo de checkpoint (igual o nome do diretórJo de 
swap do cluster, cortcatenado com idbeo). 
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int obj_delete ( int. idbeo) 
A função de deleção de um objeto básko de engenharia realiza a terminação do 
processo associado. 
• Envia sinal dP KILt para o processo. 
• Hetorna. 
4.6 Biblioteca para o programador 
Corno forma de acessar as funções de gerenciamento de uma forma mals sim-
ples, evitando do usuário preocupar-se com a semântica de RPC, elaboramos um 
conjunto de rotinas que funcionam como urn frrmt"end para as funções de ge-
renciarnellto. A tabela 4.1 contém um relacionamento das funções da bíblioteca 
e as funções dos servidores. Descrevermos a seguir algumas características das 
funções, em especial de main, e funções sobre canais (open_channel, write_chamwl, 
n'arLcharmel e closccha.nnel) visl:o que tais funções realizam um ponco mais do 
que um front-end para acesso aos servidores. 
As funções, com raras exceções, funcionarn como mero front-end para o ser-
vidor recebendo os dados passados como parâmetros, n~alizaiJCio uma conexão 
RPC com o servidor wrrespondente qu<' provê a função e chamando a reiipect:iva 
função. Retorna a seguir o resultado da chamalla, escondendo assim que a ím-
plernentação. que poderia ter sido realizada usando uma plataforma corno ORB 
[:1~] ou mesmo outro mecanismo de fPC do Unix, foi realizada usando RPC. É 
realizado ainda urua filtragem dos resultados retornados pela função do servidor 
retornando apenas o qne for de interesse do cli€nte. Vamos então às exceções. 
A funçã.o inLnode pode receb~~r o nome de um arquivo contertdo um template 
de cápsula como parámetro e nesse caso chamar node_iniLJ paxa inicializar o nó e 
depois çhama.r iru>tantiate_capsulc_J uo núcleo para realizar a níaçào da cápsula. 
As funções desative_ca.psnif: e defde_cop8tdc após chamarem as funções cor-
respondentes do CPM fazem uma chamada à função terminafe_cpnL1 do nüdeo 
para fazer a diminação do servidor CPM que flcou inativo. 
As funções desative_clustere delete_clusterj da mesma forma, após chamarPm 
a.s funções no CUri realizam uma chamada á função tcrminatcclm_l do CP:\1 a 
que pertencem. A função ma.in e as de canais merect~tn um tratamento espE'cial 
sendo descritas nas subseções seguintes. 
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Relacionamento de Funções 
Função Biblioteca Chama 
Núcleo 
init..node node_iniLl , [instantiate ...capsule_l] 
i nstan t iate _capsu !e instant ia te _capsule_] 
reative_capsule reative_rapsule_l 
registre_ir registre _ir _l 
validate_ir validat<~jr _l 
remove_tr removeJr_l 
open_channe! bind_objects_l, [geLchanndinfo_l] 
writ.e_dmnnd [get_channd_info_l] 
read .. channel [geLrhanneLinfo_l J 
dose_channd removeJ>ind_oh jects 
CPM l 
instantiaJe _d ust e r instantiate-t]uster _i 
reative_duster u~ative_duster _l 
cheàpoint J:apsuk capsuk_che-ckpoint 1 
desative_capsu!e capsule_desati v e _l, terrninate _cpm_J 
delete_capsul(' capsule_delete_l, termínate_cpm_l 
CLM ---
checkpoinLduster duster _checkpoint_l 
desative_capsule duster _desative_!, terminate..clm_l 
delei-e_capsule c\suter _delete_l _ terrninate _dm_l 
Tabela 4.1: Relacionamento entre Biblíoteca ODP e Servidores 
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4.6.1 rnain 
A função main irá substituir a função main do programa escrito em Linguagem 
C pelo programador sendo que o mesmo, no lugar da função 1nain, deve escrever 
uma função _main que será chamada por rnain. A função main recebe os dados 
dos servidores do processo e armazena os mesm.o para uso futuro pela funções de 
biblioteca. além do que prepara a rotina tratadora de sinais pa.ra checkpoint da 
seguinte forma. 
• l. Salva. valores recebidos como parámetros em _.param 
• 2. Seta a rotina tratadora de sinais de STGCSRl para rotina de checkpoint. 
• :3. Se a chamada for para reativação: 
• 3.1 Chama a rotina de reativação. 
• 4. Chama a função Jllain da aplicação. 
• 5. Termina. 
A rotina tratadora de sinais ao receber um sinal gera o nome do arquivo 
para chí'ckpoínt e chama a rotina. que reaüza o eheckpm.nt propriamente dito 
uwt:_·wor-ld. E-sta consiste em urna rotina da biblioteca save_world desenvolvida 
por Bnmd S. Yec 1 , sendo que a mesma está operacional apenas em ambiente 
t:ni...x Sun0S1 necessitando-se desenvolver rotinas de checkpoint e restauração para 
outras plataformas. Além do que o serviço provido pelo pacote ern uso é be-m 
E-lementar. Fazemos uso do mesmo apenas para teste. 
4.6.2 Canais 
As funções de acesso a canais merecem uma atenção especial visto que mantêm 
no seu corpo parte do gerenciamento dos canais. Quando da criação de um canal 
podemos especifinu duas semânticas: que o canal seja público (PUBLlC), ou seja 
quem esth'er de posse do identificador do canal pode fazer uso do mesmo, ou de 
uso privado (PRIVATE) em que apenas o eria.dor (e filhos ) podem fazer uso do 
mesmo. A semântica influenciará no funcionamento das rotinas open_channeL 
write_channel, read_cli<umel e close_cbannel. Vt:jamos cada caso. 
• Open .. Charmel. Adot<wdo a. semâiJtica de termos o canal público essa, rotina 
aw'nas chamará bínd_objectB_J para criar a estrutura do binding entre cU ente 
1 Cawcgie Me.llon 1.' niversity 
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e servidor. Caso seja privado a mesrn<:t ainda criará um socket local e 
realizarA o binrling entre o socket origem e destino. 
• Writcchannel e Rwd_channeL Caso o <:anal seja pú btico a rotina irá criar 
um socket local, realizar o bindin.g do mesmo com o do servidor e depois de 
fazt:r o writejnad no socket irá fechar o mesmo, desfazendo o binding entre 
os sockets. Caso seja Privado apenas faz o u;ritejread no canal, visto que o 
binding entre os sockets já foi todo feito na rotina OpenJ~hanneL 
• Closf:_channel. Se o canal for público i:rá. chamar remove_biruLl para des-
fazer o canaL Se for privado também chamará close para fechar o socket 
antes de chamar remove_binr/_1. 
.\"a implementação realizada foi adotada a semântica de ter·-se utn canal 
p1íbliw. 
4. 7 Interelacionamento de funções da implementação 
Na tabela 4.1 descrevemos o interelacionarnento das funções da biblioteca para 
o usuário e as dos servidores, resta-nos descrever a interelação entre as funções 
dos diversos servidores, a qual a,ereditamos já estar clara, mas que pode ser 
vista na figura 4.1l, que mostra, <L exernplo da figura 2.12 do capítulo 2, tal 
relaciona.m('I\to. 
Na figura 4.11 podemos notar uma estrutura,ção formada pelos diversos ser-
vidores tom as funções dos mesmo no seu inlerlor, bem como a representação 
das funções da biblioteca na forma de um retângulo. A. interação é repwsentada 
por setas sólidas, qmtndo entre servidores, e por setas pontilhadas, qaando entre 
uma função da hlblioteca e urn servidor, em ambos os casos representado uma 
interação via R.PC. 
Como exemplo, podemos citar a função de instancia)~ão de dttster que será 
realizada atra-vés da função instantiatcdustcr que irá chamar a função Íntltan-
tiate_r:luster _l do gerente de cápsula, que por sua vez criará um novo gerente 
de duster t> solldtará ao mesmo, através da função iníLclrn_l, sua inidalízação 
e posteriormente, através da funçã.o crcafe_beos _ _l do mesmo, a criação de seus 
objetos básicos de engenharia. O exemp]o acima é válido para as demais funções 
da figura com exceçã.o do relacionamento entre gerente d€ cluster e objeto básko 




Figura 4.11: Interelação das funções dos servidores 
' 
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4.8 Implementação com uso da plataforma Multi-
ware 
Nossa. implementação, como já citamos anteriormente, foi rea1iza.da fazendo uso 
do SunOS devido a plataforma Aiultiwan não estar ainda. d.ispuníve] para uso. 
Tentaremos agora tecer alguns rornentários gerais do possível uso na plataforma 
Multiware, e conseqiientemrmtf>. do ORB para a implementação. 
:\o procE'sso de elaboração e irnplementaçao do protótipo foi sentido diversas 
vê.zes a ausEmcia das demais funções definidas no RM-ODP que deveriam estar 
disponÍV'f:is na Acfultúvare, sobretudo funçcles de repositório e de segurança, bem 
como de funções de trading e do módulo de suportp a ODP. 
As funções (k~ repositório foram necessárias para fornecer armazenamento 
persistente às estruturas dos gerentes ( duster, cápsula, ntÍcl('O ), bem como pro-
ver armazenamento para cópias desativadas e checkpoints de clusters/cápnulas. 
Como está implementado não existe qualquer mecanismo de restriçào de acesso 
aos servidor, spndo que para tanto {prover controle de a,resso, entre outros) se-
ria necessário o uso das funções de segurança. Funçôes de trading foram ne-
cessárias para prover um repositório de serviços exportados. O módulo de su-
porte a aplicações é necessário para prover o mapeamento e estruturação sobre o 
modelo de engenharia de aplicaçõ1~s. 
O llSO do ORB, como base da plataforma. J.\:!vltiworc s~::rla interessante no sen-
tido de prover um mecanismo para identificação lÍnica de objetos, o que facílitarü 
em muito o desenvolvimento e funcionalidade do módulo que trata referências de 
interfaces. O uso de RPC corno mecanismo de interação entre os servidores, corno 
hoje implementado, pode ser substituído por req'uests do ORB, hem como pelo 
uso de DII para interação dinàmica. Contudo, de rna.ior utilidade a.inda seria o 
uso de tais mecailismos de chamadas e de DII pa.ra realizar a implementação de 
canais ODP! substituindo a implernentação baseada em sockets hora vigente. 
As fut1cionalidades de gerenciamento ODP podem ser inseridas na plataforma 
Mulliware como um conjunto de objetos provendo funçôes de estruturação de 
apjjcaçõcs ODP, sobre o ORB. Tendo em vista a estrutura do ORB urna im-
plementação do modelo de gNenciamento pode dar-se através de trê-s objetos 
de gerenciament<> (um gerente de duster, um gerente de cápsula e um núcleo) 
por máquina, sendo que cada nova cápsula criada. tem alocada para a mesma 
uma interface de gerenciamtmto do objeto gerente d" cápsula, da mesma forma a 




Procuraremos aqui discutir algumas conclusões relacionadas à reaJjzação desse 
trabalho. bem como dificuldades encontradas e sugestões para trabalhos futuros. 
Nosso tra.baJho consistiu em um estudo e refinamento das funções de geren-
ciamento do modelo de referenda RM-ODP, e em parte realizamos urna análise 
do mesmo. As partes 2 e;~ do R:Yl-ODP E:ntontram-se em estado de DfS (Draft 
lntemation.al Standard), ou seja a 1nn pasólo de se tornarem um padrão. A. nosso 
ver parece um modelo estável que tende a ser aceito corno padrão, visto que COll-
segue cobrir o dos'senvolvlmento de sistemas distribuídos em ambiente ab(~fto de 
uma maneira ampla, desde a fase de especificaçilo até a de operação. via o modelo 
de pontos de vista. 
Em relação aos diversos níveis de estruturaçào propostos no modelo RM-ODP. 
acreditanws que objetos básicos d€ engenharia como unidades básicas do modelo, 
e o núcleo consistem em altBrnatisas daramente viáveis, hem como o clustE'f 
como unidade para checkpoint, reativação, desativação. migração. Contudo a 
existência dos níveis de ntpsula e clustcr merece ser ronsiderada. visto que as 
funcimta!ídade::-: existentes na cápsula podem ser agregadas em parte ao núcleo 
e em parte ao duster. Tomando a cápsula corno unidade de recursos po<hnnos 
transferir a funcionalidade ele gerir os recursos ao mícleo, f.' considerar o cluster 
como a unidade de recursos. Considerando a cápsula nas suas demais funçõf~s, a 
criação e reativaç.ào de dnsters podem ser deixadas a cargo sob respor1sabilidade 
núcleo. As funç6es de checkpointde cápsula, desa,tivação e terminação de cápsula 
podem também ser colocadas a cargo do núcleo, consistindo em um conjunto de 
chamadas aos gerentes de clusters. Além do que a hnplementação do conceito 
abstrato de uma cáp~ula, como uUla máquina virtual, é difícil em muitos sistemas 
operacionais. 
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Com o uso da infraestrutura fomedda pelo Ri\.1-0DP, sobretudo pelo mo-
delo de engenharia, ganhamos em facilidade de termos apEcações que podem 
ser, de forma rápida, transportadas de uma plataforma heterogênea para outra, 
ganhando <linda métodos para S(~ realizar checkpoint desativação, reativação e 
migração entre máquinas (nós), O que em uma última instâm:ia resultará no 
uso das transparCncia do modelo RM-ODP com as vantagens fornecidas pelas 
mesmas. O ganho dado pela estrutura formada por clusters, cápsulas, nós e 
objetos básicos de engenharia, consiste em fornecer uma plataforma (ou melhor 
uma API) sobre a qual o modelo computacional do RM-ODP pode ser fornecido 
em um mundo real, levando ao fornecimento, com as demais funções do modelo 
de ent:;enharia, das tmnsparendas previstas no R:t\.1-0DP. Fornecendo uma forrna 
para se estruturar aplicações distribuídas em nm ambiente heterogêneo. 
O Modelo de engenharia do RM-ODP, em especial, encontra-se em evolução 
ajnda, sendo que as funções de gerenciamento por serem a bane do modelo aca-
bam então em evolução constante. FOram dificuldades na realização do trabaJho, 
primeiro a ausência de literatura sobre gerenciamento no RI\t-ODP no início do 
trabalho, e a constante evolução dos documentos de padronização, levando o 
texto a ser re-escrito diversas vêzes a fhn de acomodá-lo às novas versões dos do·· 
cumentos de padronizaç<'ü) visto que algumas vêzes as mudanças no mesmo não 
foram sutis. 
Podemos dtar ainda como fator determinante na demora na conclusão do 
trabalho ;:t plataforma Multiware estar em desenvolvimento, terminando a fas<? 
de especificação e começando as implementações, o quE' nos levou Pm urna deter-
minada instância a. fazer nso do sistema qwracional Unix como plataforma de 
desenvolvimento; levando a. adotar uma série de restriçôes em relaçãü à ímple-
mentação. 
C ma dificuldade qtte ainda pode ser levantada consiste em que não pudemos 
fazer uso dt~ quaisquer funções propostas no modelo RI'vl-ODP, tais cotno funções 
de segurança ou de repositório, visto que as mesmas ainda estão em fase de es-
pecificação na plataforma Multiware, o que nos tevou a impor mais restrições 
ao protótipo. Optamos por impor limitações a fazer liSO de características es-
pecíficas d() sistema C n.ix a fim de ter um protótipo facilme11te migrável para 
outra plataforma quando estiver disponível. 
Crn fato que pode ser destacado consiste, levando ern conta a irnplementação 
realizada, em que algumas vêzes existe a necessidade de inte:ração maior com o 
sistema operacional em uso. Um f'-Xemplo que pode ser citado são as rotinas para 
dar suporte a realização de checkpoint e reatiwtção de objetos (no caso da im-
plementação processos) que necessitam ter acesso a um conjunto de informações 
disponível <tpenas ao nível de núcleo de alguns sistemas operacionais. Da mBsrna 
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forma a implPnHmtação da cápsula como uma máquina virtual necessita ter au-,sso 
ao núcleo do sistema operacional em u::>o. L'rna form;1 de minimizar tais proble-
mas, e ao mesmo tempo otimizar o desempenho, seria fazer uso de um sistema 
operacional basea-do {~fi microkernel, como cho-rus [51], na implementação. 
Como contribuições esperamos ter apresent<tdos o modelo de engenharia do 
RM-ODP de forma mais clara. Discutindo o modelo de engenharia e apresen-
tando o mesmo sob a ótica de sistemas operacionais. Em relação as funções de 
gerenciamento em si, apresentamos um estu(lo detalhado das funçÕt's. conside-
rando a estruturação das mesmas no que se reladoua a seus componentes, bem 
como estruturas de dados para as mesma. Realiz<Hitofi ainda. a implementação 
das funções de gerenciamento na forma de um protótipo. O mesmo destina~se 
a validar algumas das idéias levantadas) a1gumas das vezes wm restrições, e a 
servir de base para uma futura implementação do módulo de gerenciamento ODP 
previsto na. plataforma Mal!iware. 
A estrutura do RlVl· ODP apreb"Dnta-s~: como válida para o desenvolvimento de 
um ambiente de suporte a ODP. valendo ressaltar a necessidade rle um estudo da 
real necessidade dos dois níveis de estruturaçào, em cápsulas e dusters, o que em 
uma implementação pode levar a uma sobrecarga. que poderia ser minimizad<t. 
Uma consideração que vale levantar aqui consiste em que a estrnturação pro·· 
posta na figura 4.1 não consiste em rnA idéia visto que a rne.sma apresentou bon:i 
resultados ('nquanto no simulador e seria, a princípio, a escolha, para uma imple-
mentação (lo modelo dt' gerenciamento tomando como base JH1fa plataforma dt' 
suporte o ORB [/12]. 
Corno extensões possíveis ao trabalho imaginamos basicamente a integração 
com a plataforma Multiwatf:, levando algumas yezes à necessidade de alterações 
na implementação realizada. Podemos dtar como extensões: 
• A necessidade da implementação do genmte de aplicação (_plataforma Mul-
liwarc) a fim de realizar um estudo maior do mapeamento do modelo com~ 
puta.tiona.l para. o modelo de e11genharia. 
• Realizar a migração do protótipo para 011tra. plataforma, como ORB. 
• Realizar um estudo maior para pennitir a migração entre plataformas he-
terogêneas, via mecanisuws de checkpaint e reativação. 
• Realizar a integração do modelo proposto com o restante da especificação 
da plataforma Multúrare. 
• Realizar um estudo sobre a necessidade de termos o nível de cápsula na 
implementação, ou apenas como um níwl conceituaL 
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