Abstract. By using critical point theorem, we study a higher order difference system, and obtain some new sufficient conditions ensuring the existence of periodic solutions for such a system.
Introduction
In the last decade, there has been much progress on the qualitative properties of difference equations, which included results on stability and attractivity [6, 12, 17, 19] , oscillation and other topics [1, 11, 15] . However, results on periodic solutions of difference equations are very scare in the literature, see [2, 5, 20] . On the other hand, there have been many approaches to study periodic solutions of differential equations, such as critical point theory (which includes the minimax theory, the Kaplan-Yorke method and Morse theory), fixed point theory, coincidence theory, and so on, see for example [7, 9, 10, 13, 14] . Among these approaches, critical point theory is an important tool to deal with such problems. The main idea of these papers is constructing suitable variational structure, such that the critical points of the functional correspond to the periodic solutions of the differential equations. It is natural for us to think that critical point theory may be applied to prove the existence of periodic solutions of difference equations. However, there are, at present, only a few papers dealing with this problem, see, for example, [7, 8, 21, 22] . Nevertheless these papers consider only the second order difference equations except [22] which discuss the subquadratic discrete Hamiltonian system.
In this paper, we first consider the following nonlinear higher order difference system (1.1) k i=0 a i (X n−i + X n+i ) + f (n, X n ) = 0, n ∈ Z, k∈ N, where N and Z are the sets of all positive integers and integers respectively, m ∈ N, f = (f 1 , f 2 , . . . , f m )
T ∈ C(R × R m , R m ), R is the set of all real numbers, and there exists a positive integer M such that for any (t, Z) ∈ R × R m , f (t + M, Z) = f (t, Z). Lately, we study the nonlinear higher order difference equation
where ∆ is the forward difference operator defined by ∆x n = x n+1 − x n , and ∆ s = ∆(∆ s−1 ) for s = 2, 3, . . .; f ∈ C(R × R, R), and there exists a positive integer M such that for any (t, z) ∈ R × R, f (t + M, z) = f (t, z). (1.2) can be seen a special form of system (1.1) with m = 1.
Let p be a positive integer, as usual, a solution {X n } of (1.1) is said to be periodic of period
The main purpose of this paper is to study the existence of periodic solutions of a higher order difference system (1.1) and equation (1.2), our results improve the corresponding ones in [7] .
Throughout this paper, for a, b ∈ Z, we define
On the other hand, we suppose that there exists a continuously differentiable function
Moreover, for all n ∈ N, | · | will denote the Euclidean norm in R n defined by
For the existence of M -periodic solutions of system (1.1), we obtain the following results.
Then system (1.1) possesses at least three M -periodic solutions. 
Then system (1.1) possesses infinite M -periodic solutions.
For the existence of M -periodic solutions of equation (1.2), we have
Then equation (1.2) possesses at least three M -periodic solutions. Remark 1.1. The result of [7] is the special case of Theorem 1.5 with k = 1, r 1 = 1.
Variational structure
To apply critical point theory to study the existence of periodic solutions of system (1.1) and equation (1.2), we shall construct suitable variational structure. At first, we shall state some basic notations and lemmas which will be used in the proofs of our main results.
Let S be the set of sequences
For any given positive integer M , E M is defined as a subspace of S by
E M can be equipped with inner product ·, · E M and norm · E M as follows:
where | · | denotes the Euclidean norm in R m , and X n · Y n denotes the usual scalar product in
is a finite dimensional Hilbert space, which can be identified with R mM . For system (1.1), we consider the functional I defined on E M by (2.4)
where
Since E M is linearly homeomorphic to R mM , by the continuity of f (t, Z), I can be viewed as continuously differentiable functional defined on a finite dimensional Hilbert space. That is I ∈ C 1 (E M , R). Furthermore, I (X) = 0 if and only if
If we define X 0 := X M , then
That is,
On the other hand, {X n } is M -periodic in n, and
for any n ∈ Z. Thus, we reduce the problem of finding M -periodic solutions of (1.1) to that of seeking critical points of the functional I in E M .
Due to the identification of E M with R mM , I(X) is rewritten as
where 
Assume that the eigenvalues of B are λ 0 , λ 1 , . . . , λ M −1 respectively, and B is a circulant matrix [3] denoted by
By [3] , the eigenvalues of B are (2.6)
Apparently, the matrix A has the same eigenvalues as B. By (2.6), it is clear that
Thus we have the following cases: For equation (1.2) , according to the previous discussion, we can also construct a suitable variable structure and the functional J defined on E M with m = 1,
where n ∈ Z(1, M ). Therefore, x ∈ E M is a critical point of J, that is, J (x) = 0 if and only if
On the other hand,
f (n, x n ) = 0 for any n ∈ Z, and x = {x n } is a M -periodic solution of (1.2).
Thus we reduce the problem of finding M -periodic solutions of (1.2) to that of seeking critical points of the functional J in E M . For convenience, we write
By [3] , the eigenvalues of D are (2.9)
Main lemmas
In this section, we give several lemmas which will play important roles in the proofs of our main results. 
According to Lemma 3.1, for any s > 1, we can give another norm as follows:
Because E M is equivalent to the finite dimensional Hilbert space R mM , (E M , X 2 ) and (E M , X s ) is equivalent, that is, there exist constants c 2 ≥ c 1 > 0 such that
Definition 3.1 (Palais-Smale condition [14] ). Let X be a real Banach space, I ∈ C 1 (X, R), that is, I is a continuously Fréchet differentiable functional defined on X. I is said to satisfy the Palais-Smale condition if any sequence {u n } ⊂ X for which {I(u n )} is bounded and I (u n ) → 0(n → ∞) possesses a convergent subsequence in X.
Let B r denote the open ball in X about 0 of radius r and ∂B r denote its boundary. Consider the following functional
We have the following lemmas. Proof. According to (f 3 ), if we let
For any X ∈ E M , by (3.2), (3.3)
Since by (f 3 ), we see that β > Proof. Let {I(X (k) )} be a bounded sequence from below, that is, there exists a positive constant c such that
By the proof of Lemma 3.5, it is easy to see that
That is, {X (k) } is a bounded sequence in the finite dimensional space E M . Consequently, it has a convergent subsequence. Thus, we obtain Lemma 3.6. 
Therefore, for any X ∈ E M ,
According to (3.1), there exists a positive constant
For α 2 > 2, there exists a positive constant M 1 > 0 such that Proof. Let {I(X (k) )} be a bounded sequence from below, that is, there exists a positive constant M 2 such that
From Lemma 3.7, it follows that
Therefore,
Because of α 2 > 2, there exists a constant
} is a bounded sequence in the finite dimensional space E M . Consequently, it has a convergent subsequence. The proof of Lemma 3.8 is complete.
which means f (t, z) is superlinear at 0, according to the following integrating inequality
we see that there are constants β 1 > 0 and β 2 > 0 such that
We have (g * 3 ) there are constants β 1 > 0 and β 2 > 0, such that
By (g 3 ) and (g * 3 ), we see that
It follows that
which means that f (t, z) is superlinear at infinity. So, equation (1.2) is called superlinear at 0 and at infinity.
Lemma 3.9. Suppose f (t, z) satisfies (g 1 ) and (g 3 ). Then
Proof. By (3.5), for any x ∈ E M ,
Also according to (3.1), there exists a constant 1 c2 , such that
we have
Because of β > 2, there exists a positive constant M 4 such that
Then the functional J(x) satisfies the P.S. condition.
Proof. Let {J(x (k) )} be a bounded sequence from below, then there exists a positive constant M 5 such that
By the proof of Lemma 3.9, it is easy to see that
Thus,
Because of β > 2, there exists a constant M 6 > 0 such that
} is a bounded sequence in the finite dimensional sequence E M . Consequently, it has a convergent subsequence.
Proofs of main results
In what follows, we will prove that Theorems 1.1-1.5 hold respectively. 
In view of (f 2 ) and the fact f (t, Z) ∈ C 1 (R × R m , R m ) for any t ∈ R, we have f (t, 0) = 0 and F (t, 0) ≡ 0. Therefore {X n } ≡ 0, where X n ≡ 0(n ∈ Z) is a trivial periodic solution of (1.1) with period M.
By Lemma 3.5, I is bounded from above on E M . We denote c 0 = sup
On the other hand, by (3.3), we have
. By the continuity of I, I(X) = c 0 . Clearly,X ∈ E M is a critical point of I ∈ E M . Let 0 be the l multiple eigenvalue of the matrix A, ϕ 0 , . . . , ϕ l−1 be linearly independent eigenvectors of A associated to 0. Denote
We next claim that c 0 > 0. In fact, by (f 2 ), there exists a constant α, 0 < α <
According to (3.6) , for any X = ( Note that ALX = 0 for any X ∈ W , we have
It follows thatX ∈ Y and the critical pointX of I corresponding to the critical value c 0 is a nontrivial periodic solution of (1.1) with period M . In order to obtain another nontrivial M -periodic solution of (1.1) different fromX, we will use Lemma 3.2. In view of Lemma 3.6, It is obvious that I satisfies the Palais-Smales condition. Furthermore we have also verified that I satisfies the condition (I 1 ) of Lemma 3.2. In the following, we will show the condition (I 2 ) is also satisfied.
In fact, let θ = (θ 1 , θ 2 , . . . , θ M )
T ∈ ∂B 1 ∩ Y and X = rθ + Z. Then, for any Z ∈ W and r ∈ R, we have
It follows that there exists some constant R 2 > δ such that
By Lemma 3.2, I possesses a critical value c ≥ σ ≥ 0, where
LetX ∈ E M be a critical point corresponding to the critical value c of I, that is I(X) = c. IfX =X, then Theorem 1.1 holds. Otherwise,X =X, then c 0 = I(X) = I(X) = c, which is the same as The proof of Theorem 1.1 is now complete.
Let H 1 be the vector space consisting of those linearly independent eigenvectors corresponding to the negative eigenvalues and zero eigenvalues of A, and H 2 be the vector space consisting of those linearly independent eigenvectors corresponding to the positive eigenvalues of A, then E M = H 1 ⊕ H 2 .
Assume that + is the minimum positive eigenvalue of A, − is the maximum negative eigenvalue of A, then − < 0 < + .
According to the conditions in Theorem 1.4, it is not difficult to prove that the functional I(X) is bounded from above and satisfies the P.S. condition in H 1 and H 2 respectively, and hence I(X) is bounded from above and satisfies the P.S. condition in E M .
By (f 2 ), there exists a constant α 4 > 0 such that + 2 − α 4 > 0 with F (n, X n ) ≤ α 4 |X n |. For any X ∈ H 2 , we have
Therefore, I(X) → +∞ as X → +∞, thus there must exist real number η such that
On the other hand, for any X ∈ H 1 , we have
F (n, X n ).
Again by (f 3 ), it follows that
Thus, = 1 and r 1 = 1, the equation (1.2) has the same form as [7] . Our results extend and improve some earlier publications.
