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1 XSEDE – Accelerating Scientific Discovery 
The Extreme Science and Engineering Discovery Environment (XSEDE) aspires to be the place 
to go to access digital research services. Driven by community needs, XSEDE accelerates open 
scientific discovery by enhancing the productivity of researchers, engineers, and scholars, and 
making advanced digital resources easier to use. XSEDE is a virtual organization that provides a 
dynamic distributed infrastructure, support services, and technical expertise that enable 
researchers, engineers, and scholars to address the most important and challenging problems 
facing the nation and world. XSEDE supports a growing collection of advanced computing, high-
end visualization, data analysis, and other resources and services.  
XSEDE’s goals are to: 
 Deepen and extend the impact of eScience infrastructure on research and education; 
in particular, solving problems heretofore intractable and reaching communities that have 
not previously made use of it; 
 Prepare the current and next generation of researchers, engineers, and scholars in 
the effective use of advanced digital technologies; 
 Collaborate with institutions to ensure a more seamless use of the advanced 
technology capabilities in the national eScience infrastructure;  
 Create an open and evolving environment that facilitates integration and sharing of 
heterogeneous digital services into a comprehensive national eScience infrastructure. 
 Expand the environment through the integration of new capabilities and resources such 
as instruments and data repositories based on the identified needs of the community. 
 Deepen and expand the array of technical expertise and support services provided to 
the community; 
 Raise awareness of the value of eScience infrastructure and in particular, the critical 
technical expertise and support services. 
1.1 Project Context 
Scientists, engineers, social scientists, and humanities experts around the world—many of them at 
colleges and universities—use advanced digital resources and services every day. Computational 
technologies and resources such as supercomputers, visualization systems, storage systems and 
collections of data, software, and networks are critical to the success of those researchers, who 
use them to address the most important and challenging problems facing the nation and world. 
XSEDE integrates these resources and services, makes them easier to use, and helps more people 
use them. XSEDE supports a growing collection of advanced computing, high-end visualization, 
data analysis and other resources and services across the nation.  
Digital services, meanwhile, provide users with seamless integration to NSF's high-performance 
computing and data resources. XSEDE's integrated, comprehensive suite of advanced digital 
services is developing and implementing tools, methods, and policies to federate with other high-
end facilities and with campus-based resources, serving as the foundation for a national 
cyberinfrastructure ecosystem. Common authentication and trust mechanisms, global namespace 
and filesystems, remote job submission and monitoring, and file transfer services are examples of 
XSEDE's advanced digital services. XSEDE's distributed systems architecture allows open 
development for future digital services and enhancements. 
XSEDE also provides the expertise to ensure that researchers can effectively use the 
supercomputers and tools. Those include: 
 Extended Collaborative Support that includes teaming with individual research groups or 
with research communities to extend their capabilities. 
 2 
 An advanced hardware and software architecture rooted in user requirements and 
hardened by systems engineering that allows for individualized user experiences, 
consistent and enduring software interfaces, improved data management, and ways for 
campus resources to be transparently integrated into the overall XSEDE infrastructure. 
 The XSEDE User Portal, a web interface that allows users to monitor and access XSEDE 
resources, manage jobs on those resources, report issues, and analyze and visualize 
results. 
 Coordinated allocations of NSF's high-end resources and digital services. 
 A powerful and extensible network, in which each XSEDE service provider is connected 
to a Chicago-based hub at 10 gigabits per second and has a second 10 gigabit-per-second 
connection to another national research and education network. 
 Specialized community-provided services that serve a particular function and allow for 
rapid innovation and experimentation. 
 Advanced cybersecurity to ensure that XSEDE resources and services provide 
confidentiality, integrity and availability of information 
 Training, Education, and Outreach efforts that expand the scope and scale of activities to 
foster greater community participation in XSEDE-based projects through curriculum 
development, live and web-based training offerings, outreach at professional society 
meetings, and engagement of under-represented faculty and students. 
 Advanced support for Novel and Innovative Projects. 
 A fellowship program that brings Campus Champions working closely with Extended 
Collaborative Support Service staff on user identified challenges for up to a year. 
 The Technology Investigation Service, which allows researchers to recommend 
technologies for inclusion in the XSEDE infrastructure and enables the XSEDE team to 
evaluate those technologies and incorporate them where appropriate. 
1.1.1 Communities Served 
The national, and global, user community that relies on XSEDE for advanced digital research 
services has grown tremendously. XSEDE continued to see increased HPC resource user numbers 
during this past quarter. For the first time the number of open individual accounts reached nearly 
8,000. Gateway users consistently increase the number of active users each quarter by 40% or 
more, reaching 1,823 gateway users in Q3 2013. During the past quarter, compute jobs were 
charged by users associated 1,167 distinct projects and representing 385 different institutions in 
all 50 states plus the District of Columbia and Puerto Rico. During this past quarter, PIs requested 
77.3B NUs, SPs made available 28.6B NUs, and reviewers recommended awarding 38.1B NUs – 
28.2B NUs were awarded after adjustments.  Also of particular note, 3.5PB of storage was 
allocated at the second meeting where storage allocations were available to the community. 
Further details can be found Appendix E. 
1.2 Project Highlights 
As summarized in §2 of this report, XSEDE has supported and enabled an ongoing series of 
scientific and engineering research and education successes. They are an ongoing testament to the 
importance of XSEDE to the research community supporting greater productivity and making 
many advances practical on an advanced time scale. 
As an assessment of our performance in supporting we continue to conduct “exit interviews” with 
those utilizing the Extended Collaborative Support Service (ECSS); this quarter, PIs indicated, on 
a scale of 1-5 where 5 is best, an average satisfaction rating of 4.6—a very high level of 
satisfaction. In order to maintain this level, and as part of our efforts to develop our staff further, 
this quarter XSEDE staff created a user guide for new ECSS consultants, which is on its Wiki.  
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During this quarter, ECSS completed 18 projects, initiated 22 new projects and had 84 projects 
active, 
The ECSS team was significantly involved in the XSEDE13 conference, filling key roles in the 
organizing committee including general chair, chair of the technical program and chairs of several 
of the technical tracks and visualization showcase. Staff publications as a result of the conference 
are listed in Appendix F. In part due to activities at XSEDE1, this quarter was extremely active 
for the Extended Collaborative Support for Education and Outreach (ESTEO) team conducting 73 
events including 30 tutorials, 16 meetings and birds of a feather sessions and 12 talks and 
presentations. 
For the first time, ECSS staff serving as mentors through the Campus Champion Fellows program 
are reflecting their time spent on this work by allocating time to ESTEO. Six new Campus 
Champion Fellows pairings were announced at XSEDE13: Luis Cueva Parra (Auburn 
University), ECSS mentor Yang Wang (PSC), PI Doug Spearot (Arkansas); Shawn Duan (South 
Dakota State), ECSS mentor Jacek Jakowski (NICS), PI Xiao-Qian Wang (Clark Atlanta); Alla 
Kammerdiner (New Mexico State), ECSS mentor Bob Sinkovits (SDSC), PI Mao Ye (Illinois); 
James McClure (Virginia Tech), ECSS mentor Frank Willmore (TACC), PI Jeff Gray (Johns 
Hopkins); Ben Ong (Michigan State), ECSS mentor Haihang You (NICS), PI Yang Zhang (N.C. 
State); Eric Shook (Kent State), ECSS mentor David O’Neal (PSC), PI Curtis Marean (Arizona 
State). 
Training workshops continue to play a critical role in “skilling-up” the communities we support.  
In this past quarter, online and in-person training events reached more than 1,600 participants 
with planning continuing on trainer and trainee certificates.  Workshops were held at MSI 
institutions and via the Virtual School for Computational Science and Engineering. And ECSS-
Projects, in collaboration with Blue Waters, organized another very successful workshop in the 
Extreme Scaling series, this time on heterogeneous computing. It was held August 15-16, 2013 in 
Boulder, Colorado.  
In conjunction with the Training team, the Educations and Outreach team has been working with 
the external evaluators, the TEOS Advisory Committee and the XSEDE leadership and has made 
significant efforts with respect to the definition of key performance indicators.  The following are 
the current over-arching TEOS KPIs: 
 Demographics: increased number and percentage of new XSEDE users/participants, 
especially from among underrepresented groups  
 Use of XSEDE Services: increased use of XSEDE services on as many campuses as 
possible across the country 
Details for each of the KPIs and their related metrics are available on the TEOS wiki. 
XSEDE also continues to develop the architecture for the distributed infrastructure we operate to 
support the world class science referred to above and detailed below.  During this past quarter, the 
A&D team focused on identifying the prioritization of activities and—in conjunction with the 
Systems & Software Engineering (S&SE) team, the Software Development & Integration (SD&I) 
team and the XSEDE Operation team—on streamlining the overall engineering process. At the 
quarterly meeting held September 9-11 in Arlington, VA, John Towns, Felix Bachman, Janet 
Brown, Altaf Hossain, JP Navaro, Shava Smallen, Victor Hazlewood, and David Lifka met to 
discuss this determining a set of action to pursue which are already showing positive signs for 
improved efficiency. As expected, at the end of PY2 the number of new use cases being 
submitted has tapered off and most of the A&D efforts have been focused on completing the L3 
decompositions before the end of the calendar year to be sure we will meet our goal of delivering 
a complete foundational architecture by the end of PY3.  
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The Technology Investigation Service (TIS) group continues to grow and improve the XTED 
technology catalog.  This quarter saw the roll out of a new version of XTED which is much more 
approachable and fixes issues that have been reported as more people become active with the 
database. The XTED now has 111 technologies registered.  Many more improvements are 
planning in reaction to input from XSEDE staff and technology developers.  In addition, two 
evaluations were started in this quarter, one was in progress and four were completed. Of 
particular note, as a result of our evaluation of the UNICORE file transfer performance, the 
UNICORE developers determined their native file transfers were not as good as GridFTP. As a 
result, they incorporated GridFTP commands into UNICORE—an excellent example of an end-
to-end impact from a TIS evaluation in XSEDE. 
XSEDE Operation has been very productive this quarter.  Considerable progress was made to 
augment XSEDE file storage capabilities. Phase 1 of the XSEDE Wide File System (XWFS) 
continued, where all sites with production resources were involved in configuration and testing. 
An XSEDE-wide Acceptable Use Policy (AUP) was approved and implemented. No security 
incidents were reported and some modifications to the XSEDE trusted Certificate Authorities 
were completed. Uptime for the Resource Description Repository (RDR) and XSEDE Central 
Database (XDCDB) was still greater than 99%. The XSEDE Operations Center (XOC) fielded 
3,545 tickets and closed 506. More complete ticket statistics can be found in Appendix E. Of 
great importance to coordinating the decommissioning of resources from the portfolio allocated 
via XSEDE, a draft checklist for decommissioning XSEDE resources was created and is currently 
under review by the appropriate XSEDE stakeholders, in particular, the Service Providers Forum. 
From a project operation perspective, the Project Office has seen significant progress across the 
board. We have continued to improve on many of our administrative processes both by specific 
changes (e.g. addressing performance/usability issues of the Sciforma tool, reassessing how we 
characterize project risks) and simply by becoming more familiar with them (e.g. we have 
completed the annual reporting process for the second time). We continue to develop Use Cases 
to encapsulate the needs of the community and drive every aspect of the program. We have been 
populating the XSEDE Digital Object Repository with the important products of the program 
with more than 25 new documents deposited this quarter. We have made significant progress on 
the Strategic Communications and Marketing Plan for XSEDE. The XSEDE Industry Challenge 
saw five Letter of Intent submissions with four of those invited to submit final proposals.  Those 
final proposals are currently under review. 
1.2.1 Continuous Improvement 
Dating back to the first major review of XSEDE in June 2012 and as an outcome of multiple 
interactions with NSF, the review panel during the first two reviews, and others, XSEDE has been 
working very hard to develop and put in place a set of processes to drive continuous improvement 
of the organization. Most of these activities are transparent to the majority of our stakeholders, 
but all of our stakeholders stand to benefit greatly from a more effective XSEDE organization and 
program. To more effectively manage these activities, it is clear that a new WBS element within 
the Program Office is organically developing to pull together these efforts. Specifically, this area 
will be concerned with overall performance management and organizational improvement with a 
focus of topics like adaptation of the Baldrige Criteria and the Logic Model to the XSEDE 
context. In addition, XSEDE senior management and staff are working very hard to develop a 
more mature set of statements of XSEDE’s vision, mission and goals and also to develop clear 
performance metrics associated with those goals and the activities supporting them.  
While we certainly expect to see ongoing improvement in XSEDE as an organization, we 
anticipate a transformation of the reports provided (such as this one). As we continue to develop 
the metrics—and in particular the key performance indicators (KPIs)—we will be incorporating 
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those into our reporting.  We anticipate this will lead to a much crisper reporting of progress 
against goals though we also anticipate we will need to proceed in an iterative fashion in which 
NSF and also review panels will provide feedback on this reporting.  We commit to having all 
activity areas of the project to be reporting in this fashion by the end of PY3 and thus our full 




2 Science and Engineering Highlights 
2.1.1 Multimedia Literacy: Analysis of video content (Virginia Kuhn, University of 
Southern California) 
Virginia Kuhn, associate director of the Institute for Multimedia Literacy and an associate 
professor of cinema practice at the University of Southern California, believes that understanding 
the impact of film and video is “a matter of large-scale public literacy. Understanding how these 
screens impact us is crucial. It’s just vital to an educated citizenry.” Kuhn’s work is 
computationally intensive, but she had shied away from using supercomputers because her large 
file sizes and need for interactivity were ill-suited to the traditional HPC model. XSEDE digital 
humanities specialist Alan Craig worked with SDSC to enable Kuhn to use the XSEDE-allocated 
Gordon system for interactive database querying rather than traditional batch processing. SDSC 
dedicated one head node and four compute nodes on Gordon to Kuhn’s project. 
Kuhn is working with films in the Internet Archive, which contains more than a million digital 
movies, ranging from classic full-length films to news broadcasts, concerts, and cartoons. Thanks 
to the assistance she’s received through XSEDE’s ECSS, Kuhn is able to use computationally 
intensive algorithms to do real-time, sophisticated queries to determine which frames in which 
film or video to return. The proof-of-concept search returned 300 videos–from an archive 
containing over one million videos, which would never be searchable by a persona in an entire 
lifetime. She is also doing some experiments with automatic metadata extraction of the 
multimedia resources, as well as experimenting with image and video analytics. In addition, the 
ECSS team is assisting Kuhn by developing tools to make film and video images easily available 
to scholars to study.  
Luigi Marini and Liana Diesendruck at NCSA customized the Medici multimedia content 
management system for Kuhn’s project, making it easy to upload and tag films and video and 
adapting the software to identify key features of interest to Kuhn such as color, camera angle, 
texture, etc. They also made it possible for Kuhn to upload an image and ask Medici to find films 
and video with similar images. NCSA visualization expert Dave Bock assisted Kuhn with 
visualization data, taking 2D frames from select films and turning them on their sides to make 3D 
“slices” in a time and space configuration.  This temporal and spatial simultaneity lets the 
researchers see motion across time in a single image. “You can immediately ascertain camera 
shots, movement, and other cinematic elements. The only way to find them otherwise is to watch 
the entire movie, and nobody could ever watch all the movies. It’s impossible,” he said.  
2.1.2 Meteorology: Simulating Supercell Thunderstorms: XSEDE Resources 
Support Investigations of the Makers of Monster Twisters (Leigh Orf, 
Central Michigan University) 
Supercell thunderstorms can create the strongest, longest-lived tornadoes, such as the ones that 
devastated Joplin, Missouri, and Tuscaloosa, Alabama, in 2011. This volume-rendered image 
contains cloud and hydrometeor (rain, snow, hail) fields. Volume rendering is a data-visualization 
technique used to explore 3D data on a 2D screen. Hydrometeors are particles of ice and water 
that are formed by clouds. The clouds are rendered using a white-to-grey opacity map, while 
hydrometeors are depicted via a white-to-blue color map, with dark blue indicating the regions of 
highest concentration. Delivering the supercell thunderstorm image took 500 cores with a 
memory reservation of 3 terabytes on the Nautilus supercomputer (housed at Oak Ridge National 
Laboratory [ORNL] and managed by the National Institute for Computational Sciences [NICS]). 
Image generation was accomplished using the visualization tool VisIT 2.6.1, equipped with a 
plugin written specifically for the numerical cloud model called CM1. The simulation was run on 
the Blue Waters system (at the National Center for Supercomputing Applications at the 
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Figure 2-1: View of a simulated supercell 
thunderstorm, looking toward the northeast.  
University of Illinois, Urbana–
Champaign), employing 204,800 cores, 
and then moved to Nautilus via Globus 
Online. Previous supercell simulations on 
the Kraken supercomputer (also housed at 
ORNL and managed by NICS) served as 
essential preparation to run on Blue 
Waters, according to researcher Leigh Orf, 
associate professor of atmospheric science 
at Central Michigan University. 
Simulations of tornadic supercells are rare, and this research yielded what is likely the highest 
resolution simulation of the phenomena ever created, Orf says. 
Supercells, the strongest and longest-lasting thunderstorms, can generate devastating tornadoes, 
and knowledge gained from computer simulations of the storms can allow for forecasts with 
better lead times and greater geographical specificity. Allocations of compute time on XSEDE 
resources recently made possible the most promising supercell simulation to date for a research 
team led by Leigh Orf of Central Michigan University. Based on previous runs on Kraken an 
XSEDE system managed by the National Institute for Computational Sciences (NICS) he and 
colleagues Bob Wilhelmson of the National Center for Supercomputing Applications (NCSA), 
University of Illinois at Urbana–Champaign, and Matthew Gilmore, associate professor of 
atmospheric science at the University of North Dakota, produced the simulation on the Blue 
Waters supercomputer (located at NCSA) and rendered it on Nautilus, an XSEDE system also 
managed by NICS. Orf said, “Without [this previous work], we would not have been prepared to 
run on Blue Waters.” As part of the overarching goal of determining the telltale indicators of an 
impending monster-size tornado, one the objectives of Orf’s research team is to capture the entire 
life cycle of a supercell thunderstorm that produces a strong, long-lived tornado. These recent 
simulations, still being analyzed, are providing information that Orf's research team needs to 
design new simulations to be run on Kraken, Nautilus, and Stampede. After accruing enough 
simulations, the researchers hope to have a spectrum of storms to investigate, from storms that 
produce the weakest tornadoes, to those that produce the most devastating, in addition to storms 
that do not produce tornadoes at all. The current work has brought Orf’s team to the point of 
nearly reaching one of its target objectives: “simulating a supercell that produces a strong, long-
track tornado at very high resolution.” “However, we have yet to create a series of simulations 
with a large spread of outcomes that include no tornadoes, weak tornadoes and strong, long-track 
tornadoes,” he said. “We hope that the results of our latest simulation will help guide us in 
designing the necessary series of simulations.” 
2.1.3 Biochemistry and Molecular Biology: How DNA Repair Helps Prevent 
Cancer (Michael Feig, Michigan State University) 
DNA damage is a natural biological occurrence that happens every time cells divide and multiply.  
Understanding how the human body recognizes damaged DNA and initiates repair fascinates 
Michael Feig, professor of biochemistry and molecular biology at Michigan State University. 
"The key here is to understand how these defects are recognized," Feig explained. "DNA damage 
occurs frequently and if you couldn't repair your DNA, then you won't live for very long." 
Damaged DNA, if left unrepaired, can compromise cells and lead to diseases such as cancer. 
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Figure 2-2: Results from computer simulations show that it is energetically less expensive to bend 
mismatch-containing, defective DNA (G:T, C:C, C:T, G:A, G:G, T:T, A:A, A+:C) vs. non-defective 
DNA (containing A:T or G:C base pairs). DNA repair mechanisms likely take advantage of this feature 
to detect defective DNA based on an increased bending propensity 
Feig studies the proteins MutS and MSH2-MSH6, which recognize defective DNA and initiate 
DNA repair. Natural DNA repair occurs when proteins like MutS (the primary protein 
responsible for recognizing a variety of DNA mismatches) scan the DNA, identify a defect, and 
recruit other enzymes to carry out the actual repair. 
Bent DNA is a key factor in recognizing mismatches. The biological repair machinery seems to 
take advantage of this propensity by ‘testing' DNA to determine whether it can be bent easily. If 
that is the case, the protein has found a mismatch and repair is initiated. 
"When the MutS protein is deficient in certain people, they have a high propensity to develop 
certain types of cancer," Feig said. "We're interested in understanding, first of all, how exactly 
this protein works. The long-term idea is to develop strategies for compensating for this protein, 
basically substituting some other mechanism for recognizing defective DNA and enabling 
repair." The strongest link between diseases and defects from the MutS protein has been made for 
a specific type of genetically inherited colon cancer. 
This research, carried out on TACC's Ranger and Stampede supercomputers, was published in the 
Journal of Physical Chemistry B (April 26, 2013). 
2.1.4 Chemistry: The Ultimate Timekeeper (Ron Elber, The University of Texas at 
Austin)  
Molecules are arguably the most fidgety things in the universe. Their atoms are in constant 
motion, making slight position adjustments in timescales that start in femtoseconds—or one 
quadrillionth of a second. These short-scale atomic transitions are the starting point of the varying 
molecular conformations that drive vital biological movements, like the opening and closing of 
protein channels that trigger a heartbeat, or the movement of a molecule through a cellular 
membrane. It's a common technique for computational laboratories to map the steps of molecular 
movements by piecing together billions of femtosecond-long atomic place changes into a 
microsecond snapshot. But for many important biological processes, microseconds are simply not 
long enough.  
Milestoning, an algorithm developed by UT-Austin researcher and XSEDE user Ron Elber, helps 
address this time-scale problem. By breaking the movements of molecules into discrete patches of 
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Figure 2-4: A map of the Indian Ocean indicating 
where researchers from the J. Craig Venter Institute 
(JCVI) Global Ocean Sampling Expedition collected 
samples for metagenomic analysis. 
 
Figure 2-3: This image portrays the 
conformational changes during the recovery 
stroke of Myosin. 
shorter time that can be pieced back together, Elber 
creates computer simulations that investigate 
molecular movement in the time scale that they 
occur, whether that happens to be milliseconds or 
hours. 
One of these processes is the movement of myosin, 
the "molecular machine" responsible for muscle 
contraction and relaxation. An action as simple as 
raising a hand takes trillions of myosin proteins 
working in tandem. Using milestoning, Elber 
developed a simulation that accounts for every atom 
in the myosin protein and how it moves during the 
millisecond-long movement of the protein as it 
contracts. The overall movement resembles a flexing bicep. 
The number of milestones varies from several tens to tens of thousands, depending on the 
process, but the accuracy of prediction improves with an increasing number of milestones. From 
the first milestone to the last, XSEDE resources at the Texas Advanced Computing Center 
(TACC) were indispensable to Elber. The Lonestar supercomputer was used to prepare the initial 
calculation conditions because of its GPU nodes, which run the particular calculations better than 
standard CPUs. The parallel capabilities of Lonestar, and more recently Stampede, were also used 
to calculate 10 to 100,000 potential molecular trajectories between the milestones. Each 
individual trajectory was run on four cores, with various trajectories being run across as many 
cores as were available at any one time. 
"Simply put, TACC resources made these calculations possible," said Elber. 
2.1.5 Metagenomics: Investigating the Dark Matter of Life (Andrey 
Tovchigrechko and Shibu Yooseph, JCVI)  
Between August and October 2005, the Sorcerer II sailed the tropical Indian Ocean collecting 
samples of seawater from 17 sites in the first survey of life along the Indian Ocean transect. The 
voyage was part of the Global Ocean Sampling Expedition, a continuing effort by the J. Craig 
Venter Institute (JCVI) to dive into the microbial diversity of the oceans and provide a baseline of 
the organisms that live there. Back at JCVI's Rockville, Maryland laboratory, researchers from 
the voyage extracted DNA from the microbial cell and viral particle in samples and sequenced 
this information using a combination of technologies. What emerged were several billion pieces 
of DNA representing an ecosystem that scientists know very little about.  
This approach to biology is called 
metagenomics — it represents the next 
frontier of genetic and microbial ecology 
research. According to a 2011 study, 85 
percent of the world's organisms are 
unnamed and unknown. This "dark matter 
of life,” organisms that resist culturing 
and traditional sequencing methods, is all 
around us. Metagenomics makes it 
possible to investigate microbes in their 
natural environments, but requires 
massive computing power.  
Researchers from JCVI used the NSF 
 10 
 
Figure 2-5: This simulation models the perforation of a six-layer harness satin weave Kevlar target (four 
inches in width) by a 0.44 caliber copper projectile. 
XSEDE-allocated Ranger supercomputer from TACC to determine the bacterial and viral 
diversity of the Indian Ocean. Reporting in the October 2012 edition of PLOS One, the 
researchers described the method by which they analyzed the samples and the relationships 
among organisms and the results of their findings.   
“The presence of putative viral genes potentially involved in nitrogen metabolism, carbon 
fixation and oxidative phosphorylation suggests that viruses infecting autotrophic and 
heterotrophic microbes may influence host cell physiology through diverse mechanisms in the 
Indian Ocean,” they wrote. “Predicted virus-host relationships suggest that members of the 
SAR86 cluster and the cyanobacteria Acaryochloris and Procholorococcus represent the dominant 
hosts for viruses in the Indian Ocean, providing insight into the types of viruses that putatively 
possess these metabolic capabilities.” 
The study was the first to holistically explore the dynamics of aquatic viruses across multiple size 
classes and provided unprecedented insight into virus diversity, metabolic potential, and virus-
host interactions in the region.  
The researchers are now taking the science further by applying a metagenomic approach to the 
human esophagus and the microbial imbalances there that may play a role in certain kinds of 
gastric acid reflux and esophageal cancer. 
2.1.6 Mechanical Engineering, Impact Dynamics: Shields to Maximum, Mr. Scott 
(Eric Fahrenthold, The University of Texas at Austin) 
According to NASA, there are more than 21,000 pieces of ‘space junk' roughly the size of a 
baseball in orbit, and about 500,000 pieces that are golf ball-sized. Sure, space is big, but when a 
piece of space junk strikes a spacecraft, the collision occurs at a velocity of 5 to 15 kilometers per 
second—roughly 10 times faster than a speeding bullet. 
Supercomputers enable researchers to investigate physical phenomenon that cannot be duplicated 
in the laboratory, either because they are too large, small, dangerous—or in this case, too fast—to 
reproduce with current testing technology. Running hundreds of simulations on the Ranger, 
Lonestar and Stampede supercomputers at TACC, Eric Fahrenthold and his students have assisted 
NASA in the development of ballistic limit curves that predict whether a shield will be perforated 
when hit by a projectile of a given size and speed. NASA uses ballistic limit curves in the design 
and risk analysis of current and future spacecraft. 
Results from some of his group's impact dynamics research were presented at the April 2013 
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American Institute for Aeronautics and Astronautics' meeting, and have been published in the 
journals Smart Materials and Structures and International Journal for Numerical Methods in 
Engineering.  
"We are trying to make fundamental improvements in numerical algorithms, and validate those 
algorithms against experiment," Fahrenthold concluded. "This can provide improved tools for 
engineering design, and allow simulation-based research to contribute in areas where experiments 
are very difficult to do or very expensive." 
2.1.7 The Non-Human Primate Reference Transcriptome Resource for 
Comparative Functional Genomics (Christopher E. Mason, Weill Cornell 
Medical College) 
While their close relationships to 
humans make them an important 
object of evolutionary and medical 
study, the non-human primates have 
generally not been well 
characterized genetically. In 
particular, raw, cleaned and 
assembled RNA sequence data 
(RNA-Seq) are lacking. Analysis 
and comparison of RNA-Seq 
between organisms and between 
tissues within an organism provide a 
vital window into the genes actually 
active in a given condition 
(transcribed from inert DNA to the 
active molecule, RNA). In order to 
provide a resource for researchers 
studying non-human primates, Dr. 
Christopher Mason at Weill Cornell Medical College and his colleagues from Dr. Michael 
Katze’s laboratory at University of Washington have assembled the transcriptomes (libraries of 
all genetic sequences within a species transcribed into RNA) for 13 species of primates, as part of 
the Non-Human Primate Reference Transcriptome Resource (NHPRTR). The sequence assembly 
process for RNA-Seq — sorting sequenced RNA fragments into their original order — is 
extremely memory intensive, involving exploring many potential orderings of the fragments (k-
mers, in this case of 100 RNA nucleotides) that become a logical tree of possible solutions. The 
investigators used PSC Blacklight’s large shared memory to tackle k-mer solutions involving 
possible ordering of 600 million to as many as 3 billion k-mers per species. They also drew on the 
resources of XSEDE’s Extended Collaborative Support Service, working with PSC’s Phil Blood 
on the technical requirements of the computations. The work generated a 2013 Nucleic Acids 
Research paper that has spurred research in dozens of groups from industry, academia and non-
profits. 
2.1.8 Molecular and Cellular Biology and Biophysics: Simulating a Bond 
Important for Hearing (David P. Corey and Rachelle Gaudet, Harvard; 
Marcos Sotomayor, Ohio State University) 
Inner-ear mechanotransduction, whereby sound is transformed into electrical signals that can be 
processed by the brain, relies on fine and fragile protein filaments called tip links. They can be 
ruptured by loud sound, thereby impairing mechanotransduction and causing temporary hearing 
loss. Tip links are also the target of mutations causing inherited deafness. 
Figure 2-6: 7 Organization of the NHPRTR, including access 
either to raw data or processed forms of the data, including 
alignments and assemblies using several tools. 
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Figure 2-7: Rupture of the tip link bond. The tip of protocadherin-15 (purple) bound to cadherin-23 
(blue) is shown. 
Tip links are made of protocadherin-15 and cadherin-23, two protein molecules involved in 
inherited deafness and blindness. A research team from Harvard University used TACC's Ranger 
supercomputer to understand sound-induced rupture of the tip link bond formed by 
protocadherin-15 and cadherin-23 and to determine the effect of deafness-causing mutations.  
The researchers discovered a unique cadherin interaction mechanism, in which the two most 
amino-terminal cadherin repeats of each protein interact to form an overlapped, antiparallel 
heterodimer. Simulations predict that this tip link bond is mechanically strong enough to resist 
forces in hair cells. In addition, the simulations showed that the complex becomes unstable in 
response to Ca(2+) removal owing to increased flexure of Ca(2+)-free cadherin repeats. The 
results shed light on the molecular mechanics of hair-cell sensory transduction and on new 
interaction mechanisms for cadherins, and help scientists understand the structures and forces 
involved in the rupturing of tip link bonds essential for hearing.  
To get reliable predictions about how tip links break, the simulations had to be performed using a 
detailed description of the tip link bond and had to achieve time scales relevant for hearing. 
"The only way we were able to overcome these challenges was by using the Ranger 
supercomputer with the NAnoscale Molecular Dynamics (NAMD) software," said Marcos 
Sotomayor, an assistant professor at Ohio State University. "Ranger allowed us to reach close-to-
physiological timescales." 
Published in the journal Nature, this research is helping scientists understand the structures, 
mutations and forces involved in tip link function in the inner ear. In the future, the Harvard team 





3 Supporting and Expanding the Community 
3.1 Extended Collaborative Support Services 
The Extended Collaborative Support Service (ECSS) pairs members of the XSEDE user 
community with expert ECSS staff members for an extended period to work together to solve 
challenging science and engineering problems through the application of cyberinfrastructure. In- 
depth staff support, lasting from weeks to up to a year, can be requested at any time through the 
XSEDE allocations process. Expertise is available in a wide range of areas, from performance 
analysis and petascale optimization to the development of community gateways and work and 
dataflow systems. ECSS staff members also participate in reviewing adaptive proposals 
associated with XRAC meetings.  
ECSS is divided into two areas: Projects, headed by Ralph Roskies; and Communities, headed 
by Nancy Wilkins-Diehr. These groups have very close interactions, with common project 
management support. All told, ECSS consists of roughly 34 FTEs, spread over ~80 people at 
about a dozen sites. In addition one FTE does project management, and 2 FTEs are devoted to 
Campus Fellows (see below). ECSS-Projects consists of two teams: ESRT (Extended Support for 
Research Teams) and NIP (Novel and Innovative Projects), while ECSS-communities has three 
teams (ESCC-Extended Support for Community Codes; ESSGW-Extended Support for Science 
Gateways; ESTEO-Extended Support for Training, Education and Outreach. The distribution of 
FTEs by teams is shown in Figure 3-1. This reflects the staff distribution as of August 29, 2013. 
 
Figure 3-1: ECSS Staff Distribution 
The fields of science represented by active ECSS efforts are shown in Figure 3-2. 
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Figure 3-2: Active projects by Field of Science 
3.1.1 ECSS – Projects (WBS 1.4) 
To assess whether ECSS-Projects is contributing positively to XSEDE’s overall goal of improved 
scientific productivity, Ralph Roskies interviewed 8 PIs of projects with ESRT support this 
quarter to assess the ECSS staff performance, to hear firsthand what the scientific impact of the 
ECSS has been, and to accept suggestions for improving ECSS operations. In this quarter’s 
interviews average improvement in code performance (whether improved CPU time or decreased 
memory usage) has been a factor of 5.  On a scale of 1-5 where 5 is best, the average rating that 
PIs gave their ECSS consultants was 4.6. Roskies has encouraged PIs to mention the impact of 
ECSS support when they give talks on their work. 
In the quarter, ECSS-Projects, in collaboration with Blue Waters, organized another very 
successful workshop in the Extreme Scaling series, this time on heterogeneous computing. It was 
held August 15-16, 2013 in Boulder, Colorado. There were 48 participants. Details can be found 
at https://www.xsede.org/web/xscale/ 
In addition to the adaptive proposal reviews that are included in the metrics table for ECSS, 
ECSS staff carried out 129 startup/education reviews this quarter. 
ECSS representatives have continued interactions with A&D team in prioritizing Architecture L3 
Decomposition of Science Gateway and Scientific Workflow Use cases. During Q3, the ECSS 
members have also started to review the Canonical Use Cases 1, 2, 3, 7 and 8. 
Following a suggestion of new program officer, Rudi Eigenmann, this quarter XSEDE staff 
created a user guide for new consultants, which is on its Wiki. 
ECSS's Project Managers (Karla Gendler and Natalie Henriques) continue their tasks of 
managing ECSS activities, including project requests (XRAC and startups), active projects, 
project assignments and staffing. They have continued to refine the ECSS project lifecycle, 
further defining processes to aid in the management of over 100 active projects. This quarter 
marked the second quarter that the PMs and ECSS management used Sciforma entirely for the 
management and tracking of the projects. Gendler has spent time with members of ECSS 
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management, working through how to use Sciforma for the needs that they have defined. She 
continues to refine reports to make information easily accessible to the managers. Both Gendler 
and Henriques continue to review and track workplans, entering staff allocations and quarterly 
objectives for each project in Sciforma. They also attended the XSEDE13 annual conference 
where they presented the latest Sciforma updates to the ECSS staff and participated in other 
XSEDE management meetings. They provide ECSS information to the XSEDE PM office and 
relay information from the PM team to ECSS. They manage and attend ECSS meetings and 
XSEDE project management (PM) meetings, posting notes and action items to the ECSS wiki 
once the meeting has concluded. They also maintain the ECSS wiki and mailing lists. 
3.1.1.1 Extended Research Teams Support (WBS 1.4.1) 
An ESRT project is a collaborative effort between an XSEDE user group and one or more ECSS 
staff members, whose goal is to enhance the research group’s capability to transform knowledge 
using XD resources and related technologies. Typical ESRT projects have a duration of several 
months up to one year and include the optimization and scaling of application codes to use 
100,000 nodes or more per job; aggregating petabyte databases from distributed heterogeneous 
sources and mining them interactively; or helping to discover and adapt the best work and 
dataflow solution for simulation projects that generate ~100 TB of persistent data per 24-hour 
run.  
A request for ESRT support is made by the principal investigator (PI) of a research team via the 
XSEDE resource allocation process. If the request is recommended by the reviewers and suitable 
to be an ESRT project, and if staff resources are available, a statement of work for up to one year 
will be developed by in collaboration by the PI, the ESRT team leader, and the ESRT manager 
and project manager.  The work plan will include staff assignments from the pool of available 
advanced support experts who have the necessary skills. The ESRT team leader, working with the 
ECSS project manager, will be responsible for project tracking and reporting and for requesting 
additional resources or assistance from XSEDE management as needed.   
As of October 2013, there are 12.14 FTEs assigned to ESRT from NCSA, NICS, PSC, SDSC, 
and TACC. 
 
Table 1 shows the current number of open ESRT projects (all projects that we are working on 
including those without workplans) and the current number of ESRT projects with workplans.  
This is a snapshot of the current status therefore crossing project years. 
As of October 2013, there are 12.14 FTEs assigned to ESRT from NCSA, NICS, PSC, SDSC, 
and TACC. 
 
Table 1 ESRT project breakdown 
Metric XRAC Startup/Edu 
Number of open projects  27 24 
Number of active projects with workplans 25 18 
 
Table 2 summarizes the number of requests, unjustified/rejected requests, workplans completed 
(and as such projects underway), and work plans still in process for each project year.  Note that 
all projects are contacted within the first couple weeks of being notified of getting recommended 
for ECSS support.   
 16 
Table 2 ESRT project metrics since XSEDE began.  Final Reports are associated with projects started a 
year or more earlier. 










12 8 4 0 6 
Aug XRAC 10 2 8 0 4 
Sep-Dec startups 12 9 3 0 1 
Dec XRAC 12 6 5 0 3 
Jan-Mar startups 
(2012) 
24 16 8 0 2 
Mar XRAC 13 6 7 0 6 
Apr-Jun startups 14 9 5 0 3 
June XRAC 11 4 7 0 5(+1) 
Year 1 Totals 108 61 47 0 30 
Jul-Sep startups 8 3 5 0 2 
Sep XRAC 7 4 3 0 1 
Oct-Dec startups 7 4 3 0 2 
Dec XRAC 10 3 7 0 1 
Jan-Mar startups 
(2013) 
12 7 5 0 2 
Mar XRAC 13 7 5 (+2) 1 (-2) 1 
Apr-Jun startups 10 4 (+2) 4 (+2) 2 (-4) 3 (+2) 
Jun XRAC 8 2 (+1) 5 (+4) 1 (-5) 2 (+1) 
Year 2 Totals* 75 34 37 4 14 
Jul-Sep startups (+5) (+1) (+2) (+2) (+1) 
Sep XRAC (+10) 0 0 (+10) 0 
  (+/-) numbers show the change from last quarter  
*  There are 4 projects “In process” from Year 2 – when those are finalized as “Not 
justified” or “have Workplans”, the Year 2 numbers will be complete.  
3.1.1.1.1 Key Performance Indicators 
All new requests this quarter were contacted within 2 weeks of being awarded ESRT support.  
There are only a few projects that have taken more than the desired 30 days to generate a 
workplan or be closed.  As a result, this is our lowest “In Process” number of projets from 
previous quarters since the start of the project.  The Final Report rate is still low and we will 
continue to work on improving this.   
 Our project management software and staff are helping us to make sure we reach in the 
coming year the KPI of 85% or more goal of Final Projects turned in. 
 For the past calendar year we exceeded our goal of having 25 projects with workplans. 
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The following sections highlight a few projects that provide examples of the kind of work that is 
being done in the ESRT program. 
3.1.1.1.2 High performance limit order book construction: an order-by-order 
level snapshot of financial markets with nanosecond-resolution time 
stamps (Ye, UIUC) 
ECSS Project Team: Dongju Choi (SDSC), David O’Neal (PSC), and Robert Sinkovits (SDSC) 
Mao Ye’s team had added new capabilities to the limit or book (LOB) input program, which is 
used to prepare the data for processing by the more computationally intensive LOB construction 
step. For a typical data set, the new version of the LOB input code takes 5975 seconds. After 
performance tuning and loop-level parallelization, the run time was reduced to 1920 seconds, 
which corresponds to a 3.1x speedup. Key modifications to the code include 
(1) Improved search for symbols 
Much of the CPU time was spent trying to determine whether or not a particular stock symbol 
was present in a list of symbols. This search was initially done using a linear algorithm – start at 
head of list and test each symbol for a match. This was re-implemented by storing the symbols in 
an unordered set, thereby reducing the search time from O(N) to O(log(N)). Since the unordered 
set is a fairly recent addition to the C++ STL standard, the code needed to be compiled using the 
“-std=c++0x” flag. 
(2) Parallel I/O 
The output for the program consists of O(10,000) files, with one file for each symbol and 
message type. To reduce the I/O bottleneck, the work is spread across threads, resulting in a 
nearly 16x speedup when using a single Gordon node. 
(3) Loop parallelization 
Several key loops were parallelized using OpenMP directives. The overall impact of run time 
though is limited because of the large scalar component to the program. 
3.1.1.1.3 IDEA:WordFlare Knowledge Graph (Douma, Institute for Dynamic 
Educational Advancement) 
ECSS Project Team: Tatineni Mahidhar (SDSC) and Marcela Madrid (PSC) 
WordFlare is a project to create a tablet-based app to engage K-12 and lifelong learners in 
exploring language and knowledge. The app will be based on a massive thesaurus. It will feature 
dynamic visualizations of word relationships, and an arcade game. 
This project involves successfully running WordFlare software on XSEDE resources. The 
outcome of the PI’s research will be a massive, computationally-generated thesaurus and word 
database, two orders of magnitude larger than a typical thesaurus. The final goal of this project is 
the installation and parallelization of the software. 
The first goal was the identification of the most suitable XSEDE resources for WordFlare. This 
effort involves talking to the PI to determine the characteristics of the code and the disk and 
memory requirements. WordFlare was identified as an embarrassingly parallel code that is now 
running on Trestles. Timings were obtained to apply for an XRAC allocation. 
The second goal was to parallelize the workflow. This effort involves finding a strategy to run on 
multiple processors and testing.  A script was created for LDA (latent Dirichlet allocation) data 
mining code to run in parallel on Trestles. 
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3.1.1.1.4 Computational Studies of the Interaction of Time-Dependent 
Electromagnetic Fields and Charged Particles (Bartschat, Drake 
Univ.) 
ECSS Project Team: Lars Koesterke (TACC) 
The team has successfully added code that allows use of the Xeon Phi's in Stampede. The new 
code offloads part of the workload. The code modifications were: 
1. Change of data structures that are currently not supported by Intel's offload programming 
model. These are, in particular, structures that contain 'allocatable' components.  
2. Dividing the computational domain assigned to each MPI process into 2 parts, which are 
then executed on the host and on the Phi. This enables using the host and the Phi 
simultaneously.  
3. Adding data transfer statements for the part to be executed on the Phi 
4. Launching the offload region asynchronously on the Phi. 
All these steps were successfully implemented and the code produces the correct result. However, 
the execution speed is low. Including the time for the data transfer, even a small chunk on the Phi 
is currently slower than a large chunk on the host. There are several reasons for this: 
1. The code is not written to facilitate stride-1 data access and good vectorization. In the 
previous year, we achieved an almost 2x speed-up on the host by alleviating some of the 
high-stride data access through the use of temporary arrays. However, some data access 
patterns could not be changed. The host deals reasonable well with these, but on the Phi 
access and execution is very slow. Therefore, the general execution speed of the 
offloaded region is low on the Phi.  
2. The MPI portion of the code is not written in the usual way. The 'usual' way would be to 
decompose the domain such that each MPI process 'owns' a consecutive piece. 
Unfortunately the code designer chose a layout in which some data is stored on all 
processes. The decomposition is then done by 'offset' index arrays. The main drawback is 
that the data that must be transferred between host and Phi is not stored in a consecutive 
data block. In the current implementation and for a small test with 9 MPI tasks all data is 
transferred, which a) means that a lot of data is transferred unnecessarily and b) that this 
does not scale. The work-around is to on-entry copy (pack) all data that is needed on the 
Phi into scratch arrays where the data is stored consecutively, to transfer the scratch 
arrays, then to unpack on the Phi. The procedure is then repeated on-exit in reverse order. 
This scheme will be tried in the next quarter. There is not a lot of hope that this will work 
well, because the overhead of packing and unpacking all data twice is very high.  
Summary: 
Very good progress was made to upgrade the code for using the Xeon Phi co-processor. 
However, the relatively poor code design impedes performance on the Phi and therefore only a 
small gain (if any gain at all) can be expected. However, since the use of the Xeon Phi on 
Stampede is free of charge, even a small performance gain of 20% is worthwhile pursuing.  
3.1.1.1.5 Atomistic Characterization of Stable and Metastable Alumina Surfaces 
(Spearot, University of Arkansas, Fayetteville) 
ECSS Project Team: Yang Wang (PSC), Mark VanMoer (NCSA), and Sudhakar 
Padmidighantam (NCSA) 
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There has been a lot of progress on this project.  Below, we list the various accomplishments. 
 The diffraction pattern calculation code has been integrated into LAMMPS. The code 
performance has shown significant improvement due to re-structuring of the code and 
extended usage of openMP on both CPU and MIC. Physics results are being verified. 
 GridChem has been extended for supporting a script with multiple inputs for large 
number of LAMMPS jobs to be submitted simultaneously. 
 A job hide function has been implemented so old jobs that need not be monitored no 
longer show up in the MyCCG panel. 
 A git hub space for sharing code developments is established. This is at 
https://github.com/scolema3/LAMMPS 
 The changes made to this code reflect the ideas that were discussed at XSEDE13.  In this 
update, we reduced amount of data saved to memory by 80% for compute_saed.cpp and 
60% for compute_xrd.cpp.   
3.1.1.2 Novel and Innovative Projects (WBS 1.4.2) 
The mission of the Novel and Innovative Projects (NIP) team is to provide proactive efforts to 
develop and sustain XSEDE projects by non-traditional (to HPC/CI) users. Activities range from 
initial contact to the conception and execution of successful projects, including those that receive 
extended collaborative support. The scope of NIP includes disciplines whose practitioners have 
rarely availed themselves of HPC/CI resources in the past.  It also includes demographic 
diversity, such as researchers and educators based at MSIs and EPSCoR institutions, and SBIR 
recipients. Bringing these communities to XSEDE leads to the consideration of applications and 
programming modes that have not been the focus of HPC in the past, such as those necessary for 
data analytics and informatics, and of innovative technologies such as streaming from 
instruments, mobile clients, and the integration and mining of distributed, heterogeneous 
databases. The implementation of campus bridging processes and technologies will be 
particularly important for these communities. 
Currently, an effort level of 5.22 FTEs is assigned to NIP.  Most of the members of the NIP team 
are also active in one or more of the ESRT, ESCC, ESSGW, and ESTEO areas. This allows them 
to participate in, or lead, the technical execution of ECSS projects they have mentored in the 
initial stages of their XSEDE development.   
In this quarter, the NIP team helped to launch 9 startup grants and mentored the successful 
development of 6 XRAC projects. Team members are currently involved in the technical 
execution of 6 ECSS projects; they are leading the planning of 2 possible future ECSS projects. 
They executed 5 outreach events (we count the XSEDE13 conference as a single event, but the 
NIP team contributed to 13 presentations, tutorials and posters). The NIP Key Performance 
Indicator (KPI) for PY3 is to mentor the creation of at least 20 new XSEDE projects, so 9 startups 
in the first quarter is a promising beginning.   
We have built a close connection between NIP and the XSEDE outreach, systems engineering, 
user engagement, and technology investigation services. Outreach and systems engineering staff 
attend our biweekly NIP teleconferences and take note of the feedback our team members pick up 
from the potential and current users they contact and mentor.   
We have structured the NIP team into task forces: Minorities; Genomics; Humanities, Arts and 
Social Sciences (HASS); Economics; Databases & Data Analytics; Geographic Information 
Systems (GIS) & Visualization; Matlab/Python/R/Java; Campus Bridging & Cloud Bridging, and 
Accelerators. Thus, some of our effort is focused on understanding and meeting the requirements 
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of specific communities and disciplines, and some is focused on developing and sharing expertise 
in specific technologies that are likely to be required across communities.  
Working with the XSEDE Outreach team, specifically with the Champions program, we are 
conducting a pilot project to enlist “Domain Champions” from among our most active and 
influential users in the areas covered by the NIP task forces. The objective is for the Domain 
Champions to specifically discuss their XSEDE experiences in their publications and 
presentations, as well as in their social media, educational, and other broad impact activities they 
undertake. Their colleagues who become interested in XSEDE as a result of these activities will 
then be referred to the NIP staff members for mentoring. Each Domain Champion is partnered 
with a NIP staff member from the task force responsible for their field. The Domain Champions 
are encouraged to participate in the biweekly NIP teleconferences in order to represent the 
requirements, experiences and opinions of their communities. They are also being integrated into 
the general XSEDE Champions program, so that they can interact with the campus, regional and 
student champions as well as among themselves and with XSEDE staff from all areas.  
To date, we have concluded Domain Champion memoranda of understanding (MOUs) with the 
following XSEDE users and their institutions: Brian Couger (Oklahoma State University, 
Genomics); Mao Ye (University of Illinois, Economics); and Rob Kooper (University of Illinois, 
Databases & Data Analytics). Virginia Kuhn (University of Southern California, HASS) and 
Tomekia Simon (Northwestern University, Minorities) have accepted our invitation to become 
Domain Champions; their MOUs are being negotiated.  
NIP Highlights: 
  
Working to develop new projects:  
Recently, a group of researchers from 3 universities (Univ. of California – San Francisco, 
Michigan State Univ., and LMU Munich Germany) have formed a team for a new project. They 
have been granted access to a set of game logs from www.traviangames.com/, one of the most 
popular multi-national games in the world. Travian game logs will provide unique opportunities 
to investigate large social networks. NIP members Dora Cai (Data task force) and Alan Craig 
(HASS task force) have been working with these potential co-PIs towards developing an XSEDE 
startup proposal to support this new project. The project will be very challenging due to the 
volume of the logs and the complexity of the data. The team will request 30K SUs and an I/O 
node from Gordon, and request ECSS support for a year. 
Gathering and reporting the requirements of non-traditional users: 
One of the common characteristics of NIP communities, which has become evident since we 
began our work in July 2011, is the absence—from many groups—of coworkers who are 
proficient in HPC level programming and in prerequisites such as using Unix. In addition to 
training programs, a sustainable and scalable strategy for dealing with this situation is to guide 
potential new users to explore the existing XSEDE Science Gateways before deciding that they 
need to apply for their own startup grants. And groups that do have strong in-house programming 
expertise should be encouraged to build gateways for their communities with ECSS help. These 
recommendations have been communicated to ECSS management as well as to the XSEDE 
systems engineering, user support (allocations and documentation), and technology investigation 
services, as well as informing our own discussions with potential users. Note: the implementation 
of this approach will tend to reduce the number of new (individual) grants mentored into 
existence by NIP.  
Contributing to successful projects: 
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The paper Using Lucene to Index and Search the Digitized 1940 US Census by Liana 
Diesendruck, Luigi Marini, Rob Kooper, and Kenton McHenry, was awarded the overall best 
paper award at the XSEDE13 conference, as well as the best paper in the science and 
engineering track award. This team, from the University of Illinois, received NIP staff assistance 
from Alan Craig and Dora Cai (NCSA) to obtain an XRAC allocation for their project From Raw 
1940s Census Images to Searchable Information on Blacklight as well as ECSS by NIP and RT 
staff member Roberto Gomez (PSC). Building on their previous work, they report on experiments 
performed on PSC Blacklight with incorporating an Apache Lucene index into their framework 
for providing searchable access to the hand-written information contained in the 1940 Census. 
Based on the performance for a test dataset (North Carolina only), they estimate that building the 
Lucene index for the entire US census dataset will require 3 days, rather than the 48 days 
estimated for the cluster-tree indexing method they had previously used. Although the faster real-
time query responses of the cluster-trees seem impossible to duplicate using the Lucene indices, 
the results of the North Carolina benchmarking show that the query response times using Lucene 
are good enough to produce a responsive, interactive system. In addition, Lucene indices have the 
advantage of being incremental, meaning that new elements can always be added to it in sharp 
contrast to the cluster-trees. And, their test results indicate that no loss of accuracy will be 
incurred by switching to Lucene indexing.  
 
The paper Enabling Large-scale Next-generation Sequence Assembly With Blacklight by Brian 
Couger (Oklahoma State U.), Lenore Pipes and Christopher Mason (Cornell U.) and NIP team 
member Phil Blood (PSC) is among the XSEDE13 papers being evaluated for the upcoming 
special issue of the journal Concurrency and Computation Practice and Experience. They report 
on a variety of extremely challenging 
biological sequence analyses that were 
conducted using current bioinformatics tools 
and encompassing a wide range of scientific 
applications. These include genomic 
sequence assembly, very large metagenomic 
sequence assembly, transcriptome assembly, 
and sequencing error correction. The 
datasets used in these analyses included 
uncategorized fungal species, reference 
microbial data, very large soil and human 
gut microbiome sequence data, and primate 
transcriptomes, comprised of both short- and 
long-read sequence data. A new parallel 
command execution program was developed 
on the Blacklight resource to handle some of 
these analyses. These results represent 
significant advances for their respective 
scientific communities. The breadth and 
depth of the results achieved demonstrate the 
ease of use, versatility, and unique 
capabilities of the Blacklight XSEDE 
resource for scientific analysis of genomic 
and transcriptomic sequence data, and the 
power of these resources, together with 
XSEDE support, in meeting the most 
challenging scientific problems. 
 
 
Figure 3-3: Walltime and core counts for various 
stages of the Trinity software pipeline to assemble a 
single primate transcriptome. In addition to the 
scientific results reported in the paper and the hosting 
of the assembled transcriptomes and genomes as a 
community resource, the publication of these 
computational data brings value to developers and 







3.1.2 ECSS – Communities (WBS 1.5) 
ECSS Communities focuses on collaborations that impact large numbers of users – those using 
community codes (ESCC), those using science gateways (ESSGW) and those benefiting from 
XSEDE’s education, outreach and training activities (ESTEO). 
The ECSS team was significantly involved in the XSEDE13 conference, filling key roles in the 
organizing committee including general chair, chair of the technical program and chairs of several 
of the technical tracks and visualization showcase. Staff publications as a result of the conference 
are listed in the appendix. 
This quarter was extremely active for ESTEO (4.41 FTEs), in part due to the XSEDE13 
conference. The team conducted 73 events including 30 tutorials, 16 meetings and birds of a 
feather sessions and 12 talks and presentations. But the impact extended beyond the conference. 
Staff traveled the country to deliver new user and introductory training sessions and monthly 
workshops where multiple sites are connected by high-definition video and audio and include an 
onsite teaching assistant. Topics included OpenACC and MPI. 
Thirteen ESCC projects (5.22 FTEs) and 20 ESSGW projects (5.4 FTEs) are currently in 
progress. A number of “low effort” individual projects helping multiple groups use Trinity and 
Allpaths-LG have successfully concluded, resulting in a decreased number of ESCC projects. The 
group has maintained its acvitity level focusing on a smaller number of more challenging projects 
in this reporting period. 
ECSS makes use of contract hires to bring in needed expertise for identified projects. This 
reporting period features the advent of a focus on workflows. XSEDE allocates many different 
resources. Users with the largest awards often have time on multiple systems and patch together 
their own multi-site workflows because of lack of information about more comprehensive 
approaches. Marlon Pierce (IU) and Mats Rynge (USC/ISI) are providing leadership in this area. 
The staffing is reflected in and managed through the ESSGW area. 
For the first time, ECSS staff serving as mentors through the Campus Champion Fellows program 
are reflecting their time spent on this work by allocating time to ESTEO. This allows them to 
focus on the important work of mentoring and not become over-assigned with incoming projects. 
The six new Campus Champion Fellows pairings announced at XSEDE13 were: 
 Luis Cueva Parra (Auburn University), ECSS mentor Yang Wang (PSC), PI Doug 
Spearot (Arkansas) 
 Shawn Duan (South Dakota State), ECSS mentor Jacek Jakowski (NICS), PI Xiao-Qian 
Wang (Clark Atlanta) 
 Alla Kammerdiner (New Mexico State), ECSS mentor Bob Sinkovits (SDSC), PI Mao 
Ye (Illinois) 
 James McClure (Virginia Tech), ECSS mentor Frank Willmore (TACC), PI Jeff Gray 
(Johns Hopkins) 
 Ben Ong (Michigan State), ECSS mentor Haihang You (NICS), PI Yang Zhang (N.C. 
State) 




The ECSS Symposium continues each month and is open to the public to highlight work going on 
in ECSS projects and allow ECSS staff to learn from one another. The Symposium did not feature 
speakers in July due to the XSEDE13 conference. The topics this reporting period were: 
 Identification of Mechanism Based Inhibitors of Oncogene Pathways Using High-
performance Docking, Presenter Bhanu Rekepalli (NICS), PI Yuri Peterson (MUSC)  
 Engineering Breakthroughs at NCSA (XSEDE, Blue Waters, Industry), Presenter Seid 
Koric (NCSA) 
 Supporting Non-Traditional Users as they leverage XSEDE into their Research, Presenter 
Roberto O. Gomez (PSC) 
 Introducing the XSEDE Workflow Community Applications Team, Presenter Marlon 
Pierce (IU) 
The symposium audience includes the user community, Campus Champions and staff. 
3.1.2.1 Extended Support for Community Codes (WBS 1.5.1) 
Extended Support for Community Codes (ESCC) efforts are aimed at deploying, hardening, and 
optimizing software systems necessary for extensive research communities to create new 
knowledge using XD resources and related technologies. ESCC projects are focused on helping 
users with community codes and tools on XSEDE systems.   
There were 13 requests over the past quarter for ESCC support.  One has resulted in a completed 
workplan. Seven have progressed to the workplan definition stage.  Three projects were closed 
because the PI wasn’t ready or was unresponsive.  One project is still waiting on the final word 
from the PI.  One project is part of the internal Trinity project at PSC. 
Two of the projects are renewal requests that have had previous ECSS support.  One request, for 
assistance in porting Rosetta to Stampede and providing a gateway front end, is transitioning 
from a startup to an XRAC project.  The other, is an ongoing project that utilizes Gordon for 
video analytics. 
The other five projects are spread across several disciplines.  Four of these come from traditional 
HPC disciplines and one comes from a new area.  Two of the new projects are focused on 
improving molecular dynamics codes.  One project is focused on porting components of 
LAMMPS to the XEON Phi, and the other project has a goal of optimizing the OpenMP 
performance of Tinker and updating the parallelization scheme of Tinker to MPI.   
There is also a project to improve the I/O and parallel performance of MOTHUR, a 
bioinformatics tools used in the microbial community, and a project to improve the performance 
of the two-point correlation component in the Infrastructure for Astrophysics Applications 
Computing (ISAAC).   
In a departure from our usual domain areas, a request has come in for assistance in optimizing the 
I/O and parallel performance for the Kaldi speech recognition toolkit. This project has been 
assigned and a workplan is being developed. 
The primary KPI for ESCC is the number of successful projects per year.  Although projects are 
initiated and ended throughout the year, the goal for completed projects for ESCC is 10.  The first 
quarter of PY3 is off to a good start with one successful workplan and seven workplans in 
development.  The secondary KPI of an accurate and complete listing of available software on 
XSEDE resources is an ongoing effort in which SP’s provide the relevant data to the XSEDE 
User Portal.  These listings may be viewed at www.xsede.org/software. 
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3.1.2.2 Extended Science Gateways Support (WBS 1.5.2) 
The Extended Support for Science Gateways (ESSGW) is tasked to provide assistance to 
researchers wishing to access XSEDE resources through web portals and science gateways. The 
group assists both new and advanced groups and has experience in the use of web technologies, 
grid software, fault tolerance, complex workflows, security and accounting aspects of the 
program.  
The primary KPI for ESSGW is to integrate the Gateway End User Information with XSEDE 
Central Database.  Work is underway to resurrect and reinstitute the deployment of necessary 
software components to gateways can start submitting additional user attributes with job 
submissions. This effort is on target for planned completion within this program year. The 
secondary KPI is to deploy a community codes gateway. The ESSGW team has reviewed 
incoming XRAC requests in order to determine applications that were commonly involved in 
requests and also to determine larger usage patterns that should be requirements for the 
gateway.  In team has also explored the programming interfaces, architectural requirements, and 
scalability requirements for the community gateway. 
Key activities for Science Gateway Program this quarter: 
 This quarter a total of over 24.39 million SU’s have been charged through gateway 
community accounts account from 39,635 jobs. These jobs were executed on behalf of 
1823 unique end users. 
 Continued organization of biweekly gateway community and developer meetings. 
3.1.2.2.1 Workflow Community Applications Team Activities  
During this quarter the workflow team has made introductory presentations about the group to 
XSEDE’s Gateways, NIP, TIS, and Campus Champions group. The activity was presented to 
XRAC reviewers and XSEDE management at the September quarterly meeting (September 8-11) 
in two separate presentations.  The team also gave a 30-minute XSEDE ECSS Symposium talk 
and a longer technical presentation on workflow technologies, software, and use cases to the 
Campus Champions. 
The workflow team has contacted 20 leads for possible ECSS support and has engaged in face-to-
face meetings with Dr. Weizhong Li and Dr. Ilkay Altintas at UC-San Diego.  Li has applied for 
an XSEDE startup allocation, and Altintas committed to do the same, with additional 
commitments to request ECSS support.  Dr. Yifeng Cui from UC-San Diego also requested ECSS 
workflow support through regular XRAC channels.  Rynge and Pierce will follow up with Cui on 
October 14th. 
The workflow team has a Birds-of-a-Feather session accepted for SC13, “Science and Scientific 
Workflows: Putting Workflows to Work” on Tuesday, November 19th. 
3.1.2.2.2 Highlights from ECSS SGW projects 
SPLINTER: The SPLINTER project’s goal is to create a Science Gateway that contains a 
comprehensive protein-compound interactome by docking chemical libraries to the structural 
human proteome. Our current focus is to enable the XSEDE-OSG service provider to run docking 
jobs. ECSS consultants have integrated workflow monitoring and workflow analysis into the 
gateway. 
UltraScan: The Ultrascan Gateway has grown its usage recently and added many new users. 
Increased XSEDE usage has uncovered issues with XSEDE Grid Services. Efforts are ongoing to 
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better track these errors and arrive at speedy resolutions. The primary concern in the past quarter 
was with GridFTP failures.  
Dark Energy Survey Simulation Working group: The project successfully ended this reporting 
period. The project performed simulations of large-scale structure provide the means to maximize 
the power of sky survey tests by characterizing key sources of systematic uncertainties.  This 
effort is published in an XSEDE13 paper “Enabling Dark Energy Survey science analysis with 
simulations on XSEDE resources.” 
NCGAS Galaxy support: The project focuses on NCGAS’s Galaxy portal to utilize XSEDE 
resources.  This quarter, the ECSS consultants have integrated CILogon as demonstrated from 
https://gw64.iu.xsede.org. The authentication page now features the NCGAS logo, with the 
following configurations: (1) NCGAS institutions user's first visit to CILogon. (2) The IdP list 
consists only of InCommon/academic institutions. This means: (a) no OpenID providers (Google, 
PayPal, Verisign) (b) no ProtectNetwork (so users must use their home institution for 
authentication) (3) The user will automatically be issued a certificate with a 1 hour lifetime, 
bypassing the screen where the user would previously need to click the "OK" button. In other 
words, the user gets redirected to our portal after successful authentication with their selected IdP. 
The consultants have initiated communication on Galaxy Developer's mailing list for possible 
contributions, no responses yet. The XSEDE team has further discussed with the NCGAS team 
possible solutions on authorization, which is currently under development. 
Neuroscience Gateway: ECSS consultants have continued to assist the Gateway in working 
through infrastructure issues. The consultant also worked with the NSG gateway to enable users 
to find neuron models of interest in NIF data sources, run them through the analysis available on 
NSGPortal, and deposit the results back in NIF. 
Science and Engineering Applications Grid (SEAGRID): A Gateway for Simulation of 
Molecular and Material Science Applications. The primary objective is to assist SEAGRID as 
they implement their metascheduling capability – the ability to intelligently select which XSEDE 
resources to use for their tasks. To accomplish this, this quarter focused on integrating Karnak 
prediction service using GLUE2 information about jobs and queue states to make queue wait time 
predictions.  
TauDEM: ECSS consultants conducted a large number of intensive and large-scale performance 
profiling runs on the latest TauDEM code in order to improve its scalability to very large DEM 
datasets. Through close interactions with the TauDEM team, the consultants have compiled and 
reported test results to them, leading to further code improvements. As a result, now TauDEM is 
able to process up to 30GB DEM data in 7 of 8 steps, which is considered a significant scalability 
improvement. The computational performance profiling tasks defined in the work plan has been 
progressing ahead of schedule, which allowed us to proceed to next stage work items early. The 
project team has started planning the OpenTopography integration effort and CyberGIS 
integration of TauDEM in the CyberGIS Gateway. TauDEM code is now deployed and being 
tested on Gordon cluster at SDSC. 
CIPRES Science Gateway: During this reporting period, the ECSS team has adapted to changes 
to the Gordon scheduler. The consultants assisted in redesigning this code to separate 
configuration and templates from the code and to remove tool-specific cases from the more 
general submission mechanism.  Also, the consultants worked on incorporating new versions of 
several codes (i.e. mafft, mrbayes). Consultants further assisted with debugging of failed jobs and 
infrastructure problems. 
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3.1.2.3 Extended EOT Support (WBS 1.5.3) 
In this quarter, ESTEO has contributed to many tutorials, mentoring opportunities, meetings, as 
well as presented numerous talks and presentations at scientific and high performance computing 
conferences.  In many cases, ESTEO staff initiated the contributions, developing and delivering 
the content at a number of venues including XSEDE13, and made contributions to a series of 
outreach workshops held by design in locations where XSEDE quarterly management meetings 
are held, as well as series of regional workshops that are being held with an increased frequency 
in the current project year.  Additionally, ESTEO has taken responsibility for reviewing education 
allocation proposals, with approximately 16 proposals being reviewed this quarter. Some 
highlights of the activities include a multi-site tutorial on MPI as well as a multi-site tutorial on 
openACC, and many tutorials related to optimizing code for the Intel Xeon Phi on Stampede 
resource at TACC, as well as broader topics for users new to XSEDE and high performance 
computing. 
ESTEO activities culminated with many tutorials, papers, and BoFs at XSEDE13.  Amit 
Majumdar has been coordinating the technical program for the conference; this quarter included 
significant staff participation reviewing the proposed papers, posters, tutorials, and presentations, 
as program chairs and/or program committee members. Some of the tutorials covered: 
 Accelerator programming: OpenACC  
 Programming for the Intel Xeon Phi 
 Introduction to XSEDE 
 Introduction to Unix/Linux 
 Eclipse IDE and the Parallel Tools Platform 
 Scientific Visualization 
 Performance Optimization on TACC Stampede 
 Matlab on PSC Blacklight 
 Introduction to Hadoop on SDSC Gordon 
During the period, staff continued to provide outreach and training activities even as they prepare 
new material for large events later in the year.  A number of staff participated in outreach events 
adjacent to the XSEDE quarterly management meeting in Arlington, VA on September 9 and 12, 
2013.  Finally, ESTEO staff participated in a successful XSEDE regional workshop at Florida 
State University/Florida A&M University on September 26 and 27, 2013.   
A number of staff, including Haihang You, Bhanu Rkepalli, and Jerome Vienne mentored 
students this quarter.  This also included mentoring activities at tutorials, as needed. 
We also continue to review web tutorials and provide new content.   
The full list of training courses for the period is now available online at 
https://www.xsede.org/web/xup/course-calendar. 
3.2 User Services (WBS 1.3) 
The XSEDE User Services activities continue to mature in quality and scope, supporting a 
growing, and increasingly diverse, XSEDE user community. The allocations process granted 
another 487M SUs (out of 966M requested) across XSEDE systems and 3.5PB of storage at the 
second meeting where storage allocations were available to the community. Training 
workshops—online and in-person—had more than 1,600 participants, planning continues on 
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trainer and trainee certificates, and workshops were held at MSI institutions and via the Virtual 
School for Computational Science and Engineering. The user engagement activities included 
completing all scheduled feedback interviews, planning a next round of interviews, completing 
plans for a targeted survey on the allocations process, and analyzing old tickets to identify the top 
areas of operations and support to address for the XSEDE user community. The user engagement 
team also worked with the operations team to improve RT policies and procedures. The UII team 
continued to improve the XSEDE User Portal, including revamping the user interface for 
managing user support tickets, integrating online training into the training registration and 
management system, and providing support for training certification and assigning competencies 
to training courses. UII also assisted Campus Champions as they tested the use of User Forums as 
a means of communication. All User Services activities continue on pace to achieve PY3 goals. 
3.2.1 Training (WBS 1.3.1) 
XSEDE training continued at a pace comparable to past quarters.  More than 1,600 registered for 
training delivered via online, webcast, and in person methods.   Nineteen training events were 
scheduled, including the MPI multi-site programming workshop held simultaneously at 
University of Delaware, University of Houston Clear Lake, Clemson University, Pittsburgh 
Supercomputing Center, Georgia State University, Purdue University, and University of 
Michigan.  The event had 177 registrants. In online training, 820 users enrolled for courses 
offered through CI-Tutor.  The Virtual Workshop site had 10,440 unique visits with 2,136 return 
visits.   
Outreach to MSI campuses continued with 116 students registering for in-person training at 
Florida A&M and Florida State University College of Engineering.  
The VSCSE (Virtual School for Computation Science and Engineering) training event 
registration managed through the XSEDE User Portal attracted 572 registrants across various 
topics.  Also, the plan for training certificates is nearing completion with Education and Training 
working together with User Information and Interfaces to tag courses that will count towards the 
certificate.  Plans for the certificate include the development of a transcript for certificate seekers 
to record assessments, and the creation of a badge system that will allow acknowledgement of 
trainee’s competencies completed. 
The Virtual Workshop provided users access to 29 training modules along with Applications of 
Parallel Computers, a set of 24 lectures.  New modules continue to be developed and existing 
modules continue to be updated.  Modules under development include Vectorization, 
CUDA/GPU, Advanced SLURM, and R.  Users who are logged into the XSEDE portal can pass-
through to the Virtual Workshop, or they can use guest registration. 
XSEDE Training remains on track to deliver on the metrics for delivery and new module 
development. 
3.2.2 User Information & Interfaces (WBS 1.3.2) 
The XSEDE web site and XSEDE User Portal (XUP) development team released new features 
and met deliverables for this quarter. The XSEDE web site continued to expand with the online 
content being improved by adding new and updating existing documentation. User 
documentation was expanded to add a set of proposals deemed “good” by reviewers, which users 
can leverage as examples on how to write a successful allocation request. Furthermore, 
recordings from the latest ‘Writing a Successful XSEDE Allocation Proposal’ and ‘New User 
Training’ webcasts were made available to guide new users on how to most effectively request an 
allocation and become familiar with efficiently using XSEDE resources respectively.  
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For the XSEDE User Portal, the team added a revamped user interface for managing user support 
tickets. This gives users a clear and simple way to create new tickets, view the status of existing 
tickets, and browse historic ticket information through the user portal. Furthermore, the online 
training for XSEDE has been improved. It has been integrated into the training registration and 
management system and now has an administrative interface and the ability to manage online 
training courses easily. This effort was in part to prepare and help streamline the ability to offer 
training certification in the future and assign competencies to each training course – in-person, 
webcast and online. Collaborative efforts in XSEDE also included working with the Campus 
Champions to test using the User Forums as a means of communication. Testing is still underway 
with a subset of Campus Champions. XSEDE also increased the reliability of backend services by 
improving XSEDE-wide Nagios notifications and creating an offsite backup for secure services 
that the portal uses – account creation, password reset, and change password. This is to ensure the 
reliability of all features of the user portal in the event of a downtime resulting in failover to 
offsite systems. Also, the user portal team has been working closely with Liferay support to test 
the upgrade to Liferay 6.1. This new version of Liferay includes feature improvements, additional 
services and bug fixes and we expect benefits both internally and to users when the upgrade is 
completed. 
The Knowledgebase (KB) team expanded and improved KB articles by adding 7 new KB items 
and updating 76 existing articles to insure accuracy. There are now a total of 584 documents in 
the KB. 
3.2.3 User Engagement (WBS 1.3.3) 
XSEDE User Engagement is organized as two working teams:  Feedback and Consulting. The 
Feedback team focuses on gathering, recording, and mining information obtained from 
interactions with the XSEDE user community to distill the needs of stakeholders. The Consulting 
team coordinates seamless support of the user community across XSEDE. Requirements derived 
from consulting and feedback efforts are mapped to efforts within XSEDE to guide 
improvements to the resources and services offered.   
During Q3CY2013, the Feedback team completed all scheduled interviews and compiled a list of 
100 names to request interviews with.  Two focus groups were held, and campus champions were 
engaged to revitalize the forum initiative. The final report for the annual survey was completed. 
An allocations survey was planned and will begin as soon as details are finalized with the 
Allocations team.  
The Consulting team continues working with the System Operations team to improve staff 
experiences with the new XSEDE ticket system.  The team began defining needed metrics from 
the new ticket system.  A training session was held for the new ticket system.  The group 
established a weekly conference call with members of the Operations team to discuss technical 
concerns and policy and procedure issues.  Members of the consult team also hosted OpenACC 
workshops that engaged as many as 150 users per month. 
Accomplishments: 
 Completed pending interviews 
 Compiled new list of potential interview candidates 
 Planned next targeted survey 
 Hosted RT training 
 Improved RT procedures/policies 
 Collaborated with campus champions on forums 
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Issues/concerns: 
 None identified this quarter 
Risks: 
 No new risks identified 
 No risks retired 
 No risks triggered 
3.2.4 Allocations (WBS 1.3.4) 
This objective encompasses the allocations process, for Startup, Education and Campus 
Champion allocations as well as the merit-review XRAC Research request process, the POPS 
system for request handling and management, mechanisms by which PIs manage allocations 
through transfers, extensions and so on, and interfaces by which PIs manage the users who are 
authorized to use their allocations. Operationally, this objective includes the XRAC review 
process, the Startup allocations review and decision process, and the maintenance and operations 
of the POPS system. 
The table below shows the overall allocations management activity handled by POPS and the 
allocations staff for the reporting period. Note that for Transfers, the table shows only the positive 
side of the transaction to show the total transfer level; there is a corresponding negative amount, 
adjusted for resource exchange rates. 
POPS Requests and Awards 
 
 
The September XRAC quarterly allocations meeting was planned and held in Arlington, VA.  
The next two XRAC meetings have been scheduled for San Juan, Puerto Rico, in December 2013 
and Houston, TX, in March 2014. 
Requests totaling 946M SUs (77B NUs) were requested at the September 2013 XRAC meeting. 
Recommendations totaled 486M SUs (38B NUs) with 343M SUs (28B SUs) available and 349M 
SUs (28B NUs) awarded.  The review board had discussed a trend of poor or insufficient 
efficiency/scaling numbers in proposals and wanted to make sure they were not “giving benefit of 
the doubt” to PIs, therefore more than the normal cuts were made in recommended awards. 
Also the September 2013 XRAC was the second XRAC meeting where storage resources were 
made available for awards.  Requests totaled 10.5PB with 4.3PB recommended and 3.5PB 
awarded. 
The XSEDE Allocations staff received 700 tickets within the reporting period. Most, if not all, 
were addressed and a high rate of user satisfaction achieved. 
Lastly, XSEDE Allocations staff provided two webinars titled, “Writing a Successful XSEDE 
Allocation Proposal”—about 50 participants registered for each of the webinars.  Also, Ken 
Hackworth presented this lecture at XSEDE13 to a group of about 30 participants. 
  
# Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd
New 80 299,425,986 61 97,428,476 197 23,095,261 174 18,320,303 20 4,006,552 13 996,000 17 7,788,140 17 7,497,003
Prog. Report 1 700,000 1 301,000 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
Renewal 108 665,550,219 91 251,073,278 11 1,015,036 8 773,014 6 432,000 6 412,000 23 9,688,267 23 8,647,006
Advance 48 62,948,041 41 34,320,154 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
Justification 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Supplemental 42 48,290,650 29 15,199,069 21 1,588,016 16 898,001 2 160,000 2 160,000 6 485,000 6 460,000
Transfer 69 24,840,561 60 14,300,373 49 4,692,572 36 2,725,607 3 112,179 2 90,000 0 0 0 0
Extension 66 n/a 54 n/a 50 n/a 40 n/a 3 n/a 3 n/a 1 n/a 0 n/a
Research Startup Education Campus Champions
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3.3 Education and Outreach 1.6 
The TEOS team has been working with the external evaluators, the TEOS Advisory Committee 
and the XSEDE leadership to develop key performance indicators (KPIs).  The following are the 
current over-arching TEOS KPIs: 
 Demographics: increased number and percentage of new XSEDE users/participants, 
especially from among underrepresented groups  
 Use of XSEDE Services: increased use of XSEDE services on as many campuses as 
possible across the country 
The current KPIs for the each of the education and outreach areas include: 
 Education: curriculum change; course content change; use of XSEDE resources; and 
student outcomes 
 Champions Program: XSEDE resources and services utilization; and increased numbers 
and computational skill levels of XSEDE users within communities represented by 
Campus Champions 
 Under-represented Community Engagement: increased number and percentage of new 
users/participants from underrepresented groups; and increased utilization of XSEDE 
resources by members of under-represented groups 
 Student Engagement: increased number and percentage of new users/participants from 
underrepresented groups over time; utilization of XSEDE resources and services; and 
career outcomes 
 Campus Bridging: balanced utilization of XSEDE and local resources; improved services 
to campuses & users; and wider adoption and usage of XSEDE computational tools 
Details for each of the KPIs and their related metrics are available on the TEOS wiki. 
3.3.1 Education (WBS 1.6.1) 
During the summer of 2013, our efforts were concentrated on summer workshops for faculty and 
graduate students.  XSEDE co-sponsored six summer education workshops on a variety of 
computational science education topics.  Most of the 109 attendees were faculty at colleges and 
universities with the exception of a few students and K-12 teachers.  The workshops focused on 
the integration of computational science content into the curricula.  Of those attending the 
workshops, over 70% had not attended a computational science workshop before.  Almost 92% of 
those who had previously attended a workshop implemented educational changes as a result. 
In addition to these workshops, there were four additional campus visits with presentations on 
computational science education.  A total of 98 people attended these meetings, including a mix 
of university faculty, K-12 teachers, and students.  These campus visits introduced faculty and 
students to approaches for integrating computational science into the curriculum and made them 
aware of XSEDE and other resources that can be used for those purposes.  Those contacts often 
lead to participation in additional workshops or training, requests for assistance in creating new 
computational science programs, and requests for XSEDE resources.   
Shorter presentations were also made at two conferences involving 117 attendees.  Those 
included a presentation at a workshop for NSF OCI career awardees.  The session reviewed the 
need for computational science education, model programs, XSEDE resources, and sources of 
curriculum materials.  The other session was at a conference for mathematics teachers – the 32nd 
Math Teaching Conference at Purdue Calumet.  The talk “Dynamic Explorations in 
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Mathematics” was attended by 70 in-service math teachers and seven math faculty members, and 
explored the use of computational models in mathematics instruction. We also provided two 
papers and two birds-of-a-feather meetings at the XSEDE13 meeting. 
Finally, we co-sponsored the parallel computing bootcamp at the University of California, 
Berkeley.  This was attended by 95 people on-site and 84 on-line.  The bootcamp attendees 
included about 10% faculty, 55% undergraduate and graduate students, with the remainder 
coming from industry or staff positions. 
We continued our work on formal programs with several activities.  An extended visit was made 
to Clark Atlanta University to work on the formal applications for an undergraduate minor 
program and a PhD program in computational science.  We expect those proposals to be 
submitted for approval in the coming months.   
A visit to Morehouse College introduced their faculty and students to XSEDE and to model 
computational science education programs.  They indicated widespread interest in the curriculum 
ideas including incorporation in the social sciences and humanities.  We also were able to recruit 
a new research user specializing in bioinformatics and drug discovery and interest a computer 
science faculty member in starting a parallel computing class. 
We were also informed of the startup of a new computational science minor program at 
University of Mary Washington.  This was accomplished, in part, because of previous visits to 
that campus to introduce the faculty to computational science education materials.  The program 
includes many elements of the model program we have been presenting at all of our education 
outreach events. 
3.3.2 Champions Program 
The Campus Champions program continues to grow in terms of new institutions and new 
champions.  Currently, there are 151 institutions and 212 champion representatives.  The 
institutions include 82 regular institutions, 49 institutions in EPSCoR jurisdictions, 12 MSIs, and 
eight MSIs which are located in EPSCoR jurisdictions.  New institutions during the quarter 
include the University of Georgia, Arkansas State University, Georgia State University, Coastal 
Carolina University, and the University of Wisconsin-Eau Claire.  No formal recruiting is being 
done to secure new champions as requests for information about the program come in on a daily 
basis resulting in new members of the group.   
Three new Champion programs were started this quarter – student champions, regional 
champions, and domain champions.  There are currently two institutions participating in the 
student program; and three domain champions in the fields of genomics, data analysis, and 
finance.  The domain champion program is a pilot program, which will be evaluated at the end of 
PY3.  Staff from the Novel and Innovative Programs (ECSS/NIP) are collaborating with the 
Champions Program to organize and direct this activity.  Based on inquiries, we anticipate 
enrolling the first regional champions during the next quarter. 
A total of 94 Champions participated in the XSEDE13 Conference, with several Champions 
serving in leadership roles. Champion activities at XSEDE13 consisted of a group meeting of 
champions, Champion Fellows presentation and graduation, and a plenary champion panel 
discussion.  As a result of the plenary panel discussion, Phil Blood (PSC) is leading an effort to 
produce a white paper about the next decade of XSEDE champions. 
Champion training and informational sessions this quarter included New Champion Orientation, 
Workflows, and DiaGrid Hub.  Support staff for the champions produced a user support video – 
“How to Add a User to your XSEDE Allocation,” the posting of a FAQ section on the champion 
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Figure 3-4: Champions at XSEDE13 Conference. 
wiki, and a beta test of a new forum developed to act much like a mailing list.  Evaluation of the 
forum continues.  
The 2012 Champion Fellows presented their final projects and “graduated” from the Fellows 
program at the XSEDE13 Conference.  Six new 2013 Champion Fellows were announced at 
XSEDE13. 
Campus visits were planned to take place in conjunction with the XSEDE quarterly meeting.  
Two sessions took place in Washington, D.C. in September before and after the quarterly 
meeting.  One session was held in the conference hotel and the second was held at George 
Washington University engaging a total of 55 people from area educational institutions.  Planning 
is currently underway for the December quarterly meeting in Puerto Rico and the March meeting 
in Houston.   
3.3.3 Under-represented Community Engagement 
The Under-represented Community Engagement team included Minority Serving Institution 
Campus Engagement, Minority Research Community, and the Minority Faculty Council. 
At XSEDE13, in collaboration with the XSEDE Training and XSEDE Education programs, the 
team hosted an invitation-only session on “Developing Computational and Data Science 
Curriculum: How Can XSEDE Multi-site Training & Education Offerings Fill the Gaps.”  SURA 
provided travel support to four MSI campus champions to attend XSEDE13. SURA was co-
author on two XSEDE13 papers: “A Tale of Three Outreach Programs: Strategic Collaboration 
across XSEDE Outreach Services” with Rice University XSEDE Scholars program and 
“Training, Education, and Outreach – Raising the Bar” with Pat Teller (UTEP), Sam Moore 
(TACC) and Lorna Rivera (UIUC).  
In August the team visited Morehouse College with members of Education team to meet with 
faculty, students, and administration. Details of the visit are included in the Education report. 
The September XSEDE Regional Workshop hosted by the FAMU-FSU College of Engineering 
attracted seventy participants who attended introductory and advanced sessions including New 
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User Training, Computational thinking, Introduction to Scientific Visualization, OpenACC GPU 
Programming, and Optimizing Code for the Xeon Phi. Linda Akli, Steve Gordon, and Lorna 
Rivera met with the FAMU Vice President of Research, Dean of the College of Engineering, 
Chair of Electrical & Computer Engineering, and Assistant Dean of FAMU’s College of Science 
and Technology to discuss the XSEDE Education program. There is a strong interest in the 
School of Science and Technology, where they just received permission to develop a PhD in 
Computational Science and an NSF HBCU-UP grant to update the entire undergraduate STEM 
curriculum. Both of these initiatives present promising opportunities for XSEDE Education.  
SURA facilitated the engagement of Marcus Alfred from Howard University as a presenter on the 
Campus Bridging Rocks Roll pilot. Marcus presented at the September quarterly meeting 
outreach events and at the IEEE Cluster 2013.  
Planning is underway for the delivery of the XSEDE Regional Workshop in Atlanta in February 
2014 and spring workshops in Los Angeles and Arizona.  Campus visits are scheduled for UTEP 
and Georgia Southern.  Planning is in progress for a campus visit to University of Arkansas at 
Pine Bluff that will include a bring your own code event that will leverage new resources being 
implemented on campus and an statewide event that may incorporate campus bridging between 
campuses and with XSEDE. 
3.3.3.1 Minority Research Community 
Members of the minority research community participated in XSEDE13 and in the invitation only 
session on “Developing Computational and Data Science Curriculum: How Can XSEDE Multi-
site Training & Education Offerings Fill the Gaps.” 
Dr. Michael Smith, a media architect and academic program director with Intel, was the 
September MRC call speaker.  Dr. Smith leads education and research programs in high 
performance computing, parallel programming, energy efficient programming, security and 
mobile computing. Dr. Smith discussed academic research and education at Intel covering many 
of the exciting research material and resources available at Intel for educators in computer science 
and engineering. The opportunity to submit proposals to become community resources providers 
elicited strong interest from the call participants.  
Conference participation for the next quarter will include the Southern Regional Education Board 
Institute on Teaching and Mentoring that provides scholars with the skills necessary to succeed in 
graduate study and to prepare them for success as faculty members at colleges and universities; 
and the Annual Biomedical Research Conference for Minority Students (ABRCMS), which is the 
largest professional conference for minority students to pursue advanced training in science, 
technology, engineering and mathematics (STEM), attracting approximately 3,300 individuals, 
including 1,700 undergraduate students, 400 graduate students and postdoctoral scientists and 
1,200 faculty, program directors and administrators.  
3.3.3.2 Minority Faculty Council 
A Minority Faculty Council (MFC) meeting was held at the XSEDE13 Conference to discuss the 
first MFC report and the XSEDE TEOS response.  Several recommendations were made by the 
MFC that are in a report provided to the TEOS team.  The TEOS team will respond during the 
next quarter.  Among the key recommendations in the MFC report:  
 Increasing the number of underrepresented students.  
 Focusing on recruiting XSEDE Scholars who are closer to graduation 
 The MFC should work more closely with XSEDE leadership to have more minority 
participation in all XSEDE-sponsored events.   
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 We need to help make people aware of the negative ramifications of not investing in 
broadening participation.      
 It is important to establish resilient XSEDE social networks involving undergraduates 
and the whole community.  
 We must develop an internship program with a funding and recruitment framework that 
selects and empowers underrepresented students. 
 At each XSEDE Conference, an XSEDE AWARD should be given to an 
underrepresented faculty representative in the area of computational science.   
3.3.3.3 Student Programs 
3.3.3.3.1 Scholars Program 
 
The Scholars Program selected 40 XSEDE Scholars from a pool of 221 applicants. This year’s 
Scholars represent a wide-variety of academic institutions across the country including, but not 
limited to, Boston University, Florida International University, Brown University, the University 
of Texas at El Paso, Navajo Technical College, Stanford, and Mount Holyoke College. The hard 
work and efforts of the MSI programs and Campus Champions assisted with the recruitment 
process as described in the XSEDE12 paper authored by Linda Akli, Ruth Kravetz, and Roger 
Moye. Ms. Kravetz conducted a considerable amount of one-on-one recruiting at various 
conferences and events to successfully create Cohort 3, a diverse group of incredibly capable and 
competent Scholars. We have learned that active, personalized recruiting is essential.  
Scholars’ diverse majors include: Computer Science/Software Engineering; Chemistry; Electrical 
Engineering; Molecular Biology, Cell Biology, and Biochemistry; Information Technology; 
Computer Science; Geology; Aeronautics and Astronautics; and Computational and Applied 
Mathematics.  
Demographic information for Cohort 3: 
Race/ethnicity Number Percent 
American Indian or Alaska Native 2 5 
Asian 0 0 
Black or African American 15 36 
Hispanic or Latino 22 52 
Native Hawaiian or Other Pacific Islander 0 0 
White 2 5 
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Webinars: Two webinars were provided for the Scholars. Dr. Raquell Holmes spoke about 
“Mentoring and being mentored: Mastering the art of professional relationships and leading your 
professional development,” a topic shown to be critical to professional success for 
underrepresented students.  Dr. Roger Moye providing a general overview and reference 
information for first-time users of XSEDE resources, and a “Q&A” webinar conducted by Dr. 
Moye during the next quarter will provide follow up. 
Staff Change: Ms. Kravetz left Rice’s Tapia Center at the end of July and was replaced by Juliet 
Stipeche in mid-August 2013.  
Summer Immersion Experience  
Sixteen students (nine under-represented) participated in the second XSEDE Student Engagement 
Summer Immersion Experience, during which they attended (and for some, presented posters at) 
the XSEDE13 Conference.  
3.3.4 Campus Bridging 
3.3.4.1 Discussion of campus bridging within XSEDE and community 
The XSEDE Campus Bridging team continues to have discussions with units in XSEDE and 
interested parties in the national community (OSG, Educause ECAR-formerly ACTI) in order to 
disseminate XSEDE’s Campus Bridging initiatives and gather comments and suggestions for 
community needs.  Campus Bridging hosted a panel at the IEEE Cluster 13 conference, bringing 
together users of the GFFS Software, XSEDE Campus Bridging Cluster Software, OSG-XSEDE 
gateway, and Globus Online.  The two major thrusts of XSEDE Campus Bridging, the GFFS 
Pilot Project and the Campus Bridging Cluster Software, made major progress in this quarter.  
The Campus Bridging Pilot Project is formally completed with a report for the Operations Team 
nearing completion.  The Campus Bridging Software team announced general availability for the 
Campus Bridging Rocks Rolls in a press release on the same day as the Cluster 13 Panel.  
Richard Knepper has been named Deputy Level 3 Manager for Campus Bridging in XSEDE. 
3.3.4.2 Definition of use cases 
The CB Team has continued to work with the Architecture and Design team to complete use case 
definition and the Level 3 Decomposition of Campus Bridging Use Cases, and assist in the 
refinement of general use cases for all of XSEDE. 
3.3.4.3 GFFS Pilot Project 
Campus sites continued to make use of UVA “office hours” in which UVA staff worked directly 
with pilot sites via phone or skype in order to address installation and configuration issues.  The 
XSEDE Operations team also worked closely with Nikolaos Trikoupis at CUNY in order to allow 
Unicore 6 BES job submissions from the GFFS to the CUNY cluster.  The bulk of testing of 
GFFS has concluded and pilot sites are preparing to make the transition to production Genesis II 
version 2.7 installs later in the year.  Reports from the pilot sites will continue to inform the 
Operations team as they prepare to implement the Genesis II software throughout XSEDE.  A 
final wrap-up meeting has been held and evaluations completed for the GFFS final report. 
3.3.4.4 Rocks Roll Software Project 
Cornell staff members dedicated to the Campus Bridging Software Project have created Rocks 
Rolls and rpm packages that are ready for distribution and testing.  Cornell staff members have 
delivered a new version of the Rocks Rolls each month.  Two of the three MSI sites interested in 
testing the Rocks Rolls have reported positive results.  Additional questions about the Rocks 
Rolls have been useful in guiding the Cornell team in improving the rolls and in identifying new 
software packages to incorporate.  Thanks to interaction with the Campus Bridging team on 
Campus Champions calls, interest from other sites is beginning to grow.  The Campus Bridging 
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team will create a yum repo on an IU Gateway machine that will provide individual packages that 
will allow users of the cluster rolls to point at this repo for updates. 
3.3.4.5 Globus Connect Evaluation 
Globus Online has proven to be a considerably useful tool for data management for Campus 
Bridging.  The Campus Bridging will assist the Operations team with evaluating the Globus 
Connect Multi-User (GCMU) software, deploying it locally at IU and providing feedback to the 
Operations Group and to GCMU developers. 
3.3.4.6 Challenges 
The PY3 challenges facing the GFFS Pilot will be to complete the project report and assist the 
operations team in the operational readiness review, and to provide support for the rollout of 
production Genesis II software on XSEDE resource.  The Campus Bridging software packaging 
team will also need to continue to provide new packages and configuration details for users of the 
software. The software package activity will require adequate documentation and information for 
potential users to facilitate the installation and maintenance of clusters created with the software 
packages, by explicitly providing pointers to self-help resources upstream of XSEDE and forums 
and documentation available via XSEDE in order to ensure that users of the software will be able 
to find the correct resources to facilitate implementation and usage of the software packages 
locally. 
3.3.5 XSEDE Conference Series 
3.3.5.1 XSEDE13 
The XSEDE13 conference (Gateways to Discovery) was held at the San Diego Marriott Marquis 
and Marina July 22-25, 2013. There were 720 attendees (including 200 students) from all 50 
states, one territory and 14 countries. Attendance was up 20% over 2012. Technical program 
submissions were up 23%, with acceptance rates going from 76% to 67%. Sponsorship increased 
50% and media sponsors were included for the first time. 
Plenary speakers included Kaitlin Thaney from the Mozilla Science Lab who discussed the 
impact of the Web on science, Terrence Sejnowski from the Salk Institute and UCSD who 
discussed President Obama's recently announced BRAIN initiative and its impact on HPC, 
LeManuel Bitsoi from Harvard who discussed democratizing scientific research, John Greally 
from the Albert Einstein College of Medicine who discussed the Einstein Genome Gateway and 
Nils Thuery from ScanlineVFX who discussed his Wavelet Turbulence software and recent 
Academy Award win in the science and technology division. 
New initiatives this year included nine 8-minute lightning talks in a plenary session, an invitation 
to publish in a special journal issue for top ranked submissions, a focus day on the biosciences 
(featuring a panel of local experts from academia and industry), a job/internship/advanced degree 
fair and an onsite robotics workshop for the children of attendees. Survey analysis indicates that 
across the board, conference activities were rated very highly and the lightning talks were viewed 
as particularly valuable. Networking, particularly during tutorials continues to be an area to 
improve for the conference. Plans are well-underway to address this for XSEDE14. The 
conference appears to be staying within budget, though final figures are being tallied as of this 
writing. 
The team planned a very successful XSEDE13 Student Program, which attracted 145 
undergraduate and graduate students, from XSEDE Scholars, the Student Engagement Program, 
OSG’s User School, an NSF EPSCoR funded program, and the XSEDE Student Program. NSF 
supplemental funding for XSEDE13 student programs supported 52 Student Program and OSG 
student participants to attend XSEDE13, plus 72 high school students for a special Student Day.  
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Staff from across the project contributed very significantly to a successful conference, spending a 
great many hours over an entire year planning the event and ultimately ensuring its success. 
3.3.5.2 XSEDE14 
Significant planning efforts are underway in the planning for XSEDE14 to be held July 13-18, 
2014 in Atlanta.  The conference website is http://conferences.xsede.org/xsede14. The 
Conference theme is “Engaging Communities” and the Technical Program will emphasize 
collaborations among the community and XSEDE staff to accelerate discovery.  The Call for 
Participation and the Sponsor Prospectus are in draft form and will be completed in time for 
dissemination at the SC13 Conference in November.  Work is underway to establish contracts for 
the logistics management company, for audio/visual support, for a registration company, and for a 
social event outside of the hotel.  In addition to an October site visit by the XSEDE14 logistics 
and networking teams, a site visit is planned for additional committee leads in the 
February/March timeframe. 
3.3.6 External Evaluation 
3.3.6.1 Training 
The evaluation team continues to engage in discussions regarding the new training certificate 
program in order to ensure a comprehensive and robust evaluation design is implemented in a 
timely manner. Since the program is still in development, no further details are ready for 
reporting. 
3.3.6.2 Education 
2013 Short Course on Parallel Programming: 31% of the 2013 Short Course on Parallel 
Programming participants responded to the post workshop survey. Most of the respondents 
identified their experience with parallel programming as “novice” (41.3%) or “somewhat 
knowledgeable” (38.1%). Of the respondents, 51.6% attended in person while 42.2% attended 
live remotely. Although 25.6% experienced technological difficulties, 91.7% would rate their 
overall experience as successful. An evaluation report on the post workshop survey will be 
submitted to Steve Gordon and James Demmel during the following quarter.  
2013 NCSI Workshops: NCSI conducted a total of 6 workshops from June – August 2013. An 
online pre and post survey was administered to participants of each workshop. An evaluation 
report on the pre and post workshop surveys will be submitted to the Education team during the 
following quarter.  
3.3.6.3 Under-Represented Community Engagement 
Lorna Rivera attended the September 2013 FAMU-FSU XSEDE regional workshop in 
Tallahassee, FL. Post session surveys were administered to participants following instruction in 
each session and an online post workshop survey was administered to all workshop registrants 
following the workshop. An evaluation report will be submitted to the URCE team following the 
closing and analysis of the post workshop survey.  
3.3.6.4 Campus Bridging 
The external evaluation team completed the 2013 Campus Bridging Pilot Evaluation Report. Key 
participants from each site in the pilot were asked to participate in interviews. Overall, pilot 
participants were impressed with the level of support offered by the campus bridging team in 
order to execute their projects. Sites made recommendations for increasing user-friendliness, 
improving training documentation, and providing realistic timelines for involvement. In the 
future, pilot sites hope to see the Campus Bridging technology applied to the integration of local 
systems with external resources to create a seamless environment for researchers.  
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3.3.6.5 XSEDE13 
An evaluation report for the XSEDE13 conference was submitted to the XSEDE13 and 
XSEDE14 general chairs and the XSEDE PI. Evaluation activities included: (1) a full-conference 
survey, (2) tutorial session feedback forms, (3) a student program online survey, and (4) an online 
feedback form for parents whose children participated in the robotics camp.  
Generally, survey respondents rated conference activities very highly, with the lightning talks 
session, in particular, rated most valuable. The children’s robotics camp was also well received 
by parents attending the conference and networking was identified as the top reason for attending 
XSEDE13. Respondents indicated a few concerns including; (1) timing of the speech at the 
awards ceremony with respect to the lunch service, (2) issues with wireless networking inhibiting 
hands-on activities in the tutorials, (3) difficulty finding sessions, particularly after locations 
changed, (4) concerns with food lacking protein early in the day, limited vegetarian options, and 
issues with food allergies, and (5) expecting more representation from industry at the 
job/internship fair. A more detailed listing of the findings and recommendations are available in 
the evaluation report.  
3.3.6.6 Extreme Scaling Workshop 
Lorna Rivera attended the August 2013 Extreme Scaling Workshop in Boulder, CO. An online 
post workshop survey was administered to all workshop registrants following the workshop. An 
evaluation report will be submitted to the organizers following the analysis of the post workshop 
survey.  
3.3.6.7 TEOS Advisory Committee 
The external evaluation team worked with the TEOS area leads to generate preliminary indicators 
for success to be incorporated into future TEOS area key performance indicators (KPIs). These 
indicators were presented to the TEOS Advisory Council (TEOS AC) by each lead for feedback 
on their focus and utility. In order to further inform the discussion, the evaluation team presented 
the proof-of-concept presentation of the longitudinal tracking system. The evaluation team plans 
on conducting further crosscutting activities intended to inform the longitudinal analysis.  
3.3.6.8 TEOS Dissemination of Information 
There are currently 490 blog posts to date compared to 377 blog posts in the previous quarter.  
Blog posts increased quite a bit due to the XSEDE13 Student Program and conference.  
The team continued updating and managing the HPC University (HPCU) site and the student and 
teacher Facebook pages with news, events, career postings, internships, and fellowship content on 
a daily basis.  The new focus is social media in an attempt to increase HPCU’s readership, and 
includes a new HPCU Twitter account and the use of content from the newsletter to attract 
followers.  To increase HPCU’s readership, Ange Mason appeared as a guest on The Rich Report, 
a podcast from InsideHPC. 
Since the conclusion of the XSEDE13 conference, the Student Program Facebook page has 
morphed into a student opportunities page, featuring conferences, fellowships, internships, and 
travel. The response has been very positive.  The programming challenges that were created to 
prepare students for the XSEDE13 Programming Competition continue on a bi-weekly basis.  
Training materials are now being collected on the staff wiki for sharing among XSEDE staff.  




4 Delivering and Supporting New Capabilities in an Evolving 
Environment 
 
4.1 Architecture for a National Distributed Cyberinfrastructure Ecosystem 
(Architecture and Design, WBS 1.1.3)  
During the first quarter of program year 3 (PY3), July 1, 2013 to September 30, 2013, the A&D 
team focused on following areas in order of priority:  
1) Completion of the canonical use cases  
2) L3 decompositions for the canonical use cases  
3) Documenting requirements for the XSEDE identity management system 
4) Documenting the benefits of a new identity management system in terms of new user 
capabilities and ongoing operational efficiency 
5) Active design reviews for completed canonical L3 decompositions 
6) Continued development of remaining use cases from other XSEDE architectural area 
leads 
As we expected at the end of PY2, the number of new use cases being submitted has tapered off 
and most of the A&D efforts have been focused on completing the L3 decompositions before the 
end of the calendar year to be sure we will meet our goal of delivering a complete foundational 
architecture by the end of PY3. As of the time of this report we continue to be on schedule 
however the L3 decomposition work for Canonical Use Case 9 “User Management” relies 
heavily upon a senior management team (SMT) decision on whether or not to pursue a new 
identity management system which A&D believes is required for enabling important new user 
capabilities. To this end A&D has been documenting the requirements for the XSEDE identity 
management system and important user capabilities it will enable so the SMT can weigh in and 
make a well informed decision. 
Focus on Efficiency 
At the first quarterly meeting September 9-11 in Arlington, VA, John Towns, Felix Bachman, 
Janet Brown, Altaf Hossain, JP Navaro, Shava Smallen, Victor Hazlewood, and David Lifka met 
to discuss how the XSEDE Software Engineering Team could become more efficient by 
streamlining its processes. The following actions/changes were agreed to and are already showing 
positive signs for improved efficiency: 
1) A&D will first focus on the 8 canonical use case in numeric order (1-8) then other use 
cases that largely leverage them. 
2) A&D will present the other use cases for the UREP to prioritize with a 20/40/60/80/100% 
estimate of functionality delivered by canonical use cases in order to complete as many 
other use cases as possible in PY3. 
3) As A&D produces use case responses with L3 decompositions, we will initiate SD&I 
lead ADRs as quickly as possible. 
4) SD&I will leverage Bob Stock and other project management to facilitate the 
repetitive/process elements of ADRs. 
5) ADRs will now only include document reviews and NOT include plan preparation. 
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6) As many parallel/interleaved ADRs as possible will be conducted using smaller teams of 
~2 SD&I and ~2 OPS persons. 
7) Separate from the ADR separate small technical/product lead based teams will prepare 
implementation plans/policy issues. 
8) SD&I will work on as many activities as possible ordered by related use case priority as 
development team resources become available. 
9) Operations will work on as many acceptance testing and rollout components as possible 
ordered by related use case priorities. 
10) Proposals for significant alterations to UREP use case priorities should be reviewed by 
the UREP. 
Q1 Activities 
 Canonical Use Cases 
o Canonical 1 – Job Submission 
 Use Case complete: http://hdl.handle.net/2142/45685 
 L3 Decomposition complete 
 Active Design Review in progress 
o Canonical 2 – File Transfer 
 Use Case complete: http://hdl.handle.net/2142/45686 
 L3 Decomposition complete 
o Canonical 3 – File Access 
 Use Case complete: http://hdl.handle.net/2142/45687 
 L3 Decomposition in progress 
o Canonical 4 – Interactive Login 
 Use Case complete: http://hdl.handle.net/2142/45827 
 L3 Decomposition in progress 
o Canonical 5 – Allocations Management 
 Replaced by 10 XRAS use cases: http://hdl.handle.net/2142/45828 
 L3 Decompositions being performed by XRAS team 
 Active Design Reviews – identifying correct review team 
o Canonical 6 -- Authenticate to one or more SP resources, SP services, and 
XSEDE central services 
 Use Case complete: waiting for stakeholder reviews & approval 
o Canonical 7 -- Resource/software/service status management 
 Use Case complete: http://hdl.handle.net/2142/45683 
 L3 Decomposition in progress 
o Canonical 8 -- Resource/software/service information management 
 Use Case complete: http://hdl.handle.net/2142/45684 
 L3 Decomposition in progress 
o Canonical 9 – User Management 
 Use Case complete: http://hdl.handle.net/2142/45237 
 L3 Decomposition on hold for identity management decision 
o Canonical 10 – File Archive 
 Use case deferred until there are plans for an XSEDE archival service 
 
 Identity Management Proposal 
The A&D team submitted a written proposal to adopt Globus Nexus as the 
XSEDE identity management system. The A&D staff unanimously agreed that 
Globus Nexus would provide and open and well-designed platform necessary for 
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enabling new user capabilities such as group management that worked both 
within XSEDE resources and outside at users institutions.  This proposal was 
discussed in a BoF at XSEDE13 and it was clear that there was more work to be 
done to clearly layout the requirements for and XSEDE identity management 
system and the new and important user capabilities that a new identity 
management system would enable. Currently, both the requirements document 
and the new capabilities document are being reviewed by the SMT to ensure we 




 Other Use Case Development (26/42) 
Big Data (9/16) complete 
 Data Analytics (5/5) complete: http://hdl.handle.net/2142/45702  
 Data Management (4/5) complete: http://hdl.handle.net/2142/45705 
 Visualization (0/6) complete – (6/6) Stakeholders reviewing 
Campus Bridging (7/7) complete: http://hdl.handle.net/2142/43882 
Collaboration (0/0) complete 
Computing (4/7) complete 
 High Performance (3/3) complete: http://hdl.handle.net/2142/45703 
 High Throughput (1/2) complete: http://hdl.handle.net/2142/45704 
 Scientific Workflows (0/2) complete  
Connecting Instrumentation (0/6) complete: in progress – most leverage canonicals 
Federation and Interoperability (1/1) complete: http://hdl.handle.net/2142/43878 
Science Gateways (5/5) complete: http://hdl.handle.net/2142/43883 
 
Q2 Planned Activities 
 Canonical Use Cases 
o Canonical 2 – File Transfer 
 Use Case complete: http://hdl.handle.net/2142/45686 
 L3 Decomposition complete 
 Active Design Review is started 
o Canonical 3 – File Access 
 Use Case complete: http://hdl.handle.net/2142/45687 
 L3 Decomposition is complete 
 Active Design Review is started 
o Canonical 4 – Interactive Login 
 Use Case complete: http://hdl.handle.net/2142/45827 
 L3 Decomposition is complete 
 Active Design Review is started 
o Canonical 6 -- Authenticate to one or more SP resources, SP services, and 
XSEDE central services 
 Use Case complete: http://hdl.handle.net/2142/45685 
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 L3 Decomposition is complete 
o Canonical 7 -- Resource/software/service status management 
 Use Case complete: http://hdl.handle.net/2142/45683 
 L3 Decomposition is complete 
o Canonical 8 -- Resource/software/service information management 
 Use Case complete: http://hdl.handle.net/2142/45684 
 L3 Decomposition is complete 
o Canonical 9 – User Management 
 Use Case Complete: http://hdl.handle.net/2142/45237 
 L3 Decomposition started (assuming identity management decision is 
made) 
 Identity Management Proposal 
The A&D team is hopeful that a decision on its identity management proposal will be 
reached so that the L3 decomposition work for Canonical Use Case 9 can be started.  
 
 Other Use Cases (39/42) 
Big Data (16/16) complete 
 Data Analytics (5/5) complete: http://hdl.handle.net/2142/45702  
 Data Management (5/5) complete: http://hdl.handle.net/2142/45705 
 Visualization (6/6) complete  
Campus Bridging (7/7) complete: http://hdl.handle.net/2142/43882 
Collaboration (0/0) complete 
Computing (4/7) complete 
 High Performance (3/3) complete: http://hdl.handle.net/2142/45703 
 High Throughput (2/2) complete: http://hdl.handle.net/2142/45704 
 Scientific Workflows (1/2) complete  
Connecting Instrumentation (6/6) complete 
Federation and Interoperability (1/1) complete: http://hdl.handle.net/2142/43878 
Science Gateways (5/5) complete: http://hdl.handle.net/2142/43883 
 
4.2 Realizing the XSEDE Architecture (Software Development and Integration, 
WBS 1.1.6) 
Software Development and Integration’s (SD&I) mission is to: 1) deliver to Operations 
deployment ready software and services that implement XSEDE’s architecture, and 2) to provide 
software and service maintenance in response to user and Operations requests, and in response to 
evolving technology and infrastructure. 
During the first quarter of Project Year 3 (Q1 PY3, or July thru September of 2013), SD&I 
continued to streamline the engineering process while delivering new and enhanced capabilities. 
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4.2.1 Engineering Process Improvements 
SD&I is improving the engineering processes by improve engineering process documentation, 
and improving how software activities/projects are identified, tracked, prioritized for upcoming 
delivery increments, and how the resulting software products are distributed to customers. 
Engineering documentation 
SD&I management has taken responsibility for improving engineering documentation. This past 
quarter, SD&I instead prioritized assisting in the delivery of production Integrated EMS and 
GFFS (SDIACT-123 and SDIACT-126) and was not able to make progress on improved 
engineering documentation. This activity will be completed in Q2 PY3. 
Identifying and tracking new activities  
This past quarter, SD&I management and technical leads selected new activities to work on 
during the first half on PY3 from the broader list of UREP approved priorities. This new set of 
activities form software delivery increment 4 and includes several increment 3 activities rolled 
over from the previous project year (PY2). 
After a successful pilot of the Atlassian JIRA project tracking software in PY2, SD&I selected 
JIRA to track all activities.  This past quarter, SD&I worked with the ECSS and the XRAS 
(formerly POPS 2.0) teams to identify a broader set of JIRA functional and licensing 
requirements. To address these requirements, 50 additional JIRA user licenses and licensing for a 
new JIRA Agile (formerly known as Greenhopper) module were purchased. Late in September, 
SD&I also started upgrading our pilot JIRA installation to the latest version 6.1 and will complete 
the full production rollout in Q2 PY3. SD&I also started searching for a student that will assist in 
developing stakeholder specific JIRA activity views. 
Prioritization process 
SD&I worked exclusively on UREP established priorities and did not need to initiate a new 
priority setting effort this past quarter. 
Distributing software 
A new space for ECSS – Community Codes was added to the existing software distribution 
service for the ECSS team to use for distributing software. 
4.2.2 New and Enhanced capabilities 
During Q1 PY3, SD&I teams continued its mission to deliver new and upgraded software 
capabilities to Operations, and continued to make progress on some activities that were not yet 
ready for delivery. 
4.2.3 Data Related Capabilities 
The data related software and services that enable users to move, access, and share data were the 
main focus of development and integration efforts this past quarter. 
In support of Campus Bridging and to improve remote data access and sharing, SD&I first 
delivered in PY2 an integrated Genesis II GFFS and EMS UNICORE 6 for beta/pilot use, and 
then prepared the production version of these components for delivery in PY3. This past quarter 
SD&I’s primary activity was to finalize the deliverable by completing the design of the global 
GFFS namespace (i.e. directory structure), resolving policy issues for managing and operating 
GFFS, and creating the tools needed to deploy, management, and support the global namespace 
(SDIACT-126).  SD&I also conducted design reviews, implemented the design and tools, and 
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fully tested them for delivery to operations.  As of the end of September this deliverable is ready 
for Operation Readiness Review and Acceptance Testing. 
Also in support of Campus Bridging this past quarter, SD&I completed testing of the Globus 
Connect Multi-User component (SDIACT-108) that will enable campuses to more easily deploy 
Globus Online data transfer endpoints on campus multi-user resources, such and HPC and HTC 
clusters.  This deliverable has already passed Operations Readiness Review and is undergoing 
Acceptance Testing. 
SD&I continued to make progress in documenting the design of the XSEDE Wide File System 
(XWFS) (SDIACT-084). The design will be fully reviewed this quarter and then tested for 
delivery to Operations. 
Finally, in response to GridFTP hanging process issues, SD&I staff have been working closely 
with SP staff to identify the root cause and to test potential software fixes. Engineering 
documents have been prepared so that as soon as the software is fixed, it can be tested and 
delivered quickly to SPs (SDIACT-150). 
4.2.4 Resources/Job Execution Related Capabilities 
Our main focus in the area of remote job management has been on improving the capabilities and 
services available to Science Gateways. 
TeraGrid developed and partially deployed the ability to account for individual science gateway 
user usage running under community accounts when jobs are submitted using GRAM5 or a shell.  
Because knowing which specific community account users are consuming allocations is 
important to the NSF and for security reasons, XSEDE has been focusing on fully implementing 
this functionality at all sites running either UNICORE 6 or GRAM5 (SDIACT-063). This past 
quarter SDIACT-063 was launched and most of the design work was completed.  A design 
review and development of the solution is expected during Q2 PY3. 
Also in support of science gateways SD&I has been preparing the design of an EMS API for the 
Airavata science gateway framework (SDIACT-115). 
4.2.5 Security Related Capabilities 
This past quarter in the area of security, SD&I continued to make progress toward the design of a 
more streamlined process for delivering XSEDE’s accepted Certificate Authority configuration 
files to Service Providers (SDIACT-003), and toward designing the integration of Genesis II with 
InCommon (SDIACT-113). 
4.2.6 Integration Related Capabilities 
SD&I integration activities this past quarter continued to enhance the ability of service providers 
to advertise information about the resources, software, and services they operate. 
As was described above, SD&I’s primary focus this quarter was the delivery of Integrated 
Genesis II GFFS and UNICORE 6 for production use (SDIACT-123 and SDIACT-126).  In 
support of this production rollout, components were designed and implemented to enable SPs to 
advertise/register availability of production EMS and GFFS services and client software packages 
on their resources (SDIACT-054). This information is presented to users thru user documentation 
or can be accessed by science gateways or other services that need to discover where to access 
available software and services. 
SD&I continued to make progress on the design of new GLUE2 information publishing 
(SDIACT-107).  The GLUE2 specification is an Open Grid Forum (OGF) standard for 
advertising execution services status so that users and services can consistently discover 
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execution capabilities across multiple international grids. This effort is helping advance XSEDE 
interoperability with EGI. 
Work also continued to explore and pilot the next generation of information publishing services 
that will support new resource/software/service information publishing use cases (SDIACT-073). 
4.2.7 Software Testing Activities 
As already described above, SD&I testing efforts this past quarter focused primarily on 
completing testing of GFFS namespace design, policies, and support tools (SDIACT-126) as well 
as testing for Globus Connect Multi-User (SDIACT-108). 
4.3 Technology Investigation Service (WBS 1.7) 
The Technology Investigation Service (TIS) group continues to grow and improve the XTED 
technology catalog.  This quarter saw the roll out of a new version, described in detail, below.  
This version is much more approachable and fixes issues that have been reported as more people 
become active with the database.  Going forward, we expect to make many more improvements 
in reaction to input from XSEDE staff and technology developers. 
With the new XTED release in place, the TIS staff has been working to increase the awareness of 
the XTED and TIS in general across XSEDE and in the broader eScience community.  Through 
close coordination with ECSS Novel and Innovative Projects (NIP) and Gateways groups, we 
have been able to reach more XSEDE staff members who are involved in projects that potentially 
will have technologies that should be registered in the XTED.  A special focus was put on 
workflow software.  The new, targeted hires in ECSS for workflows gave a presentation to the 
TIS staff.  Through our interactions, these new ECSS members will be registering software they 
are aware of in XTED. 
A new staff member has been added to TIS part time.  With a strong background in User 
Services, he is working through various resources, such as lists of NSF-awarded software 
projects, and entering technologies in XTED 
Collaborations been initiated with the XSEDE Campus Champions and the European Grid 
Initiative (EGI).  TIS co-PI Victor Hazlewood attended the EGI Technical Forum and had 
discussions with EGI staff on their technology database, the AppDB. 
For XSEDE13, TIS presented a poster on the XTED and the TIS Evaluation Process. 
Preparations are underway for a TIS presence at the XSEDE booth at SC13.  In cooperation with 
the XSEDE External Relations team, a business card format handout about the XTED has been 
created.  This will be available at the XSEDE booth as well as XSEDE partner booths across the 
show floor. 
TIS, Operations, and SD&I continue to benefit from regular meetings where joint efforts in 
system provisioning are discussed.  These meetings have become a regular part of the XSEDE 
quarterly meeting.  At the last meeting, the subject of an XSEDE-wide categorization standard for 
software was discussed and several action items created. 
Technology evaluations continued during this quarter.  Several new staff members have been 
added to carry out an increased number of evaluations. Details on the evaluations are listed 
below. 
As a result of our previous evaluation of Unicore file transfer performance, Unicore determined 
their native file transfers were not as good as Grid FTP. As a result, they incorporated GridFTP 
commands into Unicore.  This is an example of an end-to-end impact from a TIS evaluation in 
XSEDE. 
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Key Performance Indicators 
 Number of technologies captured in XTED – 111 technologies captured 
 Number of technologies with additional content enabled by new features (Likes, 
Feedback and 'Mini Reviews') – wait for development to complete 
 Number of Technology Evaluations – Two evaluations were started in this quarter, one 
was in progress and four were completed. 
 100% of Planned Evaluations completed – evaluations are on target for 10 evaluations for 
the year.  
 All Tech Evaluation members have access to any Tech Evaluation hardware – access to 
hardware is not a problem  
 New team members have been trained and participate in an Evaluation – New team 
members are reviewing the training materials and starting evaluations 
 Evaluation information transition to OPs/SD&I – Reports on one-time-password systems 
have been forwarded to Operations 
4.3.1 Technology Identification (WBS 1.7.1) 
The continued focus of Technology Identification has been to make it easier for users to enter and 
view technologies in XTED and increase the number of technologies in XTED. This quarter we 
released version 0.8 to production. This version release opened up the XTED technology entry 
mechanism to a wider audience while enabling flexible ownership of entries. An example is 
enabling staff to enter new technologies that would automatically be approved and added to 
XTED with the ability for the technology owner to come back at a later time and request to 
become a manager of that technology. This enables staff and others to enter a minimal set of 
information about a technology and the technology owners to come at a later time, claim 
ownership, and fill out a more complete set of information. We concentrated on improving the 
current user interfacing, finding and resolving bugs, and collecting requirements for the next 
increment based on staff and user feedback.  
4.3.2 Technology Evaluation (WBS 1.7.2) 
Tech Evaluation is ongoing this quarter with three active evaluations. Open Stack for cloud 
computing, Bittorrent Sync for file transfer and SEC, the simple event correlator. The annual 
review of the evaluation process is complete and the evaluation procedure document has been 
updated based on its results. Tech Evaluation welcomes three new members: Tony Cole, Susan 
Litzinger and George Butler. The evaluations of Unicore, Duo, VIP and SafeNet which were 
started last quarter all have completed and are awaiting acceptance of their final reports before 
they are inserted into the software's XTED database entries. 
For the metrics section two evaluations were started in this quarter, one was in progress and four 
were completed. 
As a result of our previous evaluation of Unicore file transfer performance, Unicore determined 
their native file transfers were not as good as Grid FTP. As a result, they incorporated GridFTP 
commands into Unicore.  This is an example of an end-to-end impact from a TIS evaluation in 
XSEDE. 
4.4 XSEDE Operations (WBS 1.2) 
The Operations group consists of ~30 FTEs and is responsible for implementing, delivering, 
maintaining, and evolving an integrated cyberinfrastructure of unprecedented scale that 
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incorporates a wide range of digital capabilities to support the national scientific and engineering 
research effort. The Operations group follows the XSEDE project management methodologies 
detailed in the Project Execution Plan by allocating and coordinating staff in accordance with the 
XSEDE work breakdown structure (WBS), scheduling tasks in the XSEDE project schedule, and 
identifying and reviewing risks on an ongoing basis. Operations staff is subdivided into six teams 
based on the WBS: 
1.2.1 Cybersecurity 
1.2.2 Data Services 
1.2.3 XSEDEnet (Networking)  
1.2.4 Software Testing and Deployment 
1.2.5 Accounting and Accounts Management 
1.2.6 Systems Operational Support 
Considerable progress was made this quarter to augment XSEDE file storage capabilities. This 
quarter, Phase 1 of the XSEDE Wide File System (XWFS) continued, where all sites with 
production resources were involved in configuration and testing. An XSEDE-wide Acceptable 
Use Policy (AUP) was approved and implemented this quarter. No security incidents were 
reported this quarter and some modifications to the XSEDE trusted Certificate Authorities were 
completed. Uptime for the RDR and XSEDE Central Database (XDCDB) was still greater than 
99%. During Q1 of PY3, the XSEDE Operations Center (XOC) fielded 3,545 tickets and closed 
506. More complete ticket statistics can be found in Appendix E. A draft checklist for 
decommissioning XSEDE resources was also created this quarter and is currently under review 
by the appropriate XSEDE stakeholders. 
4.4.1 Cybersecurity (WBS 1.2.1) 
The XSEDE Operations Security (Ops-Sec) group is responsible for the operational cybersecurity 
of XSEDE with the goal of protecting the confidentiality, integrity, and availability of resources.  
In the first quarter of project year 3 the security team continued to manage the cyber security risks 
for XSEDE by providing a number of services across the XSEDE infrastructure including, risk 
prevention, detection, mitigation, and incident response.  In addition, the security operations team 
carried out additional activities to advance the state-of-XSEDE security including; continued 
policy updates and creation, two-factor authentication service, migration and upgrade of the 
XSEDE CA services and InCommon Host CA integration.  Work continued on improving the SP 
security systems through the acquisition of new dedicated security hardware for TACC, NCSA, 
PSC and NICS, which are expected to be deployed by the end of the project year.  Finally Ops-
Sec was heavily engaged in SD&I review activities as well as participation in discussions with 
the Architecture team primarily about identity management services. The following is an 
overview of the cybersecurity activities for the reporting period. 
4.4.1.1 Policy Development 
One of the findings from the Risk Assessments process was the need for formal XSEDE policies.  
The XSEDE Security Working Group (XSWoG) has made great progress in addressing the need 
for formal XSEDE processes and procedures.  In the last quarter, the XSWoG drafted a new 
Acceptable Use Policy (AUP) that was presented to the XSEDE Senior Management Team 
(SMT).  Over a period of weeks the SMT reviewed the AUP, provided comments, and suggested 
changes.  After one final review at the XSEDE quarterly meeting in Arlington, VA, the new AUP 
was approved by the SMT.  It was agreed that the XSWoG and the SMT will review the AUP on 
an annual basis.  
After learning that some XSEDE central services may be hosted at non-Level 1 Service 
Providers, the "XSEDE Level 1 Service Provider Security Standards" was changed to "XSEDE 
Central Services Baseline Security Standard."  This change was made to provide security 
 49 
standards for all central services regardless of where they are located and administered.   During 
this effort, the security team suggested that XSEDE adopt a standard checklist that should be 
completed before a central service is considered to be in “Production” status.   
The XSEDE Community account policy was drafted after receiving feedback from the Science 
Gateway team. Suggestions were made to the community account request process to provide 
more information upfront as well as to streamline account creation at the SPs.  The security group 
is working on the SD&I activity for Science Gateways for collecting Gateway end user 
information, which can be used for security incident management.  
4.4.1.2 Host CA Update and InCommon CA  
In order to offer an XSEDE service to issue host certificates for resources, InCommon has 
submitted a CP/CPS to the The Americas Grid Policy Management Authority (TAGPMA) for 
accreditation.  The InCommon CP/CPS was approved by the TAGPMA organization in 
September 2013 along with InCommon membership to the TAGPMA.  InCommon is working 
with Comodo to stand up the new CA service for an operational review.  This task is of a high 
priority for the InCommon team.  Once the operational review is completed, XSEDE will be able 
to accept host certificates from InCommon and remove the need for XSEDE to support its own 
host certificate CA.   
4.4.1.3 Security enhancement rollouts 
The following Table shows changes that were made to the XSEDE Approved Certificate 
Authorities this quarter:   
Date CA modification 
9/30/2013 Removed TACC CA Certificates (2ac09305.* 4220f3a5.* bdf45114.* e5cc84c2.*), 
Added *.cadesc for DFN Grid-Germany(30ffc224.* 1149214e.*) 
9/27/2013 Removed Purdue CA Certificate (95009ddc.* 664adba0.*), Added DFN GridGermany 
CA Root(30ffc224.* 1149214e.*) 
Table 1. Certificate Authority changes. 
4.4.1.4 SD&I Reviews 
The XSEDE XSWoG participates in various SD&I activities as needed to evaluate the design and 
implementations of new services and ensure they meet XSEDE security requirements.  These 
activities have gradually increased this year and are anticipated to continue in the next quarter.  
The XSWoG participated in the Operational Readiness Reviews of both the Single Sign-On 
(SSO) Hub (SDIACT-070) and the MyProxy OAuth Limited Proxy (SDIACT-050). 
Recommendations were made for hardening the SSO server. 
4.4.1.5 Security Incidents and Vulnerabilities:   
There were 0 security events and 0 reported compromised accounts during this period.  Also, 
there were 0 significant security events during the quarter and the security group issued 0 security 








Table 2. Number of security incidences over the past four quarters. 
  PY2 Q2 PY2 Q3 PY2 Q4 PY3 Q1 
XSEDE-wide notice of 
vulnerability 
0 1 0 0 
Compromised user 
accounts 
0 0 0 0 
Other incident 
response 
0 0 0 0 
Critical rollout of 
vulnerability patches 
0 0 0 0 
Security enhancement 
rollouts 
1 4 1 2 
4.4.2 Data Services (WBS 1.2.2) 
Data Services activities for this quarter included maintaining the existing operational 
infrastructure, such as GridFTP servers and archive resources, improving documentation for data 
resources in XSEDE, and preparing for upcoming software deployments and accounting changes.  
The XSEDE-Wide File System (XWFS) Phase 1 deployment process continued during the 
reporting period, with the emphasis shifted to adding new client systems, development and 
execution of functionality tests, and documentation. Data Services team members from TACC, 
SDSC, NICS, PSC, and NCSA are engaged in the XWFS deployment process, and all sites with 
production XSEDE resources are now participating in client mount configuration and testing. 
Several SD&I components effecting Data Services remain in preparation for deployment, 
including updates to GridFTP, Globus Online, and the Global Federated File System. Operations 
staff participate in testing and operational readiness reviews for all such components. Data 
Services is actively participating in providing feedback to the Architecture and Design and SD&I 
processes by providing input on use cases, design reviews, and operational and testing readiness 
reviews. 
Activity continues in the area of GridFTP logging, performance characterization, and 
configuration recommendations. In collaboration with staff at all sites and the SD&I team, 
enhanced logging has been enabled and processes have been initiated to perform detailed analysis 
of the resulting data. The SD&I activity associated with this additional logging continues, with a 
focus on providing the capability to store and query GridFTP transfer data across the project, and 
on utilizing this capability to recommend improvements to GridFTP deployments.  
Several new metrics have been introduced during the reporting period, including adoption rates of 
new data services. At the present time, there are two services that have been introduced by 
XSEDE: Globus Online Data and the XSEDE Wide File System. The large number of GO-Data 
users indicates that it is a widely useful service that has been successfully integrated into XSEDE 
workflows after more than a year of production operation, and initial numbers on XWFS adoption 







Description PY2Q3 PY2Q4 PY3Q1 
Storage Allocations requested  8 249 302 
Storage Allocations granted 6 159 180 
Total new allocations (Terabytes) 302 6690 3491 
XWFS Ratio of allocations requested to made available (KPI) NA 2.5 2.8 
Globus Online User Count 217 258 325 
XWFS User Count NA 11 30 
Table 3. Allocation and user data for the past three quarters. 
4.4.3 XSEDENet (WBS 1.2.3) 
XSEDENet is the high-speed interconnect between the nine core XSEDE Service Provider sites, 
which traverses Internet2 infrastructure.  Each site currently connects at 10 Gb/s to Internet2’s 
Advanced Layer 2 Service (AL2S).  All XSEDE Service Provider sites have full site-to-site 
connectivity over via the Internet2 100Gb/s AL2S backbone.  In addition to XSEDENet 
connectivity, all Service Provider sites maintain connectivity to Internet2 IP service network 
and/or NLR's PacketNet for general access to/from the research and education community. 
The XSEDE Networking group (Ops-Networking) is responsible for the routing of local site 
XSEDENet-connected resources and the monitoring of the XSEDENet backbone.  The group is 
also responsible for configuring DNS for the main xsede.org domain.  
Figure 4-1: XSEDENet topology provided by Internet2. 
4.4.3.1 Network Provider: AL2S 
The Ops-Networking group provided ongoing network monitoring and focused on the stability of 
XSEDENet with its new service provider, Internet2 and its Advanced Layer 2 Service (AL2S). 
Network traffic statistics for each SP site can be found in Table 11 of Appendix E.  Automatic 
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backup path selection worked as expected during this period when primary links failed due to 
router reboots or fiber provider maintenance periods. 
There were two network incidents in this quarter that affected users.  The first was an issue 
affecting the Texas Advanced Computing Center (TACC) connection to XSEDENet.  Their 
connection was down between July 10, 2013 to August 29, 2013, but their R&E connection was 
unaffected.  Multiple problems were discovered during multiple testing periods and fixed. 
The second incident occurred when it was observed that GridFTP transfer rates were decreasing 
and loss statistics generated by the PerfSonar OWAMP stats were increasing. Internet2 Network 
Operations was informed at which time they performed emergency changes as recommended by 
the vendor and the number of losses subsequently dropped to a normal Bit Error Rate for 
networking equipment. 
Table 4. Uptime percentages of XSEDENet attached nodes (values indicate nodes up and forwarding 
traffic). 








Total Average Uptime Percentage 99.99440% 
 
Table 5. Uptime percentages of actual paths between nodes. 








Total Average Uptime Percentage 99.91363% 
 
4.4.3.2 Network Errors 
Errors that occur directly on the switch infrastructure can also affect user throughput.  If the error 
rate is high enough, all traffic passing through a particular node or interface will be affected 
causing tcp to slow down and in extreme cases, time out.  In the following graph, all interfaces 
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that XSEDENet pass through, from connected interfaces to interfaces that connect pop sites in 
different cites that have generated errors, are charted daily for the quarter.  
 
 
Figure 4-2: AL2S error counts. 
 
4.4.3.3 perfSONAR 
The perfSONAR upgrade from pS-PT v. 3.2.2 to pS-PT v. 3.3 was done on the NCAR and NCSA 
production servers and a test server at PSC.  The standard perfSONAR backup, upgrade, and 
restore procedures worked as expected, however some post-upgrade reconfiguration was required 
to restore the RAID storage.  Upgrades to the remaining perfSONARs are on schedule and 
planned for completion in October 2013. 
	
 54 
Graphs of perfSONAR data obtained from OWAMP testing are listed below.  The plotted Round 
Trip Time (RTT) values are the daily average between sites. Variations in the graphs indicate a 
change in the network path.  RTT is at its minimum value when traffic is flowing on the primary 





Figure 4-3: PerfSONAR data of Round Trip Time (RTT) from each SP to other XSEDE sites. 
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4.4.4 Software Support (WBS 1.2.4) 
In conjunction with SysOps and the SPs, the Software Deployment and Testing (ST&D) group 
completed deployment of two new software technologies this quarter that were carried over from 
the previous quarter, GridFTP in UNICORE (SDIACT-075) and the Single Sign-On Hub 
(SDIACT-070).  The Single Sign-On Hub received a number of minor feature requests during its 
deployment; some of these, such as the installation of environment modules and text editors, were 
implemented immediately, but more complex changes were deferred to a later SD&I activity.   
Operational readiness review (ORR) and acceptance testing for one software component, 
MyProxy OAuth Limited Proxies (SDIACT-050), was completed during this quarter.  This 
component was specifically requested by Operations Security during the ORR for Globus Online 
in PY1, and an initial deployment in PY2 was unsuccessful and had to be rolled back; as a result, 
the acceptance and deployment of this component has been a long outstanding issue in ST&D.  
As of the end of this quarter, deployment of the new revision of this component is ongoing.   
An ORR was also conducted for a second component this quarter, Globus Connect Multi-User 
(SDIACT-108).  This component is unusual in that it is the first software package to be tested by 
ST&D that is specifically intended for campus bridging deployments only.  As of the end of this 
quarter, this component passed its ORR and is currently in the final stages of acceptance testing.  
Another area of work for ST&D during this quarter was an outstanding issue with the version of 
the Globus GridFTP servers currently deployed at the SP resources.  At a number of the sites, the 
GridFTP server processes would sometimes hang under circumstances that only appear under 
load and are difficult to reproduce on a test system.  SD&I, ST&D, and SP staff have actively 
collaborated to identify the problem and fix it.  As of the end of this quarter, a patch for this 
problem is currently undergoing preliminary testing on TACC's Stampede system before going 
through the normal SD&I and ST&D processes. 
Table 6: ST&D operational reviews and deployments. 
  
PY 1 PY 2 PY3 
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 
readiness reviews 
completed 0 0 2 1 0 3 1 2 2 
acceptance tests completed 0 0 2 1 0 1 3 2 1 
components accepted for 
beta 0 0 0 1 1 0 0 0 0 
components accepted for 
production 0 0 0 0 0 1 3 2 1 
components deployed in 
beta 0 0 0 0 0 1 0 0 0 
components deployed for 
production 0 0 0 0 0 1 3 0 1 
 
4.4.5 Accounting and Account Management (WBS 1.2.5) 
The Accounting and Account Management (A&AM) group maintains and improves the 
interfaces, databases, and data transfer mechanisms for XSEDE-wide accounting of resource 
allocation and usage.  The A&AM group had numerous achievements for the first quarter of PY3.   
The planning and development continued on the new XRAS (previously known as "POPS 2.0") 
system, which is a complete rewrite of the existing POPS (Partnership Online Proposal System) 
system using the XDCDB database.  This effort is a collaboration between the A&AM team, 
 57 
Allocations, the XSEDE User Portal Team, and XSEDE Project Management.   The database 
schema for XRAS was developed and implemented in Postgres.  An Application Programming 
Interface (API) was developed and implemented to query this database and present the 
information in JavaScript Object Notation (JSON) for use by a submission interface.  Work has 
begun on migrating data from the existing POPS database into the newly implemented XRAS 
database for historical reporting. 
The XRAS team also created an Advisory Panel, consisting of stakeholders from the XSEDE 
community.  This panel reviewed the Use Cases and has been instrumental in determining the 
fields for submission of a resource request to XRAS.  The panel will continue to meet 
periodically to advise the XRAS development team.   The current XRAC reviewers were also 
surveyed following the September XRAC meeting to determine their satisfaction with the current 
review process in order to find areas needing addressed and to also establish a baseline, by which 
we can determine the success of the XRAS implementation. These surveys will continue 
quarterly and survey results can be found on the Operations wiki page of the XSEDE Portal. 
Modifications were made to the XDCDB to allow the XSEDE user portal to create people 
directly into the XDCDB, bypassing the POPS system.  This modification will be necessary to 
provide the level of abstraction that will be introduced by XRAS. 
Accounting and Account Management staff continued to work with XSEDE users in order to 
accurately report the storage allocations implemented in PY2.  Many of the PIs and users of 
XSEDE resources have numerous files residing on the storage resources that need to be moved or 
require a change of ownership to allow for proper reporting to the XDCDB.  This process will 
need to be completed every quarter of PY3 to assist and educate the users. 
Four resources were decommissioned as part of XSEDE this quarter and were removed from 
POPS and the XDCDB: Nautilus at NICS and three resources at Purdue (Cloud, Wispy and 
Condor).  





















 Figure 4-5: TRAC/XRAC resource trends. 
 
4.4.6 Systems Operational Support (WBS 1.2.6) 
Systems Operational Support (SysOps) is responsible for operating the XSEDE Operations 
Center and providing system administration for all XSEDE centralized services.  Significant 
progress was made on all WBS tasks this quarter.  Tasks worth noting include 
installation/deployment of the XSEDE Single Sign-On Hub, RT failover, XUP/WWW failover, 
XDCDB failover test, backup XOC setup/training, and Application Support staff hired and 
trained.    Even though there were several planned and unplanned outages during the reporting 
period, the SysOps team maintained high overall uptime, which ensured data integrity and 
availability.  By leveraging failover resources, where appropriate, downtime was greatly 
minimized.  As such, no central service experienced any less than 99.46% uptime.  The SysOps 
team continues to improve operating procedures to ensure the highest level of uptime for the 
central services.  In addition, SysOps successfully deployed 1 new central service, the MyProxy 
OAuth, which provides an OAuth-compliant REST web interface to the MyProxy service for 
providing user certificates to science gateways. 
4.4.6.1 XSEDE Operations Center 
This quarter, the XSEDE Operations Center (XOC) fielded 3,545 tickets from end users and 
closed 506 (Table 15, Appendix E).  Among these, 2,427 were submitted via email to 
help@xsede.org, 1,058 were submitted via the XSEDE User Portal, 65 were submitted via phone, 
and 34 were submitted through the native RT interface to the XOC (Table 14, Appendix E).  
There were 1,476 tickets closed within 2 business days, which equates to 42%. Table 9 below 
shows the number of tickets submitted from all sources (users, staff and other) and also the total 
tickets that were resolved by the XOC for the last 5 quarterly reports.  The XSEDE ticket system 
switched in Q4 of PY2, which explains the drop in overall ticket volume. There were a total of 
6,181 tickets responded to within 24 hours, which equates to 88% for the reporting period.  
Table 9. XSEDE Tickets. 
 Q1 PY2 Q2 PY2 Q3 PY2 Q4 PY2 Q1 PY3 
Total Tickets Opened 2,421 2,098 1,823 677 3,545 













4.4.6.2 Central Services 
There were several outages both planned and unplanned that affected various central services 
during the quarter.  Many of these outages were the result of individual servers or sites 
experiencing unexpected technical difficulties or routine maintenance.  Outages varied between 
site-specific power events, networking interruptions, system failures, and planned activities.  The 
SysOps team continues to be extremely responsive and strives to provide world-class support.   
Table 10 below describes each service that experienced an outage, the corresponding 
downtime/uptime, the nature of the outage (e.g., Planned or Unplanned), and the total number of 
hours down: 
 
Table 10. XSEDE Service Uptimes and Outages. 







AMIE – Primary 99.92%  1.79 hours 1.79 hours 
Build and Test 99.99% .05 hours  .05 hours 
Globus Online – 
CLI 
99.92%  1.77 hours 1.77 hours 
Globus Usage 99.99% .05 hours  .05 hours 
Inca 99.86% 3 hours  3 hours 
Inca – Backup 99.99%  .18 hours .18 hours 
Information 
Services 
99.96% .05 hours .75 hours .8 hours 
Karnak 99.46%  12 hours 12 hours 
Mhonarc 99.99% .05 hours  .05 hours 
MyProxy 99.90%  2.25 hours 2.25 hours 
Oauth 99.98% .05 hours .37 hours .87 hours 
POPS 99.91%  1.97 hours 1.97 hours 
RDR 99.66%  7.5 hours 7.5 hours 
RT – Primary 99.93% 1.44 hours  1.44 hours 
RT – Backup 99.98% .5 hours  .5 hours 
RT – Test 99.96%  .79 hours .79 hours 
Sciforma – PROD 99.99% .05 hours  .05 hours 
Sciforma – TEST 99.99% .08 hours  .08 hours 
Software 
Distribution 
99.99% .05 hours  .05 hours 
SSO Hub – Backup 99.96% .05 hours .75 hours .8 hours 
TG Wiki 99.95% .05 hours 1 hour 1.05 hours 
User Portal 99.86% 3.05 hours  3.05 hours 
XDCDB Backup 99.65% .2 hours 7.5 hours 7.7 hours 
 
Only those services that experienced downtime are reflected in the above table. A full listing of 
the services along with quarterly breakdowns of uptime percentage, as well as services 
added/removed, can be found in Appendix E, Tables 16, 17, and 18. 
4.4.6.3 INCA 
At the time of this report, the Inca deployment was executing 595 tests for XSEDE SP software 
and services.  The number of Inca tests was reduced by almost 350 tests from last quarter due to 
several tests for centralized services transitioning over to the Nagios IT infrastructure monitoring 
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platform and the decommissioning of Purdue resources.   There were two outages this past 
quarter for a total of three hours of downtime.  The July 15th outage was due to a networking 
problem at SDSC and the July 27th outage was due to a system resource issue that has not 
resurfaced.  Also, some internal maintenance was performed to update security libraries and clean 
out stale tests results and duplicate test configuration records. 
4.4.6.4 Globus Online 
There were 61 million files transferred to and 68 million files transferred from XSEDE endpoints 
using Globus Online (GO).  In total, GO facilitated transfers of 816 TBs to and 733 TBs from 
XSEDE endpoints.  At peak usage, there were 325 distinct GO XSEDE users.  We know that of 
the total files transferred, 18 million were transferred from Globus Connect (GC) to an XSEDE 
endpoint and 18 million files were transferred from an XSEDE endpoint to GC.  In total, 59 TBs 
of data were transferred from GC to an XSEDE endpoint while 66 TBs were transferred from an 
XSEDE endpoint to GC.  Of the previously mentioned distinct XSEDE GO users, 207 of them 
were distinct GC users.  Also, there were 150 TBs transferred to XSEDE endpoints and 137 TBs 
from XSEDE endpoints to campus resources.  In total, there were 33 distinct campus endpoints 
using GO with XSEDE and 56 endpoints within those institutions. 
The above data does not include stats from automated performance testing.  XSEDE endpoints 
are any endpoints that are listed from GO user accounts XSEDE#* and endpoints with xsede.org 
or teragrid.org suffixes.  Campus endpoints are defined as systems with a “.edu” suffix that is not 
a part of XSEDE. 
In total, there were 22 tickets opened for the GO team.  The tickets can be lumped into the 
following categories:  user education, endpoint operational issue, bug fix, feature request, and 
user action required notification.  Table 11 below shows the number of tickets that fit within each 
distinct category. 
 




Explanation and Details 
User Education 10 
Information provided to resolve the 
problem.   
Endpoint Operational 
Issue 
10 Problems using a specific endpoint. 
Bug Fix 2 
A problem occurred that warrants a 
change/fix to the GO software/system. 
Feature Request 0 
GO lacking in some way and an 
improvement/new feature is identified. 
User Action Required 
Notification 
0 
Unsolicited email sent to user(s) for a 






Figure 5-1: XSEDE Org Chart 
5 Managing the Program 
5.1 Governance 
The XSEDE project is managed by the University of Illinois (Illinois/NCSA) with key 
partnerships (via sub-awards) to the University of Tennessee at Knoxville (UTK/NICS), the 
University of Texas at Austin (UT Austin/TACC), MPC/Carnegie Mellon University/University 
of Pittsburgh (PSC), and the University of California at San Diego (SDSC), plus other partners 
who strongly complement their expertise. The project team consists of highly qualified senior 
staff members with extensive and current experience executing large projects, high-performance 
computing operations, and distributed environments. Figure 5-1 shows the project organization 
chart, and it includes the project's relationship with the various advisory committees. It is 
important to note that this chart does not reflect the rich set of team-to-team interactions and 
communications that will occur as the project executes. 
The XSEDE Senior Management Team (SMT) is the highest-level management body in the 
organization. It is chaired by the Program Director (Towns), and includes the directors of 
Operations (Peterson), Users Services (Boisseau), Extended Collaborative Support Services-
Projects (Roskies), Extended Collaborative Support Services-Communities (Wilkins-Diehr), 
Education and Outreach (Lathrop), Technology Integration Service (Scott), the Senior Project 
Manager (Whitt), the Senior Systems Engineer (Brown), the Architecture and Design Coordinator 
(Lifka), and the Software Development and Integration Lead (Navarro). These positions are 
responsible for the day-to-day operation of the project. In order to be responsive to both the user 
community and the set of SPs with whom we will collaborate, the chairs of the User Advisory 
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Committee and the XD Service Providers Forum are members of this SMT. The cognizant NSF 
Program Officer (Eigenmann) is an ex officio member of the SMT. The XSEDE Senior 
Management team meets on a bi-weekly basis to assess project status, plans, and issues. 
The XSEDE governance model is geared towards inclusion of, and responsiveness to, 
researchers, resource providers, and the NSF scientific community. The various stakeholders have 
input through three distinct advisory bodies, which have direct access to the XSEDE Program 
Director and the XSEDE Senior Management Team through regularly scheduled meetings. In 
order to remain well informed of the requirements of the user community, XSEDE leadership 
receives advice and counsel from the XSEDE User Advisory Committee, the XSEDE Service 
Providers Forum, and the XSEDE Advisory Board. These advisory committees are intimately 
involved with XSEDE management in guiding the project towards optimal operations, service, 
and support for researchers. 
The XSEDE Advisory Board (XAB) provides guidance to help XSEDE achieve the maximum 
impact across diverse scientific disciplines and communities. The XAB represents a range of 
communities and domains, both traditional and emerging, in order to ensure that the impact of 
XSEDE spans a very broad range of disciplines, that it enables both research and education, that 
it has broader impacts to society, and that the user community is diverse (gender, ethnic 
background, etc.) and includes representation from all types of colleges and universities (“R1,” 
smaller colleges, MSIs, etc). The XAB assists with requirements gathering, prioritizing 
requirements and development efforts in the annual planning process, review of the annual report 
and plans for NSF, and recommending strategic directions. The XAB’s impact is primarily 
strategic, but also makes tactical recommendations. 
The User Advisory Committee (UAC) consists of members of the national community who 
represent the needs and requirements of the research and education community and, in particular, 
addresses the concerns of the day-to-day users of the XSEDE environment and provides guidance 
with respect to how the activities and plans of XSEDE can better serve those needs. The 
committee represents the “researcher’s voice” to XSEDE management, presenting 
recommendations regarding emerging needs and services and acting as a sounding board for 
plans and suggested developments in the XSEDE environment and services. They will be both a 
source of input as well as a means of validating XSEDE plans. The chair of this committee also 
participates in regular senior management meetings. 
The XD Service Providers Forum provides a means by which all Service Providers have input 
into XSEDE’s management and where they can voice any concerns, make recommendations, and 
provide feedback on proposed changes to the XSEDE environment and services to XSEDE 
management. The chair of this committee also participates in regular senior management 
meetings.  
Special advisory subcommittees may be convened to address specific topics as they arise. Each 
will be headed by an advisory committee member and may include members outside of the 
established advisory committees. A subcommittee of the XSEDE Advisory Board on Training, 
Education, and Outreach has already been established. 
5.2 XSEDE Project Office (WBS 1.1) 
The XSEDE Project Office houses several project-wide functions in a single organizational unit. 
The areas Architecture & Design and Software Development & Integration are both formally part 
of this unit, but are reported on separately (see Sections 4.1 and 4.2 respectively) due to the 
prominence of the activities they encompass.  
Elsewhere within the Project Office, Q3 of 2013 has seen significant progress across the board. 
We have continued to improve on many of our administrative processes both by specific changes 
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(e.g. addressing performance/usability issues of the Sciforma tool, reassessing how we 
characterize project risks) and simply by becoming more familiar with them (e.g. we have 
completed the annual reporting process for the second time). We continue to develop Use Cases 
to encapsulate the needs of the community and drive every aspect of the program. We have been 
populating the XSEDE Digital Object Repository with the important products of the program 
with more than 25 new documents deposited this quarter. We have made significant progress on 
the Strategic Communications and Marketing Plan for XSEDE. The XSEDE Industry Challenge 
saw five Letter of Intent submissions with four of those invited to submit final proposals.  Those 
final proposals are currently under review. 
5.2.1 Project Management and Reporting (WBS 1.1.1) 
The project management team consists of 3.75 FTE of effort that corresponds to six people.  An 
additional three people are coordinated through the team, but funded directly by their areas.  
There is at least one project manager for each WBS Level 2 element.  In addition, members of the 
project management team also assist with planning of the annual XSEDE conferences and 
quarterly outreach events and manage large projects such as the design and implementation of the 
new ticket system and the next generation allocation service called XRAS. 
5.2.1.1 Project Management Tool  
In the last project year, the project-wide project management tool (Sciforma) went into 
production for XSEDE.  Project managers review the schedule quarterly and assist each area 
manager with planning and updates via Sciforma.  A sub-set of the project management group 
provides configuration management and customization of the tool.  A test instance of the tool 
allows the Sciforma configuration managers to test configuration items prior to production 
release.   
The Sciforma developers continued to improve the reliability and performance of the tool with 
bug fixes and upgrades that include the recent release of Sciforma 6.0.  The configuration 
management team has tested the new release and upgraded both the ‘test’ and ‘production’ 
environments.  
In this quarter the configuration management team, with the help of several Sciforma users from 
across the project, conducted performance testing of the production instance of Sciforma in an 
effort to isolate performance issues.  The test team simulated burst loads of data intensive uploads 
and reporting and determined that the underlying virtualization and hardware were more than 
sufficient for hosting the application.  The team also observed that individual performance was 
dependent on the client-side environment.  Further testing is planned that includes a comparison 
of the current ‘test’ instance with instances hosted in other environments.  At this point, network 
performance provided by the hotels hosting quarterly management meetings is still a prime 
suspect so Sciforma training is being conducted for small groups through web conferencing and is 
available asynchronously through training videos and PowerPoint slides from the staff wiki. 
5.2.1.2 Reporting 
The second annual report (PY2) was scheduled, managed, and completed in this reporting period.  
The project management group led activities with each area to map activities and metrics to area 
and project-wide objectives and goals as part of both an implementation of the Logic Model and 
to fulfill one of the Baldridge criteria.  In conjunction with this work, the project managers began 
working with the project areas to determine the metrics that represent key performance indicators 
for each area as a new measure of process toward goals. 
 64 
5.2.1.3 Project Schedule and Risk Register 
The project schedule and risk register were reviewed for this quarter and updated to reflect the 
most current information about XSEDE. The project management team began efforts to refocus 
on risk.  This included increased discussions with each area to identify risks, discussions between 
project management and members of the SMT about how we track risks for the project, the 
implementation of cross-WBS reviews of area risks to obtain a broader perspective, and the 
development of risk training to be given at the next quarterly management meeting. For the 
project as a whole in this quarter 4 risks were retired and 6 new risks were added, which left 127 
monitored risks; of these, 25 were considered a high-level of risk, and 52 were considered to be a 
medium-level of risk based on probability and impact for each area of the project.  As part of the 
aforementioned risk tracking discussions, the project management team has began looking at 
ways to quantify the impact of these risks to the high-level project goals without marginalizing 
the input on impact from the subject material experts. 
5.2.1.4 Project-Wide Meetings 
The first quarterly management meeting was held in Arlington, VA on September 9-11, 2013.    
Plenary discussions included findings from the first-ever, staff climate survey; an overview of the 
new XSEDE ticket system; XSEDE strategic communications and marketing; the XSEDE13 
wrap-up and lessons learned, an XSEDE14 update, and overviews and updates from each area to 
assist the new program officer.  Parallel sessions included a discussion about collecting end-user 
attributes for scientific gateways; the new workflow development focus for ECSS; a collaborative 
discussion of risk with A&D, SD&I, and Operations; and a discussion of the proposed XSEDE 
Acceptable Use Policy that led to a vote by the Senior Management Team to accept this policy.   
After conclusion of the management meetings, XSEDE staff hosted an outreach event at George 
Washington University’s Foggy Bottom campus. Planning also began this quarter for the next 
quarterly meeting and outreach event in San Juan, PR. 
5.2.2 Systems & Software Engineering (WBS 1.1.2) 
5.2.2.1 Gathering New User Needs and Capabilities 
SSE continued its ongoing efforts to identify and elicit new user needs and capabilities in order to 
improve and develop XSEDE. SSE staff continue to participate in the user facing project areas of 
XSEDE (ECSS, NIP, User Engagement, and Campus Champions, etc.), joining in their regular 
conferences calls and email discussions to look for new user needs and capabilities. We also 
review reports of meetings, conferences, surveys, and other user outreach events for similar 
information. The information collected is of a widely disparate nature, from simple requests and 
fixes to things that are much more complex and have architectural significance. We also 
participate in discussions about how best to get these capabilities and needs into the XSEDE 
“pipe” for processing by the appropriate group and how to try to streamline the overall 
architectural process so that it is not overly burdensome and time consuming. 
5.2.2.2 Use Case Development  
When new, desired, capabilities or areas of strategic importance for the XSEDE architecture are 
identified, SSE works with appropriate Subject Matter Experts (SMEs) to develop effective use 
cases and quality attributes for each of these strategic activity areas.  
After Use Cases have been identified, SSE enters detailed information about each Use Case into 
the XSEDE Use Case Registry and updates progress on each Use Case as it makes its way 
through the XSEDE process. After Use Cases have been sufficiently developed, they are put 
through a series of reviews by the A&D group and then by SD&I; SSE organizes and facilitates 
the A&D Use Case reviews and serves as reviewers on the related SD&I reviews.  
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During this quarter, Use Cases that were developed and passed A&D review include: 
 Data Analytics Use Cases 1.0 and 2.0 
 Data Management Use Case 4.0 
 High Performance Computing Use Case 3.0 
 High Throughput Computing 1.0 
 Canonical Use Cases 4.0, 7.0, 8.0 and 9 
 XSEDE Resource Allocation System (XRAS, formerly known as “POPS”) Use Cases 1.0 
-10.0; replace Canonical Use Case 5.0 
Use Cases currently under development include: additional Use Cases in the areas of High 
Performance Computing (#4); High Throughput Computing (#2); and Data Management (#5), 
and new Use Cases in the areas of Scientific Workflows (1, 2 &3), Visualization and Connecting 
Instrumentation. 
To facilitate sharing and collaboration among staff members, documents about Use Cases and the 
XSEDE architecture that are under development and review are maintained in Google Docs. Due 
to the ever-expanding number of documents, SSE proposed and then implemented a redesign of 
the Google Docs area used by the architects to minimize confusion and provide more effective 
access to these important documents. 
5.2.2.3 XSEDE Digital Object Repository  
The XSEDE Digital Object Repository preserves all the key documents and digital objects of the 
XSEDE project within the University of Illinois IDEALS archival system. These documents have 
permanent Digital Object Identifiers and are available by normal search methods. To facilitate 
access, many of these documents are also linked from the XSEDE web pages. 
Some of the documents added to the repository this quarter include numerous architectural 
documents (Architecture Level 1&2 Decomposition, Architecture Level 3 Decomposition, 
Canonical Use Case 4: Interactive Login, Canonical Use Case 7: Publish/Subscribe Resource 
Information, Canonical Use Case 8: Update/Search Resource Information, Canonical Use Case 9:  
Data Analytics Use Cases), XSEDE Resource Allocation System (XRAS, formerly “POPS”) Use 
Cases, High Performance Computing Use Cases; High Throughput Computing Use Cases; Data 
Management Use Cases; several XSEDE Security Group documents (XSEDE Security Playbook, 
Level  1 Service Provider Baseline Security Standard, XSEDE Security Working Group Charter,  
XSEDE Security Working Group SP Guide and FAQ) and various reports (XSEDE Program 
Year 2 Report and XSEDE Cloud Survey Report). 
 
5.2.3 External Relations (WBS 1.1.4) 
5.2.3.1 Accomplishments 
After three days of meetings with NSF review panelist Nick Berente, John Towns and Tim 
Cockerill, ER coordinator Travis Tate completed a first iteration of an exercise as part of the 
Strategic Marketing and Communications Plan. In this exercise, Travis (with the help of Tim) 
formulated a matrix using different delivery methods and separate stakeholders (or “audiences”).  
The cells where the delivery method meets the stakeholders represents what type of content 
would be distributed (if any). Travis will continue to fine-tune this matrix in order to complete the 
Plan. The highlights book writing, editing and designing process concluded – the book is in the 
process of being printed and will be ready in time to distribute at SC13 in Denver in November 
2013, and events in the future. Travis Tate and Trish Barker led the editing process, with Steve 
Duensing making design choices. Additionally, early formulations of the next XSEDE highlights 
book have started, with the focus to be on XSEDE as an organization, including more human 
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interest-style stories. Additionally, it may not be produced on a regular schedule, but more “as 
needed.” Travis and Liz Murray developed the early stages of a plan to better publicize the results 
of the quarterly Allocations Meeting. By tracking and explaining the allocations process (i.e. 
explaining what makes one allocation request more likely for fulfillment than another) the ER 
team hopes to see more successful allocation requests in the future. In addition, the scale of 
XSEDE’s resources will be easy to promote and visualize in content for the website, social media 
and/or internal communications.  In addition to tracking allocations requests, in hopes of adding 
content to the website, Travis is working with the ER team to establish a consistent flow of story 
ideas to develop into stories for new website content. An appropriate number of new stories per 
month has not been set, but producing at least five (5) new stories per month seems both 
reasonable and needed, in order to make sure XSEDE.org is fresh. Planning is ongoing for SC13 
in Denver. Booth logistics, signage and a schedule of XSEDE staffers to man the booth are all 
aspects of the planning that are nearly completed. 
5.2.3.2 Media Hits 
Approximately 41 news items were published on XSEDE-related topics. An Excel file containing 
specific media hits has been submitted for inclusion in the Appendix. 
5.2.3.3 Challenges 
Planning for the XSEDE website changes has come along, but need to be shown on the public-
facing website.  
5.2.4 Industry Relations (WBS 1.1.5) 
The WBS Level 3 manager position was filled by David Hudak (OSC).  The Industry Challenge 
program received five letters of intent to submit.  XSEDE staff reviewed the letters, provided 
guidance to the investigators and invited four teams to submit full proposals.  In September, the 
Industrial Challenge program received four full proposals.  Proposal review is ongoing.  In 
addition, Hudak spoke individually with the other Industrial Relations committee members to 





6 Audit Services (WBS 1.8) 
6.  Technical Progress XDMoD Auditing Framework 
 
6.1. Open Source Version of XDMoD  
 
While the XDMoD framework was initially designed to meet the needs of XSEDE, much of its 
functionality is applicable to HPC centers in general. In fact, a typical HPC center can be treated 
conceptually as XSEDE with a single resource provider. Both XSEDE and non-XSEDE HPC 
centers employ the concept of users, compute jobs, project groups, help desk tickets, scientific 
publications, and one or more HPC resources (e.g., compute cluster, storage pool, etc.). Users 
also fall into a similar hierarchical organizational structure differing only in the terms used to 
describe nodes in the hierarchy.  On XSEDE, users are associated with one or more projects or 
allocations, each with their own principal investigator.  An individual project is associated with 
an NSF directorate and field of science; an academic HPC center may group users by decanal unit 
and department; an industrial HPC center may group users by project and department.  Similarly, 
the job level information collected can include a job name, wall clock time, start and end dates, 
memory utilization, and so on. 
 
Taking advantage of the great similarity of XSEDE and a typical HPC center, we have developed 
an open-source release of _XDMoD, called Open_XDMoD.  Open_XDMoD leverages the same 
code base as the version developed for XSEDE.  In fact, development of the open source version 
has led to the refactoring of several parts of XDMoD in order to make it more flexible, easier to 
maintain, and simpler to add new functionality in the future.  As XDMoD continues to be 
developed, Open_XDMoD will also benefit from this work. 
 
Both versions share many of the same metrics and functionality (e.g., Summary, Usage/Usage 
Explorer, and Report Generator) and differ mainly in support of elements specific to XSEDE.  
XSEDE maintains a centralized infrastructure (XSEDE central database) for storing job 
accounting records, users, and allocations/projects while a typical HPC center may not have this 
data in a centralized location.  Open_XDMoD provides its own data warehouse with support for 
parsing and loading of resource manager log files and spreadsheets containing user information 
including departmental affiliations.  In addition, future versions will support allocations, and 
integration with local LDAP services, and application kernels for monitoring Quality of Service.  
Not all HPC centers will collect the same set of information and therefore we cannot provide the 
exact same set of metrics for all centers.  Open_XDMoD will be able to inspect the data available 
in its warehouse and disable the display of metrics that it is not able to reliably generate.  For 
example, if a center does not choose to provide a departmental or project hierarchy for users then 
metrics including these will not be displayed. 
 
In August 2013 we began beta testing of Open_XDMoD.  The initial beta testers were Rice 
University, Rolls-Royce PLC, Clemson University, University of Cambridge, University of 
Illinois (Blue Waters), Indiana University, University of Georgia, and Hess Corporation.  
University of Florida joined the beta program in September.  These organizations use various 
resource managers including Slurm, PBS/Torque and Grid Engine as well as a variety of 
operating systems including RedHat Enterprise Linux (RHEL), CentOS and Debian Linux.  Of 
these organizations, Rice, Cambridge, Blue Waters and Florida have successfully installed 
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XDMoD and ingested their data into the system.   The remaining beta testers have made progress 
towards installing Open_XDMoD commensurate with the resources that they have devoted to the 
task.  In no case has there been any fundamental problem with the software that we have been 
unable to solve.  
 
During this time we have responded to issues encountered by our beta testers and improved the 
installation process, project documentation, and fixed various bugs in Open_XDMoD.  In 
addition, based on user feedback we have added additional features, including node-based 
statistics and debugging options.  These new statistics allow charts to be generated displaying 
node hours much like we currently display cpu hours. 
 
Figures 6.1-1, 6.1-2 and 6.1-3 show plots generated from the Blue Waters implementation of 
Open_XDMoD.  Figure 6.1-1 is a summary page of Blue Waters showing total CPU-hours, CPU-
hours by job size, job size by job, and top users.  Figure 6.1-2 shows a detailed plot of CPU-hours 
per job and Figure 6.1-3 shows a detailed plot of CPU-hours by job size.  Many of the features 
available on XDMoD have been incorporated into Open_XDMoD so these are just a few 










Figure 6.1-2.  Open source version of XDMoD showing CPU usage for Blue Waters during 
the month of September 2013. 
 
 




6.2  Additional Data Sources- Stampede SUPReMM data 
 
Aggregate performance data for Stampede has been added to the SUPReMM data realm in the 
development version of XDMoD and will be available in the production version that will be 
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released at SC13.  Complete information on memory usage, CPU usage, network usage and many 
other metrics are available in XDMoD for Stampede. Through the SUPReMM project, this data 
will eventually be available for all XSEDE resources.  Below are three example plots of 
Stampede SUPReMM data. Figure 6.2-1 shows the average Stampede memory usage during Q3 
on a per node, per core and per job basis.  It is interesting to note that on average approximately 
50 percent of the 2GB of memory per core is used.  Figure 6.2-2 shows the average Stampede 
CPU break down during Q3 categorized by user, idle, system and total CPU usage. For Stampede 
the CPU usage is efficient with the majority of the time in the CPU-user mode with a relatively 
small fraction of the time in CPU-idle.  This is confirmed in Figure 6.2-3 where the relative time 
per job in the CPU-user mode is shown to be dominant over the CPU-idle time per job.  These are 
only a sample of the types of usage analyses that will be possible as the SUPReMM data becomes 
available for more XSEDE resources.   Application and user specific analyses will be readily 
available to help ensure that efficient utilization of XSEDE resources is being realized. Currently, 












Figure 6.2-2.  Stampede CPU usage during Q3.  The CPU usage is broken down by user, 




Figure 6.2-3.  Stampede CPU usage on a per job basis during Q3. The CPU-idle time per job is 




6.3 XDMoD Data Release for Computer Science Study 
 
During the TAS 3 year review, several of the review panelists indicated that the underlying data 
collected by the TAS project was valuable for research purposes and making anonymized data 
available was discussed.  From the panel recommendation: 
 
“As noted above, a significant outcome of the panel discussion is a recognition of the 
value of the data, and the value of the tools that are being developed to ingest and curate 
the data. This data, once collected at scale, will be an invaluable resource to many 
researchers across scientific domains. Indeed, the data that is currently being collected, 
as well as the data that will be collected, forms the foundation of the work that TAS is 
pursuing, and will provide a lasting contribution to research in computer architectural 
design, performance evaluation, capacity planning, and technology trend analysis. 
 
“The panel sees significant opportunities in the further curation of the data and in 
making these data available to the broader scientific community. The panel was 
impressed by the case studies presented in the report that demonstrate immediate value 
of the data. These studies show how the data can be used to discover anomalies in 
scheduling and in hardware configuration of systems that impact performance.  In 
addition, the panel recognizes that there are many other important uses of the data. For 
example, few data sets are available to the performance evaluation community. The 
collected XSEDE data will be of interest to researchers in performance analysis of 
parallel systems and in areas of resource allocation and scheduling.  Another example is 
the use of the data in the identification of technology trends for the purpose of planning 
for high performance computing centers and campus cyberinfrastructure. The integration 
of SUPReMM data within the XDMoD framework has the potential for providing easy 
access to workload and application performance metrics to service providers, system 
administrators, applications developers and end-users, and also to the broader 
computational science community for purposes such as refining resource management 
and job scheduler optimization. The data acquired through execution of the application 
kernels is another important contribution to the data repository and will be useful in a 
variety of scientific studies. Making these data available to scientists and practitioners is 
likely to reveal abundant opportunities for inquiry that would not otherwise be possible.    
 
“Efforts should be placed into the development of the data warehouse, including the 
aggregation, curation, and sustainability of the data. In addition, mechanisms for 
accessing the data should be broadly advertised and access by others should be 
encouraged as much as possible now. As the data is accessed, it is likely that feedback to 
the project team will help to further guide the development of the API to access the data 
directly, and other data access and storage mechanism.” 
 
Following up on the panel recommendations, the TAS team reached out to Dr. Amy Apon and 
Dr. Linh Ngo from Clemson who have shown interest in the data available through XDMoD for 
their research on the effect that university access to advanced cyberinfrastructure has on 
researcher productivity. For the time being, a manual export of XDMoD data by a member of the 
TAS team was sufficient to meet their needs. For this analysis, the data was made available as a 
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MySQL dump (including table structure) of the requested data from Jan 2005 through Dec 2007.  
The users were anonymized, but strictly speaking this was not necessary for this particular data 
set since the same data is available through the public role in XDMoD including the user name 
using drill-downs and filters (although it would be tedious to generate the dataset that way). Data 
is grouped by organization, Federal Interagency Committee on Education (fice) code, person, 
field of science, year, and month.  The CPU hours and XD SUs are summed per month. 
 
 
6.4 Application Kernel Progress 
 
During the reported period the work on application kernels’ development was conducted in the 
following four areas: 1) maintenance of continuous execution of previously deployed application 
kernels, 2) investigation on abnormally long and faulty execution of IOR benchmark on 
Stampede supercomputer, 3) consolidation of MPI-Tile-IO and IOR file system Input/Output (IO) 
benchmarks and 4) reintegration of Graph500 benchmark.  We expand on these below. 
 
1) Maintenance of the application kernels operation across all tested supercomputers is 
labor intensive due to somewhat frequent execution breakage of application kernels on 
one or more supercomputers. While this can be due to a number of reasons, the most 
frequent one is changes in the software stack of the resource. The important role of the 
application kernel module is to monitor the effect of such changes on the application 
kernels performance to help ensure optimal performance is maintained as well as provide 
quality of service metrics.   For example, as can be seen in Figures 6.4-1 and 6.4-2, the 
new software stack recently implemented on Gordon has no effect on LINPACK 
performance, slightly decreases FFT performance and improves NAMD performance. 
 
2) IOR benchmark tests the file system IO operation. Initial deployment of IOR on the 
Stampede system required long execution times to complete on 2 to 8 nodes, with the 
majority of runs unable to complete even after 3 hours. Investigation showed that 
combination of Intel-MPI, parallel HDF5 library and Lustre file system had resulted in 
frequent IOR freezes. This problem has been resolved by migration from Intel-MPI to 
MVAPICH. Given that Intel-MPI is often the choice for Intel-based clusters, it is 
worthwhile to further explore the problem in the future. 
 
3) Both IOR and MPI-Tile-IO application kernels target benchmarking the file system IO 
performance. For both maintenance reasons and minimizing the consumption of 
resources by the application kernels, it is rational to eliminate one of these kernels due to 
their similar functionality. From independent and bundled runs (both tasks executed in a 
single job run) of IOR and MPI-Tile-IO, both benchmarks exhibited similar behavior and 
their read/write performance results have sufficient correlation. We decided to use only 
IOR as it uses a larger number of IO libraries. One important difference between IOR and 
MPI-Tile-IO is that our addition to MPI-Tile-IO also measures metadata operation 
performance (file opening and closing time). In order to keep similar functionality, 
several metadata operation measurements were added to the IOR benchmark. The 
updated benchmark was deployed over all the monitored resources.  
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4) In the beginning of this year, the application kernel stack was significantly reduced in 
order to improve the maintainability and minimize consumption of resource cycles. 
However, it was determined that the reduced application kernel suite lacked a graph 
based application kernel. To remedy this, Graph500 was reintroduced into the application 
kernel stack.  As the name implies, Graph500 is a benchmark designed to measure the 
performance of graph algorithms. Prior to the deployment the input parameters and 
execution schema were revisited. Similar to high-performance LINPACK, Graph500 is 
intended to run on the whole supercomputer or at least on a large number of nodes. 
However for our purposes it is critical to be able to run the benchmark on a small number 
of nodes (typically 1 to 8 nodes) and small amount of wall-time (10 to 20 minutes). 
Therefore we made several modifications to Graph500 in order to better meet these 
requirements, including: 
 The Hybrid OpenMP/MPI version is used instead of the previously used MPI 
version due to its better performance. 
 The initial edge list is generated on a single node in order to have the same input 
for all node-sizes.  
 Similarly to Green-Graph500, a separate performance cycle has been introduced 
consisting of only Breadth-first search steps for better measurement of the graph 
algorithms’ performance.  
 Results validation is done only on one node as it has higher performance on the 
small number of nodes.  
 The capability to run benchmark without validation has been added.  
 
The validation step takes a significant portion of execution time, for example, 93% on 8 
nodes on Kraken. Therefore for the purpose of monitoring the graph algorithms’ 
performance, it is constructive to use validation only during the initial test deployment. 







Figure 6.4-1.  Change in HPCC application performance on Gordon after OS update on 
August 22
nd
. Although the small amount of data does not allow a quantitative analysis, 
qualitatively LINPACK performance stays nearly the same while FFT slightly decreases. 
 
Figure 6.4-2.  Performance of NAMD based application kernel on Gordon. Change indicator on 
August 22
nd
 shows the Gordon OS update. Although the NAMD version is the same, the improved 
performance is associated with the newer compilers and libraries, probably most notably update 
of the MPI library. 
 
 
6.5 Indiana University Sub-contract: Progress report on Publications and Scientific Impact: 
 
During this quarter we set ourselves the following goals: (a) improve the available data in our 
scientific impact database for citations related to XSEDE users and projects; (b) explore the use 
of data from ISI Web of Science; (c) provide a REST service to expose our data; and (d) 
communicate with the XSEDE portal team to utilize our data. 
 
We have met and exceeded these goals and can point to the following highlights: (a) we have 
created an unprecedented database of citation data related to XSEDE users that attracted interest 
from other groups (see Section 6.5.1); (b) we have integrated data from ISI Web of Science and 
correlated it to data from Google Scholar. A high correlation between the data for frequently cited 
publications should be demonstrated. Further analysis is warranted (see Section 6.5.2); (c) we 
have provided a rest interface and introduced it to several groups (see Section 6.5.3); (d) we are 
collaborating with the XSEDE portal team so they can use our REST services (see Section 6.5.6). 
In order to facilitate (d) we also provided a simple scientific impact portal framework that was 
essential, not only to display some of our preliminary results, but also to showcase how easy it is 
to use our information from any portal framework. This framework also allowed us to develop 
customized impact metrics for Pittsburgh Supercomputing Center. The framework is based on 
work we did for FutureGrid. 
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6.5.1 Unprecedented Database of Citation Data Related to XSEDE Users 
Previously we mined the NSF awards database and obtained 122,000 publications for users of 
XSEDE. This quarter we completed the citation data retrieval from Google for a subset of these 
publications (those that are from the active users in the year 2012). Based on this data, we derived 
various metrics as a general measurement for their scientific impact. This database is 
unprecedented in depth and function while correlating citations to XSEDE users. 
 
6.5.2 Integration of ISI Web of Science data 
We also investigated obtaining citation data from ISI web of science. We have streamlined the 
process and obtained the citation count for the more than 122,000 publication entries in our 
library. A systematic comparison of the data with those from Google Scholar has been done. As 
seen in Figure 6.5-1, the correlation between data from ISI and Google is high. In general Google 
Scholar tends to have citation data available for more publications. It also shows for most 
publications a higher citation count in contrast to citations found from ISI web of science. 
However, we observe differences where Google scholar does not contain certain publications but 
ISI does and vice versa. As a consequence of this analysis we will be developing a service that 
combines the information into a weighted sum. 
 
Figure 6.5-1 Comparison of citation data from differecnt sources 
6.5.3 Scientific Impact Portal Framework 
















gs = 7.024 + 1.136isi (Linear fit, blue)
correlation coefficient: 0.8411
Lowess smoothing, red
Citation data from Google Scholar(gs) vs ISI Web of Science(isi)
 77 
Recently several teams with different portal technologies approached us to integrate our data into 
their frameworks. This includes the TAS team (which we are part of), but also the XSEDE portal 
team at TACC, and a user driven request from Pittsburgh Supercomputing Center. It is important 
to note that the general framework we chose is based on REST service interfaces. This allows 
others to easily integrate this data into their specific portal frameworks. However, we also needed 
to communicate our data to these groups so they can develop customized interfaces. To achieve 
this, we have reused the portal framework that is developed as part of FutureGrid Cloudmesh and 
exposed a sample portal to the community. The beauty of this system is that other groups can 
model their interfaces and access to its display based on our example. 
 
6.5.4 Scientific impact metrics based on only XSEDE related publications 
In our previous work data was not correlated just to the use of XSEDE resources, but to users 
with an XSEDE account. The question arose: Can we attribute a particular publication to the use 
of XSEDE resources? To facilitate this analysis we obtained the publications that have been 
uploaded by XSEDE users to the XSEDE portal. Unfortunately, this data is still highly 
incomplete, as many users have not yet uploaded their information into the XSEDE portal. 
However, the framework that we developed can produce the required metrics for the data 
available to us. Over time this metric will become more accurate when the users upload more 
data.  Besides the metrics for individual users, we have also generated aggregated metrics based 
on organizational and XSEDE project affiliation. A general statistical analysis has been done for 
XSEDE as a whole, e.g., the publication types and yearly distribution. This statistic is readily 
available through our portal (see Figure 6.5-3). The portal also shows data related to a specific 
project (see Figure 6.5-2).  
 
6.5.5 Customized Scientific Impact Metrics for PSC 
A customized scientific impact report for a group in Pittsburgh Supercomputing Center clearly 






Figure 6.5-2 XSEDE based scientific impact metrics on XD projects/allocation level 
 
 





Figure 6.5-4 Customized report showing user level XSEDE based impact metrics 
6.5.6 Collaborating with XSEDE portal team to improve publication upload mechanism 
We have actively engaged in several discussions with XSEDE portal team and confirmed that our 
database containing the mined NSF award publications can significantly enhance the 
functionality of the XSEDE portal. Our services can be a significant help during the uploading of 
user’s references, as well as providing metrics for the currently analyzed data.  
 
We have developed a preliminary service exposing the collected data in an easy to use fashion for 
a given XSEDE user and shown the team the service interface. The XSEDE portal team is now 
developing a customized interface for users to upload their publications based on our service 
while accessing our data. We will proceed further with this activity over the next quarter to 
finalize a production system. 
 
6.5.7 Other approaches and aspects to assess scientific impact 
Besides the traditional approach, which uses formal publication and citation information, to 
measure scientific impact, we have also researched other approaches such as usage based 
approach (e.g., based on download/read data for a formal publication), as well as the more 
recently proposed way in which both less formal scientific output like a web post or web 
mentions are used as measurement of impact. We will continue to develop these alternative 
measures of scientific impact. 
 
We also interacted with Amy Apon from Clemson University who saw the benefits in our 
approach. We will be looking into possibilities that integrating the data from both groups to 
further diverse the metrics we could provide, both for XSEDE related measures and scientific 
impact in general.  
 
For instance, we plan to correlate the data we have with data from Clemson to obtain additional 
institutional data and the cyberinfrastructure data available in researchers’ home institutions. This 
will help us to show further how XSEDE played a role to assist users doing good research. 
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Another example is to integrate a social network graph based on publications’ co-authorship 
relationship to give guidance in identifying if a publication is from a given author. We have just 
started this collaboration and only gathered some rough ideas on what could be produced. This 
activity will be continued in the next quarter. 
 
6.6 NICS Sub-contract: PEAK progress: 
 
6.6.1 Objectives 
It is well-known that scientific application performance is dependent on what can be a myriad of 
compiler options and numerical libraries to select from when creating the executable for a given 
scientific application. In most cases, users and developers are looking for a systematic way of 
selecting the configuration of available options that will result in the optimal application 
performance on a given computing system.  The Performance Environment Autoconfiguration 
frameworK (PEAK) is being developed with just this purpose in mind.  It is designed to select the 
optimal configuration for an application on a given platform and to update that configuration 
when changes in the underlying hardware and systems software occur.  In this quarter we added 
new members to the PEAK project.  These new members are graduate student James Cortese and 
recent graduate Andrew Kail.  For this quarter the focus has been on getting James and Andrew 
up to speed, building a peak web portal, adding new kernels to the framework and exporting the 
code base to more XSEDE resources.   
 
6.6.2 Website 
The PEAK website is hosted by JICS at jicsdev.nics.tennessee.edu/peak.  The website will act as 
a portal and general information website.  It provides a general overview of the project, software 
packages and publications, see Figure 6.6-1.  In order to accommodate the need for a web 
interface to access database information, a secondary website is currently in the planning stages.  
This site cannot be developed on the JICS page because of limitations in Drupal 7 for JavaScript 
and database access.  We are currently in contact with the web development teams at NICS to set 
up and plan this addition to the website.   
 
 
Figure6.6- 1: Current Peak Website 
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A preliminary version of the database interface was developed.  This interface provided the 
ability to generate and execute the scripts on the computing machine.  Using Perl and JavaScript 
the resultant information is displayed.  This preliminary site is shown in Figure 6.6-2. 
 















for peak has been updated to provide more flexibility for analysis.  This involves rewriting the 
code into a modular format.  In this format the applications, kernels and machines are isolated 
into modules which are dynamically loaded based on user input.  The main peak function parses 
command line options to accomplish this.  Options currently include: compilers, libraries, kernels, 
machine, applications and number processor range.  A full list of options is presented in Table 
6.6-1. 
Table 6.6-3: PEAK command line options 
Command line option 
-c -l -k -a -m  -np 
Compilers Libraries Kernels Applications Machines # of Procs 
Intel libsci lapack namd kraken Any Range 
gnu mkl scalapack amber Cray (default)  
cray acml magma lammps keeneland  
pgi gsl plasma gromacs stampede  
  cublas cpmd trestles  
 
For example, if we wanted to execute lapack on Kraken using intel, pgi and the libsci libraries we 
would use the following options: 
 
Figure 6.6-2: Early web interface design 
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./peak.py -c intel pgi -l libsci -k lapack -m kraken 
 
Safeguards for incompatible compilers, libraries are built into the machine modules.  There are 
also default settings in case options are omitted.  If all options are blank the script will default to 
testing all compilers, libraries, kernels and applications using a default Cray environment. 
By breaking the code base into modules we make it very easy to incorporate new kernels 
applications and machines.  We can isolate the machine specific variables and make them 
interchangeable from a compiling standpoint.  Code documentation is also being implemented 
using Doxygen and will be available through the web portal.  All source code, documentation and 
results information is currently stored in a svn repository on the NICS network file system. 
 
6.6.4 Future Work 
In the next phase, we are planning to port our work to other XSEDE platforms such as Stampede, 
Trestles, and Keeneland. We have the base for generating the configuration, job submission, and 
result analysis scripts for each application/kernel.  Slight modifications are expected to make 
them run successfully on other platforms.  Another main purpose of this study is to generate 
service units (SUs) conversion comparison between XSEDE supercomputers in terms of specific 
application and present this in an easy to access web format. 
 
 
6.7 University of Michigan Sub-contract: XSEDE Usability and User Experience Analysis:  
 
In Q3 2013 the team at the University of Michigan School of Information (UMSI) developed an 
interview protocol for exploring the user satisfaction of XDMoD. The team reached out to the top 
14 users who logged into XDMoD outside of the XDMoD associated members. Six of these users 
agreed to an interview. The interviews revealed a positive feeling toward XDMoD in the sense of 
the interface’s usability and their experience. The interviews did uncover two topics that reveal 
possible greater areas of concern and interest in XDMoD development. 
 
First of the concerns was expressed by two of the interviewees. Data accuracy of what XDMoD 
versus the comparison of their local resource reports showing slight variance in graphs. The 
XDMoD development team attributed some to of this variance to potential variations in the time 
the report was generated versus when all the data is ingested or reported to the central database. 
Another variance was attributed to the different assumptions and types of data cleansing that may 
go on between the local resources and the central database in that partial jobs, test jobs, and 
others may not all be reported. This may highlight the need to look at specifically what data is 
being reported to the central database by all resources and what is discarded if in fact there are 
many variances between XDMoD and local reports or just need for clearer chart comparison of 
local and XDMoD to ensure all data is represented accordingly. 
 
Second area of concern and interest are from two of the six interviewees. The need to either 
create custom queries or needing to access the underlying data to do deeper analysis that XDMoD 
did not allow. Though one admitted they had not tried to create all of the queries through the 
interface yet. The second was looking to do multi variable comparisons and the visualizations of 
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two sets of data on one graph is not possible in the current graphing tools of XDMoD. As these 
data handling and visualizing requests only had one request and the users were able to find 
workarounds for their needs shows the csv export does provide adequate data access for some 
needs. The custom queries needs, while able to be accommodated in the back end, expresses that 
some users may choose alternative routes due to not knowing of the availability to have custom 
queries generated, time to learn, or alternative routes to the data at this time being known over the 
barrier of learning. 
 
The selection of the most frequent number of logins may not have been the most appropriate 
measure of the XDMoD expert as duration of time in use was not measurable to evaluate.  Future 
integration of analytics into XDMoD will enable greater tracking of both user activities and 
duration on the site to enable a more accurate selection of what users are experts with which 
particular sections of XDMoD. 
 
The results of these interviews were presented over the phone on a weekly call. The follow up to 
this advanced user study is in Q4 where the comparison of features used by current XDMoD 
users and the current testers and future users of the XDMoD open source tool. This would explore 
the features of XDMoD that are most useful for organizations that are not required to use or 
interoperate with XDMoD. Looking at how outside organizations are adopting and using 
XDMoD may both lend to the greater value of XDMoD than just XSEDE as well as highlight use 
cases and ways in which XDMoD and XDMoD Open Source might evolve to better fit the user 
needs. 
 
6.8 TAS analysis of Keeneland Operations 
 
A brief analysis of Keenland Operations for the time period of 2013-01-01 to 2013-07-31 was 
conducted based upon a request from NSF.  The details of this analysis are described below. 
 
6.8.1 Summary Conclusions: 
The KFS has 264 nodes and 16 cores per node so under ideal conditions it could deliver 9.2 M 
cpu-hours per quarter.  However, as shown in Figure 6.8-6, the quarterly XSEDE allocation has 
been less than 2 M cpu-hours per quarter and the usage only a fraction of the allocation.  XSEDE 
allocation and usage only accounts for less than 25% of the theoretical capacity of the machine.   
It is our understanding that the total hours allocated through XRAC is based on cpu-hours that 
Keeneland makes available to the XRAC process.  In terms of wait times, examination of the 
aggregate behavior of Keeneland does not show any gross problems with the wait times for 
different job sizes (see Figures 6.8-11, 6.8-12, 6.8-14 and 6.8-15 below).  There is some evidence 
that running very large jobs does affect the system throughput as the system prepares to run them 
(see Figure 6.8-10).  However, it is not the main factor driving the output or utilization (see 
Figures 6.8-5 – 6.8-10).   As shown in Figure 6.8-17, in early August, user Perot, has suffered 
substantially longer wait times than all other users.  Finally, it must be noted that this XDMoD 
analysis only includes the XSEDE jobs reported to the XDCDB and the conclusions drawn about 




6.8.2 Keeneland Operations: 
This summary report of Keeneland operations will cover the period of 2013-01-01 to 2013-07-31.  
This period was selected to be about two months after Keeneland went into full production mode 
in October of 2012 up to the present.  For this period the machine configuration is reported to be 
264 nodes with 16 cores per node; this configuration is used in the utilization calculations.  Note 
that this XDMoD analysis only includes the jobs reported to the XDCDB, presumably all of the 
XSEDE jobs.  Figure 6.8-1 below shows the daily number of jobs started, run and ended for this 
period.  The number of jobs varies by the average job size in the workload.  Figure 6.8-2 shows 
the daily average job size (that is number of cores) including the standard deviation.  In figure 
6.8-3 these two plots are combined showing that the number of jobs run is lower when the 
average job size is greater most of the time, as expected.  The correlation is modest R = -0.41.  










Figure 6.8-2. Average job size by date on Keeneland. 
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Figure 6.8-4. Number of jobs by job size Keeneland. 
 
The daily output of Keeneland in SUs is shown in Figure 6.8-5.  It certainly seems somewhat 
erratic but this figure only reflects XSEDE usage. Variation of the job mix between XSEDE and 
non-XSEDE jobs could account for this behavior.  The allocated daily SUs over this period for 
Keeneland is approximately 650-700 kSUs.  Figure 6.8-6 shows the quarterly cpu-hours and SUs 
allocated and SUs used for Keeneland during 2013.  The final point drops because quarter three is 
only partly completed.  Figure 6.8-7 shows a comparison of SUs charged and number of jobs run.  
Figure 6.8-8 shows a comparison plot of SUs and average job size.  The utilization, defined as the 
fraction of SUs output reported to the XDCDB divided by the total machine capacity, by 
necessity closely reflects the shape of the SU output.  Note by this definition of percentage of 
utilization, non-XSEDE usage and down-time will decrease the utilization plotted in Figures 6.8-
9 and 6.8-10.  Therefore, Figure 6.8-9 shows this percentage of utilization for Keeneland by date 
for XSEDE jobs only.  Dividing the XSEDE allocation by the XSEDE SU output from Figure 
6.8-5 might present a more realistic picture of the machine efficiency and utilization.  Figure 6.8-
10 shows a comparison of the daily percentage of utilization and the number of large jobs (>256 
cores) running.  The number of large jobs running does not seem to be the principal mechanism 
driving the utilization although there is some evidence that running large jobs does impact the 
























Figure 6.8-10. Daily percentage of utilization compared to very large jobs running for 
Keeneland. 
 
Figure 6.8-11 shows the average wait-time per job.  Figure 6.8-12 shows the wait-time per job by 
job size on Keeneland.  Note with the exception of the 2-4 core jobs the wait time increases for 
larger jobs. The user expansion ratio is defined as the ratio of a job’s execution time divided by 
the sum of its wait time plus its execution time.  Obviously, a value of 1 is perfect and the higher 
the number the poorer the machine performance.  Figure 6.8-13 shows the daily user expansion 
ratio on Keeneland.  Figure 6.8-14 shows the daily user expansion ratio for the various job sizes 
(core counts).  Figure 6.8-15 shows the user expansion ratio broken down by job size.  Note that 
with the small exception of the 2-4 core jobs, in aggregate the user expansion ratio increase a bit 
as the job size increases.  Figure 6.8-16 shows the number of jobs run, the user expansion ratio 
the wall hours and the wait hours per job for the three queues on Keeneland (serial, parallel, and 
capability).  Figure 6.8-17 shows wait time per job for all users up to 8-14-13, Perot is in orange 
and has had substantially longer wait times in August than any other user.  Prior to August, his 




Figure 6.8-11.  Wait-time per job on Keeneland. 
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Figure 6.8-12.  Wait-time per job by job size on Keeneland. 
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Figure 6.8-17.  Wait time per job for all users through 2013-08-15. Perot is in orange and has 
had substantially longer wait times in August than any other user.  Prior to August, his waits 
were at the higher end, but not substantially so.   Please note:  In all the plots above (except this 
one), the period of analysis was Jan 1 – July 31.   
 
6.1 6.9 XDMoD Usage: 
 
XDMoD usage during the present quarterly reporting period as reported by Google analytics is 
shown in Figure 6.9-1.  The usage has continued to grow over the past year and we anticipate 









6.10 Meetings, Events Publications and Presentations 
 
TAS, supported by our collaborators and subcontractors, has been very active during this period 
presenting three papers and a BOF in XSEDE13.  The “Comprehensive Job Level Resource 
Measurement and Analysis for XSEDE HPC Systems” paper was selected for the lightning 
round.  Titles and authors are given below: 
 
1. Furlani, T.R., Schneider, B.I, Jones, M.D., Towns, J., Hart, D.L., Gallo, S.M., 
DeLeon, R.L., Lu, C.D., Ghadersohi, A., Gentner, R.J., Patra, A.K., von 
Laszewski, G., Wang, F., Palmer, J.T., and Simakov. N., 2013, “Using XDMoD to 
facilitate XSEDE operations, planning and analysis.”, In Proceedings of the 
Conference on Extreme Science and Engineering Discovery Environment: 
Gateway to Discovery (XSEDE '13). ACM, New York, NY, USA, Article 46, 8 
pages. DOI=10.1145/2484762.2484763 
http://doi.acm.org/10.1145/2484762.2484763  
2. Lu, C.D., Browne, J., DeLeon, R.L., Hammond, J., Barth, W., Furlani, T.R., Gallo, 
S.M., Jones, M.D., and Patra, A.K., 2013. “Comprehensive job level resource 
usage measurement and analysis for XSEDE HPC systems.”, In Proceedings of the 
Conference on Extreme Science and Engineering Discovery Environment: 
Gateway to Discovery (XSEDE '13). ACM, New York, NY, USA, Article 50, 8 
pages. DOI=10.1145/2484762.2484781 
http://doi.acm.org/10.1145/2484762.2484781 
3. You, H., Lu, C.D., Zhao, Z.,  and Xing, F.,  2013. Optimizing utilization across 
XSEDE platforms. In Proceedings of the Conference on Extreme Science and 
Engineering Discovery Environment: Gateway to Discovery (XSEDE '13). ACM, 
New York, NY, USA, Article 47, 8 pages. DOI=10.1145/2484762.2484778 
http://doi.acm.org/10.1145/2484762.2484778 
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4.  XSEDE Metrics on Demand (XDMoD) Technology Auditing Framework: A 
Guide for the XSEDE Community: Presenters: Thomas R. Furlani, Matthew D. 
Jones, Amin Ghadersohi, Steven M. Gallo and Robert L. DeLeon. Center for 
Computational Research, State University of New York at Buffalo; submitted to 
XSEDE13 Gateway to Discovery; July 22-25 (2013), San Diego, CA 
 
We will be publishing the above papers in the special issue of Concurrency and 
Computation: Practice and Experience devoted to extended XSEDE13 papers.  In addition 
we got an SC13 paper accepted and an SC13 BOF approved. 
 
6.2 6.11. XSEDE Central Database (XDCDB) Data Recording Recommendations 
 
Based upon TAS’s examination of the existing records in the XDCDB, we have carefully 
formulated a series of recommendations for improved record-keeping. These recommendations 
include improved job metrics, resource metrics and user metrics.  Many of these metrics are 
included in the Compliance Tab in XDMoD that is viewable by NSF and XSEDE leadership.  As 
a partial response to this, we have implemented the Compliance Tab in XDMoD, which tracks 
data reporting by the various service providers both for required data fields and our recommended 
data fields.  
     
Job Metrics 
 Number and type of cores charged (including GPUs). Note that this should reference 
node types reported with resource metrics (e.g., RDR) 
 Exit status/return code 
 Local disk usage 
 Memory usage 
 SU/NU consumed 
 Ability to flag jobs as development or production (mostly done by queue now?) 
 Eligible queue time – time from when the job is eligible to run until it starts executing. 
 Policy expansion factor – (requested wall time + eligible queue time)/ (requested wall 
time) 
 Application usage, e.g., SUPReMM and Automatic Library Tracking Database 
implemented by ORNL (c.f., Hadry, Fahey, and Jones, TG10 presentation, following 
URL may be broken by Wiki formatting but clear in the source text, link) 
Resource Metrics (e.g., RDR) 
The following resource data are either not being recorded or are being recorded inconsistently. 
We recommend both implementing new record keeping on these metrics and correcting historical 
records. Moving forward, both current and historical data should be maintained with appropriate 
time stamps when any data is modified to indicate record validity. For heterogeneous systems 
with multiple sets of node types, node and GPU data should be recorded for each set. 
 Node configuration (one entry for each set of node types in a heterogeneous system) 
o Number of nodes 
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o Number of available nodes 
o Number of processors per node 
o Processor type and speed 
o Processor memory (shared or dedicated) 
 GPU configuration (one entry for each set of node types in a heterogeneous system) 
o Number of GPU/Accelerator nodes 
o Number of GPU/Accelerator processors per node 
o GPU/Accelerator Processor type and speed 
o GPU/Accelerator Processor memory 
 Rmax and Rpeak values 
 Percentage of resource allocated to XSEDE 
 Local SU computation algorithm for each resource 
 XD conversion factor 
 Interconnect 
For storage resources 
 Shared filesystems description and retention policy 
 Capacity 
 Shared filesystems usage 
 Keep information for storage jobs separately from compute jobs so that information 
collected can be specific to storage 
Gateway Usage 
 Consistent reporting of gateways 
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The XD Service Provider (SP) Forum is the representative body of federated providers of leading 
edge computational, storage and visualization resources, software, and associated services to the 
open science community. There are currently 17 members on the SP Forum, including Levels 1, 2 
and 3 XSEDE service providers.  
In partnership with the XSEDE project, the SPs collectively delivered nearly 1.2 billion service 
units (SUs) and supported 2420 users in 1167 projects from 389 institutions through XSEDE 
allocations to the XSEDE users, and 187 million node-hours to the Blue Waters community 
during the quarter. The paragraphs below highlight the Forum’s activities and accomplishments 
throughout the reporting period. 
Annual SP Forum Election 
The election of the SP Forum positions, including Chair, Vice Chair, and two representatives to 
the XSEDE Advisory Board, is ongoing. Candidates for all the positions have been nominated. 
Voting ballots have been sent to all eligible SPF members.  
SP Forum Charter Amendment 
The SP Forum has amended its Charter in an effort to expand the pool of eligible candidates for 
the positions of the forum. To avoid potential conflicts of interest, the original Charter text 
stipulates that SP Forum positions cannot be from institutions that have roles within the XSEDE 
Senior Management Team. The amended Charter allows any forum member (PI or alternate for 
an SP) to be eligible for SPF positions as long as they are not an XSEDE PI/Co-PI, or XSEDE 
WBS Level 1, 2 or 3 manager. The amended charter was voted on and approved by the SP Forum 
in July 2013.  
Resource changes  
Several XSEDE resources have retired recently, including Nautilus/RDAV, Steele, the Condor 
pool, and Wispy.  The SPs of these resources are working with XSEDE SP coordinator to 
improve the process of resource decommission. An initial checklist has been created and tested 
with Purdue SP. The SP Forum had an initial discussion about the policy of resource 
decommissioning and indicated the need to recognize that the end dates of resources are often 
subject to change. More discussions will follow in the next quarter. 
New resource awarded 
The Forum looks forward to the integration of new XSEDE SPs in the coming year: 
1. The new SuperMIC system to be deployed by LSU Center for Computation & 
technology (CCT), funded by an NSF MRI grant. The new system will be a shared 
resource, with an estimated 40 percent of its computational resources allocated through 
XSEDE allocation process.  
2. A new petascale system, Comet, to be deployed by SDSC in early 2015. Funded by NSF, 
Comet will be a Dell-based cluster, with the next-generation Intel Xeon processors, 
capable of an overall peak performance of nearly two petaflops.  
3. A new petascale storage and data analysis system, Wrangler, to be deployed by TACC 





The Minnesota Supercomputing Institute (MSI) has recently joined the XSEDE Federation as a 
Level 3 SP. MSI has submitted an application to join the SP Forum. The forum is voting on this 
request in October. 
The current membership, charter, and SP Forum membership application forms are available 
publicly at https://www.xsede.org/web/sp-forum/spf-membership.  
Interactions with XSEDE 
The SP Forum worked with the XSEDE management team on a number of issues, including: 
 Large Class Allocation Policy: With lessons learned through recent large classes on 
XSEDE resources, XSEDE has been developing a policy and process to address account, 
allocation and support issues related to the scale of large classes in order to support such 
classes more effectively and sustainably. The SP Forum chair worked with the XSEDE 
training and ECSS groups to draft the policy and process, and the SPs provided feedback 
and site specific information to help with the implementation. The class policy defines 
the process whereby instructors will request allocation and support from XSEDE and 
provide the required information about the class to XSEDE prior to the start of the class. 
Additional information will be required if the size of the class exceeds the specified 
threshold (currently set to 50 students). The policy is in the final stage of review by 
XSEDE senior management team.  
 Acceptable Use Policy: the SP Forum reviewed and provided feedback on this policy. It 
was finalized and approved by XSEDE management team.  
 Discussed the issue related to some users who have very large allocations but do not use 
the allocations until the end of allocated period. The methods of dealing with such users 
tend to be site/resource specific. The DOE INCITE policy was referenced 
(https://www.olcf.ornl.gov/kb_articles/incite-allocation-under-utilization-policy/). 
Further discussion may be needed.   
 Monthly XDMoD compliance report discussion is ongoing.  
Other activities and accomplishments: 
The SP Forum provides input and feedback to the XSEDE project on an ongoing basis, including: 
 The SPF conducts its business and coordination through regular conference calls on 
Tuesdays at 11:00 AM Eastern Time.  
 The SP Forum held its annual face-to-face meeting during the XSEDE13 conference on 
July 24, 2013, in San Diego. The SUPREMM (usage and performance data on HPC 
resources) team, including PI Jim Browne and Abani Patra, updated the forum on their 
progress and the type of assistance they were seeking from the service providers. The 
forum members provided input and feedback that the team found quite useful. The SPs 
also received an update from the XSEDE Operations and SD&I leads.  
 Victor Hazlewood, XSEDE SP coordinator, and JP Navarro, the lead of the XSEDE 
Software Development and Integration (SD&I) provide regular updates on software and 
operations that may impact SPs to the forum on the SPF calls and face-to-face meetings.  
 The Forum Chair and Vice Chair participate in the XSEDE quarterly meetings, as well as 
the regular Senior Management Team calls. 
 The SPF Chair and representatives to the XSEDE Advisory Board (XAB) attended the 
regular XAB calls and meetings.  
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The upcoming topics for the SP Forum include how to simplify some of its processes to make it 
less confusing and easier for service providers to join, add/remove resources, change status, and 
leave, and hence reduce the time it takes for these changes.   
The following sections include the quarterly reports from the service providers.  
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8 XSEDE Quarterly Report:  FutureGrid Service Provider                            
(July 1, 2013 – September 30, 2013) 
 
1.1 Executive Summary (Highights) 
● Integration of project management with XSEDE 
● ScaleMP available on Echo 
● Prototype of Cloudmesh, a tool to manage hundreds of VMs on FutureGrid with 
access to bare metal provisioning 
● Continued development and release of Nimbus Phantom, a service that can 
manage and autoscale deployments spanning multiple FutureGrid and commercial 
clouds and has been tested with thousands of VMs 
● Development of a tool for simple experiment management (PRECIP) 
● Integration of new network tunneling mechanisms into ViNe 
● PAPI has been tested to run successfully in KVM virtual machines  
 
1.1.1 Resource Description 
 
FG Hardware Systems 
 
 
FG Storage Systems 











india IU  IBM iDataPlex 128 256 1024 11 3072 512
hotel UC  IBM iDataPlex 84 168 672 7 2016 120
sierra SDSC  IBM iDataPlex 84 168 672 7 2688 96
foxtrot UF  IBM iDataPlex 32 64 256 2 768 24
alamo TACC  Dell PowerEdge 96 192 768 8 1152 30
xray IU  Cray XT5m 1 168 672 6 1344 180
bravo IU Large Disk / Large Memory 16 32 128 1.5 3072 192




192 9 3072 192
lima SDSC SSD Test System 8 16 128 1.3 512 3.8 (SSD)
8 (SATA)















We plan to use FutureGrid to help to evaluate virtualization technologies for high performance 
computing. In particular we seek a testbed for scaling studies involving our Palacios VMM and its 
components (e.g. the VNET/P overlay). 
Intellectual Merit 
The V3VEE project (v3vee.org) is creating a virtual machine monitor framework for modern 
architectures (those with hardware virtualization support) that will permit the compile-time 
creation of VMMs with different structures, including those optimized for computer architecture 
research and use in high performance computing. V3VEE began as an NSF-funded collaborative 
project between Northwestern University and the University of New Mexico. It currently involves 
five DOE-funded partner institutions: Northwestern University, the University of New Mexico, the 
University of Pittsburgh, Sandia National Laboratories, and Oak Ridge National Laboratory. V3VEE is 
a community resource development effort that anyone can contribute to. 
Broader Impacts 
The infrastructure developed in the V3VEE project is used extensively in research and education. The 
codebase is freely available and BSD licensed. Underrepresented groups are impacted through 
Northwestern's AGEP program and through U NM, a minority serving university. More information 
on the project can be found at http://v3vee.org. 
Use of FutureGrid 
We want to run scaling studies of Palacios combined with its VNET/P overlay network on 1-10 Gbps 
Ethernet configurations and/or Infiniband configuration. That is, to run on as many nodes as possible 
and see the effects. 
Scale of Use 
There are four phases I envision currently: 
 1. We will want to log in to the various resources (or have someone do so) to interrogate the 
hardware. Palacios and VNET/P have some specific hardware requirements, and we must first 
determine which FG hardware would work. This will take only an hour per environment and we only 
need a single representative machine in each cluster. 
2. We will initially need a small number of machines (2, say) to bring up Palacios and VNET/P in the 
FG environment. This will let us create a configuration (either kernel module + images + tools) or a 
whole OS image that can then be repllicated. The time to do this depends a lot on the hurdles that 
might be encountered. Anywhere from a day to a month. We would know very quickly if things will 
go fast. 
3. Scaling studies. Here, we would use a single cluster (the largest possible) to study the performance 
of benchmarks and applications as a function of scale. The following paper describes the 
System Type Capacity (TB) File System Site
Xanadu 360 180 NFS IU
DDN 6620 120 GPFS UC
SunFire x4170 96 ZFS SDSC
Dell MD3000 30 NFS TACC
IBM dx360 M3 24 NFS UF
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experimental protocol: L. Xia, et al, VNET/P: Bridging the Cloud and High Performance Computing 
Through Fast Overlay Networking, HPDC 2012 (and tech report), available from v3vee.org shows the 
test suite we would likely use. Based on our experience with running on Red Storm, I would 
anticipate this would take several days. 
4. Possibly, we would want to do some cross-cluster experiments. This would depend on the 
challenges of porting (2), and if we do it, it would consume a couple of clusters for a day or two. 
 
Results 
All V3VEE project papers, presentations, and the Palacios codebase are available from v3vee.org. The 
most relevant papers for this proposal are: 
 1. L. Xia, Z. Cui, J. Lange, Y. Tang, P. Dinda, P. Bridges, VNET/P: Bridging the Cloud and High 
Performance Computing Through Fast Overlay Networking, Proceedings of the 21st ACM Symposium 
on High-performance Parallel and Distributed Computing (HPDC 2012), accepted, to appear. (also TR 
version) J. Lange, P. Dinda, K. Hale, L. Xia, An Introduction to the Palacios Virtual Machine Monitor---
Version 1.3, Technical Report NWU-EECS-11-10, Department of Electrical Engineering and Computer 
Science, Northwestern University, November, 2011. 
2. J. Lange, K. Pedretti, P. Dinda, P. Bridges, C. Bae, P. Soltero, A. Merritt, Minimal Overhead 
Virtualization of a Large Scale Supercomputer, Proceedings of the 2011 ACM SIGPLAN/SIGOPS 
International Conference on Virtual Execution Environments (VEE 2011), March, 2011. 
3. J. Lange, K. Pedretti, T. Hudson, P. Dinda, Z. Cui, L. Xia, P. Bridges, A. Gocke, S. Jaconette, M. 
Levenhagen, R. Brightwell, Palacios and Kitten: New High Performance Operating Systems for 
Scalable Virtualized and Native Supercomputing, Proceedings of the 24th IEEE International Parallel 
and Distributed Processing Symposium (IPDPS 2010), April, 2010. 
 
1.3 User-facing Activities 
1.3.1 System Activities 
1.3.1.1 Hardware 
 IU iDataPlex (“india”).  The system was operational for production HPC and Eucalyptus and 
OpenStack cloud users. 
 IU Cray (“xray”).  The system was operational for production HPC users.  
 IU Large Disk/Large Memory (“bravo”).  The system was operational for production HPC 
users.  One node was offline and is being returned to vendor for repair. 
 IU GPU (“delta”).  The system was operational for production GPU use. 
 IU ScaleMP (“echo”).  The system was operational for production ScaleMP use 
 SDSC iDataPlex (“sierra”).  The system was operational for production OpenStack Grizzly 
cloud users.  To address OpenStack growing usage, 150 IP addresses were added.  Also 
during this quarter, 13 Seagate disks failed and were replaced.  Due to a combination of these 
failures and ZFS recovery problems, four unscheduled outages occurred on July 22, 
September 5, September 10, and September 17. We continue to work with Oracle to resolve 
this issue and have updated the disk firmware on both storage nodes. 
 SDSC Aeon (“lima”).  Added Torque/Moab to the cluster 
 UC iDataPlex (“hotel”).  The system has been operational for production batch and Nimbus 
users. Added 10G perfSONAR host and zookeeper configuration management hosts for 
Nimbus. 
 UF iDataPlex (“foxtrot”).  The system was operational for production Nimbus cloud users. 
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 TACC Dell (“alamo”).  The system was operational for production HPC and OpenStack 
Folsom cloud users.  Torque/Moab tuning performed to allow users to access a higher 






1.3.2 Services Activities (specific services are underlined in each activity below) 
 
1.3.2.1 Accounting 
The student working on this activity was on a summer internship at Microsoft, which suspended 
activities on this task for the reporting period.  
Upcoming efforts include testing with multiple metrics and developing an analytical framework 
for determining service unit charges 
 
1.3.2.2  Cloud Services and Support Software 
Although we still see great demand for a variety of IaaS frameworks we see a change in which of 
them are most popular. In Figure  I.1 we show the percentage of requested IaaS frameworks per 
quarter plotted since the time we collected this information. We see a clear trend towards the 
usage of OpenStack recently. However the user base of Nimbus and Eucalyptus is still strong so 
it is prudent to still support such systems in a testbed environment such as ours.  
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Figure I.1: Request in percent per quarter for a particular IaaS framework as used in Educational 
projects such as classes and courses. This graph cannot be reproduced without prior request. 
 
Eucalyptus  
Eucalyptus 3 is in production on India. Recently fewer projects applied for Eucalyptus, and we 
continue to see a trend that the popularity of Eucalyptus has decreased in favor of OpenStack. 
Due to this we have disabled the Eucalyptus deployment on Sierra and reprovisioned all 




Continued to provide user support on Hotel and Sierra: fixing software issues, replying to user 
requests, and coordinating with local system administrators for dealing with hardware issues. 
 
OpenStack 
OpenStack have been in production on India (version Essex), Sierra (version Grizzly), Alamo 
(version Folsom). This allows access to three different generations of OpenStack on FutureGrid. 
OpenStack has become one of the most popular IaaS on FutureGrid. Due to the reduced usage of 
Eucalyptus, we have disabled the Eucalyptus deployment on Sierra and reprovisioned all 
Eucalyptus nodes to OpenStack Grizzly. 
 
ViNe 
In this quarter, the UF team developed extensions to ViNe management system, developed new 
management services, and fixed bugs: 
● Added support for ViNe router discovery by hosts (physical or virtual) interested in joining 
ViNe overlays. The system uses a broadcast mechanism to probe for ViNe routers, and when 
found, contacts the ViNe management server to retrieve the necessary host configuration to 
join ViNe overlays. The system has been tested to work on Linux and Windows 
environments. Changes to support Mac, testing and debugging are planned tasks. 
● Added management commands to probe active hosts on a given ViNe overlay, improved 
support for ViNe-tunnel only routers, and preliminary tests for ViNe-tunnel only routers on 
Windows environments. 
 
1.3.2.3  Experiment Management 
 
Interactive Experiment Management 





To support higher level, repeatable, experiments, such as testing client/server software, running 
workloads, testing different filesystem setups and time-based repeatable experiments, a Python 
API was implemented. The name of the API is Pegasus Repeatable Experiments for the Cloud in 
Python, or PRECIP. During the reporting period, an outreach effort was started by presenting a 
poster to the XSEDE’13 conference and contacting a select set of existing FutureGrid projects to 
see if they would be interested in using PRECIP to manage their experiments. 
Image Management 
We conducted bug fixes on our image management software and deployed it on FutureGrid. We 
started an effort to use Chef as an add on to this strategy so images can be improved with the help 
of recipes.  We will continue this activity as part of Cloudmesh. 
 
Cloudmesh 
Cloudmesh was originally born out of the need to debug the various cloud environments while 
starting hundreds of VMs on FG and put them under stress test. Cloudmesh will be able to not 
only manage virtual machines on various clouds, but it will more importantly be a tool to allow 
bare metal provisioning to be managed on a selected set of FG resources. We did not find any 
tools that allowed us via an interactive framework to quickly manage hundreds of virtual 
machines. 
 Cloudmesh prototype 
During the early part of the year we discovered scalability issues with our Eucalyptus and 
OpenStack clouds that we could not identify while using other tools or the monitoring script 
deployed in inca.  Thus, we were in the need to write a program that can quickly start up 
hundreds of VMs and manage them across various clouds. To facilitate this we wrote a tool 
called cloudmesh that was used to (a) identify the issues (b) used to conveniently manage 
hundreds of VMs. Based on this success we started a plan on integrating also the bare metal 
provisioning into it. We are executing this plan and will make the interfaces available to 
users. The prototype tool is already available this quarter via GIT hub and can be used by 
cloud users. 
 Cloudmesh teefaa 
A bare metal provisioning tool customized for administrators for FutureGrid was improved. 
This tool was originally developed as shell script and was not easily maintainable. The code 
was entirely rewritten and converted to python. Teefaa is one of the possible bare metal 
provisioning tools for the rest of cloudmesh. 
 Cloudmesh Move 
We developed a new version of FG move. The change was needed as a new version of teefaa 
was developed. The functionality of moving services has been abstracted and is now 
gradually included into cloudmesh. 
 Cloudmesh Experiment Management 
We have made great progress on demonstrating that cloudmesh can be used as a very 
effective interactive experiment management system. This is based on the fact that we can 
leverage several high level tools either developed by us or the community. One of such tools 
is cmd3 that was developed to write advanced command shells quickly while also making it 
extensible. It allows us to quickly generate command line interfaces to python programs, as 
well as use them not only in a common Linux shell, but also in a command shell that we are 
accustomed to for example by tools such as matlab, mongo, and others. 
 Cloudmesh Web UI 
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Due to the success of cloudmesh we started looking into improving our ASCII GUI interface 
and are now developing a Web user interface based on standard REST and web services 
technologies. This switch is gradually conducted. The most important change that we are 
currently working on is the switch to a multi user environment. cloudmesh was originally 
designed as a single user tool but we are transition it now to a multi user service. Figure C.1 
shows the convenient interface to manage multiple virtual machines on various clouds. Figure 
C.2 shows our inventory that we must maintain to dynamically provision resources. 
 
 




Figure C.2: Listing of the FG inventory that is used as part of the dynamic provsioning of 




During this quarter, we continued the development of the Nimbus Phantom platform, 
which was started last year and introduced at the FutureGrid cloud computing tutorial at 
XSEDE12 in 2012. Nimbus Phantom is a gateway to multiple clouds that provides high 
availability and auto scaling and can be used through APIs or with a web interface. It has 
been tested with thousands of VMs, as described in our article “Infrastructure 
Outsourcing in Multi-Cloud Environment” published at the 8th Open Cirrus Summit 
(pdf). 
 
We introduced a new API to interact programmatically with Phantom. This new API is 
based on an HTTP REST model and is easier to use than the AWS-compatible Autoscale 
API. As part of the introduction of the new REST API, we also dramatically improved 
the performance of the web interface. 
 
Phantom also allows users to easily to configure their credentials and manage their SSH 
key pairs on all supported clouds. Those actions are possible using both the web interface 





We also developed a contextualization system based on Opscode Chef that is fully 





1.3.2.4  Information Services 
 
FutureGrid Messaging Service 
A new messaging service was deployed to provide a single location where users and tools can 
obtain a variety of information about FutureGrid. All of the information is formatted in a single 
language (JSON) and comes from a number of sources (GLUE2, Inca, Ganglia). 
As part of this effort we executed a performance study to ensure that the messaging service will 
meet our needs. We found that the messaging service that we selected (RabbitMQ) can 
accommodate several times the volume of messages that are published for GLUE2, Inca, Ganglia, 
and SNMP for several times the expected number of consumers of this information. 
 




The Globus GRAM 5 and GridFTP services continue to be available on alamo and hotel. Users 
are added to the grid-mapfiles on these systems upon request. 
 
ScaleMP 
ScaleMP has been installed on Echo cluster with PXE server configuration. Currently it is 




Unicore services were available and supported on Alamo and Xray during this project year.  
Management of the UNICORE 6 endpoints on FutureGrid had two components, keeping test 
endpoints up for external developers (as above PGI and SAGA users) and working with the 
XSEDE test teams and the UNICORE 6 development team in Germany to bring up and test 
UNICORE 6 endpoints in the context of both EMS and GFFS. The fully tested stack was turned 
over to operations on September 25, 2013. 
 
Genesis II 
The UVA team maintained Genesis II on FutureGrid as part of the Cross Campus Grid.  Genesis 
II endpoints were used both as production resources for users in Economics, Chemical 
Engineering, Aerospace Engineering among others. Endpoints were also used as interoperability 
testing endpoints for OGSA Basic Execution Services by both the Production Grid 
Interoperability Working Group of the OGF as well as by SAGA (Standard API for Grid 
Applications) users in the US, Germany, and Italy. The UVA team also worked closely with the 
XSEDE Software Development & Integration testing teams to utilize FutureGrid resources for 
testing XSEDE Execution Management Services and the Global Federated File System (GFFS). 
The fully tested stack was turned over to operations on September 25, 2013. 
 
 
1.3.2.6  Performance 
 
Inca 
Currently 264 Inca tests (or active probes) are running for FutureGrid and have been essential in 
detecting periodic functionality problems with each of the Cloud, Grid, HPC, and central services 
that it monitors. Over the past quarter, no new tests were added to the Inca deployment but one 
new view was added to view the status of networking probes between lima and sierra, which has 
shown some variance in bandwidth.  
PAPI 
PAPI has been tested to run successfully in KVM virtual machines deployed by FutureGrid and 
tests have been run to validate performance counter results inside these VMs. Results show that 
PAPI reports nearly identical performance event counts for the large majority of events.  Work 
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continues on the Grid Challenge Benchmark (GBC), with effort targeting recent changes in PAPI-
V components into GBC. 
perfSONAR 
perfSONAR network monitoring is deployed at all FutureGrid sites and continued to operate 
without any issues. 
Ganglia 
Ganglia continues to be deployed to all FutureGrid resources and all data is pulled to and 
accessible from a centralized Ganglia server, ganglia.futuregrid.org.  In addition, all Ganglia 
measurements are being formatted as JSON documents and published to the FutureGrid 
Messaging Service. This allows users and tools to get performance, load, and status information 
related to their experiments from a single location. 
SSD Performance Benchmarking 
A benchmarking effort that leverages Lima has been started to understand how big data 
technologies in particular, Hadoop, can benefit from SSDs. 
 
1.3.2.7  FutureGrid Portal 
FutureGrid TEOS team worked with the Portal team to feature a link to FutureGrid Testbed blog 
in the portal banner to increase access to information about FutureGrid’s activities.  We 
streamlined the portal design, including resizing fonts and changes to color scheme to enhance 






1.3.2.8  XSEDE 
We have been able to interface with the XSEDE project creation mechanism and have approved 
the first project requests coming from the XSEDE portal. We have derived a time dependent 
system for renewal of project coming from XSEDE. Once users from XSEDE apply for a project 
they need to fill out some information that ask at the creation of projects in order to better guide 
the support staff for such projects. 
We have addressed issues of XSEDE users that may already have FutureGrid accounts. We 
observed initial problems with AMIE and recommend that XSEDE provide a better integration 
document guide. This will be addressed hopefully by the new XSEDE POPS redesign. However 































FutureGrid staff participated in several events during the conference, and presentations also 
highlighted FutureGrid use. 
 
BOF:  Science Clouds or It Takes a Village to Give a Talk on Cloud Computing 
 
Kate Keahey, University of Chicago/Argonne National Lab 
Carol Song, Purdue University 
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David Lifka, Cornell  
Manish Parashar, Rutgers 
Shaowen Wang, University of Illinois 
Warren Smith, TACC 
 
The objective of this BOF is to bring together a community of current and prospective XSEDE 
cloud users and both provide and solicit information on scientific cloud use. We will describe 
existing cloud offerings in academic space, such as FutureGrid and Red Cloud, describe examples 
of successful scientific use and discuss with the participants the challenges the community faces 
when accessing clouds and ways of addressing them, as part of an “approach clinic”. We will 
then brainstorm ideas on approaches, tools and initiatives that could make the current use of cloud 
easier and how to evaluate the potential of infrastructure clouds in the context of specific 
application groups. 
 
BOF: Open Grid Forum:  MOOCs  
 
Geoffrey Fox, Indiana University 
 
OGF is an open community committed to driving the rapid evolution and adoption of applied 
distributed computing, which is critical to developing new, innovative, and scalable applications 
and infrastructures that are essential to productivity in the enterprise and within the science 
community. OGF accomplishes its work through open forums that build the community, explore 
trends, share best practices and consolidate these best practices into standards. 
 
MOOC (Massively Open Online Course) 
 How to Make a MOOC (white paper):  https://portal.futuregrid.org/mooc 
 IP-over-P2P (IPOP) MOOC:  Network Virtualization in Infrastructure-as-a-Service (IaaS) 
Cloud Computing by Dr. Renato J. Figueiredo: https://fgmoocs.appspot.com/ipop 




 Distributed news of FutureGrid's launch of Massive Open Online Courses (MOOCs), 
FutureGrid XSEDE events, and FutureGrid software and systems tips and updates 
 Coordinated with FutureGrid team members to assist them in creating news and blog content 




FutureGrid conducted a survey designed to gather feedback from users about their experiences 
using FutureGrid at the end of  its Program Year 4.  The survey was distributed to 1463 
FutureGrid accounts.  We have received 68 responses within the first few days, and the survey 
currently remains open to allow users additional time to respond. Initial feedback has provided 
valuable information about ease of use, responsiveness of technical support staff, and specifics 
about the importance of FutureGrid resources to users’ ability to conduct their research and 
provide hands-on training opportunities to students.  Review of survey responses has already led 
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and will continue to lead to improvements in support processes, documentation, and decision 
making concerning implementation of new services. 
Events this quarter (in order of most recent): 









       
















07/24/2013 1.5 20  Live 
Presentation FutureGrid 
Computing 





07/17/2013 2.0 15  Live 
University of 
Chicago 
       
Presentation Science Clouds 
or It Takes a 
Village to Give 













Classes this quarter: 
FutureGrid Classes: July 1, 2013 – September 30, 2013) 
Proj 
ID 
Course Title Semester Location Course Description 
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FG-375 Testbed for Metagenomics Fall 2013 University of Oklahoma https://portal.futuregrid.org/projects/375 
This project supports testbed experimentation in 
preparation for future coursework to evaluate 
the ability of an experienced user and a new 
user to the system to successfully navigate 
FutureGrid. 
FG-374 Cloud and Distributed 
Computing 
Fall 2013 University of Mississippi https://portal.futuregrid.org/projects/374 
This course introduces graduate students to 
concepts and tools related to cloud and 
distributed computing today, including initial 
experience in cloud computing environments. 
FG-368 Fall 2013 P434 Distributed 
Systems Undergraduate 
Course 
Fall 2013 Indiana University https://portal.futuregrid.org/projects/368 
This course for young computer scientists 
working in the field of software and systems 
covers core Computer Science distributed 
systems curricula.  
 
 FG-364 EEL6871 Autonomic 
Computing 
Fall 2013 University of Florida https://portal.futuregrid.org/projects/364 
This course introduces beginning graduate 
students to key concepts and techniques 
underlying the design and engineering of 




FG-363 Applied Cyberinfrastructure 
concepts 
Fall 2013 University of Arizona https://portal.futuregrid.org/projects/363 
Project based learning class (ISTA 420/520) 
introduces students to fundamental concepts, 
tools and resources for effectively managing 
common tasks associated with analyzing large 
datasets. 
FG-362 Cloud Computing and 
Storage  
Fall 2013 University of Florida https://portal.futuregrid.org/projects/362 
With an emphasis on using large-scale 
computing systems to solve data-intensive real 
world problems this course provides a broad 
introduction to the fundamentals in cloud 
computing and storage. 
FG-358 UoIceland Teaching Fall 2013 Juelich Supercomputing 
Centre 
https://portal.futuregrid.org/projects/358 
This project is part of coursework at the 
University of Iceland, aimed at providing 
practical insights into some data mining & 
machine learning approaches/algorithms. 
FG-355 Data Center Scale 
Computing Class 
Fall 2013 University of Colorado, 
Boulder 
https://portal.futuregrid.org/projects/346 
This project is for a research seminar on data 
center scale computing and to support projects 
within that class, which covers the technology, 
architecture and applications of data center 
scale computing. 
FG-341 Parallel Computing  University of Puerto Rico https://portal.futuregrid.org/projects/341 
This course provided a broad introduction to the 
fundamentals in parallel computing and its 
enabling architecture. 








This project served to provide an overview of 
FutureGrid capabilities to a group of NSF REU 
students. 
 
1.6 SP Collaborations 
No new collaborations during this quarter. 
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1.7 SP-Specific Activities 
See 1.3.2 Services Activities. 
 
1.8 Publications 
Yang Ruan, Geoffrey Fox A Robust and Scalable Solution for Interpolative Multidimensional 
Scaling With Weighting Proceeeding of eScience2013, the 2013 IEEE 9th International 
Conference on e-Science, 23-25, October, 2013, Beijing, China  
Geoffrey Fox, Jose Fortes, Andrew Grimshaw, Kate Keahey, Warren Smith FutureGrid: An 
Experimental High -Performance Test-bed April 19 2013 Birds of a Feather submission to 
XSEDE13: Gateway to Discovery July 22-25 2013 Marriott Marquis and Marina San Diego 
 
1.9 Metrics 












1.9.2 Standard User Assistance Metrics  
RT Ticket System 
 
Type of Issue Created this period Resolved this period Unresolved this period
Account Requests 5 5 0 
Portal Requests 19 19 0 
Eucalyptus 5 4 1 
Nimbus 10 8 2 
OpenStack 34 31 3 
General 98 84 14 
IBM iDataPlex (hotel ) 6 5 1 
Dell PowerEdge (alamo ) 6 6 0 
Cray XT5m (xray ) 2 2 0 
Systems 33 28 5 
User Support 11 9 2 
Total 229 201 28 
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1.9.3 SP-specific Metrics 
Knowledge Base: 
 
Month All FG docs FG docs in XSEDE domain 
Jul 2013 3113  939 
Aug 2013 3375  1065 




We have users from 54 countries.  Top 10 countries with most registered users: 
UNITED STATES: 1614 (76.7%) 
PUERTO RICO: 59 (2.8%) 
INDONESIA: 45 (2.1%) 
INDIA: 44 (2.1%) 
ITALY: 43 (2%) 
ICELAND: 28 (1.3%) 
CHINA: 27 (1.3%) 
UNITED KINGDOM: 24 (1.1%) 
FRANCE: 23 (1.1%) 
SWITZERLAND: 22 (1%) 








 Thirty (30) new projects added this quarter 
 Categorization of projects to date: 
 
a)  Project Status: 
Active Projects: 297(81.4%) 
Completed Projects: 47(12.9%) 
Pending Projects: 2(0.5%) 
Cancelled Projects: 3(0.8%) 
Incomplete Projects: 0(0%) 
Denied Projects: 16(4.4%) 
 
b)  Project Orientation: 
Research Projects: 277(80.5%) 
Education Projects: 64(18.6%) 
Industry Projects: 2(0.6%) 
Government Projects: 1(0.3%) 
 
c)  Project Primary Discipline : 
Computer Science: 178(51.7%) 
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Technology Evaluation: 33(9.6%) 
Life Science: 34(9.9%) 
Education: 47(13.7%) 
Domain Science excluding Life Science: 38(11%) 
Interoperability: 11(3.2%) 
Other: 3(0.9%) 









Genesis II: 37(10.1%) 
XSEDE: 57(15.6%) 













9 Georgia Tech, Keeneland - Service Provider Annual Report 
9.1 Executive Summary 
The Keeneland Full Scale System is nearing completion of its first year of XSEDE production.  
Usage has grown to >200 users.  During July through September 2013, KFS provided over 1.3M 
SUs to XSEDE users.  Each Keeneland SU is equivalent to 17 Kraken SUs.  The Keeneland 
Initial Delivery System (KIDS) is now a resource for development, for discretionary/start-up 
accounts, and for supporting education, outreach, and training. 
9.1.1 Resource Description 
KFS – 264-node cluster composed of HP SL250 nodes, each with two Sandy Bridge CPUs, three 
NVIDIA M2090 GPUs, 32 GB host memory, and a Mellanox FDR IB interconnect through a 
Mellanox FDR IB enterprise switch. 
KIDS – 120-node cluster composed of HP SL390 nodes, each with two Westmere CPUs, three 
NVIDIA M2090 GPUs, 24 GB host memory, and a QDR IB interconnect through a QLogic QDR 
IB enterprise switch. 
9.2 Science  
The following shows the XSEDE use of Keeneland (KIDS & KFS) by research discipline.  
Materials Research, Molecular and Cellular Biosciences, Chemistry, and Physics are the four 
major disciplines using the resource. 
9.3 User-facing Activities  
9.3.1 System Activities 
Since KFS became an XSEDE production resource at the end of October 2012, the usage of the 
system has been dominated fewer than10 accounts each month, even as the number of accounts 
has grown and the dominant accounts have varied.  The top 10 accounts have usually accounted 
for over 90% of the system utilization each month. 
9.3.2 Services Activities 
User services are provided in collaboration with the NICS Help Desk.  The ticket metrics are 
provided in the table below. 
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0-1 hr 1   1  1     
1-24 hr 3 1  12 14   3   
1-7 d 3 3  13 11   3 1 4 
1-2 wk  1  9 1   2 1 1 
> 2 wk 1   10 4   6  1 
Still Open    1       
            
Average time to resolution: 8.1 days 
 
Keeneland Advanced Applications personnel have continued to work with users to isolate and 
resolve issues that arise on the system.  They have continued working on a scalable GPU code for 




9.5 Education, Outreach, and Training Activities 
Nothing. 
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10 Indiana University Pervasive Technology Institute - Service Provider Quarterly Report 
10.1 Executive Summary 
During the current quarter, IU continued hosting its Level 2 and Level 3 (Pending) systems – the 
Quarry virtual machine (VM) hosting system (level 2), Mason (level 2),  and Rockhopper 
(pending level 3). We are now serving several users on the Mason cluster through startup 
allocations. Some of these users are also getting technical support from the National Center for 
Genome Analysis. While XSEDE has yet to work out a formal process for support and software 
partners that is analogous to the SP Forum, we have informally been very active in promoting 
XSEDE to a community that have not traditionally viewed XSEDE as an important resource, and 
we are changing that view. (The community in question being biologists who are not protein 
folders) . IU Sp representatives were very active at XSEDE13, and hosted Cluster 2013 which 
featured many activities and speakers related to XSEDE, including a panel on campus bridging. 
Normal operational activities proceeded routinely and without incident. 
 
10.1.1 Indiana University Level 2 Service Provider Systems: Resource Descriptions 
Level 2 - Quarry Virtual Machines - The Quarry Gateway Web Services Hosting resource at 
Indiana University consists of multiple Intel-based HP systems geographically distributed for 
failover in Indianapolis and Bloomington, IN. Currently there are four HP DL160 front-end 
systems at each site. Each is configured with dual quad-core Intel E5603 processors, 72 GB of 
RAM, and a 10-gigabit Ethernet adapter. The front-end systems host the KVM-based virtual 
machines. VM block storage is provided by two HP DL180 servers at each site configured with a 
quad-core Intel X5606 processor, 12 GB of RAM, a 10-gigabit Ethernet adapter, and a RAID 
controller attached to an HP storage array. Quarry is used solely for hosting science gateway and 
web service allocations, or services to support central XSEDE infrastructure. Requests are 
restricted to members of approved projects that have a web service component. 
Level 2 – Mason - Mason (mason.indiana.edu) at Indiana University is a large memory computer 
cluster configured to support data-intensive, high-performance computing tasks for researchers 
using genome assembly software (particularly software suitable for assembly of data from next-
generation sequencers), large-scale phylogenetic software, or other genome analysis applications 
that require large amounts of computer memory. At IU, Mason accounts are available to IU 
faculty, postdoctoral fellows, research staff, and students involved in genome research. IU 
educators providing instruction on genome analysis software, and developers of such software, 
are also welcome to use Mason. IU has also made Mason available to genome researchers from 
the National Science Foundation's Extreme Science and Engineering Discovery Environment 
(XSEDE) project. Mason consists of 16 Hewlett Packard DL580 servers, each containing four 
Intel Xeon L7555 8-core processors and 512 GB of RAM. The total RAM in the system is 8 TB. 
Each server chassis has a 10-gigabit Ethernet connection to the other research systems at IU and 
the XSEDE network (XSEDENet). 
Level 3 (Pending Request) - Rockhopper - Rockhopper is a collaborative effort between 
Penguin Computing, IU, the University of Virginia, the University of California Berkeley, and 
the University of Michigan to provide supercomputing “cluster on demand” services in a secure 
US facility. Researchers at US institutions of higher education and federally funded research 
centers can purchase computing time from Penguin Computing and receive access via high-speed 
national research networks operated by IU. It takes just minutes to go from submitting credit card 
information via a web form to computing on Rockhopper (the system itself is owned by Penguin; 
cycles on Rockhopper are purchased from Penguin). Rockhopper is a 4.4 TFLOPS system based 
on AMD processors. 
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10.2 Science Highlights  
 
A Scientific Gateway for the hydrodynamic analysis of macromolecules with UltraScan 
This project aims to further develop a science gateway that has enabled over 100 scientists 
during the past year to perform sophisticated, high-resolution hydrodynamic modeling of 
biological macromolecules and synthetic polymers using the UltraScan software. The analysis is 
performed on remote supercomputers. The gateway allows scientists to easily interact with the 
remote supercomputer through a web interface, and to store their data in a remote database. The 
gateway also provides access to their data and analysis reports from anywhere through a web 
interface, and to collaborate with others on their research projects. Our gateway has seen 
dramatic increase in usage, as approximately 30 new laboratories were added. In 2011, 24 users 
analyzed 3300 samples. In 2012, 99 users analyzed 8050 samples, while in the first 3 quarters of 
this year we saw 105 users and 14,730 samples analyzed, and we integrated a European 
supercomputer (Juropa) into our gateway. Extended collaborative support from XSEDE staff at 
Indiana University has been essential for this outcome. 
 
The UltraScan science gateway provides the highest resolution analysis available for 
analytical ultracentrifugation experimental data. Such experiments are of integral importance 
in many research projects in biochemistry, microbiology, material science, biomedical 
applications, nanotechnology, synthetic polymer science, and other fields where study of 
solution properties of macromolecules is essential. Because of the use of supercomputers 
enabled through the NSF/XSEDE infrastructure, investigators can perform exceptionally 
detailed analyses in all of these fields. Consequently, the UltraScan software has been used 
for many studies reported in peer-reviewed manuscripts. Over 300 citations have been 
deposited in the UltraScan reference database (http://www.ultrascan.uthscsa.edu/searchrefs. 
php), citing UltraScan for their data analysis. 
 
Analytical ultracentrifugation experiments and related techniques help scientists understand 
the properties of large molecules and nanoparticles in solution. Such an environment best reveals 
the dynamics between interacting systems. The analysis is computationally very expensive and 
demands high performance computing resources. The UltraScan Science Gateway helps 
experimental scientists use these complex resources through a simple user interface to analyze 
their data. Prof. Borries Demeler at UTHSCSA is the PI and principal architect of the UltraScan 
science gateway infrastructure, and conducts regular workshops to disseminate the open source 






Figure 1. Increase in usage of the UltraScan-III Science Gateway facilitated by XSEDE/NSF since inception in 
2011. Shown are number of compute cycles used on XSEDE and other resources combined (green), number of 
investigators taking advantage of the UltraScan Science Gateway to analyze their samples (red), and number of 
analyses performed (blue). Please note: Data for 2013 are projected from 10/13 until the end of the year based on 
data currently available. 
 
10.3 User-facing Activities  
10.3.1 System activities 
10.3.1.1 Level 2 – Quarry (virtual machines) 
Additional storage servers were put into production for a 37.5% increase in storage capacity.  
Additional VM hosts were put into production, as well.  The new servers have faster processors 
and twice the core counts per node allowing for either larger VM instances or better servicing of 
VMs with more strenuous computational needs. 
Level 2 – Mason 
No changes were made to Mason during this quarter. 
Level 3 (pending) – Rockhopper (Penguin on Demand commercial cluster as a service) 
There were no issues with Rockhopper during this quarter. 
 
10.3.2 Services activities 
10.3.2.1 Level 2 – Quarry  
Quarry continues to be used solely for hosting science gateway and web service allocations, or 
services to support central XSEDE infrastructure. Requests are restricted to members of approved 
projects that have a web service component. An external request form can be found at: 
http://rt.uits.iu.edu/systems/hps/vm-request-form. 
10.3.2.2 Level 2 – Mason   
As a Level 2 resource, Mason has received ten allocation requests during this quarter.  
10.3.2.3 Level 3 (pending)-Rockhopper 
Rockhopper usage statistic for Q2 of 2013.  There were 509 user logins recorded, and 9,995 jobs 




There were no security issues during the reporting period. 
 
10.5 Education, Outreach, and Training Activities 
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Sep-13 40 228 45 S 
Table 1. EOT activities for Q3 of Calendar 2013.  *Traditionally underrepresented groups. 
 
10.6 SP Collaborations 
 
NCGAS continued to work with XSEDE through Q3. NCGAS was awarded an REU in order to 
create a virtual internship program with Clark State Community College.  The REU students are 
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compiling and benchmarking bioinformatics software on XSEDE resources and tuning software 
on Mason. This program helps create an internship opportunity for these students, by providing 
them with real-world hands-on experience. 
 
10.7 SP-Specific Activities 
Software Development and Integration (WBS 1.1.6) 
SD&I Gateway User Accounting Project 
Marlon Pierce is leading the XSEDE SD&I effort to resurrect the TeraGrid Science Gateway user 
accounting services and extend them to support general job accounting capabilities that will 
emerge from the XSEDE Architecture and Design team’s activities.  The activity’s summary page 
is https://www.xsede.org/web/staff/staff-wiki/-/wiki/Main/Activity%20-
%20Science%20Gateway%20User%20Count%20-%20SDI%20Plan%20Feb%202012 (login 
required).  Other personnel involved in this effort include Suresh Marru (science gateways), Jim 
Basney (security), Shahbaz Memon (UNICORE), and Stu Martin (Globus Toolkit). 
 
SD&I Lead J. P. Navarro approved the project timeline and officially launched the activity on 
September 25th, following iterations with Pierce on the project timeline.  Pierce drafted the 
design document (https://docs.google.com/document/d/1h_6yk10KwZ1-
1fA8lp5X3e07QU_b5uuTDoNtJK1Lnko/edit), which is currently being reviewed by Navarro. 
This document will be updated during the next quarter.  Pierce also reviewed the existing 
software from the Globus team and Jim Basney’s group at NCSA, which Pierce described in 
supplemental documents from the project’s document repository 
(https://drive.google.com/#folders/0Bw2MSQzDg55bOHhZdWgzU1ViaG8). Suresh Marru and 
Pierce reviewed both the current operational state of software and the new SD&I plans with 
XSEDE team members (including Navarro and Victor Hazelwood from Operations) at the 
September quarterly meeting in Arlington, VA. 
 
Community Codes Gateway 
During the current quarter, Marlon Pierce and Suresh Marru reviewed incoming XRAC requests 
in order to determine applications that were commonly involved in requests and also to determine 
larger usage patterns that should be requirements for the gateway.  They also explored (with 
Saminda Wijeratne) the programming interfaces, architectural requirements, and scalability 




Systems Operational Support (WBS 1.2.6) 
Virtual machines 
Additional storage servers were put into production for a 37.5% increase in storage capacity.  
Additional VM hosts were put into production, as well.  The new servers have faster processors 
and twice the core counts per node allowing for either larger VM instances or better servicing of 
VMs with more strenuous computational needs. 
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XD Operations Center Fail-over 
In the event of an emergency or an extended outage, Indiana University GNOC will serve in the 
role of a backup XOC.  GNOC is located in Indianapolis, IN on the IUPUI campus which houses 
the Global Network Operations Center (GNOC).  GNOC will be prepared to receive/send emails 
that are directed to XOC (help@xsede.org).  In addition, GRNOC setup a dedicated phone line 
(317) 274-7782 where XOC calls can be forwarded to and answered by technicians at GNOC 
should the primary XOC at NCSA becomes unreachable due to any emergency or outage. 
The list below includes items that are close to being completed: 
• Phones:  Backup XOC Phone Number (317) 274-7782 is ready on the IU side to start 
receiving phone calls.  We are currently waiting on a NCSA to complete few more tests on 
their phone system to assure that the setup will work properly.  Once this step is completed, a 
protocol will be setup and documented to forward XOC calls to the backup XOC so that 
GNOC technicians can start answering such phone calls for NCSA.  
 
• Email:  A setup is being worked on for email to failover from NCSA to IU GNOC.  This is 
still pending a test which will be scheduled in the next few weeks.  Once tested, the setup and 
process will then be documented.  An in-box has already been setup to receive such emails on 
the GNOC side. 
 
 
 The list below includes ongoing items that are being worked on: 
• Ticketing System:  RT is the new ticketing system that was deployed and has been in use 
by XOC staff.  A shared account has been created for GNOC techs to have access to the 
ticketing system as well as the WIKI/XSEDE portal/NAGIOS.  Few tweaks/adjustments 
are still needed for this shared account.   
• Process and Procedure Documentation:  GNOC will be adding few XOC documents 
which will help GNOC support XOC in a backup role.  Training will be conducted to 
familiarize GNOC technicians with XOC’s daily activities/processes and procedures.   
• Fail-over Documentation:  Process and procedure documentation is to be 
created/uploaded to the WIKI.  Once approved by all parties; it will be included in the 
training so that staff (both NCSA and GNOC) can go over it and get familiar with it. 
 • Training:  GNOC staff received training from XOC (09-18-2013), including RT ticketing 
system, process and procedure to route tickets appropriately, contact procedure and 
contacts list.  This training in turn will be will be provided to GNOC staff. 
 
User Information and Interfaces (WBS 1.3.2) 
Documentation 
During this quarter, further revisions of the Mason User Guide were made, fixing several 
omissions and correcting some procedures for using Mason. Basic documentation for the XSEDE 
Compatible Clusters Rocks/Rolls distribution was added to the KB. A companion video was 
added to the PTI YouTube site, as well. Susan Lindsay and others discussed UII business at the 
group meeting at XSEDE13.  Numerous XSEDE13 infoshares and tutorials provided useful 
information on various national projects that make use of XSEDE tools and resources. Work on a 
standardized software template for the XSEDE site is still in the works, though work has stalled 
due to workload issues of those making contributions to the final product.. 
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User Engagement (WBS 1.3.3) 
Annual User Satisfaction Survey 
The 2013 Annual User Satisfaction Survey received final approval from XSEDE leadership and 








At the request of Suresh Marru and the Science Gateway team, a survey aimed at gathering 
information from gateway developers regarding the technologies, operational processes and 
procedures, and governing policies that comprise their individual gateways was developed and 
deployed.  With the aim of building better, more impactful and effective science-enabling 
applications, these gateway “recipes” will be aggregated into a gateway “cookbook” whereby 
other developers can benefit in constructing their own gateways, and ultimately, strengthening the 
broader gateway community. The survey will be easily accessible and frequently updated. This 
study was approved as “exempt” research by the IU Institutional Review Board Human Subject 





The survey has been well received by both the US and European gateway communities; 
participation to date by leading gateways is encouraging, with 15 gateways having contributed to 
date. The initial results of this survey were presented at the Science Gateway Workshop held on 
September 27, 2013, in Indianapolis, collocated with the IEEE Cluster13 conference.  Further 
results will be reported in an expanded abstract in the IEEE Cluster 2013 proceedings in IEEE's 
Xplore digital library, with the possibility of a full paper in an IEEE special journal issue. 
 
A draft survey has been prepared to gauge user satisfaction in the area of allocations. We expect 
this survey to deploy after the next allocation award cycle, pending final review by the 
Allocations team. The allocations survey targets those who submitted an allocation request in a 
given allocations cycle, whether or not the allocation was awarded. At the present, after the initial 
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10.8.1 Standard User Assistance Metrics  
 
User Information and Interfaces (WBS 1.3.2) 
Knowledge Base 
Summary statistics for the XSEDE Knowledge Base: 
 




Number of KB documents available at end of quarter 584 
Number of new KB documents added 7 
Number of KB documents modified 76 
Total number of retrievals 355,891 
Total number of retrievals minus bots 213,535 
Table 3. High-level XSEDE Knowledge Base metrics for current quarter (Q3). 
 
Metric – KB Documents and Retrievals for PY PY3 to date  
applicable) Number of KB documents available project year-to-date 
PY3 
584 
Number of new KB documents added  7 
Total number of retrievals 355,891 
Total number of retrievals minus bots 213,535 
Table 4. High-level XSEDE Knowledge Base metrics for current project year to date. 
 
Metric – Total KB Hits for Quarter          Jul-Sep, 2013  
applicable) July 114,368 
August 117,017 
September 124,506 
Total number of Hits 355,891 
Table 5. High-level XSEDE Knowledge Base metrics for current quarter (Q3). 
 
Metric – Total KB Hits Minus Bots for Quarter         Jul-Sep, 2013  
applicable) July 68,621 
August 70,210 
September 74,704 
Total number of Hits Minus Bots 213,535 




Summary statistics for the XSEDE Knowledge Base: 
 
Figure 2. Total Knowledge Base accesses by month, current reporting period (Jul-Sep 2013). 
 
10.8.2 SP-specific Metrics 
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Table 10. Service Provider system key usage metrics for PY3 (Jul-Sep– 2013). 
 
1.8.2 Standard systems Metrics. 
IU XSEDE ticket resolution times by category July 1, 2013 to Sept 30, 2013 (PY3) 
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11 NICS - Service Provider Quarterly Report 
11.1 Executive Summary 
In 2009, the National Institute for Computational Sciences (NICS) delivered the first academic 
petaflop computer to the NSF community—a Cray XT5 called Kraken. By the end of 2010, 
systems at NICS were delivering more than 70% of all NSF compute cycles. This quarter, Kraken 
sustained a utilization of 94% and a 99% uptime while providing ~55% of the total CPU hours 
delivered by XSEDE resources (Table 4, Figure 29).  
The addition of the SGI Altix, called Nautilus, and the Remote Data and Visualization (RDAV) 
have served to broaden the services provided by NICS to the NSF community and have increased 
the potential for breakthrough science (Section 11.2). RDAV's purpose is to aid in the significant 
challenge of transforming large-scale data into knowledge and insight by providing scientists with 
well-engineered and well-supported remote visualization, analysis, and scientific workflow 
technologies. Nautilus provided a 96% uptime for the quarter (Table 2). Utilization for Nautilus is 
not considered a useful metric because of its interactive nature and thus scheduling is not geared 
toward utilization. 
This reporting period marks the last for Nautilus, as it was decommissioned as an XSEDE 
resource on September 30, 2013.  
11.1.1 Resource Description 
NICS currently has two NSF funded computational resources: Kraken and Nautilus. These 
systems share a Network File System (NFS) that contains user directories, project directories 
and software directories. One-time password tokens provide secure access to both the 
computational and storage resources at NICS. 
11.1.1.1 Kraken 
Kraken is a Cray XT5 consisting of 9,408 compute nodes, each containing two 6-core 
AMD Istanbul Opteron processors and 16 GB of on-node memory. The result is 112,896 
compute cores that deliver 1.17 PF at peak performance with 147 TB total memory. 
Communications take place over the Cray SeaStar2+ interconnect. A parallel Lustre file 
system provides 3.3 PB (raw) of short-term data storage. 
11.1.1.2 Nautilus 
Nautilus, an SGI Altix UV 1000 system, is the centerpiece of NICS Remote Data and 
Visualization (RDAV) Center that is also located at ORNL. It has 1024 cores (Intel 
Nehalem EX processors), 4 TB of global shared memory, and 8 GPUs in a single system 
image yielding 8.2 TF at peak performance. A parallel Lustre file system provides 427 TB 
(raw) of short-term data storage. 
11.1.1.3 HPSS Archival Storage 
The High Performance Storage System (HPSS), developed and operated by ORNL, is 
capable of archiving hundreds of petabytes of data and can be accessed by all major 
leadership computing platforms. Incoming data is written to disk and later migrated to tape 
for long term archiving. This hierarchical infrastructure provides high-performance data 
transfers while leveraging cost effective tape technologies. Robotic tape libraries provide 
tape storage. The center has four SL8500 tape libraries holding up to 10,000 cartridges 
each. The libraries house a total of 24 T10K-A tape drives (500 GB cartridges, 
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uncompressed), 60 T-10K-B tape drives (1 terabyte cartridges, uncompressed), and 20 
T10K-C tape drives (5 terabyte cartridges, uncompressed). Each T10K-A and T10K-B 
drive has a bandwidth of 120 MB/s. Each T10K-C tape drive has a bandwidth of 240 
MB/s. Disk storage is provided by DDN storage arrays with nearly a petabyte of capacity 
and over 12 GB/s of bandwidth. This infrastructure has allowed the archival system to 
scale to meet increasingly demanding capacity and bandwidth requirements with more than 
13.5 PB of NICS data stored as of the end of the quarter. 
11.2 Science Highlights 
 
11.2.1.1 Transportation Accident Modeling: Explosive Boosters (John Schmidt, Jacqueline 
Beckvermit, University of Utah) 
Our current research focuses on modeling transportation accidents involving explosive 
boosters.  The motivation for this work occurred on August 10, 2005, when a truck carrying 
36,000 pounds of high explosives on U.S. Route 6 in Spanish Fork Canyon, Utah, rolled over, 
caught fire, and within three minutes, detonated. The detonation produced a crater 
approximately 70 feet across by 30 feet deep, and hot metal shards from the trailer ignited the 
surrounding hillsides up to a quarter mile away. Fortunately, the drivers of the truck and 
nearby cars were able to evacuate the area preventing a major catastrophe. Although 
transportation accidents involving explosives have occurred previously, this accident was 
unique in the magnitude of the violence of the explosion. Our focus is on modeling this 
accident, which involved a large array of 8,400 explosive cylinders, to determine how 
detonation occurred and how to prevent it in the future.   
In order to get detonation, pressures much exceed a pressure threshold; for PBX9501 this 
threshold is 5.3 GPa. Below this pressure the explosive will only deflagrate reacting much 
slower and less violently.  In order to transition from deflagration to detonation the pressure 
build up must exceed the pressure threshold.  We hope to determine the parameters needed to 
reach detonation pressures in an array of explosives and to use this information to develop a 
packaging configuration, which can decrease the probability of detonation.  It is hypothesized 
that the inertial confinement of the explosive arrays causes the pressure to increase leading to 
detonation.  
The first step for large-scale modeling of deflagration to detonation transitions (DDT) was to 
demonstrate that DDT will occur in an array of highly confined explosives. This was 
illustrated with multiple arrays of explosives ranging from 81 mm x 81 mm x 330mm up to 
400mm x 500mm x 330m. In all cases the domain was highly confined with symmetric 
boundaries ensuring pressure build up leading to detonation. From there the array sizes were 
increased up to 1.323m x 1.323m x 0.33m and two of the boundaries were open to allow 
particles and gas to move freely in and out of the domain.   DDT was observed in theses cases 
suggesting the number of arrays needed for inertial confinement.  Further research will be 
done to determine the minimum number of explosive cylinders needed for inertial confinement 
to transition into detonation. These DDT simulations can be seen in the figures below. The 
simulations were run on Kraken using 12,000 – 36,000 processors for 20 to 30 hours then 





Figure: 80 explosive cylinders highly confined with symmetric boundaries. The symmetric 
boundaries ensured DDT will occur allowing for pressure waves to bounce off the y+ boundary 
producing pressures over the threshold for detonation. The left image shows the pressure building 
right before detonation and the right image is after detonation. 
 
 
Figure: 320 explosive cylinders were lightly confined with open x+ and y+ boundaries with 2 mm 
grid resolution. The left image shows the pressure building in the explosive devices. The right 




11.2.1.2 Computational Chemistry and Physics: Optimization and Design of Extracting 
Agents for Separation of Lanthanides (Deborah Penchoff, University of Tennessee 
[UT] Knoxville; Robert Harrison, UT/Oak Ridge National Laboratory [ORNL] joint 
faculty) (National Science Foundation [NSF] grant OCI-0904972 “Computational 
chemistry and physics beyond the petascale” supported this research) 
 
Lanthanides, a group comprising 15 metallic chemical elements, are highly important because 
of their use in electronics, magnets, automotive applications, petroleum refining, and 
metallurgy.  
The costs of separations of rare earth have a direct effect on the U.S. economy due to its 
dependence on imports. Therefore, optimizing separation methods through the design of 
highly selective separation elements is critical.  
In a highly collaborative endeavor, a team of experimental and computational chemistry 
scientists from UT Knoxville and ORNL devised a synergistic work plan to optimize 
separations of lanthanides.  
Separating contiguous elements with incomplete f-shells is particularly challenging. With a 
goal of enabling knowledge-based design of separation agents, Deborah Penchoff and Robert 
Harrison developed sufficiently accurate practical computational protocols that are resilient 
enough to be predictive yet adequately fast to be applied to many systems.  
The two researchers performed ab-initio calculations in NWChem, taking advantage of the 
high-performance National Institute for Computational Sciences Kraken and Nautilus 
supercomputers to gain fundamental understanding of the separation process of rare earths.  
They were able to study trends observed experimentally in the separation of rare earths 
between solvent phases as a function of solvent and complexing agent, as well as the changes 
of extraction preference of yttrium with respect to different extracting agents in the lanthanide 
series. More detailed information was obtained on the coordination preferences of the 
lanthanides, and bonding characteristics between ligands and lanthanides, which can lead to 
extraction predictions based on energetically favorable conditions.  
Through such density functional theory calculations, they studied the behavior of multiple 
extracting agents, contributing to groundbreaking work on the understanding and further 
optimization of separation and extraction methods. (See figures 1–3.) 
“In the past, design separations have been based solely upon trial-and-error and chemical 
intuition,” said Penchoff. “There has long been an interest in the use of calculations to enhance 
predictive capabilities and understanding of lanthanide separations, but this has only recently 
become possible through advances in computing power, and through the support of funding 
agencies such as the U.S. Department of Energy and NSF in building the computing 
infrastructure at ORNL.  
“In particular, using the unique capabilities of Kraken and Nautilus, we were able to design a 
protocol based upon electronic structure calculations that could address systems of current 
interest to experimentalists in the field. We worked very closely with Dr. Schweitzer at the 
University of Tennessee, who offered invaluable guidance from an experimental perspective. 
The knowledge we gained about the chemistry of lanthanide separations from Dr. Schweitzer 




Figure 1: Holmium extracted with 
acetylacetone 
Figure 2: Europium extracted with 
hydrocinnamic acid 
Figure 3: Lanthanum extracted 
with 2-phenylbutyric acid 
   
 
11.2.1.3 Physics: Discovery of a Novel Higgs-like Particle (Gennady Voronov, Yale 
University) 
 
Recently, experiments at the LHC have announced the discovery of a new, 126 GeV, Higgs-
like particle. As it stands, this new particle is consistent with the Standard Model Higgs. 
However, it is possible that this new particle is a composite state of a new strongly interacting 
sector that is responsible for electroweak symmetry breaking. This is an appealing idea since 
this new particle would no longer be a fundamental scalar, therefore evading the hierarchy 
problem normally associated with a Standard Model (SM) Higgs.  
The SU (2) gauge theories with Nf  flavors of vector-like fermions in the fundamental 
representation are distinct from general SU (Nc) gauge theories, in that the fundamental 
representation of SU (2) is pseudo-real. This property of this class of theories makes them 
particularly promising for constructing models whose spectrum contains a composite state 
with properties consistent with the recently discovered Higgs-like particle. Strongly coupled 
SU (2) gauge theories, while a particularly promising framework for composite Higgs model 
building, have been relatively unstudied on the lattice.  
As a first step in a research program into this class of theories, this project aims to study the 
Nf dependence. Any SU (Nc) gauge theory with Nf  > 11 Nc /2 is not asymptotically free and 
will not be further considered. Perturbative calculations show that, at values of Nf just below 
this value, the theory will have a weakly coupled Infrared Fixed Point (IRFP) and the theory 
will exhibit conformal behavior in the IR.  
I calculate the running coupling in the Schrödinger functional (SF) scheme and directly 
search for the presence or lack of an IRFP at Nf = 6. The SF scheme in conjunction with a 
step-scaling analysis enables a study of the running coupling flow over a huge range of 
scales. In the first figure below, I show a preliminary running coupling result that suggests 




























Figure: The SF running coupling is shown against the two-loop perturbative 
approximation that is valid at weak coupling. Here we evaluate the running 
coupling at scales       where L0 is some length scale at which the coupling is 
perturbative. We run the renormalized coupling sufficiently far into the infrared 
to see significant deviation from the perturbative result and see the onset of 
confining behavior. With greater statistics we expect to see the coupling grow 
sufficiently strong to break chiral symmetry. 
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Kraken time is currently being employed towards calculations at large lattice volumes that are 
essential towards extracting a reliable continuum limit. Kraken has been an invaluable 
resource towards pursuing my scientific goals. The machine is capable and reliable. The IT 
help staff has also been exceptionally responsive and has worked with me on a number of 
occasions to support my optimal use of the resource.   
In this work, I use the stout-smeared Wilson fermion action. This action contains an 
additional irrelevant operator that lifts the mass of the fermion doublers to the cutoff scale so 
they decouple from the calculation. This additional term explicitly breaks chiral symmetry 
and as a result the fermion mass is additively renormalized. As a result the bare mass must be 
carefully tuned to a critical value, mc , where chiral symmetry is restored. The determination 
of mc , a crucial preliminary step where time on Kraken was consequential, is shown in the 






11.3 User-facing Activities 
11.3.1 System Activities 
11.3.1.1 Kraken 
Availability 
Kraken had an overall system availability of 99% for this quarter with 17 total hours of downtime. 
Downtime for the quarter consisted of 12 hours of scheduled and 5 hours of unscheduled for a total of 
17 hours (Table 1). 
 
Table 4: Summary of maintenance statistics for Kraken in Q3 2013. 
Maintenance Stats - Kraken Cray XT5 
Number of planned reboots 3 
Number of unplanned reboots 3 
Total reboots 6 
Number of job failures due to system faults 840 
Total time in period 2,208 hours (100%) 
Scheduled Downtime 12 hours (0%) 
Unscheduled Downtime 5 hours (0%) 
Total Downtime 17 hours (1%) 
Total time available to users (total - downtime) 2,191 hours (99%) 




Nautilus had an overall system availability of 96% for this quarter. Downtime for the quarter 





Table 5: Summary of maintenance statistics for Nautilus in Q3 2013. 
Maintenance Stats – Nautilus SGI UV 
Number of planned reboots 
1 




Total time in period 
2,208 hours (100%) 
Scheduled Downtime 
4 hours (0%) 
Unscheduled Downtime 
94 hours (4%) 
Total Downtime 
98 hours (4%) 
Total time available to users (total - downtime) 




11.3.2 Services Activities 
11.3.2.1 Kraken 
Software Packages 
NICS currently supports 455 unique application builds on Kraken that include pre-compiled 
binaries and builds with PGI, GNU, Cray, and Intel compilers. These builds include 252 
unique versions and 141 unique applications and libraries. 
 
Environment 
There were no notable environment changes to Kraken in this reporting period. 
11.3.2.2 Nautilus 
Software Packages 
NICS’ staff currently supports 331 unique application builds on Nautilus that include pre-
compiled binaries and builds with PGI, GNU, and Intel compilers. These builds include 237 
unique versions and 130 unique applications and libraries.   
 
Environment 
There were no notable environment changes on the Nautilus system. 
11.4 Security 
There were no security incidents in the third quarter of 2013. 
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11.5 Education, Outreach, and Training Activities 
 
Table 6: Summary of Education, Outreach, and Training activities through Q3 2013. 
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Thermal Radiation 
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In Person XSEDE, 
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11.6 SP Collaborations 
EPSCOR 
The Experimental Program to Stimulate Competitive Research, or EPSCoR, establishes 
partnerships with government, higher education and industry that are designed to effect lasting 
improvements in a state's or region's research infrastructure, R&D capacity and hence, its national 
R&D competitiveness. NICS participates along with researchers from twenty-seven other states 
and the Commonwealth of Puerto Rico. The partnership is based on existing and planned 
collaborations in the advanced materials and systems biology domains where computational 
science is driving new approaches and insights. The collaborative team has proposed to build 
cyberinfrastructure (CI) linked, community specific knowledge environments that embody the 
desktop to XSEDE ecosystem by using campus-based CI at a regional research institution as an 
essential bridge for connecting faculty investigators to national resources such as the XSEDE.  
NICS EPSCoR staff continued work on the Systems Biology Science Gateway with the web 
interface known as PoPLAR: the Portal for Petascale Lifescience Applications and Research. 
Tutorial material was added to the help pages along with several feature additions to the HSP 
tools.  
 
Staff also continued engagement with researchers from the Medical University of South Carolina 
to use AutoDock on Kraken. NICS staff continues collaborating with Nick Panasik from Claflin 
University on the LINUS project. They have ported LINUS code from Python to C and have 
made early runs with the new code where they achieved a 5X improvement of time on some of 
the functions. Staff are also scaling the code on Kraken for generating results for large size 





Keeneland is a five-year, $12 million NSF Track 2D award made to the Georgia Institute of 
Technology.  The Keeneland goal is to make an experimental, high-performance computing 
system consisting of an HP system with NVIDIA Fermi accelerators available for use by the 
XSEDE user community.  System support and user support are provided by NICS.  Georgia Tech 
staff provides advanced application-support.   
 
The Keeneland Full Scale System (KFS) has been in production for almost a year and is a 
valuable resource for computationally intensive applications. Allocations are awarded at XRAC 
meetings, which are attended by both Georgia Tech and NICS staff.  The Keeneland Initial 
Delivery System (KIDS) is used as an XSEDE resource for classroom projects, tutorials, 
workshops, discretionary accounts, and special activities. 
 
NCSA Blue Waters Project 
NICS staff has collaborated with the National Center for Supercomputing Applications (NCSA) 
Blue Waters project since January 2012 to facilitate and assist with the configuration and 
deployment of the Cray XE/XK system.  This effort is focused on application support and system 
management. 
 
This quarter NICS' work on Blue Waters Systems Management focused on system monitoring.  
In particular, work was done to test and prepare OVIS for deployment on Blue Waters.  This has 
included testing on systems at NICS, on the JYC system, and scale testing on Blue Waters.  The 
OVIS developers were brought in to help resolve a number of issues that would have impacted 
running OVIS in production on Blue Waters.  With the most recent upgrade to CLE on Blue 
Waters, the staff is now ready to test the collection of node level network statistics in addition to 
all the other metrics being collected. 
 
NICS application support staff has been assigned three PRAC projects alongside NCSA staff 
members.  Work is progressing on the continuation of Automatic Library Tracking Database 
(ALTD) support for the Blue Water's project after NICS staffing changes.  The HOMME 
acceptance test was rerun to test recent software upgrades and to test the new defaults of an 
updated programming environment.  
 
Joint Institute for Computational Sciences 
The University of Tennessee (UT) and Oak Ridge National Laboratory (ORNL) established the 
Joint Institute for Computational Sciences (JICS) in 1991 to encourage and facilitate the use of 
high performance computing in the state of Tennessee. JICS advances scientific discovery and 
state-of-the-art engineering by taking full advantage of the petascale computers supported by 
DOE and NSF that are housed at ORNL facilities. Furthermore, JICS enhances knowledge of 
computational modeling and simulation by educating a new generation of scientists and engineers 
who are well versed in the application of computational modeling and simulation for solving the 
world’s most challenging scientific and engineering problems. 
JICS is staffed by joint faculty who hold dual appointments as faculty members in departments at 
UT and as staff members in ORNL research groups. The institute also employs professional 
research staff, postdoctoral fellows and students, and administrative staff. The JICS facility 
represents an investment by the state of Tennessee and features a state-of-the art interactive 
distance learning center auditorium with seating for 66 people, conference rooms, informal and 
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open meeting space, executive offices for distinguished scientists and directors, and incubator 
suites for students and visiting staff. 
The JICS facility is a hub of computational and engineering interactions. Joint faculty, postdocs, 
students, and research staff all share the building, which is designed specifically to provide 
intellectual stimulation and interaction. The auditorium serves as the venue for invited lectures 
and seminars by representatives from academia, industry, and other laboratories, and the open 
lobby doubles as casual meeting space while also functioning as a site for informal presentations 
and poster sessions, including an annual 100+ poster session specifically for students.  
11.7 SP-Specific Activities  
AACE 
 
Established by the Joint Institute for Computational Sciences (JICS) two years ago, the 
Application Acceleration Center of Excellence (AACE) is a partnership with NICS, industry 
leading vendors (including Cray and Intel), and academic institutions. The center’s objectives are: 
 To prepare the national supercomputing community to effectively and efficiently utilize 
future computing technologies 
 To optimize applications for current and future compute systems 
 To develop expertise in the expression and exploitation of fine-grain and medium-grain 
parallelism 
 To conduct research and education programs focused on developing and transferring 
knowledge related to emerging computing technologies 
 To guide the development of future supercomputing architectures and programming 
models through co-design activities with HPC vendors and manufacturers 




Through the Cooperative Service Agreement with NSF, NICS is authorized to provide up to 5% 
of Kraken compute resources to industrial partners.  This time on Kraken is made available at a 
cost such that commercial entities offering the same resources are not undercut. 
  
NICS has established a small number of these industrial partnerships each with different 
requirements, support needs, and goals.  One of the new partners is one of the 10 largest 
corporations in the US.  They have substantial internal computing resources but are interested in 
exploring this type of external relationship.  Another new partner is a quasi-government activity 
that is currently paying only for NICS staff time as they develop a project that will eventually 
need HPC resources.  A common consideration for the other industrial partners is that they use 
NICS resources because they do not have sufficient capability at their home site.  We anticipate 
that each of these partners will return to NICS and Kraken when they encounter other large 
computing projects.  We continue to engage with other large and small manufacturing companies, 
engineering service providers, and non-profit organizations who might be future partners.  
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2. J. Cardillo, J. Newman, G. Araya, K. Jansen, L. Castillo. "DNS of turbulent boundary 
layers with surface roughness," J. of Fluid Mechanics, 729,603-637. 
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pressure gradients," Physics of Fluids, 25, 095107. 
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J. Atmos. Ocean. Tech., 30, 1382-1397. 
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semiconductor membranes," ACS Nano, 7, 7053-7061. 
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12. M. McDonnell, D. Keffer. "Intrinsic relationships between proton conductivity and 
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24. 
13. N. V. Pogorelov, S. T. Suess, S. N. Borovikov, R. W. Ebert, D. J. McComas, G. P. Zank. 
"Three-dimensional features of the outer heliosphere due to coupling," Astrophysical 
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"Single-Handed Helical Wrapping of Single-Walled Carbon Nanotubes by Chiral, Ionic, 
Semiconducting Polymers," Journal of the American Chemical Society, (ja). 
15. C. D. Von Bargen, C. M. MacDermaid, O. Lee, P. Deria, M. J. Therien, J. G. Saven. 
"Origins of the Helical Wrapping of Phenyleneethynylene Polymers about Single-Walled 
Carbon Nanotubes," The Journal of Physical Chemistry B, 0. 
16. V. G. Merkin, J. J. Lyon, S. G. Claudepierre. "Kelvin-Helmholtz instability of the 
magnetospheric boundary in a three-dimensional global MHD simulation during 
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northward IMF conditions," Journal of Geophysical Research: Space Physics, 118, 5478-
5496. 
17. V. G. Merkin, B. J. Anderson, J. J. Lyon, H. Korth, M. Wiltberger, T. Motoba. "Global 
evolution of Birkeland currents on 10 min timescales: MHD simulations and 
observations,” Journal of Geophysical Research: Space Physics, 118, 4977-4997. 
18. L. Favero, G. Granucci, M. Persico. "Dynamics of acetone photodissociation: a surface 
hopping study," Physical Chemistry Chemical Physics. 
19. M. Al Shorman, M. Gharaibeh, J. Bizau, D. Cubaynes, S. Guilbaud, N. El Hassan, C. 
Miron, C. Nicolas, E. Robert, I. Sakho, o. s. "K-shell photoionization of Be-like and Li-
like ions of atomic nitrogen: experiment and theory," Journal of Physics B: Atomic, 
Molecular and Optical Physics, 46(19), 195701-0. 
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J. Mao, C. R. Schwalm, X. Shi, Y. Wei, H. A. Michelsen. "Toward verifying fossil fuel 
CO2 emissions with the Community Multi-scale Air Quality (CMAQ) model: 
motivation, model description and initial simulation," Journal of the Air & Waste 
Management Association, (ja). 
21. N. V. Pogorelov, S. N. Borovikov, M. C. Bedford, J. Heerikhuisen, T. K. Kim, I. A. 
Kryukov, G. P. Zank. "Modeling solar wind flow with the Multi-Scale Fluid-Kinetic 
Simulation Suite," San Francisco, CA, United States, Astronomical Society of the 
Pacific, 165-175, 2013.  
22. S. Borovikov, J. Heerikhuisen, N. Pogorelov. “Hybrid parallelization of adaptive MHD-
kinetic module in Multi-Scale Fluid-Kinetic Simulation Suite," San Francisco, CA, 
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11.9 Metrics 
11.9.1 Standard systems metrics 
The following subsections contain system metrics for NICS’ resources that are allocated through 
XSEDE: Kraken and Nautilus. 
Note that job wait times and job expansion factors as reported by XDMoD are skewed by user 
specified job dependencies. NICS has implemented an “effective queue time” metric to eliminate 
the influence of job dependencies on these statistics. The effective queue time is a measure of the 
wait time incurred only once a job is eligible to run and is not a factor of individual workflows. In 
the future job wait times and expansion factors will be reported based on effective queue times. 
Another issue with wait time and expansion factor by job size, as currently reported, is that the 
job size bins overlap multiple scheduling queues at NICS, and thereby, overlap multiple 
scheduling policies. This too will be corrected in future reporting. Also note that the error bars 
associated with the mean values in Figure 3, Figure 4, Figure 13 and Figure 14 represent the 
standard deviation of the sampled mean which is the standard deviation divided by the square 






Figure 1: Daily resource consumption in mega-normalized units (1e3) charged on Kraken in Q3 2013. 
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Figure 2: Total resource consumption in giga-normalized units (1e9) by job size for Kraken in Q3 2013. 
 
 




Figure 4: Average wait hours by job size on Kraken in Q3 2013. 
 
 





Figure 6: Total resource consumption in giga-normalized units (1e9) by wall time for Kraken in Q3 2013. 
 
 


























Figure 10: Resource consumption by PI in mega-normalized units for Kraken in Q3 2013. 
 
 
Figure 9: Resource consumption in mega-normalized units (1e6) by institution in  




Figure 11: Daily resource consumption in kilo-normalized units (1e3) charged on Nautilus in Q3 2013. 
 
 




Figure 13: Average wall time in hours by job size on Nautilus in Q3 2013. 
 




Figure 15: Expansion factor by job size for Nautilus in Q3 2013. 
 






Figure 17: Expansion factor by wall time for Nautilus in Q3 2013. 
 









































11.9.3 Standard User Assistance Metrics 
 
Figure 21: XSEDE tickets opened/closed by month for the past 12 months. 
 
NICS’ front line user support responded to 619 new XSEDE tickets and closed 631 in the first 
quarter (Figure 22). Open tickets experienced an avg. median resolution time of 24.9 hours for the 
quarter (Figure 22). These tickets corresponded to a variety of issues (Figure 23) with the 
majority falling into two groups: login/access issues and jobs/batch queues.  
 





Figure 23: Number of tickets issued by category. 
11.9.4 SP-specific Metrics 
NICS’ resources provided ~ 55% of computational cycles that were delivered to the NSF 
community in this quarter (Figure 29), and NSF charges account for most of the total charges on 
these resources (Figure 24 and Figure 25). 
 
Figure 24: XSEDE charges as a percentage of total 
charges on Nautilus in Q1 2013. 
 
Figure 25: XSEDE charges as a percentage of total 
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Figure 26: Monthly utilization for Kraken through Q3 2013. 
 
 
                 
























































































Figure 29:  CPU hours delivered by NICS resources (220,212,970.2) as a percentage of total CPU hours 
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12 Pittsburgh Supercomputing Center - Service Provider Quarterly 
Report 
12.1 Executive Summary 
The Pittsburgh Supercomputing Center operates Blacklight, a powerful and unique resource for 
the national research community. Blacklight, an SGI Altix UV 1000 acquired with the assistance 
of an NSF grant and operated as an XSEDE resource, is the world’s largest shared-memory 
system, providing two partitions of 16TB each. For large-scale, rapid graph analytics as well as 
support for heterogeneous applications, PSC operates Sherlock, a YarcData Urika™ (Universal 
RDF Integration Knowledge Appliance) data appliance with PSC enhancements. Sherlock, which 
was funded via NSF’s STCI program, contains 32 YarcData Graph Analytics Platform nodes, 
each containing 2 Threadstorm 4.0 processors, a SeaStar 2 interconnect ASIC, and 32 GB of 
RAM plus additional Cray XT5 nodes having standard x86 processors. With operational funding 
from NIH, PSC also operates Anton, a special-purpose computer for molecular dynamics which is 
used by many NSF-supported researchers. PSC systems are supported by a central file system 
Brashear (except for Sherlock), and extensive LAN, MAN and WAN infrastructure. For 
persistent storage such as archiving files, hosting data collections, etc., PSC operates Data 
Supercell, a scalable, disk-only file repository that provides fast access to files. Its initial 
deployment has four petabytes. 
With colleagues in the laboratory of Susan Buchanan at the National Institute of Diabetes and 
Digestive and Kidney Diseases (NIDDK) and at Monash University, Australia, James Gumbart of 
the Georgia Institute of Technology used PSC’s Anton supercomputer to simulate structures of 
the -barrel assembly machinery (BAM), which is responsible for inserting -barrel proteins into 
the outer membrane of Gram-negative bacteria. Gumbart’s long-timescale (1-2 microsecond) 
molecular dynamics simulations of the complex, show that a spontaneous lateral opening in the 
basket-like structure of the complex exposes the interior channel of the complex to the 
membrane. This finding suggests a mechanism by which fully or partially assembled -barrel 
tertiary structures may be inserted into the membrane. In addition, it suggests that agents that 
disrupt this mechanism could prevent proper placement of -barrel proteins in the cell, interfering 
with the cell’s ability to infect and/or kill host cells. 
Users continue to take advantage of Blacklight’s special capabilities. E.g., Blacklight was 
necessary for both its Java capability and its ability to host many threads in OpenMP hybrid mode 
for work done by Thomas Sandholm’s group at CMU. In August, Renyue Cen (Princeton) and 
Hy Trac (CMU) had a run that used 4 TB and are exploring runs that use 8 TB. From time to 
time, other users also use more than 2 TB. 
PSC’s Shawn Brown was a Bill and Melinda Gates Foundation participant in a delegation to 
India to discuss improvements to the country’s routine immunization programs. Meetings were 
held with partners (UNICEF, WHO, India Ministry of Health, USAID, and the Public Health 
Foundation of India) in New Delhi to discuss an overall improvement strategy, and how aspects 
of the vaccine supply chain can be improved. This is in conjunction with ongoing work Brown’s 
logistics modeling team has been doing to create models for the Bihar and Kerala states in India. 
PSC engaged in a range of Training, Education and Outreach activities, which included high 
school and undergraduate STEM programs and HPC training workshops. Many student interns 
are gaining valuable real-world experience with high performance computing and computational 
science through their PSC-mentored projects. 
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12.1.1 Resource Description 
Computing and Storage: PSC provides a range of computing and storage platforms for the 
national science community. 
For applications requiring very large shared memory, high-productivity programming models, 
and/or moderate parallelism with a high-performance system-wide interconnect, PSC operates 
Blacklight, an SGI UV 1000 cc-NUMA shared-memory system comprising 256 blades. Each 
blade shares 128GB of local memory, and holds two Intel Xeon X7560 (Nehalem) eight-core 
processors, for a total of 4,096 cores and 32 TB across the whole system. Each core has a clock 
rate of 2.27 GHz, supports two hardware threads and can perform 9 Gflop/s for a total system 
floating point capability of 37 Tflop/s. Up to 16 TB of this memory is accessible as a single 
memory space to a shared-memory program. Message-passing and PGAS programs can access 
all 32 TB on the system. Blacklight is part of the National Science Foundation XSEDE integrated 
national system of cyberinfrastructure. 
Additionally, PSC has an SGI Altix 4700 system called Salk which is also targeted at applications 
requiring large shared memory, high-productivity programming models, or moderate parallelism 
with a high-performance, system-wide interconnect. Salk is administered for the NIH-funded 
National Resource for Biomedical Supercomputing (NRBSC) and offers 144 Montvale 
processors providing a peak aggregate speed of 0.96 Tflop/s with 288 GB shared memory. This 
system supports advanced programming languages and models including UPC. 
PSC operates Sherlock, a YarcData Urika™ (Universal RDF Integration Knowledge Appliance) 
data appliance with PSC enhancements. An experimental system, Sherlock enables large-scale, 
rapid graph analytics through massive multithreading, a shared address space, sophisticated 
memory optimizations, a productive user environment, and support for heterogeneous 
applications. Sherlock contains 32 YarcData Graph Analytics Platform nodes, each containing 2 
Threadstorm 4.0 (TS4) processors, a SeaStar 2 (SS2) interconnect ASIC, and 32 GB of RAM. 
Aggregate shared memory is 1 TB, which can accommodate a graph of approximately 10 billion 
edges. The TS4 processors and SS2 interconnect contain complementary hardware advances 
specifically for working with graph data. PSC has customized Sherlock with additional Cray XT5 
nodes having standard x86 processors to add valuable support for heterogeneous applications that 
use the Threadstorm nodes as graph accelerators. Other x86 nodes serve login, filesystem, 
database, and system management functions. 
PSC operates an Anton special-purpose supercomputer for molecular dynamics (MD) simulation 
that performs up to 100 times faster than conventional supercomputers. Designed by D. E. Shaw 
Research (DESRES) and provided to PSC without cost by DESRES, it is available for non-
commercial research use by universities and other non-profit institutions. This machine, the only 
Anton computer operated outside DESRES, is hosted by PSC and is available to the national 
biomedical community with operational support from the NIH funded National Center for 
Multiscale Modeling of Biological Systems. Computing time on Anton is allocated by a peer-
review committee convened by the National Research Council. A large number of Anton users 
are NSF-supported investigators. The Anton computer is supplemented by a high performance file 
storage system for simulation trajectories and an analysis cluster (Kollman). Each of the four 
nodes in the analysis cluster consists of two Intel Westmere six-core processors and 96 GB of 
memory. The high-performance file storage system consists of a 500-TB Lustre file system. The 
file system and the analysis cluster nodes are interconnected over Quad Data Rate (QDR) 
InfiniBand. Availability of the Anton system has been extended until September 2014. 
PSC operates several Linux clusters for scientific research as well as several high-end servers and 
powerful workstations for development, analysis, and visualization tasks.  
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The production workload on all of the PSC computing platforms is managed by PBS/Torque. 
Several scheduler policy modules used include a locally-developed module, Simon, and the Maui 
scheduler. 
All of the PSC computing platforms except Sherlock have access to Brashear, PSC’s shared, 
central file system using the Lustre file system architecture. It comprises eight storage nodes and 
350 TB of direct-attached disks, forming a large I/O cluster globally accessible within the PSC 
site. Access to the file system is provided by InfiniBand, 10-Gigabit Ethernet and 1-Gigabit 
Ethernet. Each node in the I/O cluster is a Lustre Object Storage Server (OSS) hosting multiple 
Object Storage Targets (OSTs). 
PSC’s Data Supercell for persistent storage of information is a disk-only file repository that is 
less costly than a disk-tape archive system and provides much faster file access. Each building 
block in the repository has one petabyte of useable disk storage, which is managed by the ZFS 
file system and the PSC-developed SLASH2 replicating distributed file system. ZFS and 
SLASH2 provide multiple layers of robust data integrity checking to protect user data against 
data corruption. This building-block architecture will enable the repository to scale well beyond 
its initial deployment of four petabytes. 
Users can access the repository from within PSC using the familiar PSC file archiving utility, far. 
From outside PSC, users can employ a variety of well-known file transfer methods such as SCP 
and GridFTP. These transfers are handled by a series of dedicated data transfer servers. 
Networking: PSC network facilities consist of production and research Local Area Network 
(LAN), Metropolitan Area Network (MAN), and Wide Area Network (WAN) infrastructures. 
Local Area Network Infrastructure - The LAN infrastructure consists of switched Ethernet 
with speeds up to 10 Gb/s. The LAN architecture was constructed to overcome issues of 
buffer contention in data center Ethernet switches on the Science DMZ
1
. This allows for 
higher bandwidth data transfers to the data transfer nodes. 
3 Rivers Optical Exchange: PSC operates and manages the 3 Rivers Optical Exchange (3ROX), 
a regional network aggregation point that provides high-speed commodity and research network 
access, primarily to sites in Western and Central Pennsylvania and West Virginia. While the 
primary focus of 3ROX is to provide cost-effective, high-capacity, state-of-the-art network 
connectivity to the university community, this infrastructure also provides well-defined network 
services to both community (K-12, government) and commercial entities in Western 
Pennsylvania. University member sites currently include Carnegie Mellon University, the 
Pennsylvania State University, the Pittsburgh Supercomputing Center, the University of 
Pittsburgh, WVNET (West Virginia’s state-wide research and education network), and West 
Virginia University. 
3ROX Metropolitan Area Network Infrastructure - 3ROX MAN infrastructure is DWDM-
based and supports multiple 10-Gigabit Ethernet waves. It is capable of supporting 40- and 
100-Gigabit waves as the need arises. This DWDM network connects four different locations 
around Pittsburgh that include long haul service providers, a co-location hotel, a campus 
based co-location facility, and PSC’s Northern Pike machine room. 
3ROX Wide Area Network Infrastructure - 3ROX WAN infrastructure has both Commodity 
Internet and Research and Education components. Explicit routing is used to maintain the 
                                                   
1 From http://fasterdata.es.net/science-dmz/: The Science DMZ is a portion of the network, built at or near the campus 
or laboratory’s local network perimeter that is designed such that the equipment, configuration, and security policies 
are optimized for high-performance scientific applications rather than for general-purpose business systems or 
“enterprise” computing. 
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acceptable use policies associated with the various production and research network 
infrastructures. 
The 3ROX Commodity Internet component consists of multiple high-performance WAN 
connections to major Internet service providers, including a 10-Gigabit Ethernet connection to 
Cogent and a 10-Gigabit Ethernet connection to Level 3. In addition, 3ROX provides 
connectivity to both regional and national content peering infrastructures, in particular access to 
the Internet2 based TR/CPS content peering services; regional peering with Southern Cross 
Roads (SOX), OARnet and Comcast; along with a recent direct peering connection with Google.  
The 3ROX Research and Education component includes a 10-Gigabit Ethernet connection to the 
Internet2 network. In addition to the Internet2 connection, 3ROX also has a 10-Gigabit Ethernet 
connection to National LambdaRail; a 10-Gigabit Ethernet connection to the XSEDE backbone 
network; a 10-Gigabit Ethernet connection between PSC’s offices and its remote supercomputing 
machine room at 4350 Northern Pike; and a 10-Gigabit Ethernet connection to Penn State 
University (PSU) to provide XSEDE connectivity to PSU. 
12.2 Science Highlights 
In addition to major science accomplishments that are highlighted in the XSEDE report, we 
present selected others specific to PSC. 
12.2.1 Microbial biology research: Structural insight into the biogenesis of bacterial 
outer membrane proteins (James Gumbart, Georgia Institute of Technology) 
Outer-membrane -barrel proteins play key roles in Gram-negative bacteria, including 
transporting critical molecules across the outer membrane; adhesion to surfaces and other cells; 
and toxins that kill host cells. Interfering with any of these functions could possibly hobble a 
bacterium’s infectious potential. -
barrel proteins’ insertion into the 
bacterial outer membrane, however, is 
something of a mystery as their 
secondary structural unit — the beta 
sheet — is energetically unlikely to be 
inserted directly into the membrane by 
itself. Therefore, there is no obvious 
intermediate mechanism in which 
insertion of the peptide chain is 
followed by formation of tertiary 
structure. With colleagues in the 
laboratory of Susan Buchanan at the 
National Institute of Diabetes and 
Digestive and Kidney Diseases 
(NIDDK) and at Monash University, Australia, James Gumbart of the Georgia Institute of 
Technology used PSC’s Anton supercomputer to simulate structures of the -barrel assembly 
machinery (BAM), which is responsible for inserting -barrel proteins into the outer membrane 
of Gram-negative bacteria. Gumbart carried out long-timescale (1-2 microsecond) molecular 
dynamics simulations of the complex, discovering that a spontaneous lateral opening in the 
basket-like structure of the complex — itself a -barrel protein — exposes the interior channel of 
the complex to the membrane. This finding, reported in Nature in September 2013, suggests a 
mechanism by which fully or partially assembled -barrel tertiary structures may be inserted into 
the membrane. In addition, it suggests that agents that disrupt this mechanism could prevent 
In the molecular dynamics simulations, the interaction 
between -strands 1 and 16 of the BAM complex were 
severely destabilized, allowing the -barrel to undergo a 




proper placement of -barrel proteins in the cell, interfering with the cell’s ability to infect and/or 
kill host cells. 
12.3 User-facing Activities  
12.3.1 System Activities 
Networking: In July PSC upgraded the 3ROX 1-GE Cogent connection to a 10-GE connection 
providing more bandwidth at a price similar to what it had been paying for the 1-GE connection. 
12.3.2 Services Activities 
Tuomas Sandholm, Carnegie Mellon University: Tuomas Sandholm reported that his group 
conducted experiments for a new algorithm for failure-aware matching in kidney exchange. The 
conference version of a paper on the work was published in the highly-selective ACM 
Conference on Electronic Commerce (EC), Philadelphia, in June 2013. A journal version is 
expected. Also, regarding Sandholm’s leading edge research in game theory, the group’s poker-
playing agent submitted for the two-player no-limit Texas Hold’em division did well in the 2012 
Annual Computer Poker Competition. In the 2013 competition, the team participated, with a new 
algorithm described below, in the no-limit category, in both the bankroll and the elimination 
competition. They placed third in each (with a statistical tie for second with Alberta9 in the 
bankroll). There were 14 competing teams in each of these categories from all around the world. 
The main algorithm used is a highly parallel, non-locking version of the counterfactual regret 
(CFR) algorithm for finding the Nash equilibrium in large extensive-form games. PSC’s John 
Urbanic was extremely helpful in advising the group on how to code the algorithm. They also 
conducted experiments on novel ways of doing sampling in the CFR algorithm and on a new 
algorithm for equilibrium refinement. Blacklight was necessary in this work for both its Java 
capability and its ability to host many threads in OpenMP hybrid mode. 
Tomekia Simeon (Northwestern University): Dr. Tomekia Simeon, an African-American 
woman researcher at Northwestern University, acknowledged the help of PSC’s Marcela Madrid 
in her new paper based on molpro computations on Blacklight: Tomekia M. Simeon, Mark A. 
Ratner, and George C. Schatz , “Nature of Noncovalent Interactions in Catenane Supramolecular 
Complexes: Calibrating the MM3 Force Field with ab Initio, DFT, and SAPT Methods”, J. Phys. 
Chem. A., 2013 Aug 22, 117(33):7918-27, dx.doi.org/10.1021/jp400051b. As Richard Tapia has 
pointed out, there are specific issues that minorities face even when they obtain faculty positions 
at major research universities. Dr. Simeon, who has been very active in reaching out to other 
minority scientists, has been asked to be an XSEDE “Domain” Champion for this group. 
Blacklight Memory Usage: Users continue to take advantage of Blacklight’s large shared 
memory. In July, Renyue Cen (Princeton) and Hy Trac (CMU) had a 10-hour job that used 4,311 
GB on 1,024 cores, and they are exploring jobs that use 8 TB. From time to time, other users also 
submit jobs that use more than 2 TB. 
12.4 Security 
PSC had no security incidents in this reporting period. 
12.5 Education, Outreach, and Training Activities 
PSC staff members participated in the activities in the list below. 
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National Expansion of the BEST Program: BEST (Better Educators of Science for Tomorrow) 
originated as a program that prepares high school teachers to refocus their teaching strategies 
towards encouraging students to become aware of emerging and exciting biomedical careers. 
BEST provides a high school level bioinformatics curriculum, which was developed by PSC’s 
National Resource for Biomedical Supercomputing, and ongoing support for teachers. PSC’s 
Pallavi Ishwad has been working to expand BEST as a national program at MARC (Minority 
Access to Research Careers) partner universities with the following results: 
 Outreach Coordinators from North Carolina Agricultural and Technical State University 
at Greensboro, NC received Bioinformatics training at PSC in the summer of 2012 and 
are now in the process of collaboratively developing bioinformatics teaching modules 
intended for use in freshman introductory classes. 
 Faculty members from the University of Tennessee at Nashville completed their teacher 
training and are now utilizing the Bioinformatics curriculum to introduce incoming 
undergraduate freshmen to bioinformatics and related careers. 
Innovative Approaches to STEM Education: As reported last quarter, the Buhl Foundation 
provided funding for a three-year project between PSC and the Pittsburgh Public Schools (67% 
non-white enrollment) called “Innovative Approaches to STEM Education,” which began in May 
2013. This funding allows PSC to continue development of the flipped classroom environment 
and to advance computational reasoning skills among teachers in the Pittsburgh Public Schools’ 
Science & Technology Academy (SciTech) and School for the Creative and Performing Arts 
(CAPA). A planning meeting was held in June with SciTech and CAPA teachers, and a three-day 
2013 Summer STEM Institute for High School Teachers was conducted at PSC July 9-11, 2013. 
The summer institute agenda included introductions and overviews of several PSC-developed 
programs such as BEST. Plans for the following two years are being finalized. 
Student Interns: PSC has a vigorous program of student internships. Following is a sampling of 
reports on the interns’ experiences at PSC this summer. 
Through an internship funded by NSF’s Research Experiences for Undergraduates (REU) 
program, Chris Bradfield, an undergraduate entering his senior year in Astrophysics at the 
University of North Carolina Chapel Hill, learned about programming Sherlock, PSC’s YarcData 
Urika big data appliance. Under supervision of Nick Nystrom, Bradfield collaborated with staff at 
PSC and at the University of Washington to begin porting FOF, a friends-of-friends group finder 
 180 
for N-body simulations, to Sherlock’s Threadstorm processors. He worked through a number of 
issues with the Urika programming environment, including identification of a bug that was 
eventually fixed with a new compiler release. Through this internship, Bradfield acquired hands-
on experience with a unique hardware architecture for addressing irregular, nonlocal algorithms, 
and he also deepened his exposure to simulation for astrophysics. 
Roberto Gomez and Yang Wang supervised the following three interns this summer: 
 Paula Romero Bermudez (U Indianapolis) 
 Veronica Ebert (CMU) 
 Anthony Ruggiero (Duquesne U) 
Romero Bermudez worked on Wang’s ECSS project for Prof. Doug Spearot on virtual diffraction 
pattern, and Ebert and Ruggerio worked on implementing the LSMS code for the ab initio 
electronic structure calculations on GPGPU’s. Ruggiero and Ebert used a PSC system, muir6, 
where they had access to PGI's compiler with support for OpenACC and a Tesla CUDA card. 
They also had access to KIDS @ GaTech for the same. Romero used muir7 where they had the 
Intel compiler with MIC support, and a MIC card, and she also used Stampede for MIC. Gomez 
and Wang provided help now and then when the students got stuck, but the students have proven 
to be very resourceful; e.g. Romero took it upon herself to figure out how to use DDT on 
Stampede to track some memory overlap issues that came up when using MIC directives on the 
code she worked on. 
12.6 SP Collaborations 
HERMES: Developed at the University of Pittsburgh and Pittsburgh Supercomputing Center 
with funding from the Bill and Melinda Gates Foundation and the National Institutes of Health, 
HERMES (Highly Extensible Resource for Modeling Event-Driven Supply Chains) is a software 
platform that allows users to generate a detailed discrete event simulation model of any vaccine 
supply chain. This simulation model can serve as a “virtual laboratory” for decision makers (e.g., 
policy makers, health officials, funders, investors, vaccine and other technology developers, 
manufacturers, distributors, logisticians, scientists, and researchers) to address a variety of 
logistical questions. On April 7-13, 2013, PSC’s Shawn Brown was a Bill and Melinda Gates 
Foundation participant in a delegation to India to discuss improvements of the country’s routine 
immunization programs. Meetings were held with partners (UNICEF, WHO, India Ministry of 
Health, USAID, and the Public Health Foundation of India) in New Delhi to discuss an overall 
improvement strategy, and how aspects of the vaccine supply chain can be improved. This is in 
conjunction with ongoing work the HERMES logistics modeling team has been doing to create 
models of two states in India, Bihar and Kerala. Discussions with UNICEF officials were 
conducted on how to include more states in the HERMES modeling efforts. 
12.7 SP-Specific Activities 
Pittsburgh Hadoop User Group: PSC continues to host meetings of the Pittsburgh Hadoop User 
Group. On August 21, 2013, the speaker was Adam Gugliciello, from Datameer which is a data 
analytics company whose product interfaces with Hadoop clusters. They count Sears, JP Morgan, 
three of the five major credit card companies, and many other Fortune 500 companies among 
their customers. His talk was on Hadoop in the Finance Industry. See 
http://www.meetup.com/HUG-Pittsburgh/ and http://www.datameer.com/ for more information. 
The meeting was attended by over forty people of gender and racial diversity. On September 18, 
the meeting was a get-acquainted session attended by 20 people of mixed gender and race. 
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Computation”. XSEDE ’13, Proceedings of the Conference on Extreme Science and Engineering 
Discovery Environment: Gateway to Discovery. doi: 10.1145/2484762.2484817. 
12.9 Metrics 
12.9.1 Standard User Assistance Metrics  
Numbers in Table 1 refer to tickets handled by the PSC help desk in PSC’s local ticket system 
during the quarter July 1 to September 30, 2013. 
Table 1. Distribution of times to resolution for the 385 tickets that were created as well as 















0-1 hr 1 3 7 0 2 1 5 
1-24 hrs 13 7 90 0 18 8 15 
1-7 days 22 17 37 0 38 27 16 
1-2 wks 3 4 2 0 24 4 3 
>2 wks 0 1 0 0 16 0 1 
 
Numbers in Table 2 refer to tickets relating to PSC that were handled in the central XSEDE 
Ticket System during the quarter July 1 to September 30, 2013. 
































0-1 hr 1          
1-24 hr  1 1 6 2   3  1 
1-7 d 1 2 3 12 7 1 3 6 2 4 
1-2 wk  3 2 14 6   6  3 
> 2 wk    10  2  1  2 
Still Open           
            
Average time to resolve a ticket: 8.2 days 
 
12.9.2 SP-specific Metrics 
Key system statistics for Blacklight for 7/1/2013 to 9/30/2013 are shown in Table 3. 
Table 3: Operational Statistics - Blacklight 
Number of unplanned outages 19 
Number of planned outages 0 
Total outages 19 
Number of job failures due to system faults 478 
Total time* in period (hours) 4416.00 100.00% 
Scheduled Downtime (hours) 0.00 0.00% 
 183 
Table 3: Operational Statistics - Blacklight 
Unscheduled Downtime (hours) 123.33 2.79% 
Total Downtime (hours) 123.33 2.79% 
Total time available to users (total-downtime) 4292.67 97.21% 
% System Utilization 66.00% 
* On Blacklight a node is half the machine. Time values listed are expressed in node hours. 
12.9.3 Standard systems metrics 
The ten charts of standard system metrics for Blacklight on the following five pages were 
provided by the XDMod team:  
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13 Purdue University - Service Provider Quarterly Report 
13.1 Executive Summary 
After five years of serving both Purdue and XSEDE user community as a shared resource, the 
Steele cluster has been retired from service as of August 1, 2013. Purdue’s high-throughput 
computing resource Condor pool has also retired from the XRAC. The Condor pool will continue 
to be an Open Science Grid (OSG) resource, accessible through the OSG login node by XSEDE 
users. The Condor pool’s approximately 40,000 processor cores are also available to XSEDE and 
the broader research and education community through Purdue’s DiaGrid hub, diagrid.org, in the 
form of online, end-to-end scientific applications and tools.  
Usage in this quarter has decreased due to the ramping down of the SP resources and migration of 
users. From 7/1/2013 to 7/31/2013, the Purdue SP resources have supported 58 users (54 projects) 
from 28 institutions and science gateways who utilized more than 3.2 million service units (SUs).  
The SP will provide access to user data on Purdue resources for four months after the resources 
retire from XSEDE. The SP staff has been helping users to transition to other XSEDE resources 
as the retirement date approaches, including supporting the current Condor users to continue to 
run in the Purdue Condor pool until adjustments are implemented for running on OSG or other 
systems.  
Purdue will continue to provide high-speed network link to XSEDEnet, ensuring that high 
bandwidth connectivity is available to the communities served by major projects such as NEES, 
Nanohub/NCN, CMS, PRISM, and various science gateways (e.g., CESM gateway).  
As a service provider and partner to the XSEDE project, Purdue contributes its expertise in HPC, 
high-throughput computing, virtualization and science gateway development to assist XSEDE 
users through training events, tutorials and demonstrations, as well as to the XSEDE ECSS staff 
on its conference calls and at conferences. Purdue was a sponsor to this year’s XSEDE 
conference. The Purdue PI currently serves as the chair of the Service Provider Forum (SPF). The 
SP activities are funded by the NSF awards #0503992, #0932251.  
The Purdue team actively contributes to the XSEDE project (funded by the XSEDE award) by: 
 Providing expert support to user requests for extended and in-depth technical assistance 
in the ECSS. For example, Purdue ECSS staff has been investigating technical solutions 
to help XSEDE users share their simulation output data with the broader community.   
 Leading the XSEDE Campus Champion Program to further expand the user base by 
reaching out to campuses and building the campus champion community, providing 
training and outreach activities, and getting feedback from campus users to improve 
XSEDE services. Kay Hunt of Purdue has worked with her team to build a rich set of 
programs for the campus champions to network and learn at XSEDE13, as well as 
securing sponsorships for the conference, working with the conference chair, helping to 
making XSEDe13 hugely successful this year.  
 Providing an XSEDE–OSG liaison to bridge the efforts of the two cyberinfrastructure 
projects by assisting and guiding XSEDE users in utilizing the OSG resources, and 
organizing training and outreach activities to broaden user base. Kim Dillman of Purdue 
continues to work with OSG leaders and technical people to help them integrate with 
XSEDE by bringing user feedback and suggestions on how best to engage with XSEDE 
users whose needs could be met by OSG resources. She is also on ECSS staff helping 
users to utilize resources in both XSEDE and OSG more effectively. 
 190 
13.1.1 Resource Description 
Steele  
The Steele cluster consists of 893 dual quad-core Dell 1950 compute nodes, running Red Hat 
Enterprise Linux, version 4. Each node thus has 8 64-bit Intel 2.33 GHz E5410 CPUs and either 
16 GB or 32 GB of RAM. They are interconnected with either Gigabit Ethernet or InfiniBand. 
The machine offers access to the 120 TB scratch space. Steele’s peak performance is rated at 
66.59 TFLOPS. Steele cluster is well suited for a wide range of computational jobs. Steele 
replaced the Purdue Lear cluster and was made available to TG users in May 2008. In October 
2009, Purdue RP has increased the TG dedicated portion of Steele from 22 nodes to nearly 200 
nodes (1600 cores). Steele has no effective runtime limit on XSEDE jobs. Additionally, XSEDE 
users may leverage the larger Steele cluster by utilizing the standby queues with no node limit but 
subject to 4 or 8 hour runtime limits. Steele retired from the Purdue community cluster facility on 
August 1, 2013. 
Condor Pool 
The Purdue Condor pool is a shared resource among the resource owners (academic users at 
Purdue) and XSEDE/OSG users. Consisting of approximately 37,000 processor cores, the Condor 
pool is an opportunistic resource which allows Condor jobs access to machines that are not being 
used by their owners. The Purdue Condor pool is designed for high-throughput computing, and is 
excellent for parameter sweeps, Monte Carlo simulation, or serial applications. In addition, some 
classes of parallel jobs (master-worker) may be run effectively in Condor. 30% of all Condor-
usable cycles are available to XSEDE users at a minimum level of service. On average the Purdue 
Condor pool is able to provide up to 10 million CPU hours to XSEDE users per year.  
 
The Purdue Condor resource, renamed DiaGrid, has expanded significantly from a total of 7700 
CPUs at the end of 2007 to approximately 50,000 cores in 2013. The size of the pool changes as 
systems are added and retired. Currently there are approximately 37,000 cores as shown in Table 
1, including resources from Purdue’s West Lafayette campus, University of Wisconsin-Madison, 
University of Nebraska-Lincoln, Indiana University, University of Notre Dame, and Purdue 
Calumet campus.  Memory on compute nodes ranges from 512 MB to 192 GB, and most 
processors run at 2 GHz or faster. This high-throughput resource can provide large numbers of 
cycles in a short amount of time, excellent for parameter sweeps, Monte Carlo simulations, or 
nearly any serial application. All shared areas and software packages available on Steele are 
available on Condor. Available to TeraGrid/XSEDE users since 2006, the Condor pool is self-
renewing as old machines in the pool are retired and new ones, e.g., from Purdue’s community 
clusters, added over time. The Condor Pool retired from the XRAC resource list as of August 1, 
2013. It continues to serve the high-throughput computing needs as part of OSG and DiaGrid, 
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and is accessible via OSG and DiaGrid.org by XSEDE, OSG users as well as the broader 
community. 
Wispy 
Purdue’s Wispy is a special XSEDE resource, a cloud computing platform for research and 
educational use. Wispy consists of eight 64bit, 16-core HP SL230 connected via 1 Gigabit 
Ethernet network with the capacity of supporting 128 VMs. Wispy runs KVM and the Nimbus 
cloud software. It provides users with the capability of packaging their applications and operating 
systems completely inside the Virtual Machine (VM) images, submitting these VMs to run in 
Wispy with up to 14 CPUs and 32GB of memory each, and have full control over the execution 
environment. Current usage includes small, instant, on-demand clusters for various tasks and 
running complicated or prepackaged applications on additional hardware resources. Wispy retired 
from the XRAC resource list as of August 1, 2013, though it will remain available for testing and 
specific project needs upon requests.  
13.2 Science Highlights 
The Amino Terminus of Herpes Simplex Virus Type 1 gL Is Important For Cell-Cell Fusion  
PI: Dr. Yuk Y. Sham, Center for Drug Design, University of Minnesota 
Medicinal Chemistry researchers have recently become aware of the XSEDE resources through 
the local XSEDE campus champions. Herpes simple virus (HSV) requires four envelope 
glycoproteins to fuse its viral membrane with a 
cellular membrane and gain access to the cell. 
Two of those required glycoproteins are 
glycoproteins H (gH) and L (gL). Clear roles 
for gL in the fusion process are to bind gH, 
promote gH trafficking out of the endoplasmic 
reticulum, and prime gH for function in fusion. 
It is unclear, however, if gL plays any other 
roles in HSV-glycoprotein-induced membrane 
fusion and in particular, if gL plays a role in 
membrane fusion outside of assisting gH. This 
group started their computation on the Purdue 
campus resource DiaGrid.org. With the help of 
Purdue’s XSEDE campus champion, this group 
began to utilize XSEDE resources for their 
calculations in 2013. Utilizing the 
computational resources provided by Diagrid 
and XSEDE, they were able to construct a full 
length model of HSV-1 fusion envelope 
glycoprotein complex gH-gL. The homology 
modeling was done based on the solved X-ray 
structure of the HSV-2 gH-gL complex with its 
corresponding sequences from NCBI (gi: 
9629402 – gH and 9629381 – gL). To further 
optimize the structure, the model was then 
underwent a large scale Molecular Dynamics 
(MD) simulation. The MD production run was 
performed under the isothermal isobaric (NPT) 
condition at 300K and 1 atm pressure. 
Snapshots were saved at every 1ps. Eventually, 
 
Figure1. Full length HSV-1 model 
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Figure 3. CPU hours of Steele used by XSEDE researchers, June, 2012 
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Users 
Actural usage NSF funded
Dr. Sham and his colleagues have identified the amino terminus of HSV-1 gL as a region that is 
important for cell-cell fusion but not gH trafficking indicating that gL has a function in HSV-1 
membrane fusion independent of gH trafficking. The deletion of gL residues 27-31 resulted in 
normal levels of cell-surface gH expression but reduced cell-cell fusion capability by 60%. 
 
13.3 User-facing Activities  
13.3.1 System Activities 
The Steele cluster continues to serve the XSEDE users reliably during this period of ramping 
down before its impending retirement. XSEDE users access Steele through its XSEDE queues, 
and in addition to the NSF funded portion of the cluster, XSEDE users have access to the entire 
cluster through its standby queues with a wall clock limit of 4 hours for each job. In this manner, 
XSEDE users typically consumes as high as three times of the cycles allocated for XSEDE on a 
monthly basis. Figure 3 shows the monthly usage on Steele by XSEDE users to date since for the 
past 12 months.  
The SP strives to provide the highest level 
of system availability to its cluster users 
(see table2). No service interruption was 
reported during this quarter. 
Purdue SP updates compilers, libraries, and 
other software periodically to ensure 
optimal performance and stability of the 
clusters. The software stack on most of 
Purdue community clusters were updated 
on July 8. Changes included updates to the 
default version of the Intel compiler and associated software stack as well to the default OpenMPI 
library.  
13.3.2 Services Activities 
Purdue SP provides both 
helpdesk support and consulting 
support to XSEDE users. The 
SP user support staff worked 
with many XSEDE users during 
the quarter. Most of the support 
requests were related to 
troubleshooting issues. 
Categories of user issues and 
requests are summarized in the 
table in Section 1.9. Purdue staff 
also worked with XSEDE 
allocations staff to assist users 
on current Purdue resources to 
transition to other XSEDE 
resources due to the impending 
retirement of these resources.  
The SP staff worked with Prof. 
Annette Ostling (ecology and evolutionary biology, U of Michigan) on her project of studying 
  %Uptime (monthly) 
 2013 Condor Steele Wispy 
July 100% 100% 100% 
 
Table 2: Uptime Percentages for Steele/Condor/ Wispy 











structural signatures of the mechanisms of diversity maintenance in populations and communities. 
Purdue is providing her group with continued direct access to the Condor pool until they can 
transition to OSG or DiaGrid.  
Dr. Kevin “Feng” Chen and Kim Dillman, both Purdue Campus Champions, work with local 
users and often turn the documentation and examples they create in helping specific users into 
training materials for the larger XSEDE community. They actively participate in the face-to-face 
working meetings and phone calls for both the Outreach and XSEDE allocation proposal 
preparation, and recently worked on various documents for XSEDE13. They added one user who 
is now ready to use XSEDE to their Campus Champion allocations.  
13.4 Security 
No security incidents were reported during this quarter. 
13.5 Education, Outreach, and Training Activities 
13.5.1 EOT Events 
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Purdue is now offering the Scholar cluster to campus instructors from any field whose classes 
include assignments that could make use of supercomputing, from high-end graphics rendering 
and weather modeling to simulating millions of molecules and exploring masses of data to 
understand the dynamics of social networks. The Purdue Rosen Center staff help faculty with 
preparation as they incorporating the use of the Scholar cluster into instructional plans. They also 
provide assistance to students during the semester. Scholar is a portion of Purdue’s Carter 
community cluster that is dedicated for undergraduate instructional use. Carter was among the top 
500 supercomputers in the world as of June 2013. 
13.5.3 Training 
Purdue SP hosted the 2013 Data Intensive Summer School, July 8-10, 2013. Over 30 graduate 
students, post-docs and professionals from all disciplines have attended this training program. 
Professors from all over the country taught students how to manage and process large data 
through two-way video conference technology. The course targets researchers in the fields where 
large collections of data must be dealt with, including the physical, biological, economic, and 
social sciences. The training covered the nuts and bolts of data-intensive computing, common 
tools and software, predictive analytics algorithms, data management, and non-relational database 
models. During the school, students learned to use high-throughput computing (HTC) systems — 
n analysis through 
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at their own campuses or using the national Open Science Grid (OSG) — to run large-scale 
computing applications that are at the heart of today’s cutting-edge science. Through lectures, 
discussions, and lots of hands-on activities with experienced OSG staff, students learned how 
HTC systems work, how to run and manage lots of jobs and huge datasets to implement a 
scientific computing workflow, and where to turn for more information and help.  
Purdue’s XSEDE staff Dr. Kevin “Feng” Chen has mentored a high school student during the 
summer. Ian Campbell, an incoming senior at the West Lafayette High School, has a strong 
interest in science and software development. He joined the SP staff as a student programmer to 
assist in the development of scientific computation tools. Ian worked as part of the development 
team to put the popular molecular dynamics simulation software Gromacs online with a graphical 
user interface (Gromacsimum) and powerful computation and storage support on the back end. 
Ian developed the data transfer functions and parts of the user interface, and co-authored the User 
Guide. He has gained experience in developing software in the real world and knowledge of 
scientific computational tools, and is likely to go into science and engineering fields in college.  
13.6 SP Collaborations 
The SP staff continues to work with an USDA funded project (USDA-NIFA no. 2011-68002-
30220), an integrated research and extension project working to improve farm resilience and 
profitability in the North Central Region by transforming existing climate information into usable 
knowledge for the agricultural community. The overall purpose of the project is to develop 
decision support tools for use in understanding the potential impact of climate change on the 
production of maize (corn) in the region. The researchers in this project are conducting modeling 
and data synthesis which often require long runs on resources such as those available on XSEDE 
and high performance data storage. The SP staff is assisting the research group to investigate how 
to make the large number of simulation runs manageable by designing workflows, identifying 
appropriate resources, as well as assisting with data processing tasks. 23 of the desired 31 years of 
gridded simulation data have been created. These gridded simulation data are being used in a corn 
crop development model. In the last three months, the SP staff has also been assisting the 
development of online decision support tools based on a minimum of 30 years of climate data for 
the region including min and max temperature, rainfall, growing degree days and county yield 
data. 
Purdue SP staff is part of a collaborative project “Hydroshare” funded by the NSF SI2 program. 
They are working with colleagues at several institutions, including Consortium of Universities for 
the Advancement of Hydrologic Science (CUAHSI), to establish a cyberinfrastructure, tools and 
data management capabilities for water scientists across the world to address critical issues 
related to water quality, quantity, accessibility, and management. The staff is integrating some of 
the capabilities developed for WaterHUB, an XSEDE science gateway, into the Hydroshare 
infrastructure both in workflow and meta data support, as well as for broader dissemination and 
impact.  
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13.9 Metrics 
13.9.1 Standard User Assistance Metrics  
Purdue SP ticket resolution times by category from XSEDE ticket system: 

































0-1 hr           
1-24 hr           
1-7 d    2 1 1    3 
1-2 wk          1 
> 2 wk  2  1      1 
Still Open    1 1     1 
            
Average time to resolve a ticket: 8.6 days 
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13.9.2  
13.9.3 SP-specific Metrics 
N/A 
13.9.4 Standard systems metrics 
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14 San Diego Supercomputer Center (SDSC) Service Provider 
Quarterly Report 
  
14.1 Executive Summary 
Gordon, XSEDE’s data-intensive supercomputer, has now operated for 19 months of its three 
years of funded operation. Staff continued their proactive efforts to extend the benefits of 
Gordon’s unique architectural features to users in varied disciplines. For example, SDSC staff (1) 
achieved a 3x speedup in data pre-processing using flash memory for a project to analyze 
NASDAQ trading and (2) helped devise efficient procedures for analyzing 438 human genomes 
and hundreds of TB of data as part of a Big Data study of rheumatoid arthritis. Several papers and 
posters highlighting work done on Gordon were presented at XSEDE13. 
Trestles is now in its third year of production and continues to be highly successful in its 
objectives to support the modest-scale/gateway user community, with a focus on user 
productivity and fast turnaround. The system utilization remains reasonably high while still 
maintaining our primary objective of short wait times and low expansion factors. We have 
committed to extend the operational life of Trestles at least through June 2014. 
14.1.1 Resource Descriptions 
Gordon 
Gordon is the XSEDE resource at SDSC designed especially for data-intensive supercomputing 
by Appro and SDSC. It consists of 1,024 compute nodes and 64 I/O nodes. Each compute node 
contains two 8-core, 2.6-GHz Intel EM64T Xeon E5 (Sandy Bridge) processors and 64 GB of 
DDR3-1333 memory. Each I/O node contains two 6-core, 2.67-GHz Intel X5650 (Westmere) 
processors, 48 GB of DDR3-1333 memory, and 4.8 TB of flash memory from 16 300-GB Intel 
710 solid-state drives (SSDs). Sixteen compute nodes can be aggregated into a shared-memory 
super-node with 256 cores and nearly 1 TB of physical memory using the vSMP software from 
ScaleMP. The dual-rail network topology consists of two 4x4x4 3D tori, each having adjacent 
switches connected by three 4x QDR InfiniBand links (120 Gb/s). The 16 compute nodes and 
single I/O nodes in a super-node are all connected to a pair of switches (one for each rail) by 4x 
QDR (40 Gb/s). The theoretical peak speed of Gordon is 341 TFlop/s. 
Trestles 
Trestles is a dedicated XSEDE cluster designed by Appro and SDSC consisting of 324 compute 
nodes. Each compute node contains four sockets, each with an 8-core 2.4 GHz AMD Magny-
Cours processor, for a total of 32 cores per node and 10,368 total cores for the system. Each node 
has 64 GB of DDR3 RAM, with a theoretical memory bandwidth of 171 GB/s. The compute 
nodes are connected via QDR InfiniBand interconnect, fat tree topology, with each link capable 
of 8 GB/s (bidirectional). Trestles has a theoretical peak speed of 100 TFlop/s. 
Project Storage 
Project Storage is an XSEDE storage resource, which now provides ~1.4 PB (usable) of medium-
term persistent storage to XSEDE users. It is cross-mounted by both Gordon and Trestles. Project 
Storage has been allocated since early 2012 via a pilot internal proposal process, and is now 
transitioned to the formal XRAC storage allocation process. Project Storage is part of Data 
Oasis, a multi-component Lustre-based parallel file system designed by SDSC and supplied by 
Aeon Computing and Cray/Appro.  
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14.2  Science Highlights 
Scientists Help Tame Tidal Wave of Genomic Data Using SDSC’s Trestles 
Researchers have created a faster and more effective way to assemble genomic information, while 
increasing performance. In a paper presented in August at the 39th International Conference on 
Very Large Databases (VLDB2013), Xifeng Yan, the Venkatesh Narayanamurti Chair of 
Computer Science at UC Santa Barbara explained how he used Trestles to develop a new 
algorithm called MSP (minimum substring partitioning) that helps to assemble genomes with 
extreme efficiency. See the full story at 
http://www.sdsc.edu/News%20Items/PR091913_genome.html 
 
14.3 User-facing Activities 
14.3.1 System Activities 
The most significant event for SDSC's HPC systems during this reporting period was the upgrade 
of Gordon from CentOS 5.4 to CentOS 6.4; this required reinstalling every computer node 
comprising Gordon. To keep the down time to a minimum, one of the management nodes was 
upgraded ahead of time for testing, and on the day of the upgrade the remaining nodes were 
redirected to it for management. The software update was completed within a single day and we 
then repeated many of the performance tests used for acceptance testing, along with some 
opportunistic benchmark runs. The results were all within the expected ranges, and we shook out 
several minor configuration errors that had propagated to the rebuilt cluster. Gordon went down 
for maintenance on August 19, and was returned to production on August 21. 
In conjunction with SDSC's Applications team, the HPC Systems Group at SDSC is continuing to 
improve on our capabilities of defining systems via software. One of the ways we achieve this is 
via Rocks rolls--simple packages to bundle software and system configurations together. To 
improve community awareness of our rolls, we are migrating as much of our development work 
as possible to GitHub (https://github.com/sdsc). Hand-in-hand with this, we have developed a 
guide to help users adopt Rocks for cluster administration, and use our rolls to easily extend the 
scientific applications on their systems. An initial draft of the guide is on under our GitHub 
organization (https://github.com/sdsc/cluster-guide). 
Current and future work on the systems includes developing an in-depth understanding of ZFS, 
particularly on Linux. ZFS is rapidly becoming the de facto standard file system for critical 
storage, and we need to know both its capabilities and limits.  
A more near-term matter is an upcoming power upgrade to the machine room which houses 
Trestles and Gordon, presently scheduled for December 6 thru 8. During this time Trestles and 
Gordon will be shutdown (our Lustre file systems on Data Oasis will remain on, but will be 
unavailable). We will leverage this forced outage to perform an upgrade on Trestles similar to the 
one completed on Gordon. 
Our final upgrade need is for Lustre, and our remaining test is how to split the file system 
metadata to take advantage of the distributed metadata server feature in the Lustre 2.x series. 
These upgrades will be done in a rolling fashion, one file system at a time; Trestles and Gordon 
will remain in production when these begin later in the year. 
There were no significant equipment failures during the quarter.  
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14.3.2 Services Activities 
Between the two tickets systems used to support Trestles and Gordon (the XSEDE ticket system 
and SDSC’s local ticket system), a total of 560 tickets were created between July 1 and 
September 30, 2013. These tickets included account and allocations questions, Gaussian access 
and support, Abaqus licensing and support, file system issues, software requests, Globus support, 
code support, password resets, code optimizations and debugging, implementing user workflows 
to run on Trestles and Gordon, allocation refunds/problems, project space requests, software 
support, and resource availability. 492 of those tickets were closed, leaving 68 tickets (13 open, 
55 in user wait) with ongoing work.  
Dongju Choi benchmarked LAMMPS (material science molecular dynamics application) and 
P3DFFT (higher performance, parallel FFT library) on Gordon using both single and dual rails 
for MPI traffic. John Helly performed similar benchmark studies using climate and ocean 
applications. Together, this work should help XSEDE researchers make more effective use of 
Gordon. 
SDSC User Services staff installed, tested, and benchmarked software for the upgrade of the 
software stack on Gordon (August 19-21, 2013). In addition to the operating system upgrade, 
compilers (Intel, PGI, GNU), mpi (mvapich2, openmpi), and several software packages (R, 
Gaussian, LAMMPS, Hadoop etc) were also upgraded. Additionally, a new suite of packages was 
installed for bio-informatics users including BLAT, BWA, FASTX, Picard, SOAPsnp, Velvet, 
GATK, samtools, and tophat. SDSC Staff also assisted users in recompiling and running jobs 
after the upgrade. SDSC staff supported the use of Gordon for several tutorials at XSEDE ’13, by 
testing examples and setting up the appropriate user environment. 
In support of Trestles users, SDSC user services staff fielded questions on gridftp usage, 
allocations/accounts, new software installs, system performance, and file system 
use/troubleshooting. New software installs/support included Q-Chem, Paraview (v4.0.1), SILO 
(v4.8), Beagle v1.1, BEAST (v.1.7.5), and Ruby (v2.0.0p247).  
 
SDSC Staff provided extended support for some projects (beyond the initial ticket requests) on 
Trestles and Gordon. This included 
 Rebuilding a version of the LAMMPS molecular dynamics package for user Zhijiang 
(Justin) Ye from U.C. Merced to include support for replica exchange molecular 
dynamics and provided support to get these jobs running on Trestles.  This will allow 
him to run hundreds of replicas concurrently to observe rare phenomena in nanotribolog;  
 Working with researchers from the Institute for Dynamic Educational Advancement 
(IDEA) to port their text processing workflow to Trestles and Gordon. A scalable 
approach, that uses the local scratch on both machines, was developed and successfully 
used for production runs. The researchers were able to use their start up allocation for 
making significant progress and are now writing a full proposal for time on XSEDE 
resources; and  
 Working extensively with user Ian Dunn, an undergraduate at Harvard University, to 
provide support for his work using Orca, a proprietary quantum chemistry code, and the 
unique workflow he has built around it.  We provided Ian with the necessary scripts to 
run Orca optimally on Gordon's available resources in terms of compute cores, memory, 
and solid-state storage for scratch.  This support has been provided over both phone and 
e-mail from the very first day of being added to his allocation (TG-CHE110045), and 




SDSC had no incidents this quarter on Gordon and Trestles. 
Other notable security-related activities during this reporting period include: assisting with the 
Gordon OS upgrade, applying mitigation for a serious software vulnerability, and continued 
participation and contribution of security expertise to XSEDE’s Security Operations and SD&I 
teams.  Additionally, SDSC’s security team has started an internal review of the guidelines and 
practices used by science gateways developed at SDSC.  
 
14.5 Education, Outreach, and Training Activities  
SDSC’s Education, Outreach, and Training activities for the third quarter of 2013 are summarized 
in the following table.   
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Fund sources key:  G=Gordon, T=Trestles, X=XSEDE, O=Other federal grants, S=State funds (UCSD), I=Industrial 
sponsors, R=Earned revenue, D=Donor gifts 
14.5.1 Training 
Training workshops in the third quarter of 2013 focused on data-intensive computing and 
engaging new communities in using HPC and data-intensive computing research tools.  SDSC 
hosted a Matlab tutorial and SDSC specialists presented four workshops on scientific data 
visualization tools and techniques. SDSC provided support for UCSD's Bioinformatics 
Bootcamp, which is targeted at incoming graduate students to provide them with the 
computational and bioinformatics skills that they'll need for their research. Jerry Greenberg 
installed the required genomics software and Glenn Lockwood spearheaded SDSC's efforts. 
Karmel Allison, the Bootcamp organizer said "Thanks a ton! This is great. Much appreciated [...] 
you have really gone above and beyond!" 
14.5.2 Education 
SDSC’s Research Experience for High School Students engaged 32 students in research projects 
related to HPC and data-intensive computing research and education. Seven presented posters at 
XSEDE’13 in July. Several of the students assisted in XSEDE’13 student activity coordination.  
SDSC’s NSF-funded CE21-ComPASS project followed its Computer Science Principles 8-week 
training program in spring with an intensive pedagogy workshop in July. Seven of the 12 newly-
trained CS Principles teachers attended the pedagogy workshop. Eight of the initial 12 teachers 
are introducing CS Principles to students at their secondary schools this fall. Of the now 24 local 
teachers ready to teach CS Principles, nineteen are actively teaching it this year. In addition, two 
of these teachers have been selected to pilot the new National College Board AP Computer 
Science Principles exam in 2014, providing valuable feedback prior to its launch, scheduled for 
2016.  
SDSC’s 2013 StudentTECH Summer Programs continued through July and August, with record 
high demand for its computing and computational science learning opportunities for middle and 
high school students. In total, SDSC offered 15 summer workshops for grades 6-12 at SDSC, 
XSEDE13 and three other campus locations. Each class had an average of 19 students, engaging 
285 students. Topics included music and computers, beginning Alice, advanced Alice, 
introduction to Java, geoscience, robotics, Android and Mac app development, Raspberry Pi, App 
Inventor and Python. 
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14.5.3 Outreach 
SDSC hosted a meeting of the San Diego R User Group on-site on September 10 where SDSC 
User Services Consultant Glenn K. Lockwood presented a talk titled "Parallel Programming in R" 
to a group of over 50 attendees from several local universities as well as a number of local 
industries.  Gordon's capabilities were featured prominently, both in terms of the support we 
provide for the R package and its various statistical and parallel libraries, and our ability to 
provide Hadoop clusters on demand.  This talk was then followed by an introduction to Hadoop 
and integrating R and Hadoop, also given by Lockwood, and has resulted in several potential new 
users contacting us for initial consultation and evaluation on how Gordon can help them with 
their research. 
XSEDE blog posts now total 490, up from 377 through June 30, 2013.  Blog posts increased with 
the completion of the XSEDE13 Student Program in July. Posts consisted of a mix of single news 
posts and the XSEDE weekly HPC Research and Education newsletter posts.  
Updates continued to the HPCU site, with news, events, career postings, and internship and 
fellowship opportunities information.  William McGrath, a UCSD undergraduate student, was 
hired to assist with posting HPCU Careers and Awards updates. Paris Fears and Ange Mason 
meet weekly to coordinate maintenance of the HPCU content so it is always up to date and 
dynamic. They search the web for careers, fellowship opportunities, educator awards, student 
competitions and much more. Paris maintains “Spotlight” features of items from the weekly 
newsletter. New content, including event and conference information, is posted daily.  
A new focus on social media was launched as a marketing vehicle for increasing HPCU’s 
readership. Paris has created an HPCU Twitter account, using teasers from the newsletter to 
attract followers. Newsletter content contributes daily to HPCU, CSEN and XSEDE’s student and 
teacher Facebook pages. 
SDSC outreach to colleagues through professional conference presentations, workshops, and 
tutorials related to XSEDE services are included in the preceding table. In addition, SDSC’s Ange 
Mason appeared as a guest on The Rich Report, a podcast from “Inside HPC” in September. 
XSEDE13 Student Program engaged 145 undergraduate and graduate students, through XSEDE 
Scholars, XSEDE Student Engagement, OSG’s User School, EPSCoR and the XSEDE Student 
Program. NSF funding supported 52 Student Program and OSG students for the full XSEDE13 
conference, in addition to 72 high school students who attended for Student Day.  
Since the conclusion of the conference, the Student Program Facebook page has morphed into a 
student opportunities page for travel, conferences, fellowships and internships. The response has 
been very positive. 
The programming challenges that were created to prepare students for the XSEDE13 
Programming Competition continue now on a bi-weekly basis. Problem sets are posted to HPCU 
and to the XSEDE Student Program Facebook page. Responses indicate continuing interest, with 
views often exceeding the number of fans on the page.  Problem sets are also posted to SDSC’s 
educator and K-12 Facebook pages as classroom challenges.  
 
14.6 SP Collaborations 
14.6.1 Collaborations with SP XSEDE Users 
 
 Amit Chourasia started a new collaboration with Dr. Chiyu Hu (Professor Emeritus 
CSULB) to search for parameters in the Modified Faddeev Equation. The PI required a 
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visualization solution that would enable interactive manipulation of parameters, 
computation, and visualization of results. The solution was prototyped in Matplotlib and 
VisIt. The VisIt solution was provided to the PI with text and video documentation.  
 Amit Chourasia continued to help John Helly visualize the results of climate simulations.  
 The NSG team (Amit Majumdar, Subha Sivagnanam and Kenneth Yoshimoto) is part of 
a recent Science Gateway SI2-SSI grant (# ACI 1339856) titled,  "Collaborative 
Research: SI2-SSI: Open Gateway Computing Environments Science Gateways Platform 
as a Service (OGCE SciGaP)" awarded in September 2013. As a part of this grant the 
NSG software will start to incorporate the SciGaP software base as the software for NSG. 
This will be done in collaboration with researchers from Indiana University and The 
University of Texas Health Science Center at San Antonio. 
 Amit Majumdar and Subha Sivagnanam attended the first kickoff meeting for the SciGap 
collaboration in Bloomington and also attended the Science Gateways Institute Workshop 
in Indianapolis. 
 As a part of collaborative activities between NSG and NIF, REHS students worked on 
finding eligible computational models that ran on NSG, and the data and metadata were 
made available to NIF crawler. 
 Robert Sinkovits, Glenn Lockwood, Mahidhar Tatineni, and Amit Chourasia had several 
meetings with James Sheppard (San Diego Zoo) and Jeff Tracey (USGS) to discuss 
support for a wildlife-monitoring project. SDSC staff optimized an existing software 
application for generating animal probability density maps in three spatial dimensions, 
resulting in a 1,000-4,000x speedup for processing California condor GPS data. Help was 
also provided to visualize the results. 
 Robert Sinkovits and Dongju Choi continued to work with Mao Ye (Assistant Professor 
of Finance at UIUC) to get a 3x speedup in a data pre-processing step and develop 
strategies for making more effective use of SSDs for staging the large numbers of files 
generated when analyzing NASDAQ trades. 
 SDSC staff provided extensive help for Kris Standish (UCSD) and Tristan Carland 
(Scripps Translational Science Institute) to do a Big Data project on Gordon. Specifically, 
they are mapping reads and calling variants for 438 whole human genomes of rheumatoid 
arthritis patients. Starting from 50 TB of data, hundreds of TB of intermediate data have 
been generated in a pipeline of more than a dozen steps with parallelism that varies from 
step to step. Glenn Lockwood, Wayne Pfeiffer, and Mahidhar Tatineni helped devise 
efficient procedures for doing the analysis. Read mapping is now complete for all 438 
genomes. 
14.7 SP-Specific Activities 
Scheduling and Resource Optimization 
Catalina was upgraded on Gordon to use generic resources, rather than hardcoded cpu and 
memory allocation. Monitoring was added to detect certain instances of failed job starts in 
Torque. 
XSEDE-related Activities 
SDSC continues to meet its availability goal of 95% for the XCDB (XSEDE central database) 
and the AMIE central instance in Q3 2013.  There were only 20 minutes of XCDB downtime and 
the problem was quickly identified and corrected.  The AMIE central instance did not experience 
any service interruptions in Q3.  In Q4 2013 Postgresql will be upgraded to take advantage of 
new features because support for the current version expires in mid-2014. 
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SDSC continues to be very active in XSEDE through various working groups and the Service 
Provider Forum.  These included: 
 Richard Moore is standing for election as chair of the SP Forum. 
 Deployment of storage allocations 
 XWFS pilot project 
 XRAC reviews 
 Allocations-related policy and process issues 
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14.9 Metrics  
Appendices 1.9A-C includes the following metrics: 
 1.9-A XSEDE-generated user ticket statistics 
 1.9-B Trestles and Gordon Quarterly stats from XDMoD (July – September 2013) 




14.9.1 Appendix 12.9A Standard User Assistance Metrics 
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14.9.2 Appendix 12.9B Trestles and Gordon Quarterly Usage Statistics 
 
SDSC-GORDON Quarterly Report 
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Total NUs Charged by Job Size 
Resource = SDSC-GORDON 




Avg Wall Hours Per Job by Job Size 
Resource = SDSC-GORDON 




Avg Wait Hours Per Job by Job Size 
Resource = SDSC-GORDON 




User Expansion Factor by Job Size 
Resource = SDSC-GORDON 




Total NUs Charged by Job Wall Time 
Resource = SDSC-GORDON 





User Expansion Factor by Job Wall Time 
Resource = SDSC-GORDON -- Service Provider = SDSC 




Total NUs Charged by Field of Science 
Resource = SDSC-GORDON 




Total NUs Charged by User Institution 
Resource = SDSC-GORDON 
2013-07-01 to 2013-09-30 
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Total NUs Charged by PI 
Resource = SDSC-GORDON 
2013-07-01 to 2013-09-30 
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SDSC-TRESTLES Quarterly Report 
Total NUs Charged by Resource 
Service Provider = SDSC 





Total NUs Charged by Job Size 
Resource = SDSC-TRESTLES 





Avg Wall Hours Per Job by Job Size 
Resource = SDSC-TRESTLES 
2013-07-01 to 2013-09-30 
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Avg Wait Hours Per Job by Job Size 
Resource = SDSC-TRESTLES 
2013-07-01 to 2013-09-30 
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User Expansion Factor by Job Size 
Resource = SDSC-TRESTLES 
2013-07-01 to 2013-09-30 
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Total NUs Charged by Job Wall Time 
Resource = SDSC-TRESTLES 
2013-07-01 to 2013-09-30 
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User Expansion Factor by Job Wall Time 
Resource = SDSC-TRESTLES -- Service Provider = SDSC 
2013-07-01 to 2013-09-30 
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Total NUs Charged by Field of Science 
Resource = SDSC-TRESTLES 
2013-07-01 to 2013-09-30 
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Total NUs Charged by User Institution 
Resource = SDSC-TRESTLES 
2013-07-01 to 2013-09-30 
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Total NUs Charged by PI 
Resource = SDSC-TRESTLES 




14.9.3 Appendix 12.9C Trestles SP-specific Metrics 
2013-07-01 to 2013-09-30 
 
Number of Jobs run by Job Size (Cores)  
 240 
 
Average System Wait Time (Hours) by Job Size (Cores) 
 
 




Average “Scheduler” Expansion Factor by Job Size (Cores) 








15 TACC - Service Provider Quarterly Report 
 
15.1 Executive Summary 
The Texas Advanced Computing Center (TACC) at The University of Texas at Austin (UT 
Austin) develops and deploys an integrated infrastructure of advanced computing resources to 
enhance the research and education activities of the faculty, staff, and students at UT Austin, and 
in Texas and across the US through its involvement in various state and national programs, 
including the NSF funded eXtreme Digital Resources for Science and Engineering (XD) project. 
This infrastructure includes high performance computing (HPC) systems, advanced scientific 
visualization (SciVis) systems, data servers and storage/archival systems, grid computing servers, 
IT systems, high-bandwidth networks, and a comprehensive software environment comprising 
applications, tools, libraries, databases, and grid software. TACC services include technical 
documentation, consulting, and training in HPC, SciVis, and data analysis.TACC staff continued 
to contribute to the success of the XSEDE project to date. Significant effort was expended in the 
User Services User Engagement, User Interaction & Interfaces, and Training activities, XSEDE 
web site, and the Extended Collaborative Support Services area.  
TACC continues to take a leadership role in XSEDE training efforts by hosting and/or facilitating 
9 training workshops attended by 324 students during the reporting period. TACC staff also 
facilitated 8 XSEDE training events (attended by 325 students) by providing the webcast and/or 
training accounts on TACC resources for students to complete hands-on exercises. The Cornell 
University team continued to add training modules to and improve the Virtual Workshop. 
With the acceptance of the Intel Xeon Phi co-processors in the reporting period the Stampede 
compute cluster has now met all acceptance criteria. 
Storage allocations on the Ranch Archive Facility began on July 1, 2013. 
15.1.1 Resource Description 
Stampede 
The Dell PowerEdge C8220 Cluster with Intel Xeon Phi coprocessors is one of the largest 
computing systems in the world for open science research. As an NSF Track2 HPC acquisition, 
this system provides unprecedented computational capabilities to the national research 
community enabling breakthrough science that has never before been possible. The scale of 
Stampede delivers opportunities in computational science and technology research, from highly 
parallel algorithms to high-throughput computing, from scalable visualization to next generation 
programming languages. 
Stampede system components are connected via a fat-tree, FDR InfiniBand interconnect. One 
hundred and sixty compute racks house compute nodes with dual, eight-core sockets, and feature 
the new Intel Xeon Phi coprocessors. Additional racks house login, I/O, big-memory, and general 
hardware management nodes. Each compute node is provisioned with local storage. A high-speed 
Lustre file system is supported by 76 I/O servers. Stampede also contains 16 large memory nodes, 
each with 1 TB of RAM and 32 cores, and 128 standard compute nodes, each with an NVIDIA 
Kepler K20 GPU, giving users access to large shared-memory computing and remote 
visualization capabilities, respectively. Users interact with the system via multiple dedicated login 
servers, and a suite of high-speed data servers. The cluster resource manager for job submission 
and scheduling is SLURM (Simple Linux Utility for Resource Management). The basic 
configuration is as follows: 
 6400 Dell PowerEdge C8220 server nodes, each with 
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o two 8-core Xeon E5 processors 
o 32 GB of Memory 
o 250 GB of storage 
o one or two Intel Xeon Phi Coprocessors 
 16 large-memory nodes, each with 
o four 8-core Xeon E5 processors 
o Dual NVIDIA GeForce GPUs 
o 1 TB of Memory 
 128 visualization nodes, each with 
o NVIDIA K20 GPU (8 GB on-board GDDR5 memory) 
o Intel Xeon Phi Coprocessor 
o 32 GB of Memory 
 14PB of shared storage managed by the Lustre Parallel File System software 
 FDR InfiniBand Interconnect via InfiniBand Mellanox switches 
 
Lonestar 
The TACC Dell Westmere Cluster contains 22,656 compute cores (3.33 GHz) within 1,888 Dell 
PowerEdge M610 compute blades (nodes), 15 PowerEdge R610 compute-I/O server-nodes, and 2 
PowerEdge M160 login/management nodes.  Each compute node has 24 GB of memory, and the 
login/development nodes each have 24 GB.  14 large memory (1TB) nodes are available for high-
throughput computing and applications that require access to a shared-memory architecture and 8 
GPU nodes are configured for visualization and applications that can take advantage of the 
computational speed of the GPUs. The system storage includes a 421 TB parallel WORK Lustre 
file system, a 841 TB parallel SCRATCH Lustre file system, and 275 TB of local compute-node 
disk space (146GB/node).  A QDR InfiniBand switch fabric interconnects the nodes (I/O and 
compute) via a fat-tree topology, with a point-to-point bandwidth of 40Gb/sec.  The basic 
configuration is as follows. 
 
 1888 Dell PowerEdge M610 Blade Servers, each with 
o Dual Intel Westmere 6-core, 3.33 GHz processors 
o 24 GB of Memory 
o 146 GB of Local Disk 
 14 Dell PowerEdge R910 servers, each with 
o Four 6-core, 2.0 GHz Intel Xeon processors 
o 1 TB of Memory 
o 292 GB of Local Disk 
 8 Dell PowerEdge C6100 servers, each with 
o Two NVIDIA M2070 GPUs 
o Two 6-core, Intel Xeon X5670 2.93 GHz processors 
o 24 GB of Memory 
o 146 GB of Local Disk 
o 16-lane PCI Express to Dell C410x PCI expansion box housing the NVIDIA 
GPUs 
 421 TB Lustre Parallel File System (WORK) 
 841 TB Lustre Parallel File System (SCRATCH) 




The TACC DELL/NVIDIA Visualization & Data Analysis Cluster, Longhorn, is a hybrid 
CPU/GPU system designed for remote, interactive visualization and data analysis.  In addition, 
Longhorn supports production, compute-intensive calculations on both the CPUs and GPUs via 
off-hour queues.  The large, per-node memory is intended to support serial and parallel 
visualization and analysis applications that take advantage of large memories, multiple computing 
cores, and multiple graphics processors.  Longhorn is an ideal companion resource for working 
with large data sets created on Ranger, since Longhorn can directly access Ranger's Lustre 
parallel file system through a 10 GigE network link.  
The system consists of 256 dual-socket nodes, each with significant computing and graphics 
capability.  Total system resources include 2048 compute cores (Nehalem quad-core), 512 GPUs 
(128 NVIDIA Quadro Plex S4s, each containing 4 NVIDIA FX 5800s), 13.5 TB of distributed 
memory and a 210 TB global file system.  Longhorn configuration details can be found below.  
128 NVIDIA Quadro Plex S4s, each with 
 4 NVIDIA FX 5800 GPUs 
 16GB Graphics Memory (4GB per GPU) 
 2 independent graphics busses, one per GPU pair 
240 Dell R610 Compute Nodes, each with 
 2 Intel Nehalem quad-core processors (8 cores) @ 2.53 GHz 
 48GB RAM 
 73GB local disk 
 connected to 2 dedicated NVIDIA FX 5800 GPUs via Quadro Plex graphics bus 
16 Dell R710 Compute Nodes, each with 
 2 Intel Nehalem quad-core processors (8 cores) @ 2.53 GHz 
 144GB RAM 
 73GB local disk 
 connected to 2 dedicated NVIDIA FX 5800 GPUs via Quadro Plex graphics bus 
Mellanox QDR InfiniBand Interconnect 
14 Dell PowerVault MD1000 Direct Attached Storage Arrays (210TB global file system, 
managed by the Lustre Parallel File System) 
 
15.2 Science Highlights 
Supercomputing Goes Back to School: Staff at TACC, Cornell University teach 
scientists how to accelerate their research with the Stampede supercomputer 
XSEDE Staff: Chris Hempel, TACC Director of User Services and XSEDE Deputy Director of 
User Services  
XSEDE ER Writer: Aaron Dubrow, September 18, 2013 




TACC is a leader in HPC training, offering more than 50 workshops each year, in addition to 
teaching five courses at The University of Texas at Austin that are required to earn a certificate in 
Statistics and Scientific Computing. The training is designed to introduce researchers 
nationwide to TACC’s hardware, software and cyberinfrastructure.  
On September 19-20, TACC offered its 10th training session focused on Stampede. The "Parallel 
Computing on Stampede" workshop is intended for beginner and intermediate HPC users and 
anyone interested in using Stampede in the future. Stampede is currently the sixth largest 
computer in the world and the largest available to academic researchers in the U.S, and the most 
powerful and capable of the 16 high-performance computing, visualization and data analysis 
resources in the XSEDE partnership. 
The Cornell University Center for Advanced Computing serves as an academic partner in the 
Stampede project. They began offering training for local, regional and remote participants in Fall 
2012. Cornell specializes in the development and dissemination of virtual training materials for 
Stampede. 
The training is free to the UT Austin, UT System, TACC partners, Texas higher education 
research communities, and to participants in the NSF-funded XSEDE project. 
Eric Fahrenthold, a mechanical engineering professor at The University of Texas at Austin and an 
XSEDE user, attended a Stampede workshop on the MIC architecture. Attending the session 
provided an on-ramp for using the MIC on Stampede — he didn't have to teach himself how to 
use the MIC by studying the web or white papers. 
"TACC explained the MIC architecture and showed me how to test my code's performance when 
using the MIC on Stampede," Fahrenthold said. "I thought it was great. I found out very quickly 
what the code performance issues are, and the various ways in which I can access Stampede's 
coprocessor cores." 
  
Scenes from the 2013 
Summer Supercomputing 
Institute, where 
researchers learned how to 
use TACC's advanced 
resources, in particular the 
Stampede supercomputer. 
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Simulating a Bond Important for Hearing: Harvard researchers use TACC's Ranger 
supercomputer to uncover how protein molecules required for hearing respond to loud 
sound and to mutations involved in deafness 
 
Researchers: David P. Corey and Rachelle Gaudet, Harvard; Marcos Sotomayor, Ohio State 
University 
Writer: Paromita Pain, September 6, 2013 (former TACC intern); CONTACT: Faith Singer-
Villalobos 
XSEDE Resource: Ranger  
 
 
Rupture of the tip link bond. The tip of protocadherin-15 (purple) bound to cadherin-23 (blue) is shown. 
 
Inner-ear mechanotransduction, whereby sound is transformed into electrical signals that can be 
processed by the brain, relies on fine and fragile protein filaments called tip links. These tip links 
are thought to be ruptured by loud sound, thereby impairing mechanotransduction and causing 
temporary hearing loss. Tip links are also the target of mutations causing inherited deafness. 
These filaments are made of protocadherin-15 and cadherin-23, two protein molecules involved 
in inherited deafness and blindness. A research team from Harvard University used TACC's 
Ranger supercomputer to understand sound-induced rupture of the tip link bond formed by 
protocadherin-15 and cadherin-23. The team also used computer simulations to determine the 
effect of deafness-causing mutations.  
Overall, these simulations are helping scientists understand the structures and forces involved in 
the rupturing of tip link bonds essential for hearing. "I look forward to using the new 
supercomputing resources available at TACC to simulate larger and more complete tip link 
structures for even longer time scales," said Marcos Sotomayor, now an assistant professor at 
Ohio State University.  
Published in the journal Nature, this research is helping scientists understand the structures, 
mutations and forces involved in tip link function in the inner ear. In the future, the Harvard team 
plans to simulate the structure of the whole tip link filament. 
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How DNA Repair Helps Prevent Cancer: Researchers at Michigan State University use 
TACC supercomputers to understand DNA bending and repair mechanisms 
 
Researcher: Michael Feig, Michigan State University 
Writer: Paromita Pain, August 14, 2013 (former TACC intern); CONTACT: Faith Singer-
Villalobos 
XSEDE Resources: Ranger and Stampede 
 
Results from computer simulations show that it is energetically less expensive to bend mismatch-containing, defective 
DNA (G:T, C:C, C:T, G:A, G:G, T:T, A:A, A+:C) vs. non-defective DNA (containing A:T or G:C base pairs). DNA 
repair mechanisms likely take advantage of this feature to detect defective DNA based on an increased bending 
propensity. 
DNA damage is a natural biological occurrence that happens every time cells divide and multiply; 
thus, DNA repair is important for preserving the composition of the genome. 
Understanding how the human body recognizes damaged DNA and initiates repair fascinates 
Michael Feig, professor of biochemistry and molecular biology at Michigan State University. 
"The key here is to understand how these defects are recognized," Feig explained. "DNA damage 
occurs frequently and if you couldn't repair your DNA, then you won't live for very long." 
Damaged DNA, if left unrepaired, can compromise cells and lead to diseases such as cancer. 
Feig studies the proteins MutS and MSH2-MSH6, which recognize defective DNA and initiate 
DNA repair. Natural DNA repair occurs when proteins like MutS (the primary protein 
responsible for recognizing a variety of DNA mismatches) scan the DNA, identify a defect, and 
recruit other enzymes to carry out the actual repair. 
Bent DNA is a key factor in recognizing mismatches. The biological repair machinery seems to 
take advantage of this propensity by ‘testing' DNA to determine whether it can be bent easily. If 
that is the case, the protein has found a mismatch and repair is initiated. 
"When the MutS protein is deficient in certain people, they have a high propensity to develop 
certain types of cancer," Feig said. "We're interested in understanding, first of all, how exactly 
this protein works. The long-term idea is to develop strategies for compensating for this protein, 
basically substituting some other mechanism for recognizing defective DNA and enabling repair. 
"The strongest link between diseases and defects from the MutS protein has been made for a 
specific type of genetically inherited colon cancer. 
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As a user of the NSF Extreme Science and Engineering Discovery Environment (XSEDE), Feig 
tasked TACC's Ranger and Stampede supercomputers to accelerate his research. This research 
was published in the Journal of Physical Chemistry B (April 26, 2013). 
 
The Ultimate Timekeeper: University of Texas researcher creates computer simulations 
that investigate molecular movement in real-time  
 
Researcher: Ron Elber, The University of Texas at Austin 
Writer: Monica Kortsha, August 1, 2013 (former TACC intern); CONTACT: Faith Singer-
Villalobos 





Molecules are arguably the most fidgety things in the universe. Their atoms are in constant 
motion, making slight position adjustments in timescales that start in femtoseconds—or one 
quadrillionth of a second. These short-scale atomic transitions are the starting point of the varying 
molecular conformations that drive vital biological movements, like the opening and closing of 
protein channels that trigger a heartbeat, or the movement of a molecule through a cellular 
membrane. It's a common technique for computational laboratories to map the steps of molecular 
movements by piecing together billions of femtosecond-long atomic place changes into a 
microsecond snapshot. But for many important biological processes, microseconds are simply not 
long enough.  
Milestoning, an algorithm developed by UT Austin researcher and XSEDE user Ron Elber, helps 
address this time-scale problem. By breaking the movements of molecules into discrete patches of 
shorter time that can be pieced back together, Elber creates computer simulations that investigate 
molecular movement in the time scale that they occur, whether that happens to be milliseconds or 
hours. 
One of these processes is the movement of myosin, the "molecular machine" responsible for 
muscle contraction and relaxation. An action as simple as raising a hand takes trillions of myosin 
proteins working in tandem. Using milestoning, Elber developed a simulation that accounts for 
every atom in the myosin protein and how it moves during the millisecond-long movement of the 
protein as it contracts. The overall movement resembles a flexing bicep. 
 
This image portrays the conformational changes 
during the recovery stroke of Myosin.  
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The number of milestones varies from several tens to tens of thousands, depending on the 
process, but the accuracy of prediction improves with an increasing number of milestones. From 
the first milestone to the last, XSEDE resources at the Texas Advanced Computing Center 
(TACC) were indispensable to Elber. The Lonestar supercomputer was used to prepare the initial 
calculation conditions because of its GPU nodes, which run the particular calculations better than 
standard CPUs. The parallel capabilities of Lonestar, and more recently Stampede, were also used 
to calculate 10 to 100,000 potential molecular trajectories between the milestones. Each 
individual trajectory was run on four cores, with various trajectories being run across as many 
cores as were available at any one time. 
"Simply put, TACC resources made these calculations possible," said Elber. 
 
Investigating the Dark Matter of Life: Supercomputer-enabled metagenomic research 
explores ecosystems in oceans and microbes in the human esophagus  
Researchers: Andrey Tovchigrechko and Shibu Yooseph, JCVI 
XSEDE ER Writer: Aaron Dubrow, July 18, 2013 




Between August and October 2005, the Sorcerer II sailed the tropical Indian Ocean collecting 
samples of seawater from 17 sites in the first survey of life along the Indian Ocean transect. The 
voyage was part of the Global Ocean Sampling Expedition, a continuing effort by the J. Craig 
Venter Institute (JCVI) to dive into the microbial diversity of the oceans and provide a baseline of 
the organisms that live there. Back at JCVI's Rockville, Maryland laboratory, researchers from 
the voyage extracted DNA from the microbial cell and viral particle in samples and sequenced 
this information using a combination of technologies. What emerged were several billion pieces 
of DNA representing an ecosystem that scientists know very little about.  
This approach to biology is called metagenomics — it represents the next frontier of genetic and 
microbial ecology research. According to a 2011 study, 85 percent of the world's organisms are 
unnamed and unknown. This "dark matter of life,” organisms that resist culturing and traditional 
sequencing methods, is all around us. Metagenomics makes it possible to investigate microbes in 




A map of the Indian Ocean indicating 
where researchers from the J. Craig 
Venter Institute (JCVI) Global Ocean 
Sampling Expedition collected 
samples for metagenomic analysis. 
 
 251 
Researchers from JCVI used the NSF XSEDE-allocated Ranger supercomputer from the Texas 
Advanced Computing Center (TACC) to determine the bacterial and viral diversity of the Indian 
Ocean. Reporting in the October 2012 edition of PLOS One, the researchers described the method 
by which they analyzed the samples and the relationships among organisms.  It was the first study 
to holistically explore the dynamics of aquatic viruses across multiple size classes and provided 
unprecedented insight into virus diversity, metabolic potential, and virus-host interactions in the 
region.  
The researchers are now taking the science further by applying a metagenomic approach to the 
human esophagus and the microbial imbalances there that may play a role in certain kinds of 
gastric acid reflux and esophageal cancer. 
 
Shields to Maximum, Mr. Scott: Researchers use TACC supercomputers to simulate orbital 
debris impacts on spacecraft and fragment impacts on body armor 
 
Researchers: Eric Fahrenthold, The University of Texas at Austin 
XSEDE ER Writer: Aaron Dubrow, June 26, 2013 
XSEDE Resources: Ranger, Lonestar and Stampede 
 
 
According to NASA, there are more than 21,000 pieces of ‘space junk' roughly the size of a 
baseball in orbit, and about 500,000 pieces that are golf ball-sized. Sure, space is big, but when a 
piece of space junk strikes a spacecraft, the collision occurs at a velocity of 5 to 15 kilometers per 
second—roughly 10 times faster than a speeding bullet. 
Supercomputers enable researchers to investigate physical phenomenon that cannot be duplicated 
in the laboratory, either because they are too large, small, dangerous — or in this case, too fast — 
to reproduce with current testing technology. Running hundreds of simulations on the Ranger, 
Lonestar and Stampede supercomputers at TACC, Eric Fahrenthold and his students have assisted 
NASA in the development of ballistic limit curves that predict whether a shield will be perforated 
when hit by a projectile of a given size and speed. NASA uses ballistic limit curves in the design 
and risk analysis of current and future spacecraft. 
Results from some of his group's impact dynamics research were presented at the April 2013 
American Institute for Aeronautics and Astronautics' (AIAA) meeting, and have been published 
This simulation models the 
perforation of a six-layer 
harness satin weave 
Kevlar target (four inches 
in width) by a 0.44 caliber 
copper projectile. 
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in the journals Smart Materials and Structures and International Journal for Numerical Methods in 
Engineering.  
"We are trying to make fundamental improvements in numerical algorithms, and validate those 
algorithms against experiment," Fahrenthold concluded. "This can provide improved tools for 
engineering design, and allow simulation-based research to contribute in areas where experiments 
are very difficult to do or very expensive." 
 
15.3 User-facing Activities  
15.3.1 System Activities 
15.3.2 Services Activities 
Wall-clock time limits on the Stampede normal and normal-mic queues have been extended from 
24 to 48 hours 
15.4 Security 
There have been no changes in TACC security procedures or security incidents/responses within 
the reporting period. 
15.5 Education, Outreach, and Training Activities 
TACC Outreach Activities 
XSEDE Education and Outreach activity in the reporting period continued with participation in 
bi-weekly Outreach reporting and planning conference calls, Underrepresented Outreach 
reporting and planning conference calls on alternate bi-weekly, and monthly TEOS calls. 
XSEDE Education and Outreach activity in Q3 2013 was highlighted by the participation of five 
TACC staff in mentoring students in the 2013 XSEDE Student Engagement program.  The TACC 
staff engaged the students in research, development, and communication activities related to high 
performance computing.  Graduate participants were from the University of North Carolina (two 
students), University of Houston, and University of Texas El Paso.  The undergraduate participant 
was from West Texas A&M University.  The West Texas A&M student was also an XSEDE 
Scholar, marking the first time a student from the Scholars participated in the Summer Student 
Engagement program.  The students’ experiences included attending XSEDE 13 in San Diego to 
present a poster of their work and to participate in XSEDE tutorials. 
TACC staff  were among XSEDE staff who provided training for the September 26-27 XSEDE 
Regional Workshop at Florida A&M/Florida State University College of Engineering.  There 
were 116 registrants for the multi-topic joint workshop. The next set of workshops are being 
planned for Arizona State University and California State University at Longbeach in Q1 2014. 




















Vislab Tour Austin Aquarium Vislab 7/9/13 7 3 
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The Austin Forum on Science, Technology & Society 
In Q3, TACC hosted a total of three monthly Austin Forum events with invited speakers from 
areas of interest focusing on science and technology. The goal of The Austin Forum on Science, 
Technology & Society is to engage and educate the local community about the numerous ways in 
which science and technology enhance the quality of their everyday lives, as well as the health, 
prosperity and security of the nation. One hour is devoted to a presentation and Q&A discussion 
between the speaker and guests. Ample time for networking is offered, both preceding and 
following the speaker presentation. The speaker series has become increasingly popular in the 
community, attracting a total of 735 people this quarter- that’s 300 more attendees than last 
quarter. This quarter, the speaker series included a panel on brain altering software that attracted 
370 people.  
TACC Facility Tours and Presentations 
From K-12 and higher education groups, TACC conducted facility tours and outreach 
presentations impacting 354 people in Q2 2013, of which more than half were underrepresented 
minorities and women (for tracked).  This summer, TACC piloted Camp C3 (Create, Collaborate, 
Compute), a pre-college, one-week, summer Science, Technology, Engineering, and Mathematics 
(STEM) program that encourages low-income, middle school students to be creators of 
technology through collaboration and computing using the introductory programming language 
Scratch. The program also provides career awareness/exploration. Key partners included 
Bedichek Middle School and Martin Middle School in south Austin. 
TACC Education and Training Activities 
Scientific Computing Certificate 
The partnership with the UT Austin Division of Statistics and Scientific Computation (DSSC) 
continued, with TACC staff providing instruction for core computation courses required to 
complete either an undergraduate certificate or graduate portfolio in scientific computation.  
DSSC is the home of the TACC taught Scientific Computation courses.  DSSC announced their 
progression in the near future to department status, paving the way for TACC to provide 
instruction for classes that will count toward awarded degrees. A major change for the program to 
go into effect in Q3 is the expansion of the Introduction to Scientific Programming class from 2 
credit hours to 3 credits.  This will allow for students to receive more in-depth instruction on 
concepts in C and Fortran.   
The certificate continues to enroll students from multiple disciplines from the College of Natural 
Science (which is home to mathematics, statistics, and computer science), the Cockrell School of 
Engineering, the College of Liberal Arts,  the McCombs School of Business, and the Jackson 
School of Geoscience.  
Training 
TACC staff conducted or facilitated 9 training workshops/tutorials within the reporting period. A 
total of 324 people attended these training events either in person or via webcast. A majority of 
the workshops were recorded and a link to the recording provided to attendees for later viewing 
or to pass on to their colleagues. The following table lists the date, title, location, and attendance 
for each event. 
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The Virtual Workshop provides users access to twenty-nine  training modules along with 
Applications of Parallel Computers, a set of 24 lectures.  New modules are under development 
and existing modules are regularly reviewed for updates.  Users who are logged in to the XSEDE 
portal can pass-through to the Virtual Workshop, or they can use guest registration.  During this 
quarter two new modules were completed, as noted below. 
Available Modules 
Comprehensive Courses 
Applications of Parallel Computers (comprised of 24 lectures)  
 
Programming Languages 
An Introduction to Linux 
An Introduction to C Programming 
An Introduction to Fortran Programming 
An Introduction to Python  
Python for High Performance 




Parallel Programming Concepts and High-Performance Computing 
Ranger Environment (in transition) 
Message Passing Interface (MPI) 
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MPI Point-to-Point Communication 
MPI Collective Communications 
MPI One-Sided Communication 
MPI Advanced Topics  Parallel I/O 
OpenMP 
Hybrid Programming with OpenMP and MPI  
 
Code Improvement 
Profiling and Debugging 












Data Transfer (New) 
MIC (New) 
  





Virtual Workshop Usage 
  
  Page Loads Unique Visitors First Time Visitors Returning Visitors 
Q1 ‘11 4,456 920 730 190 
Q2 ‘11 16,281 2,988 2,509 479 
July – Sept 2011 9,208 2,905 2,457 448 
Oct – Dec 2011 10,068 3,615 3,019 596 
Jan – Mar 2012 16,800 5,318 4,249 1069 
Apr – Jun 2012 17,875 5,860 4,795 1,065 
July – Sept 2012 23,888 5,611 4,442 1,169 
Oct – Dec 2012 20,473 7,093 5,649 1,444 
Jan – Mar 2013 35,891 12,328 9,155 3,173 
Apr – Jun 2013 36,629 10,796 8,111 2,685 
July – Sept 2013 34,094 10,440 8,304 2,136 
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Notes: 
 Q2CY2011 high numbers were a result of activity after an online news release on the 
Virtual Workshop was released. 
 Q1 and Q2 CY2013 high numbers were a result of Applications of Parallel Computers 
being offered. 
15.6 SP Collaborations 
 
15.7 SP-Specific Activities 
 
15.8 Publications 
Arora, R., Bangalore, P., Mernik, M. “Techniques for Non-invasive Explicit Parallelization” 
Journal of Supercomputing (Springer) 
Kuhn, V., Craig, A., Arora, R., Bock, D., Cai, D., Franklin, K., Marini, L., Simeone, M. “Large 
Scale Video Analytics: On-demand, Iterative Inquiry for Moving Image Research” eScience 2012 
Workshop 
Kuhn, V., Craig, A., Arora, R. “Multiple Concurrent Queries on Demand: Large Scale Video 
Analysis in a Flash Memory Environment as a Case for Humanities Supercomputing” XSEDE 12 
Proceedings of the 1
st
 Conference of the Extreme Science and Engineering Discovery 
Environment: Bridging from the eXtreme to the Campus and Beyond 
Arora, R., Capetillo, E., Bangalore, P., Mernik, M. “A High-Level Framework for Parallelizing 
Legacy Applications for Multiple Platforms” Proceedings of the Conference on Extreme Science 
and Engineering Discovery Environment: Gateway to Discovery (XSEDE 13) 
Ramachandran, A., Vienne, J., Van Der Wijngaart, R., Koesterke, L., Sharapov, I. “Performance 
Evaluation of NAS Parallel Benchmarks on Intel Xeon Phi” Sixth International Workshop on 
Parallel Programming Models and Systems Software for High-End Computing (P2S2), 2013 
Vienne, J. “Benefits of Kernel-assisted Approaches on Scientific Applications: An Analysis 
Using LIMIC2 and CMA in MVAPICH2” MVAPICH User Group (MUG) Meeting 
Cazes, J., Koesterke, L., Milfeld, K., Rosales, C., Wilson, L. “Programming for the Intel Xeon 
Phi” XSEDE13 Tutorial 
Browne, J., Fialho, L., Rane, Ashay “Performance Optimization for Stampede” XSEDE13 
Tutorial 
Leduc, R., Wu, L., Ganote, C., Doak, T., Blood, P., Vaughn, M., Barnett, W. “National Center for 
Genome Analysis Support Leverages XSEDE to Support Life Science Research” XSEDE13 
Paper 
Smith, J., Romanus, M., Solow, J., Mantha, P., El Khamra, Y., Bishop, T., Jha, S. “Scalable 
Online Comparative Genomics of Mononucleosomes: A BigJob” XSEDE13 Paper 
Wilkins-Diehr, N., Lawrence, K., Dooley, R., Stanzione, D., Pierce, M., Marru, S., Hayden, L., 
McLennan, M., Zentne. “An Institute for the Science Gateway Community” XSEDE13 BoF 
Koesterke, L., Milfeld, K., Stanzione, D., Vaughn, M., Koltes, J., Reecy, J., Weeks, N. 
“Optimizing the PCIT Algorithm on Stampede’s Xeon and Xeon Phi processors for Faster 
Discovery of Biological Networks” XSEDE13 Lightening Talk 
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Lu, C., Browne, J., Deleon, R., Hammond, J., Barth, B., Furlani, T., Gallo, S., Jones, M., Patra, 
A. “Complrehensive Job-Level Resource Usage Measurement and Analysis for XSEDE HPC 
Systems” XSEDE13 Lightening Talk 
Hanlon, M., Smith, W., Mock, S. “Providing Resource Information to Users of a National 
Computing Center” XSEDE13 Lightening Talk 
Turknett, R., Westing, B., Moore, S. “A Thousand Words: Advanced Visualization for 
Humanities” XSEDE13 Lightening Talk 
McLay, R., Fahey, M., James, D. “Managing the User Environment: Opportunities and 
Challenges” XSEDE13 BoF 
Keahy, K., Lifka, D., Parashar, M., Smith, W. “Science Clouds” XSEDE13 BoF 




15.9.1 Standard User Assistance Metrics  
 
TACC staff members continue to provide trouble ticket support via the new RT driven XSEDE 
ticket system and the TACC Consulting System.  648 tickets, submitted via the XSEDE ticket 
system, were handled by TACC staff during the report period with 538 being closed.  Both 
trouble ticket systems are monitored 7x24x365 and approximately 25 TACC staff members are 
engaged in this front-line support activity. The following table indicates the number of tickets 
opened, closed, and a breakdown of the ticket category. 
Issue Category  Number of tickets opened Number of tickets closed  
Jobs/Batch Queues 217 177 
Software 147 116 
Login 107 97 
Filesystems 51 46 
Account 18 13 
Archive 10 7 
System Issues 10 10 
Grid Software 9 6 
Allocations 7 6 
Refund 7 4 
Other  65 56 
XSEDE users also may submit requests for assistance via the TACC User Portal (TUP). During 
the reporting period 360 tickets were submitted through the TUP; 271 have been resolved, 56 are 
pending user response, and 33 are in progress. 
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15.9.2 SP-specific Metrics 
Allocation usage in section 1.9.3 reflects utilization of TACC resources by the XSEDE user 
community. There are allocation pools on TACC resources for the non-XSEDE community; the 
following table indicates the breakdown of available allocation and usage during the reporting 
period for both major communities. Allocation and usage information is reported in system units 
(SUs) with an SU being a core hour. 
















Stampede 221,644,800 136,777,379 83.66 26,722,683 16.34 163,500,062 
Lonestar 50,759,960 16,132,286 34 30,765,078 66 46,897,365 
Longhorn 4,516,864 451,531 51 432,148 49 883,679 
 
The following table contains system availability statistics for the reporting period for TACC 
compute, visualization, and storage resources. 




PM Outage   PM Outage   
Month # Hrs # Hrs %Up # Hrs # Hrs %Up 
2013-07 0 0.00 0 0.00 100.0 1 15.00 0 0.00 98.0 
2013-08 1 12.50 0 0.00 98.3 1 11.50 1 5.50 97.7 




PM Outage   PM Outage   
Month # Hrs # Hrs %Up # Hrs # Hrs %Up 
2013-07 1 2.50 0 0.00 99.7 1 4.00 0 0.00 99.5 
2013-08 0 0.00 0 0.00 100.0 0 0.00 0 0.00 100.0 
2013-09 0 0.00 0 0.00 100.0 0 0.00 0 0.00 100.0 
 
15.9.3 Standard systems metrics 
 
TACC-STAMPEDE Quarterly Report 
Total NUs Charged by Resource 
 
Service Provider = TACC 
 





Total NUs Charged by Job Size 
 
Resource = TACC-STAMPEDE 
 




Avg Wall Hours Per Job by Job Size 
 
Resource = TACC-STAMPEDE 
 




Avg Wait Hours Per Job by Job Size 
 
Resource = TACC-STAMPEDE 
 








Resource = TACC-STAMPEDE 
 
2013-07-01 to 2013-09-30 
 
  
                                                   
2 Expansion factor calculation does not take job dependencies into consideration. 
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Total NUs Charged by Job Wall Time 
 
Resource = TACC-STAMPEDE 
 








Resource = TACC-STAMPEDE -- Service Provider = TACC 
 
2013-07-01 to 2013-09-30 
 
  
                                                   
3 Expansion factor does not take job dependencies into consideration. 
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Total NUs Charged by Field of Science 
 
Resource = TACC-STAMPEDE 
 




Total NUs Charged by User Institution 
 
Resource = TACC-STAMPEDE 
 




Total NUs Charged by PI 
 
Resource = TACC-STAMPEDE 
 




TACC-LONESTAR4 Quarterly Report 
 
Total NUs Charged by Resource 
 




Total NUs Charged by Job Size 
 





Avg Wall Hours Per Job by Job Size 
 




Avg Wait Hours Per Job by Job Size 
 








Resource = TACC-LONESTAR4 
 
  
                                                   
4 Expansion factor calculation does not take job dependencies into consideration. 
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Total NUs Charged by Job Wall Time 
 








Resource = TACC-LONESTAR4 -- Service Provider = TACC 
 
  
                                                   
5 Expansion factor calculation does not take job dependencies into consideration. 
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Total NUs Charged by Field of Science 
 




Total NUs Charged by User Institution 
 




Total NUs Charged by PI 
 




TACC-LONGHORN Quarterly Report 
 
Total NUs Charged by Resource 
 




Total NUs Charged by Job Size 
 




Avg Wall Hours Per Job by Job Size 
 




Avg Wait Hours Per Job by Job Size 
 








Resource = TACC-LONGHORN 
 
  
                                                   
6 Expansion factor calculation does not consider job dependencies. 
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Total NUs Charged by Job Wall Time 
 








Resource = TACC-LONGHORN -- Service Provider = TACC 
 
  
                                                   
7 Expansion factor does not take into consideration job dependencies. 
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Total NUs Charged by Field of Science 
 




Total NUs Charged by User Institution 
 




Total NUs Charged by PI 
 

















XSEDE Schedule 10/6/10 11/17/... 42.58%
XSEDE 10/6/10 11/17/17 42.58%
Project Office 10/6/10 11/3/16 41.36%
Project Management and Reporting 10/6/10 8/31/16 45.81%
Management 7/1/11 6/29/16 65.00%
Ongoing: 1Senior Management Team - Oversight and management of
XSEDE
7/1/11 6/29/16 50.00%
Ongoing: Business and finance office support - subaward management 7/1/11 6/29/16 55.00%
Ongoing: Annual Planning, Budgeting, Change Control resulting from SEMP
Spiral Design Process
7/1/11 6/29/16 55.00%
Update Project Execution Plan 7/2/12 10/31/12 100.00%
Project Reporting 10/6/10 8/31/16 40.48%
Project Management - Risk Management 7/1/11 1/5/16 52.38%
Sciforma Administration 7/1/13 6/30/16 55.00%
Systems Engineering 7/2/12 6/30/14 72.73%
User needs collection 7/2/12 6/28/13 100.00%
Requirements analysis 7/2/12 6/28/13 100.00%
Managing the UREP 7/2/12 6/28/13 100.00%
Update Req Mgmt Plan (obsolete; repl by Use Case approach) 7/2/12 9/28/12 100.00%
Updating the SEMP (determined to be unnecessary and not carried out) 7/2/12 12/14/12 100.00%
XDOR/IDEALS: establishing procedures/developing documentation 7/2/12 9/28/12 100.00%
Manage XSEDE Document Archive Process 6/28/13 6/28/13 100.00%
User Needs Collection PY3 7/1/13 6/30/14 25.00%








Use Case Development and Processing PY3 7/1/13 6/30/14 25.00%
Manage the UREP PY3 7/1/13 6/30/14 25.00%
Manage XSEDE Document Archive Process PY3 7/1/13 6/30/14 25.00%
Systems Architecture 10/6/10 9/30/14 11.48%
Deploy Grid Middleware Infrastructure 3/1/11 3/28/11 0.00%
Milestone: Grid Middleware Infrastructure deployed 10/6/10 10/6/10 0.00%
Deploy Data Management software 4/1/11 3/29/12 0.00%
Milestone: Data Management software deployed 10/6/10 10/6/10 0.00%
Deploy Account Management software 3/1/11 3/28/11 0.00%
Milestone: Account Management software deployed 10/6/10 10/6/10 0.00%
Deploy Information Services Infrastructure 3/1/11 3/28/11 0.00%
Milestone: Information Services Infrastructure deployed 10/6/10 10/6/10 0.00%
Deploy Common User Environment 3/1/11 3/28/11 0.00%
Milestone: Common User Environment deployed 10/6/10 10/6/10 0.00%
Deploy System of Systems Test Environment 3/1/11 3/28/11 0.00%
Milestone: System of Systems Test Environment deployed 10/6/10 10/6/10 0.00%
Spiral 1.0 1/3/11 12/21/11 0.00%
Spiral 2.0 5/3/11 10/18/11 0.00%
Spiral 3.0 10/18/11 4/4/12 0.00%
Ongoing: Incremental improvements continue via SEMP Spiral Design Process 10/6/10 9/30/14 0.00%
Public Facing XSEDE Architecture Document 12/5/11 3/5/12 100.00%
Campus Bridging - Architectural Response to Stakeholder Requirements 1/19/12 5/31/12 65.83%








Science Gateways - Architectural Response to Stakeholder Requirements 5/4/12 9/6/12 20.00%
Computing - Architectural Response to Stakeholder Requirements 8/10/12 12/13/12 14.40%
BIG Data - Architectural Response to Stakeholder Requirements 11/16/12 4/4/13 18.75%
Documentation and review of use cases and requirements matrix completed 11/16/12 12/13/12 93.75%
Architectural response at a Level 3 Decomposition prepared by the architects 12/14/12 1/25/13 0.00%
Stakeholder review of Architectural response 1/28/13 2/21/13 0.00%
Active Design Review 2/22/13 3/7/13 0.00%
 Incorporation into public facing XSEDE Architecture Document 3/8/13 4/4/13 0.00%
Connecting Instrumentation - Architectural Response to Stakeholder
Requirements
3/8/13 7/11/13 6.67%
Documentation and review of use cases and requirements matrix completed 3/8/13 4/4/13 33.33%
Architectural response at a Level 3 Decomposition prepared by the architects 4/5/13 5/2/13 0.00%
Stakeholder review of Architectural response 5/3/13 5/30/13 0.00%
 Active Design Review 5/31/13 6/13/13 0.00%
 Incorporation into public facing XSEDE Architecture Document 6/14/13 7/11/13 0.00%
Collaboration - Architectural Response to Stakeholder Requirements 6/14/13 10/17/13 1.00%
Documentation and review of use cases and requirements matrix completed 6/14/13 7/11/13 5.00%
Architectural response at a Level 3 Decomposition prepared by the architects 7/12/13 8/8/13 0.00%
Stakeholder review of Architectural response 8/9/13 9/5/13 0.00%
Active Design Review 9/6/13 9/19/13 0.00%
2011 2012 2013 2014 2015 2016 2017 2018 2019






 Incorporation into public facing XSEDE Architecture Document 9/20/13 10/17/13 0.00%
XSEDE Architectural Canonical Use Cases 6/14/13 10/17/13 30.00%
Documentation and review of use cases and requirements matrix completed 6/14/13 7/11/13 100.00%
Architectural response at a Level 3 Decomposition prepared by the architects 7/12/13 8/8/13 30.00%
Stakeholder review of Architectural response 8/9/13 9/5/13 20.00%
Active Design Review 9/6/13 9/19/13 0.00%
 Incorporation into public facing XSEDE Architecture Document 9/20/13 10/17/13 0.00%
External Relations 10/6/10 11/3/16 64.52%
Generate Publications: Highlights (Science, EOT, Digital Resources) 4/2/12 11/3/16 62.73%
SciHi subcommittee from XSEDE ER established 4/9/12 4/9/12 100.00%
Collect story ideas 5/25/12 5/25/12 100.00%
Story choices approved by XSEDE leadership 6/29/12 6/29/12 100.00%
Graphic designer selected 7/2/12 7/2/12 100.00%
About 15 science highlights stories selected, edited (incl tech review) and
shared w sr leadership
7/27/12 7/27/12 100.00%
Cover-to-cover edit complete 8/10/12 8/10/12 100.00%
Overall design and test story mockup complete and reviewed 9/5/12 9/5/12 90.00%
Final design complete 9/20/12 9/20/12 0.00%
Completed book delivered to printer 9/21/12 9/21/12 0.00%
Milestone: Science Highlights published 11/21/12 11/21/12 0.00%
Ongoing: Repeat previous 10 tasks annually 4/2/12 11/3/16 0.00%
Create XSEDE website and translate relevant TG website content 1/3/11 4/18/11 100.00%








Generate Annual Conference Proceedings 10/6/10 10/7/14 48.00%
Genereate Annual Conference 2012 3/1/12 7/12/12 100.00%
Genereate Annual Conference 2013 3/1/13 7/12/13 0.00%
Proceedings chair selected and incorporated into event planning 3/1/13 3/1/13 0.00%
Submission site publicized 3/1/13 3/1/13 0.00%
Approval from ACM or whatever publisher received 6/1/13 6/3/13 0.00%
Templates and copyright permission forms out to authors 6/5/13 6/5/13 0.00%
All papers and copyright permission forms received from authors and
OKed by track chairs
6/22/13 6/24/13 0.00%
All papers sent to production house for reproduction to USB drive 6/25/13 6/25/13 0.00%
Milestone: Annual Conference Proceedings Complete 7/12/13 7/12/13 0.00%
Ongoing: Repeat previous 7 tasks annually 10/6/10 10/7/14 20.00%
Milestone: Ongoing - Generate press releases & website content 4/4/11 3/24/16 25.00%
Milestone: Ongoing - Generate publicity via social media 1/3/12 3/24/16 25.00%
Monthly: Gather, edit and format content for internal (plain text) e-newsletter;
distribute to XSED
1/10/12 6/9/16 25.00%
Milestone: Ongoing - Generate monthly internal e-newsletter 1/10/12 6/9/16 25.00%
Monthly: Gather, edit and format content for external (HTML/designed)
e-newsletter; distribute to m
1/25/12 6/23/16 25.00%
Milestone: Ongoing - Generate monthly external e-newsletter 1/25/12 6/23/16 25.00%
Industry Relations 7/1/11 6/30/16 37.50%








Workforce Development 7/1/11 6/30/16 0.00%
Increase industry partners' awareness of all XSEDE SP's training opportunites 7/1/11 6/30/16 0.00%
Elicit industry partners' input to enhance training programs for workforce
development
7/1/11 6/30/16 0.00%
Software Development 7/12/12 3/3/15 75.00%
Hold conference call with XAB to flesh out software development activity 7/12/12 7/12/12 100.00%
Select and execute the software development project 3/6/13 3/3/15 50.00%
SD&I 9/1/11 1/24/14 87.83%
PDR 9/1/11 9/1/11 100.00%
Increment Planning 9/1/11 9/1/11 100.00%
IRR 9/7/11 9/7/11 100.00%
CI Detailed Design 9/8/11 9/8/11 100.00%
CDR 9/9/11 9/15/11 100.00%
CI Development 9/16/11 9/16/11 100.00%
CI TRR 9/19/11 10/7/11 100.00%
CI Tests 10/10/11 12/15/11 100.00%
STRR 12/16/11 12/16/11 100.00%
System Integration Test 12/19/11 12/28/11 100.00%
ORR 12/29/11 12/29/11 100.00%
Increment De-brief 12/30/11 1/6/12 100.00%
Implement Open, Continuous Planning 7/2/12 6/28/13 100.00%
Implement Continuous Development and Integration 7/2/12 6/28/13 100.00%
Implement Engineering Improvements 7/2/12 6/28/13 100.00%








SDIACT-010 - Production EMS & GFFS Operations Testing 4/19/12 6/29/12 50.00%
SDIACT-015 - Genesis II/UNICORE 6 GAML SAML 4/3/12 7/2/12 100.00%
SDIACT-018 - Replicated/Synchronized stateful resource 4/18/12 6/18/12 100.00%
SDIACT-028 - (CANCELED): GO Transfer REST API as XSEDE Production service 4/25/12 7/2/12 100.00%
SDIACT-031 - Improve GridFTP for SPs 4/25/12 7/2/12 100.00%
SDIACT-043 - Genesis II Documentation 4/30/12 7/2/12 100.00%
SDIACT-044 - (CANCELED, MERGED with SDIACT-100): Campus bridging beta
support
4/30/12 7/2/12 100.00%
SDIACT-049 - Link Globus Online into XSEDE User Portal 4/25/12 7/2/12 100.00%
SDIACT-050 - MyProxy OAuth Limited Proxy Support 4/20/12 7/2/12 100.00%
SDIACT-054 - Production EMS and GFFS registration 4/19/12 6/5/12 90.00%
SDIACT-073 - System information publishing pilot 4/24/12 6/29/12 50.00%
SDIACT-075 - GridFTP in UNICORE 6 5/1/12 7/2/12 100.00%
SDIACT-096 - Identify XSEDE not TeraGrid in resource names for new OSG
resource integration
3/22/12 5/9/12 100.00%
SDIACT-097 - Basic Execution Service 5/2/12 6/25/12 100.00%
SDIACT-100 - Globus Online Increment 2 addressing security concerns 4/25/12 7/2/12 100.00%
SDIACT-101 - EMS and GFFS Increment 2 updates 5/8/12 7/2/12 100.00%
SCIDACT-071 - Improve cmd line single sign-on access 3/27/12 6/29/12 100.00%
SDIACT-070 - SSO Hub (CLI) 11/9/12 2/28/13 100.00%
SDIACT-102 - Upgrade and replace tgusage w/ xdusage 10/4/12 12/14/12 100.00%
SDIACT-103 - Prototype Acct Mgmt w/ JIRA 11/26/12 1/14/13 100.00%








SDIACT-121 - Activity workspace & process imp. 11/21/12 2/20/13 80.00%
SDIACT-106 Globus Transfer REST APIv1.0 12/5/12 2/14/13 10.00%
SDIACT-108 Globus Connect Multi-user 1.0 12/5/12 2/15/13 100.00%
SDIACT-003 CA Certificate Installer 12/11/12 2/28/13 15.00%
SDIACT-110 GenesisII GAML to SAML Migration 1/22/13 4/19/13 100.00%
SDIACT-099 System-wide Genesis II installer 1/15/13 2/11/13 100.00%
SDIACT-115 Pilot Airavata EMS Provider for Science Gateways 1/24/13 3/27/13 15.00%
SDIACT-112 Replicated Kerberos-aware STS (repl by 1.1.6.46) 2/11/13 4/15/13 100.00%
SDIACT-123 Integrated EMS and GFFS Increment 3 Update 1/15/13 5/31/13 100.00%
SDIACT-107 GLUE2 Update 3/1/13 1/1/14 15.00%
SDIACT-112 Replicated Kerberos-aware STS 3/20/13 4/15/13 100.00%
SDIACT-084 XWFS Deployment 4/3/13 7/1/13 15.00%
SDIACT-126 GFFS Namespace Design, Policies, and Support Tools 4/23/13 5/21/13 100.00%
SDIACT-105 GridFTP Configuration Recommendations 5/13/13 1/13/14 10.00%
SDIACT-113 GenesisII Integration with InCommon 5/27/13 8/15/13 15.00%
SDIACT-063 Science Gateway User Count 7/1/13 1/24/14 15.00%
SDIACT-150 Update GridFTP server 8/7/13 8/19/13 80.00%
Operations 10/6/10 6/30/17 55.39%
Cybersecurity 10/6/10 7/1/16 49.03%
Setup coordination of XSEDE incident response 5/12/11 7/1/11 100.00%
Setup and deploy XSEDE Certificate Authority 7/1/11 5/31/13 50.00%
Ongoing: Maintain Certificate Authority 10/6/10 7/1/16 13.96%








Develop and deploy Security Awareness program 7/1/11 6/27/13 100.00%
Ongoing: Maintain Security Awareness program 7/2/12 7/1/16 40.00%
Develop and deploy two factor authentication service 10/6/10 6/30/14 53.33%
Evaluate Implementation Options 7/1/11 5/4/12 100.00%
Deploy two factor authentication 10/6/10 5/31/13 30.00%
Start and complete phase two to select soft token 7/1/13 6/30/14 30.00%
Ongoing: Maintain two factor authentication service 1/21/13 7/1/16 0.00%
Integrate and deploy InCommon Federated Authentication service 7/1/11 8/23/12 20.00%
Ongoing: Maintain InCommon Federated Authentication service 10/6/10 7/1/16 0.00%
Ongoing: Develop and implement improvements based on SEMP Spiral Design
Process
7/1/11 7/1/16 30.00%
Ongoing: XSEDE Incident response 7/1/11 7/1/16 40.00%
Ongoing: Conduct on-demand security reviews for SD&I 7/2/12 7/1/16 30.00%
Ongoing: Conduct security reviews for ST&D 7/2/12 7/1/16 30.00%
Conduct XSEDE security risk assessment 7/2/12 12/21/12 100.00%
Setup XSEDE Nessus vulnerability assessment capability 9/3/12 12/14/12 100.00%
Setup secure wiki 7/2/12 8/24/12 100.00%
Install and update intrusion detection capability and security monitoring 9/3/12 2/15/13 100.00%
Obtain InCommon membership for XSEDE 3/1/12 8/14/12 100.00%
Ongoing: Conduct annual XSEDE security meeting 6/28/13 7/1/16 0.00%
Ongoing: Participate in XSEDE communications plan 7/1/11 7/1/16 19.95%
Ongoing: Vulnerability scanning and audit assessment 7/1/13 7/1/16 50.00%
Ongoing: Perform security reviews for the XSEDE engineering process 7/1/13 7/1/16 20.00%








Ongoing: Perform security incident drills 7/1/13 7/1/16 0.00%
Refresh intrusion detection capability 7/1/13 6/30/14 90.00%
Ongoing: Document and update security policies 7/1/13 7/1/16 30.00%
Data Services 10/6/10 7/1/16 71.88%
XSEDE Wide File System 10/6/10 7/1/16 70.01%
Evaluate/Select global parallel file system(s) 7/4/11 6/28/12 100.00%
Deploy/extend global parallel file system(s) 10/6/10 6/3/13 50.03%
Provide the XWFS as a production resource 7/1/13 6/30/14 75.00%
Test/deploy software-only global parallel file system layer 7/1/13 6/30/14 75.00%
Ongoing: Maintain/extend global parallel file system(s) 7/2/12 7/1/16 50.00%
Evaluate and design archival replication framework 7/1/11 6/27/12 100.00%
Prototype NSFv4 wide area file system and investigate security implications 1/1/13 6/17/13 100.00%
Deploy GridFTP monitoring and end-to-end tuning 7/1/13 6/30/14 25.00%
XSEDENet Networking 10/6/10 7/1/16 53.28%
Transition current TG network to XSEDE network 4/1/11 7/29/11 100.00%
xsede.org nameservice 5/9/11 7/29/11 100.00%
Ongoing: Maintain and Monitor XSEDEnet 7/29/11 7/1/16 84.92%
Preserve the PSC speed page 5/9/11 7/29/11 100.00%
Ongoing: Tune end-to-end performance for user applications 7/1/11 7/1/16 19.95%
Ongoing: Develop and implement improvements based on SEMP Spiral Design
Process
7/1/11 7/1/16 19.95%
Setup perfSONAR 7/1/11 7/13/12 100.00%








Provide Operations tools to monitor the network 8/1/11 3/30/12 100.00%
Replace network.teragrid.org functions 8/1/11 3/30/12 100.00%
Evaluate alternatives to NLR 3/1/12 7/18/12 100.00%
Execute network vendor contracts 10/6/10 11/30/10 100.00%
Ongoing: Maintain DNS entries for non-subdomain names (network.xsede.org,
etc.)
1/3/11 7/1/16 20.00%
Ongoing: Maintain perfSONAR 10/6/10 7/1/16 3.45%
Ongoing: Maintain Operations tools to monitor the network 10/6/10 7/1/16 34.40%
Ongoing: Develop/Implement special ops team process for network related
application performance imp
7/2/12 7/1/16 20.00%
XSEDEnet Metrics 10/6/10 7/1/16 7.57%
Determine metrics 7/2/12 7/1/14 22.72%
Ongoing: Collect data 10/6/10 7/1/16 0.00%
Ongoing: Report metrics (dashboard, quarterly report) 10/6/10 7/1/16 0.00%
SMNP Access, Layer 2 monitoring and measurement 7/2/12 7/1/16 0.00%
Develop Application Standards for Network Performance Metrics 7/2/12 7/1/16 0.00%
Evaluate features, capabilities, and reporting of Internet2 7/1/13 6/30/14 0.00%
Software Testing and Deployment 7/1/11 6/30/17 46.17%
Test XSEDE software 7/4/11 11/29/12 100.00%
Test Grid Middleware - EMS (Unicore and Genesis II client) 7/4/11 11/29/12 100.00%
Test Grid Middleware - GFFS (Genesis II) 7/4/11 11/29/12 100.00%
Test Data Movement - Globus Online 7/4/11 11/29/12 100.00%
Deploy XSEDE software 11/7/11 6/30/14 62.07%
Deploy Grid Middleware - Unicore 2/28/13 6/28/13 86.21%








Deploy Grid Middleware - Genesis II (campus bridging) 7/1/13 6/30/14 0.00%
Deploy Data Movement - Globus Online 11/7/11 11/9/11 100.00%
Ongoing: Coordinate operational reviews of next increment of XSEDE software on
demand
7/1/11 7/1/16 19.95%
Ongoing: Test next increment of XSEDE Software on demand 7/4/11 7/1/16 14.99%
Ongoing: Deploy next increment of XSEDE software to SPs on demand 7/2/12 6/30/17 46.54%
Ongoing: Coordinate campus bridging deployments 7/4/11 7/1/16 19.96%
Ongoing: Develop deployment work plans and documentation 7/4/11 7/1/16 19.96%
Ongoing: Coordinate Globus Grid software support 7/4/11 7/1/16 19.96%
Ongoing:  Support Deployment of Software & Services at SPs 7/2/12 7/1/16 18.74%
Ongoing: Collaborate on and contribute to XSEDE engineering process 7/1/13 7/1/16 0.00%
Accounting and Account Management 5/9/11 7/1/16 60.25%
Ongoing: Maintain existing accounting and account management databases 7/1/11 7/1/16 19.95%
Ongoing: Investigate and improve accounting/account management processes 7/1/11 7/1/16 19.95%
Ongoing: Participate in XSEDE communications plan 7/1/11 7/1/16 19.95%
Optimize and upgrade the XDCDB system 7/1/11 3/29/12 100.00%
Ongoing: Develop and implement improvements based on SEMP Spiral Design
Process
7/1/11 7/1/16 19.95%
Make appropriate name changes to {item}.xsede.org 5/9/11 7/29/11 100.00%
Complete the 2nd phase of vetted/unvetted account creation effort 5/9/11 3/30/12 100.00%
Ongoing: Maintain and enhance XSEDE-wide reporting, decision-support and
analysis capabilities
7/1/11 7/1/16 20.01%
Streamline and modernize the allocation-request and account
management-related XSEDE user interface
7/2/12 7/1/13 100.00%
Ongoing: Improve overall A&AM-related documentation and training 7/2/12 7/1/16 0.00%
Establish processes to improve campus bridging and new SP integration 7/2/12 1/1/14 0.00%
Ongoing: Support hardware/infrastructure integrity (server maintenace, UPS, etc.) 7/1/11 7/1/16 19.95%








Development and deployment of XSEDE Resource Allocation Service (XRAS) 7/1/13 6/30/14 25.00%
System Operational Support 10/6/10 7/1/16 60.01%
Setup XSEDE Operations Center 6/1/11 6/28/11 100.00%
Ongoing: Operate XSEDE Operations Center 7/1/11 7/1/16 50.00%
Deploy centralized XSEDE cyberinfrasture servers/services 5/30/11 8/31/12 75.12%
Ongoing: Maintain centralized XSEDE cyberinfrastructure servers/services 10/6/10 7/1/16 50.00%
Upgrade XDCDB hardware and split database and AMIE parts 5/9/11 6/30/14 53.75%
upgrade hardware at SDSC and operating system at PSC 5/9/11 8/12/11 100.00%
migrate AMIE to stand alone VM server (PSC and SDSC) 5/9/11 6/17/11 100.00%
Upgrade PostgreSQL database 7/1/13 6/30/14 15.00%
Collaborate with A&AM on POPS integration 7/1/13 6/30/14 0.00%
Evaluate XDCDB hardware at PSC and determine if refresh needed 5/9/11 6/29/12 100.00%
Evaluate current TG services and classify them into XSEDE HA tiers 5/9/11 6/28/12 100.00%
Plan and schedule a semi-annual XDCDB failover test (SDSC to PSC) 5/9/11 6/28/12 100.00%
TeraGrid ticket system transition 7/1/11 8/11/11 100.00%
Evaluate/Deploy XSEDE Centralized monitoring software 11/1/11 6/21/13 100.00%
Participate in Ticket System evaluation in conjunction with User Support 7/1/11 2/2/12 100.00%
Transition Ticket System: Legacy to New 10/6/10 3/6/12 100.00%
Backup XOC setup at IU 11/1/11 6/28/13 15.00%
Documentation/Training for XOC Backup 11/1/11 6/28/13 30.00%
XOC Failover Test 11/1/11 6/28/13 0.00%
Operations Annual Report 10/6/10 6/28/12 100.00%
Ongoing: Participate in XSEDE communications plan 7/1/11 7/1/16 19.95%
Ongoing: Provide VM support for Centralized Services 7/1/11 7/1/16 19.95%








Ongoing: Provide VM support for Science Gateway services 7/1/11 7/1/16 19.95%
Ongoing: Maintain VM server hardware 7/1/11 7/1/16 19.95%
Ongoing: Maintain other server hardware 7/1/11 7/1/16 19.95%
Deploy and test Inca monitoring system on SP resources 7/1/13 6/30/14 50.00%
Ongoing: Provide dedicated backend support for central services 7/1/13 7/1/16 50.30%
Replace underlying hardware for VM services 7/1/13 6/30/14 0.00%
User Services 10/6/10 11/17/17 34.34%
Training 1/3/11 6/30/16 30.30%
Milestone: Develop guidelines for online and in-person training materials across
XSEDE Sites
3/1/11 3/28/11 100.00%
Milestone: Develop 10 Training Modules Annually 4/1/11 6/30/16 35.00%
Milestone: Develop 10 Training Modules Year 1 4/1/11 3/30/12 100.00%
Milestone: Develop 10 Training Modules Year 2 7/2/12 6/28/13 75.00%
 Develop and Post 2 new online training tutorials 7/2/12 9/28/12 100.00%
 Develop and Post 2 new online training tutorials 10/1/12 12/31/12 100.00%
 Develop and Post 3 new online training tutorials 1/1/13 3/29/13 100.00%
 Develop and Post 3 new online training tutorials 4/1/13 6/28/13 0.00%
Milestone: Develop 10 Training Modules Year 3 7/1/13 6/30/14 0.00%
 Develop and Post 2 new online training tutorials 7/1/13 9/30/13 0.00%
 Develop and Post 2 new online training tutorials 10/1/13 12/31/13 0.00%
 Develop and Post 3 new online training tutorials 1/1/14 3/31/14 0.00%
 Develop and Post 3 new online training tutorials 4/1/14 6/30/14 0.00%
Milestone: Develop 10 Training Modules Year 4 7/1/14 6/30/16 0.00%
 Develop and Post 2 new online training tutorials 7/1/14 9/30/14 0.00%








 Develop and Post 2 new online training tutorials 10/1/14 12/31/14 0.00%
 Develop and Post 3 new online training tutorials 1/1/15 3/31/15 0.00%
 Develop and Post 3 new online training tutorials 4/1/16 6/30/16 0.00%
Milestone: Develop 10 Training Modules Year 5 7/1/15 6/30/16 0.00%
 Develop and Post 2 new online training tutorials 7/1/15 9/30/15 0.00%
 Develop and Post 2 new online training tutorials 10/1/15 12/31/15 0.00%
 Develop and Post 3 new online training tutorials 1/1/16 3/31/16 0.00%
 Develop and Post 3 new online training tutorials 4/1/16 6/30/16 0.00%
Conduct 50 Training Sessions Annually 4/1/11 6/30/16 35.00%
 Milestone: Conduct 50 Training sessions Year 1 4/1/11 3/30/12 100.00%
 Milestone: Conduct 50 Training sessions Year 2 7/2/12 6/28/13 75.00%
 Conduct first 10 in-person or webcast training sessions 7/2/12 9/28/12 100.00%
 Conduct first 15 in-person or webcast training sessions 10/1/12 12/31/12 100.00%
 Conduct first 10 in-person or webcast training sessions 1/1/13 3/29/13 100.00%
 Conduct first 15 in-person or webcast training sessions 4/1/13 6/28/13 0.00%
 Milestone: Conduct 50 Training sessions Year 3 7/1/13 6/30/14 0.00%
 Conduct first 10 in-person or webcast training sessions 7/1/13 9/30/13 0.00%
 Conduct first 15 in-person or webcast training sessions 10/1/13 12/31/13 0.00%
 Conduct first 10 in-person or webcast training sessions 1/1/14 3/28/14 0.00%








 Conduct first 15 in-person or webcast training sessions 4/1/14 6/30/14 0.00%
 Milestone: Conduct 50 Training sessions Year 4 7/1/14 6/30/15 0.00%
 Conduct first 10 in-person or webcast training sessions 7/1/14 9/30/14 0.00%
 Conduct first 15 in-person or webcast training sessions 10/1/14 12/31/14 0.00%
 Conduct first 10 in-person or webcast training sessions 1/1/15 3/31/15 0.00%
 Conduct first 15 in-person or webcast training sessions 4/1/15 6/30/15 0.00%
 Milestone: Conduct 50 Training sessions Year 5 7/1/15 6/30/16 0.00%
 Conduct first 10 in-person or webcast training sessions 7/1/15 9/30/15 0.00%
 Conduct first 15 in-person or webcast training sessions 10/1/15 12/31/15 0.00%
 Conduct first 10 in-person or webcast training sessions 1/1/16 3/31/16 0.00%
 Conduct first 15 in-person or webcast training sessions 4/1/16 6/30/16 0.00%
Milestone: Complete Federation of existing online training materials with XSEDE
Repositories
1/3/11 12/30/11 100.00%
Milestone: Complete 2 targeted community workshops annually 7/1/11 6/30/16 20.00%
 Conduct first targeted community workshop Year 1 7/1/11 12/30/11 100.00%
 Conduct second targeted community workshop Year 1 1/2/12 6/29/12 100.00%
 Conduct first targeted community workshop Year 2 7/2/12 12/31/12 0.00%
 Conduct second targeted community workshop Year 2 1/1/13 6/28/13 0.00%
 Conduct first targeted community workshop Year 3 7/1/13 12/31/13 0.00%








 Conduct second targeted community workshop Year 3 1/1/14 6/2/14 0.00%
 Conduct first targeted community workshop Year 4 7/1/14 12/31/14 0.00%
 Conduct second targeted community workshop Year 4 1/1/15 6/30/15 0.00%
 Conduct first targeted community workshop Year 5 7/1/15 12/31/15 0.00%
 Conduct second targeted community workshop Year 5 1/1/16 6/30/16 0.00%
Milestone: Conduct 4 technical training, content-based and mentoring webinars in
support of the XSE
7/1/11 6/30/16 20.00%
 Conduct 4 webinars in support of XSEDE Scholars Program Year 1 7/1/11 6/29/12 100.00%
 Conduct 4 webinars in support of XSEDE Scholars Program Year 2 7/2/12 6/28/13 0.00%
 Conduct 4 webinars in support of XSEDE Scholars Program Year 3 7/2/13 6/30/14 0.00%
 Conduct 4 webinars in support of XSEDE Scholars Program Year 4 7/1/14 6/30/15 0.00%
 Conduct 4 webinars in support of XSEDE Scholars Program Year 5 7/1/15 6/30/16 0.00%
Portfolio Review 1/3/11 1/3/11 100.00%
 Focus areas 1/3/11 12/30/11 0.00%
 Support of new systems (Stampede, Gordon, Keeneland, Blue Waters) 1/3/11 7/4/11 0.00%
 XSEDE architecture and tools 1/3/11 12/30/11 0.00%
 Security 1/3/11 7/4/11 0.00%
 Train the trainers 1/3/11 7/4/11 0.00%
 Training for non-traditional areas 1/3/11 12/30/11 0.00%
 Portal to API for gateways 7/2/12 6/28/13 0.00%








Centralization of Training Materials 7/1/13 6/30/14 0.00%
Intensive Marketing of Training 7/1/13 6/30/14 0.00%
User Information Resources 10/6/10 6/30/16 43.62%
 Milestone: Release Production User Portal & Web Site 4/1/11 7/1/11 100.00%
 Milestone: Maintain Production User News System 4/1/11 7/1/11 100.00%
 Milestone: Release Allocation & User Guide for New and Transitioning Users 4/1/11 10/11/11 100.00%
 Milestone: Release new user guide with user comment capabilities 4/1/11 7/1/11 100.00%
 Milestone: Production mobile user portal 4/1/11 6/30/11 56.61%
 Transition existing mobile framework 4/1/11 4/28/11 100.00%
 Evaluate requirements for mobile features 4/29/11 6/22/11 49.84%
 Create schedule for releasing future mobile features 4/29/11 6/30/11 20.00%
Milestone: Release updated user news 7/1/11 9/22/11 100.00%
Milestone: Create new social media presence for XD 10/3/11 9/26/13 12.53%
 Define requirements for social media 10/3/11 9/3/12 50.10%
 Evaluate requirements that come out of User Engagement 10/31/11 9/26/13 0.00%
 Create twitter and facebook presence for users of XD and specifically XUP
users
7/2/12 12/31/12 0.00%
 Display twitter feeds on user portal 7/2/12 12/31/12 0.00%
Milestone: Release collaborative capabilities to user portal 7/2/12 12/31/12 0.00%
 Define requirements based on User Engagement feedback 7/2/12 12/31/12 0.00%
 Enable users to be able to share calendars, chat, files, etc. with collaborators
via user portal
7/2/12 12/31/12 0.00%
Milestone: Release integrated training system 1/2/12 3/23/12 100.00%








Resource Selector 1/3/11 9/2/11 19.81%
Ongoing: Develop and implement improvements based on SEMP Spiral Design
Process
1/3/11 6/30/16 25.97%
 XSEDE User Portal 1/3/11 6/30/16 26.15%
 Redesign dock at the top and apply theme 1/2/12 3/2/12 100.00%
 Update profile portlet - expand with picture, publications,etc. 1/2/12 6/29/12 100.00%
 Link checker for XUP & XSEDE web site 1/2/12 3/30/12 0.00%
 Add forget username feature 1/2/12 4/30/12 100.00%
 Integrate future grid status in XUP system monitor 1/2/12 6/29/12 0.00%
 Expand system status beyond up/down/etc. 1/2/12 6/29/12 0.00%
 Implement new News categories 1/2/12 3/30/12 100.00%
 GridShib/InCommon integration 1/2/12 9/28/12 0.00%
 Enable dynamic feedback on each page 1/2/12 3/30/12 100.00%
 Migrate TGU staff queries to XUP staff area 1/2/12 3/30/12 75.00%
 Compete guest homepage redesign 1/2/12 6/29/12 0.00%
 Disable/gray out login link when resources are down 4/2/12 6/29/12 0.00%
 Merge add/remove user page and allocation page 7/2/12 6/30/16 0.00%
 Look at giving gateways a different 'view' for their community allocations 7/2/12 6/30/16 0.00%
 Merge DN listing with user profile 7/2/12 6/30/16 0.00%
 Integrate new ticketing system 7/2/12 12/31/12 0.00%
 Chat for help 7/2/12 6/30/16 0.00%
 Make hot links/bookmarking feature 7/2/12 6/30/16 0.00%








 Screen sharing with support staff 7/2/12 6/30/16 0.00%
 Expand allocations/usage/job history with graphs 7/2/12 6/30/16 100.00%
 Integrate XDMoD services 7/2/12 6/30/16 19.99%
 Custom views for communities: campus champions, gateways, fields of
science
1/3/11 1/1/15 7.99%
 Network connectivity monitor 7/2/12 6/30/16 0.00%
 Dynamic visualization information in system monitor 7/2/12 6/30/16 0.00%
 Remote visualization services 7/2/12 6/30/16 0.00%
 RSS feeds and SMS notifications for user portal functions 7/2/12 6/30/16 50.00%
 OSG documentation integration 7/2/12 6/30/16 100.00%
 Videos & interactive guide on features of XUP 7/2/12 6/30/16 0.00%
 Online training for XUP 7/2/12 6/30/16 0.00%
 Online survey for users on features 7/2/12 6/30/16 0.00%
 Workflow management interface 7/2/12 6/30/16 0.00%
 Metascheduling, job reservations, and ensemble job submission 7/2/12 6/30/16 0.00%
 Change community account form to enter information in XCDB and
approve via portal
7/2/12 6/30/16 10.00%
Ongoing: Prioritize and integrate SD&I configuration items in US UII 1/3/11 12/31/15 20.00%
Implement POPS 2.0, redoing POPS interface to native XUP environment 7/1/13 6/30/14 0.00%
Unspent: Native Mobile Applications for iOS and Android 7/1/13 6/30/14 0.00%
Unspent: REST API for XSEDE services 7/1/13 6/30/14 0.00%








Interface improvements to accounts, allocations, and add user process 10/6/10 10/6/10 0.00%
Unspent: Support Storage allocations by updating documentation and XUP
features to track storage, monitoring, etc
7/1/13 6/30/14 0.00%
User Engagement 4/1/11 11/17/17 35.75%
 Annual User Surveys 1/2/12 6/30/16 30.00%
 Develop and Implement Y1 Annual User Survey 1/2/12 3/30/12 100.00%
 Milestone: Y1 Annual User Survey report 7/2/12 7/2/12 100.00%
 Develop and Implement Y2 Annual User Survey 1/1/13 4/1/13 100.00%
 Milestone: Y2 Annual User Survey report 7/1/13 7/1/13 0.00%
 Develop and Implement Y3 Annual User Survey 1/1/14 3/31/14 0.00%
 Milestone: Y3 Annual User Survey report 6/30/14 6/30/14 0.00%
 Develop and Implement Y4 Annual User Survey 1/1/15 3/31/15 0.00%
 Milestone: Y4 Annual User Survey report 6/30/15 6/30/15 0.00%
 Develop and Implement Y5 Annual User Survey 1/1/16 3/31/16 0.00%
 Milestone: Y5 Annual User Survey report 6/30/16 6/30/16 0.00%
 XSEDE CRM 1/2/12 7/2/12 0.00%
 Document current XSEDE activities athat act as CRM 1/2/12 1/2/12 0.00%
 Design and Implemnt initial CRM system 1/2/12 6/29/12 0.00%
 Milestone: Initial CRM system deployed 7/2/12 7/2/12 0.00%
 Data Mining 10/3/11 7/1/16 34.21%
 Q1Y1 Data mining operations 10/3/11 12/30/11 100.00%
 Milestone: Q1Y1 Data mining report 12/30/11 12/30/11 100.00%
 Q2Y1 Data mining operations 1/2/12 3/30/12 100.00%
 Milestone: Q2Y1 Data mining report 4/2/12 4/2/12 100.00%








 Q3Y1 Data mining operations 4/3/12 7/2/12 100.00%
 Milestone: Q3Y1 Data mining report 7/2/12 7/2/12 100.00%
 Q4Y1 Data mining operations 7/3/12 10/1/12 100.00%
 Milestone: Q4Y1 Data mining report 10/2/12 10/2/12 100.00%
 Q1Y2 Data mining operations 10/2/12 12/31/12 100.00%
 Milestone: Q1Y2 Data mining report 1/1/13 1/1/13 100.00%
 Q2Y2 Data mining operations 1/2/13 4/2/13 100.00%
 Milestone: Q2Y2 Data mining report 4/2/13 4/2/13 100.00%
 Q3Y2 Data mining operations 4/1/13 6/28/13 100.00%
 Milestone: Q3Y2 Data mining report 7/1/13 7/1/13 0.00%
 Q4Y2 Data mining operations 7/1/13 9/30/13 0.00%
 Milestone: Q4Y2 Data mining report 10/1/13 10/1/13 0.00%
 Q1Y3 Data mining operations 10/1/13 12/31/13 0.00%
 Milestone: Q1Y3 Data mining report 1/1/14 1/1/14 0.00%
 Q2Y3 Data mining operations 1/1/14 3/31/14 0.00%
 Milestone: Q2Y3 Data mining report 4/1/14 4/1/14 0.00%
 Q3Y3 Data mining operations 4/1/14 6/30/14 0.00%
 Milestone: Q3Y3 Data mining report 7/1/14 7/1/14 0.00%
 Q4Y3 Data mining operations 7/1/14 9/30/14 0.00%
 Milestone: Q4Y3 Data mining report 10/1/14 10/1/14 0.00%
 Q1Y4 Data mining operations 10/1/14 12/31/14 0.00%
 Milestone: Q1Y4 Data mining report 1/1/15 1/1/15 0.00%
 Q2Y4 Data mining operations 1/1/15 3/31/15 0.00%








 Milestone: Q2Y4 Data mining report 4/1/15 4/1/15 0.00%
 Q3Y4 Data mining operations 4/1/15 6/30/15 0.00%
 Milestone: Q3Y4 Data mining report 7/1/15 7/1/15 0.00%
 Q4Y4 Data mining operations 7/1/15 9/30/15 0.00%
 Milestone: Q4Y4 Data mining report 10/1/15 10/1/15 0.00%
 Q1Y5 Data mining operations 10/1/15 12/31/15 0.00%
 Milestone: Q1Y5 Data mining report 1/1/16 1/1/16 0.00%
 Q2Y5 Data mining operations 1/1/16 3/31/16 0.00%
 Milestone: Q2Y5 Data mining report 4/1/16 4/1/16 0.00%
 Q3Y5 Data mining operations 4/1/16 6/30/16 0.00%
 Milestone: Q3Y5 Data mining report 7/1/16 7/1/16 0.00%
Develop Focus Group Topics and conduct focus groups 9/30/11 6/30/16 35.00%
 Milestone: Q1Y1 Focus Group Report 9/30/11 9/30/11 100.00%
 Milestone: Q2Y1 Focus Group Report 1/2/12 1/2/12 100.00%
 Milestone: Q3Y1 Focus Group Report 4/2/12 4/2/12 100.00%
 Milestone: Q4Y1 Focus Group Report 7/2/12 7/2/12 100.00%
 Milestone: Q1Y2 Focus Group Report 10/1/12 10/1/12 100.00%
 Milestone: Q2Y2 Focus Group Report 12/31/12 12/31/12 100.00%
 Milestone: Q3Y2 Focus Group Report 4/1/13 4/1/13 100.00%
 Milestone: Q4Y2 Focus Group Report 7/1/13 7/1/13 0.00%
 Milestone: Q1Y3 Focus Group Report 9/30/13 9/30/13 0.00%
 Milestone: Q2Y3 Focus Group Report 12/31/13 12/31/13 0.00%
 Milestone: Q3Y3 Focus Group Report 3/31/14 3/31/14 0.00%








 Milestone: Q4Y3 Focus Group Report 6/30/14 6/30/14 0.00%
 Milestone: Q1Y4 Focus Group Report 9/30/14 9/30/14 0.00%
 Milestone: Q2Y4 Focus Group Report 12/31/14 12/31/14 0.00%
 Milestone: Q3Y4 Focus Group Report 3/31/15 3/31/15 0.00%
 Milestone: Q4Y4 Focus Group Report 6/30/15 6/30/15 0.00%
 Milestone: Q1Y5 Focus Group Report 9/30/15 9/30/15 0.00%
 Milestone: Q2Y5 Focus Group Report 12/31/15 12/31/15 0.00%
 Milestone: Q3Y5 Focus Group Report 3/31/16 3/31/16 0.00%
 Milestone: Q4Y5 Focus Group Report 6/30/16 6/30/16 0.00%
Develop and Conduct BoF Sessions 9/30/11 9/2/16 40.00%
 Milestone: Conduct Y1 XSEDE BoF and Report 9/30/11 9/30/11 100.00%
 Milestone: Conduct Y1 SC BoF and Report 1/2/12 8/25/16 100.00%
 Milestone: Conduct Y2 XSEDE BoF and Report 10/1/12 8/31/16 100.00%
 Milestone: Conduct Y2 SC BoF and Report 12/31/12 12/31/12 100.00%
 Milestone: Conduct Y3 XSEDE BoF and Report 9/2/16 9/2/16 0.00%
 Milestone: Conduct Y3 SC BoF and Report 9/2/16 9/2/16 0.00%
 Milestone: Conduct Y4 XSEDE BoF and Report 9/2/16 9/2/16 0.00%
 Milestone: Conduct Y4 SC BoF and Report 9/2/16 9/2/16 0.00%
 Milestone: Conduct Y5 XSEDE BoF and Report 9/2/16 9/2/16 0.00%
 Milestone: Conduct Y5 SC BoF and Report 9/2/16 9/2/16 0.00%
Conduct Usability Panels and Testing (as needed) 4/1/11 9/2/16 100.00%
User Engagement General Operations 7/1/11 9/30/16 100.00%
 Monitor tickets 7/1/11 9/2/16 100.00%







 Resolve XSEDE wide tickets 7/1/11 9/30/16 100.00%
 Bi-weekly User Engagement status meetings 7/1/11 9/2/16 100.00%
 Quarterly reporting 7/1/11 9/2/16 100.00%
XSEDE Ticket System 4/1/11 1/22/14 63.64%
 Transition existing TG ticket system to production in XSEDE 4/1/11 4/27/12 100.00%
 Milestone: Release Production Ticketing System 7/7/11 4/29/13 100.00%
 Deploy new/improved XSEDE Ticket System 7/1/11 1/22/14 55.56%
 Define requirements for ticket system 7/1/11 8/31/12 100.00%
 Evaluate candidate ticket systems 8/15/11 10/29/12 100.00%
 Milestone: Select new/improved ticket system 10/3/11 8/31/12 100.00%
 Develop and deploy new/improved ticket system 10/3/11 1/28/13 100.00%
 Milestone: Release new/improved ticket system 4/2/12 1/22/14 100.00%
 Integrate new/improved ticket system with CRM 4/2/12 6/29/12 0.00%
 Milestone: Release Integrated CRM interface 6/29/12 6/29/12 0.00%
 Integrate new/improved ticket system with XSEDE User Portal 4/2/12 6/29/12 0.00%
 Milestone: Release Integrated XUP interface 6/29/12 6/29/12 0.00%
Consulting Policies 10/3/11 5/31/16 25.00%
 Create consulting policies, procedures, and support guide 10/3/11 5/31/16 50.00%
 Milestone: Deploy consulting policies, procedures, and support guide 1/30/14 1/30/14 0.00%
Contact PI at allocation start 7/15/11 11/17/17 28.57%
Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period 7/15/11 11/17/17 100.00%








 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
1
7/15/11 1/30/14 100.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
2
10/17/11 1/30/14 100.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
3
1/16/12 1/30/14 100.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
4
4/16/12 4/28/15 100.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
5
4/29/15 4/29/15 100.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
6
9/1/15 9/1/15 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
7
9/1/15 9/1/15 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
8
10/29/15 10/29/15 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
9
10/29/15 10/29/15 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
10
1/29/16 1/29/16 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
11
6/30/16 6/30/16 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
12
4/29/16 4/29/16 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
13
4/29/16 4/29/16 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
14
10/15/14 10/15/14 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
15
1/15/15 1/15/15 0.00%








 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
16
4/15/15 4/15/15 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
17
7/15/15 7/15/15 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
18
10/15/15 10/15/15 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
19
1/15/16 1/15/16 0.00%
 Contact "new"/"renewal" PIs at the beginning of each XRAC allocation period
20
4/15/16 4/15/16 0.00%
Contact "startup" PIs each month 7/15/11 9/2/16 35.00%
 1 7/15/11 9/1/16 100.00%
 2 8/15/11 9/1/16 100.00%
 3 9/15/11 9/16/11 100.00%
 4 10/17/11 9/2/16 100.00%
 5 11/15/11 9/2/16 100.00%
 6 12/15/11 9/2/16 100.00%
 7 1/16/12 9/2/16 100.00%
 8 2/15/12 9/2/16 100.00%
 9 3/15/12 9/2/16 100.00%
 10 4/16/12 9/2/16 100.00%
 11 5/15/12 9/2/16 100.00%
 12 9/2/16 9/2/16 100.00%
 13 9/2/16 9/2/16 100.00%
 14 8/15/12 8/15/12 100.00%
 15 9/17/12 9/17/12 100.00%








 16 10/15/12 10/15/12 100.00%
 17 11/15/12 11/15/12 100.00%
 18 4/29/13 4/29/13 0.00%
 19 1/15/13 1/15/13 100.00%
 20 2/15/13 2/15/13 100.00%
 21 3/15/13 3/15/13 100.00%
 22 4/15/13 4/15/13 100.00%
 23 5/15/13 5/15/13 0.00%
 24 6/17/13 6/17/13 0.00%
 25 8/25/16 8/25/16 0.00%
 26 8/31/16 8/31/16 0.00%
 27 9/16/13 9/16/13 0.00%
 28 9/2/16 9/2/16 0.00%
 29 9/2/16 9/2/16 0.00%
 30 9/2/16 9/2/16 0.00%
 31 9/2/16 9/2/16 0.00%
 32 9/2/16 9/2/16 0.00%
 33 9/2/16 9/2/16 0.00%
 34 9/2/16 9/2/16 0.00%
 35 9/2/16 9/2/16 0.00%
 36 9/2/16 9/2/16 0.00%
 37 9/2/16 9/2/16 0.00%
 38 8/15/14 8/15/14 0.00%
 39 9/15/14 9/15/14 0.00%








 40 10/15/14 10/15/14 0.00%
 41 11/17/14 11/17/14 0.00%
 42 12/15/14 12/15/14 0.00%
 43 1/15/15 1/15/15 0.00%
 44 2/16/15 2/16/15 0.00%
 45 3/16/15 3/16/15 0.00%
 46 4/15/15 4/15/15 0.00%
 47 5/15/15 5/15/15 0.00%
 48 6/15/15 6/15/15 0.00%
 49 8/25/16 8/25/16 0.00%
 50 8/31/16 8/31/16 0.00%
 51 9/15/15 9/15/15 0.00%
 52 9/2/16 9/2/16 0.00%
 53 9/2/16 9/2/16 0.00%
 54 9/2/16 9/2/16 0.00%
 55 9/2/16 9/2/16 0.00%
 56 9/2/16 9/2/16 0.00%
 57 9/2/16 9/2/16 0.00%
 58 9/2/16 9/2/16 0.00%
 59 9/2/16 9/2/16 0.00%
 60 9/2/16 9/2/16 0.00%
Interviews 7/1/13 6/30/14 0.00%
Unspent: Targeted User Surveys 7/1/13 6/30/14 0.00%
Unspent: Survey Monkey Pro Platinum Subscribtion 7/1/13 6/30/14 0.00%








Unspent: Add .5FTE to UII at TACC and relocate .5FTE in Engagement to NICS 7/1/13 6/30/14 0.00%
Unspent: Customization of RT for XSEDE 7/1/13 6/30/14 0.00%
Unspent: Microsurveys 7/1/13 6/30/14 0.00%
Allocations 1/3/11 9/2/16 22.45%
 Allocations policy in place 4/1/11 9/2/16 100.00%
 Host Quarterly Allocations Meetings Annually 9/1/11 9/2/16 31.25%
 Host Year 1 Quarterly Allocations Meetings 9/1/11 9/2/16 100.00%
 Host Year 2 Quarterly Allocations Meetings 9/2/16 9/2/16 25.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 100.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Year 3 Quarterly Allocations Meetings 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Year 4 Quarterly Allocations Meetings 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
 Host Quarterly Allocations Meeting 9/2/16 9/2/16 0.00%
Conduct How to Write a Successful Proposal Webcasts Annually 1/3/11 9/2/16 25.00%








 Conduct Year 1 How to Write a Successful Proposal Webcast 8/1/11 9/2/16 100.00%
 Conduct How to Write a Successful Proposal Webcast 8/1/11 9/2/16 100.00%
 Conduct How to Write a Successful Proposal Webcast 11/1/11 9/2/16 100.00%
 Conduct How to Write a Successful Proposal Webcast 2/1/12 9/2/16 100.00%
 Conduct How to Write a Successful Proposal Webcast 5/1/12 9/2/16 100.00%
 Conduct Year 2 How to Write a Successful Proposal Webcast 9/2/16 9/2/16 25.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 100.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct Year 3 How to Write a Successful Proposal Webcast 1/3/11 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 1/3/11 1/3/11 0.00%
 Conduct Year 4 How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%








 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct Year 5 How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
 Conduct How to Write a Successful Proposal Webcast 9/2/16 9/2/16 0.00%
New POPS Interface 2/13/12 9/2/16 0.00%
Add Tier 2 resources to allocation process 1/3/11 12/30/11 0.00%
Implement Allocation Levels and Types 1/3/11 6/28/13 0.00%
Unspent: Science Nuggets work with XSEDE ER 7/1/13 7/1/13 0.00%
Extended Collaborative Support Service (ECSS)-Projects 10/6/10 7/22/16 40.93%
Create/ test proj. mgmt. framework for ECSS work plans/reporting 7/1/11 10/28/11 100.00%
Add at least 1 external FTE to fill an identified skills gap 7/1/11 6/30/16 100.00%
Fill 1.5 Discretionary Hires (as needed) 7/2/12 6/28/13 66.66%
Host monthly symposium open to ECSS, XSEDE staff, and Users 10/3/11 6/30/16 30.00%
Conduct continuing training of ECSS Staff as needed 7/2/12 6/30/16 30.00%








Carry out adaptive and startup reviews 10/6/10 6/30/16 40.00%
 Extended Support for Research Team (ESRT) 7/1/11 7/22/16 39.29%
 Establish ESRT group 7/1/11 7/21/11 100.00%
 Milestone: Support 20 ESRT Projects Annually 7/1/11 7/22/16 40.59%
 Work w/TG AUS to transition ASTA Projs. To ESRT mgmt. 7/1/11 10/28/11 100.00%
 Milestone: All TG ASTA proj. managed as XD ESRT Projs. 10/28/11 10/28/11 100.00%
 Work with XD CMS to Generate 20 new XD ESRT projs. Annually 7/1/11 6/30/16 40.00%
 Year 1 Generate 20 new XD ESRT projects 7/1/11 6/29/12 100.00%
 Year 2 Generate 20 new XD ESRT projects 7/2/12 6/28/13 100.00%
 Year 3 Generate 25 new XD ESRT projects 7/1/13 6/30/14 0.00%
 Year 4 Generate 20 new XD ESRT projects 7/1/14 6/30/15 0.00%
 Year 5 Generate 20 new XD ESRT projects 7/1/15 6/30/16 0.00%
 20 ESRT work plans documented and actively managed annually 10/31/11 7/22/16 29.00%
 Year 1 - 20 work plans documented 10/31/11 6/29/12 100.00%
 milestone: Y1 prepare and complete Final Reports 7/2/12 7/27/12 90.00%
 Year 2 - 20 work plans documented 7/2/12 6/28/13 100.00%
 milestone: Y2 prepare and complete Final Reports 7/1/13 7/26/13 0.00%
 Year 3 - 25 work plans documented 7/1/13 6/30/14 0.00%
 milestone: Y3 prepare and complete Final Reports 7/1/14 7/25/14 0.00%
 Year 4 - 20 work plans documented 7/1/14 6/30/15 0.00%
 milestone: Y4 prepare and complete Final Reports 7/1/15 7/24/15 0.00%
 Year 5 - 20 work plans documented 7/1/15 6/30/16 0.00%








 milestone: Y5 prepare and complete Final Reports 7/1/16 7/22/16 0.00%
Organize and execute HPC workshop at IEEE E-Science conference 7/1/11 7/7/11 0.00%
Host Annual Workshop on Petascale Computing 7/1/11 7/1/15 0.00%
Conduct XRAC Meetings Adaptive Reviews 7/2/12 6/30/16 35.00%
 Novel & Innovative Projects 7/1/11 6/29/16 28.57%
 Establish NIP group 7/1/11 9/30/11 100.00%
 Milestone: Generate 20 new XSEDE+ ECS NIPs Annually 7/1/11 6/29/16 20.00%
 Year 1-work w/XD CMS,TEOS,TIS to generate 20 XD NIP projects 7/1/11 6/29/12 100.00%
 Year 2-work w/XD CMS,TEOS,TIS to generate 20 XD NIP projects 7/2/12 6/28/13 0.00%
 Year 3-work w/XD CMS,TEOS,TIS to generate 20 XD NIP projects 7/1/13 6/30/14 0.00%
 Year 4-work w/XD CMS,TEOS,TIS to generate 20 XD NIP projects 7/1/14 6/30/15 0.00%
 Year 5-work w/XD CMS,TEOS,TIS to generate 20 XD NIP projects 7/1/15 6/29/16 0.00%
 Milestone: Create ECSS Project work plans 7/1/11 12/30/11 0.00%
 Extended Collaborative Support Service - Communities 7/1/11 7/22/16 34.27%
Create/ test proj. mgmt. framework for ESCC work plans/reporting 7/1/11 10/28/11 100.00%
Add at least 1 external FTE to fill an identified skills gap 7/1/11 6/30/16 25.00%
Host monthly symposium for ECSS and XSEDE staff 10/3/11 6/30/16 30.00%
Conduct Continuing Training of ECSS Staff as needed 7/2/12 6/30/16 30.00%
Carry out adaptive and startup reviews 8/25/11 6/30/16 40.00%
 Extended Support for Community Codes (ESCC) 7/1/11 7/22/16 35.00%








 Establish ESCC group 7/1/11 8/25/11 100.00%
 Transition TG ASP proj. to ESCC management 7/1/11 10/28/11 100.00%
 Milestone:Active TG ASP proj. managed as XD ESCC proj. 10/28/11 10/28/11 100.00%
 Milestone: Support 10 ESCC Projects Annually 7/1/11 7/22/16 26.67%
 Year 1-Work w/TG CMS,TEOS,TIS to generate 10 XD ESCC proj. 7/1/11 6/29/12 100.00%
 Year 2-Work w/TG CMS,TEOS,TIS to generate 10 XD ESCC proj. 7/2/12 6/28/13 100.00%
 Year 3-Work w/TG CMS,TEOS,TIS to generate 10 XD ESCC proj. 7/1/13 6/30/14 0.00%
 Year 4-Work w/TG CMS,TEOS,TIS to generate 10 XD ESCC proj. 7/1/14 6/30/15 0.00%
 Year 5-Work w/TG CMS,TEOS,TIS to generate 10 XD ESCC proj. 7/1/15 6/30/16 0.00%
 Milestone: Create 10 ESCC work plans Annually 10/31/11 7/22/16 20.00%
 Y1 - 10 work plans documented 10/31/11 6/29/12 100.00%
 milestone: Y1 prepare and complete Final Reports 7/2/12 7/27/12 50.00%
 Y2 - 10 work plans documented 7/2/12 6/28/13 50.00%
 milestone: Y2 prepare and complete Final Reports 7/1/13 7/26/13 0.00%
 Y3 - 10 work plans documented 7/1/13 6/30/14 0.00%
 milestone: Y3 prepare and complete Final Reports 7/1/14 7/25/14 0.00%
 Y4 - 10 work plans documented 7/1/14 6/30/15 0.00%
 milestone: Y4 prepare and complete Final Reports 7/1/15 7/24/15 0.00%
 Y5 - 10 work plans documented 7/1/15 6/30/16 0.00%
 milestone: Y5 prepare and complete Final Reports 7/1/16 7/22/16 0.00%








Work with the TIS group to evaluate and recommend SI2 software projects for
inclusion in the XSEDE
7/2/12 6/30/16 0.00%
Develop documentation, sample scripts, optimized builds to cover the top
community codes in use on
7/2/12 6/30/16 0.00%
 Extended Collaborative Support Service - Science Gateways 7/1/11 7/22/16 25.50%
 Establish ESSGW group 7/1/11 6/30/16 100.00%
 Milestone: Support 10 Science Gateways Annually 7/1/11 7/22/16 16.67%
 Year 1-Work w/TG CMS,TEOS,TIS to generate 10 XD ESSGW proj. 7/1/11 6/29/12 100.00%
 Year 2-Work w/TG CMS,TEOS,TIS to generate 10 XD ESSGW proj. 7/2/12 6/28/13 70.00%
 Year 3-Work w/TG CMS,TEOS,TIS to generate 10 XD ESSGW proj. 7/1/13 6/30/14 0.00%
 Year 4-Work w/TG CMS,TEOS,TIS to generate 10 XD ESSGW proj. 7/1/14 6/30/15 0.00%
 Year 5-Work w/TG CMS,TEOS,TIS to generate 10 XD ESSGW proj. 7/1/15 6/30/16 0.00%
 Milestone: Create ESSGW work plans 10/31/11 7/22/16 8.00%
 At least 10 ESSGW work plans documented&actively managed annually 10/31/11 7/22/16 8.00%
 Y1 - 10 work plans documented 10/31/11 6/29/12 50.00%
 milestone: Y1 prepare and complete Final Reports 7/2/12 7/27/12 10.00%
 Y2 - 10 work plans documented 7/2/12 6/28/13 20.00%
 milestone: Y2 prepare and complete Final Reports 7/1/13 7/26/13 0.00%
 Y3 - 10 work plans documented 7/1/13 6/30/14 0.00%








 milestone: Y3 prepare and complete Final Reports 7/1/14 7/25/14 0.00%
 Y4 - 10 work plans documented 7/1/14 6/30/15 0.00%
 milestone: Y4 prepare and complete Final Reports 7/1/15 7/24/15 0.00%
 Y5 - 10 work plans documented 7/1/15 6/30/16 0.00%
 milestone: Y5 prepare and complete Final Reports 7/1/16 7/22/16 0.00%
 Gateway Outreach: Constantly reach out to new potential gateways
independently and in collaboratio
7/1/11 6/30/16 20.00%
 XSEDE Requirements: Work with Gateway community in analyzing the XSEDE
architecture requirements
7/1/11 6/30/16 20.00%
 XSEDE Architecture Test Cases: Provide Test Cases to SD&I teams in nature of
tests to evaluate sca
7/1/11 6/30/16 20.00%
 Extended Support for Training Education and Outreach (ESTEO) 7/1/11 6/30/16 45.00%
 Establish ESTEO group 7/1/11 8/25/11 100.00%
 Milestone: Contribute content for TEO modules 7/1/11 10/28/11 100.00%
 Milestone: 50 ESTEO projects/activities supported Annually 7/1/11 6/30/16 30.00%
Year 1-work w/XD CMS, TEOS, TIS to generate 50 XD ESTEO
projects/activities
7/1/11 6/29/12 100.00%
 Year 2- work w/XD CMS, TEOS, TIS to generate 50 XD ESTEO
projects/activities
7/2/12 6/28/13 50.00%
 Year 3 - work w/XD CMS, TEOS, TIS to generate 50 XD ESTEO
projects/activities
7/1/13 6/30/14 0.00%
 Year 4 - work w/XD CMS, TEOS, TIS to generate 50 XD ESTEO
projects/activities
7/1/14 6/30/15 0.00%








 Year 5 - work w/XD CMS, TEOS, TIS to generate 50 XD ESTEO
projects/activities
7/1/15 6/30/16 0.00%
Test and Document initial work assignments for UCB CS class using XSEDE
resouces
7/2/12 6/28/13 0.00%
Arrange ECSS Internal Training Seminars Annually 7/2/12 6/30/16 0.00%
Education and Outreach 4/4/11 6/30/14 52.51%
Education 7/1/11 6/30/14 50.00%
Milestone: 2 HPC Graduate level summer schools annually 7/1/11 6/30/14 43.75%
Milestone: 2 HPC Graduate level summer schools annually 7/1/11 10/3/11 100.00%
Milestone: 2 HPC Graduate level summer schools annually 7/2/12 7/1/13 75.00%
Milestone:provide parallel computing bootcamp 7/1/13 6/30/14 0.00%
Milestone:Develop and share two parallel computing courses 7/1/13 6/30/14 0.00%
Milestone: 5 summer workshops annually 7/1/11 6/30/14 66.67%
Milestone: 5 summer workshops annually 7/1/11 10/3/11 100.00%
Milestone: 5 summer workshops annually 7/2/12 7/1/13 100.00%
Milestone:Faculty workshops with 100 faculty contact hours annually 7/1/13 6/30/14 0.00%
Milestone: Add certificate programs at specific universities 7/1/11 6/30/14 66.67%
Milestone: ID univ to work with to dev vert pgm 7/1/11 12/30/11 100.00%
Milestone:Add cert and/or deg pgm @ univ and cont to ID univs for cert pgm 7/2/12 7/1/13 100.00%
Milestone: Add certificate program and specific universities 7/1/13 6/30/14 0.00%
Milestone: Provide online educational services 7/1/11 6/30/14 58.33%
Milestone: Provide online educational services 7/1/11 10/3/11 100.00%







Milestone: Provide online educational services 7/2/12 6/28/13 75.00%
Milestone: Provide online educational services 7/1/13 6/30/14 0.00%
Campus Visits 7/1/13 6/30/14 0.00%
Milestone: Make 8 campus visits promoting XSEDE education services 7/1/13 6/30/14 0.00%
HPC University 7/1/13 6/30/14 0.00%
Assist with development of HPC University site 7/1/13 6/30/14 0.00%
Outreach 6/1/11 6/30/14 60.48%
Underrepresented Engagement 7/1/11 6/30/14 58.33%
Milestone: 10 campus visits (SURA) 7/1/11 6/30/14 58.33%
Milestone: 10 campus visits (SURA) 7/1/11 10/3/11 100.00%
Milestone: 10 campus visits (SURA) 7/2/12 6/28/13 75.00%
Milestone: 10 campus visits (SURA) 7/1/13 6/30/14 0.00%
Milestone: Engage 40 underrepresented individuals (Rice) 7/1/11 6/30/14 58.33%
Milestone: Engage 40 underrepresented individuals (Rice) 7/1/11 10/3/11 100.00%
Milestone: Engage 40 underrepresented individuals (Rice) 7/2/12 6/28/13 75.00%
Milestone: Engage 40 underrepresented individuals (Rice) 7/1/13 6/30/14 0.00%
Milestone: Create Faculty Council with 20 minority faculty (Rice) 7/1/11 6/30/14 58.33%
Milestone: Create Faculty Council with 20 minority faculty (Rice) 7/1/11 12/30/11 100.00%








Milestone: Create Faculty Council with 20 minority faculty (Rice) 7/2/12 7/1/13 75.00%
Milestone: Create Faculty Council with 20 minority faculty (Rice) 7/1/13 6/30/14 0.00%
Speakers' Bureau 7/1/11 6/30/14 58.33%
Milestone: 10 National/Regional presentations 7/1/11 6/30/14 58.33%
Milestone: 10 National/Regional presentations 7/1/11 10/3/11 100.00%
Milestone: 10 National/Regional presentations 7/2/12 6/28/13 75.00%
Milestone: 10 National/Regional presentations 7/1/13 6/30/14 0.00%
Student Engagement 7/1/11 6/30/14 40.00%
Milestone: Recruit 20 students for training/mentoring/internship 7/1/11 6/30/14 40.00%
Milestone: Recruit 20 students for training/mentoring/internship 7/1/11 10/3/11 100.00%
Milestone: Recruit 20 students for training/mentoring/internship 7/2/12 6/28/13 20.00%
Milestone: Recruit 20 students for training/mentoring/internship 7/1/13 6/30/14 0.00%
Campus Champions 7/1/11 6/30/14 75.00%
Milestone: Increase impact in Campus Champions program 7/1/11 6/30/14 75.00%
Milestone: Increase membership in Campus Champions program 7/1/11 10/3/11 100.00%
Milestone: Increase impact in Campus Champions program 7/2/12 6/28/13 50.00%








Milestone: Increase impact in Campus Champions program 7/1/13 6/30/14 75.00%
XSEDE Annual Conference 6/1/11 6/30/14 75.00%
XSEDE 12 6/1/11 10/3/11 100.00%
XSEDE 13 7/2/12 6/28/13 50.00%
XSEDE 14 7/1/13 6/30/14 75.00%
Community Requirements 4/4/11 6/30/14 64.29%
TEOS Advisory Committee 4/4/11 6/30/14 75.00%
Semi-Annual consultation with TEOS Advisory Group 4/4/11 11/16/11 100.00%
TEOS Advisory Committee 7/2/12 6/28/13 50.00%
TEOS Advisory Committee 7/1/13 6/30/14 75.00%
Collect Community Requirements 4/4/11 6/30/14 75.00%
Annual collection and analysis of community needs and requirements 4/4/11 11/16/11 100.00%
Collect Community Requirements 7/2/12 6/28/13 50.00%
Collect Community Requirements 7/1/13 6/30/14 75.00%
TEOS Managers Strategic Planning Retreat 7/1/13 6/30/14 0.00%
TEOS Managers Strategic Planning Retreat 7/1/13 6/30/14 0.00%
Infratructure 4/4/11 6/30/14 57.14%
Curation of TEOS information on public web and XSEDE portal 4/4/11 6/30/14 100.00%
E&O Curation 7/2/12 6/28/13 75.00%
E&O Infrastructure 7/2/12 6/30/14 62.50%
E&O Infrastructure 7/2/12 6/28/13 50.00%
Manage E&O Infrastructure Activity 7/1/13 6/30/14 75.00%








Contribute to HPC University web site 7/1/13 6/30/14 0.00%
Contribute to HPC University web site 7/1/13 6/30/14 0.00%
Unspent funds: Additional effort to enhance E&O Blog and HPCU interaction 7/1/13 6/30/14 0.00%
Unspent funds: Additional effort to enhance E&O Blog and HPCU interaction 7/1/13 6/30/14 0.00%
Campus Bridging 4/4/11 6/30/14 40.96%
Lead Campus Bridging Effort 4/4/11 6/30/14 60.00%
Communications 4/4/11 6/30/14 33.33%
Ongoing: Share information with campuses interested in campus bridging 4/4/11 10/3/11 100.00%
Communicate ouside XSEDE (with constituents) regarding campus
bridging
7/1/13 6/30/14 0.00%
Communicate within XSEDE regarding camput bridgingg 7/1/13 6/30/14 0.00%
Manage Campus Briding Effort 7/2/12 6/30/14 50.00%
Lead Campus Bridging Effort 7/2/12 6/28/13 100.00%
Manage Campus Briding Effort 7/1/13 6/30/14 0.00%
Campus Bridging Travel to Pilot Program Sites(Task replaced 1/23/13) 7/2/12 6/28/13 100.00%
Pilot program, software packaging, documentation and suppport (Task
replaced 1/23/13)
7/2/12 6/28/13 100.00%
Rocks Roll test cluster 10GbE at Cornell(Task replaced 1/23/13) 7/2/12 6/28/13 100.00%
Rocks Roll test cluster Infiniband at IU(Task Replaced 1/23/13) 7/2/12 6/28/13 100.00%
Distribute Rocks Rolls of basic cluster tools 7/1/13 6/30/14 0.00%








Pilot program 2/1/12 4/30/13 55.64%
Pilot site preparatory meetings 2/1/12 12/31/12 100.00%
Operations deployment plan for beta grid 7/2/12 12/28/12 100.00%
XSEDE beta grid in place 8/1/12 3/29/13 80.06%
XSEDE GFFS Container Software installed at SP's 1/1/13 3/29/13 19.76%
XSEDE GFFS Software installers ready for pilot sites 12/3/12 2/1/13 75.07%
Pilot sites using GFFS Software 1/1/13 3/28/13 19.96%
Pilot metrics and case studies created 2/1/13 4/30/13 50.30%
Evaluation discussions with pilots 2/1/13 4/30/13 0.00%
Software packaging program 12/3/12 6/30/14 7.60%
Software package list 12/3/12 2/28/13 50.29%
Rocks roll for XSEDE-like cluster 1/1/13 2/28/13 10.47%
Rocks testing by Operations 3/1/13 5/31/13 0.00%
Cobbler/Puppet configuration scripts/recipes 2/1/13 4/30/13 0.00%
RPMs for XSEDE software packages 3/1/13 3/29/13 0.00%
RPM testing by Operations 4/1/13 6/28/13 0.00%
Software distribution site & channels 3/1/13 3/29/13 0.00%
Distribute relocatable RPMs with XSWEDE integration tools 7/1/13 6/30/14 0.00%
Participate in evaluation of XSEDE campus bridging activities 7/1/13 6/30/14 0.00%
Participate in evaluation of XSEDE campus bridging activities 7/1/13 6/30/14 0.00%
External Evaluation 4/4/11 6/30/14 75.00%
External Evaluator Quarterly Reports 4/4/11 10/3/11 100.00%
External Evaluation 7/2/12 6/28/13 50.00%








External Evaluation 7/1/13 6/30/14 75.00%
Technology Investigation Service 6/1/12 12/30/15 69.60%
Technology Identification 7/2/12 6/30/14 74.33%
Plan and Execute TIS Merge 8/20/12 9/28/12 100.00%
Create QA/Testing/backup plan 7/2/12 7/3/12 100.00%
Identify ER content coordinator for new TIS site 7/2/12 7/3/12 100.00%
Market TIS to Technologies 7/2/12 6/28/13 100.00%
Market TIS to user 7/2/12 6/28/13 100.00%
Plan for increased access to TIS - ex. In common Authentication 4/1/13 8/5/13 25.00%
Enable users to add comments to technologies - such as likes and feedbacks 8/28/12 12/31/12 15.00%
Enable evaluators to enter evaluations for multiple pieces of a single technology 7/2/12 9/21/12 100.00%
Plan for future release iterations of XTED based on requirements 7/2/12 6/28/13 75.00%
Improved technology user interface to make it easier and more intuitive to add
technologies
7/2/12 9/21/12 100.00%
Reduced the amount of required information to enter technologies, and enable
users to become managers of entered technologies
7/2/12 9/21/12 100.00%
PY4 - Expand XTED content by outreaching to a larger community 1/1/13 6/28/13 100.00%
PY4 - Enable consumption of additional content from existing technology
repositories
7/1/13 6/30/14 0.00%
PY4 - Create the ability for XSEDE staff mini reviews 7/1/13 6/30/14 0.00%
PY4 - Enable statistic tracking and monitoring metrics for XTED 7/1/13 6/30/14 100.00%
Technology Evaluation 6/1/12 12/30/15 68.09%
Receive the requirements from other Level 3s. 10/1/12 9/27/13 100.00%
Providing evaluation results to the XSEDE Level 3 implementers. 4/1/13 7/18/14 100.00%
Make data available to other XSEDE Level 3s about the evaluation process, data
collection and report
10/1/13 9/29/14 100.00%








Maintain/update system access accounts to XSEDE RP systems for TEP members 1/1/14 12/30/14 100.00%
PY4-Receive evluation requests/requirements form other XSEDE areas 7/1/13 6/30/14 25.00%
PY4 - Provide evaluation results, methodologies, and documentation to other
XSEDE areas
7/1/13 6/30/14 25.00%
PY4 - Maintain test hardware and team member access to XSEDE/TIS resources 7/1/13 6/30/14 25.00%
Maintain Test hardware 7/21/14 9/29/15 100.00%
Update XTED as appropriate 1/1/15 12/30/15 100.00%
Accomplish multiple evaluations annually 6/1/12 11/11/15 60.23%










Evaluation 11: Bittorrent Sync - start 7/2/12 8/2/12 100.00%
7/2/12 8/2/12 50.00%
7/2/12 8/2/12 100.00%









PY4 - Evalaution PY4-1 - OpenStack 7/2/12 9/30/13 25.00%
PY4 - Evaluation PY4-2 - SEC 7/2/12 9/30/13 10.00%
PY4 - Evaluation PY4-3 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-4 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-5 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-6 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-7 7/2/12 7/2/12 0.00%
PY4 - Evaluation PY4-8 7/2/12 7/2/12 0.00%
Verify the evaluation process annually 7/2/12 4/8/13 100.00%
Assist in updating the process to identify User Requirements and the next item for
evaluation
7/23/12 7/19/13 100.00%
Maintain/update the TEP portion of the XSEDE wiki 7/23/12 7/19/13 100.00%
Documentation 7/23/12 4/12/13 100.00%
Create an evaluation process for hardware 4/1/13 5/24/13 0.00%
Create a training package for new TEP members to orient them on the TEP
process
10/15/12 11/15/12 100.00%
Train new members with the training package 7/2/12 7/11/12 100.00%
PY4 - Train new members as necessary 7/1/13 7/1/13 0.00%
PY4 - Assist in defining the process to identify the next candidate 7/2/12 7/2/12 0.00%
Virtual Machines 4/1/13 4/19/13 0.00%
Create images that closely mirrors XSEDE SP systems 4/1/13 4/19/13 0.00%




Project (Gantt Bar Styles)
Default
Completed Scheduled Baseline 1
Task (Gantt Bar Styles)
Default







Buffer Incursion 0% - 25%
Buffer Incursion
Buffer Incursion 25% - 75%
Buffer Incursion






















High Impact Risks:   34
High Probability Risks:   18
High Risk-Level:   9
Key Risks:   3
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Deployed software
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E Metrics 
To demonstrate its success and help focus management attention on areas in need of improvement, XSEDE 
monitors a wide range of metrics in support of different aspects of “success” for the program. The metrics 
presented in the quarterly reports provide a view into XSEDE’s user community, including its success at 
expanding that community, the projects and allocations through which XSEDE manages access to resources, and 
the use of the resources by those projects (§E.1). In addition, XSEDE has identified metrics describing the 
program’s success at delivering centralized services to this community, including operations, user support, 
advanced user support, and education and outreach activities (§E.2). Together, these metrics provide perspectives 
on how XSEDE works to ensure that the XSEDE-associated services and resources deliver science impact for the 
science and engineering research community. 
E.1 XSEDE Resource and Service Usage Metrics 
Table 7 highlights a few key XSEDE measures that summarize the user community, the projects and allocations, 
and resource utilization for Q3 2013. Expanded information and five-year historical trends are shown in three 
corresponding subsections. 
In Q3 2013, the XSEDE user community continued to grow, with 7,986 open user accounts, including 2,361 
individuals charging jobs. XSEDE added 1,160 new users to its ranks and 30 fields of science report use. More 
details are in §E.1.1. 
Project and allocation activity 
remained strong, with XSEDE re-
sources requested at 270% of what 
was available. The quality of requests 
was also strong, with XRAC recom-
mending support for 133% of the 
available resources. During the 
quarter, the number of active projects 
climbed to 1,167. More details are in 
§E.1.2. 
XSEDE computing resources dropped 
to 6.56 Pflops (peak) at the end of the 
quarter with the retirement of Purdue’s 
Steele and Condor systems. The 
central accounting system showed 12 
resources reporting activity, and 
together they delivered 25.9 billion 
NUs of computing. This represents an 
increase of approximately 4% over the 
previous quarter. At the same time, 
XSEDE users experienced slightly 
longer wait times, on average, 
according to several metrics, likely 
due to increased use of Stampede. 
More details are in §E.1.3. 
E.1.1 User community metrics 
Figure 7shows the five-year trend in 
the XSEDE user community, 
including open user accounts, total 
Table 7. Quarterly activity summary 
User Community Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Open user accounts 6,464 7,042 7,380 7,896 
Active individuals 2,229 2,342 2,496 2,361 
Gateway users 1,629 1,528 1,858 1,823 
New user accounts 644 1,339 894 1,160 
Active fields of science 31 32 28 30 
Active institutions 331 364 389 385 
Projects and Allocations     
NUs available at XRAC 31.142B 32.781B 32.803B 28.618B 
NUs requested at XRAC 71.429B 57.454B 66.981B 77.311B 
NUs recommended by XRAC 37.963B 26.305B 33.032B 38.120B 
NUs awarded at XRAC 29.820B 26.305B 31.115B 28.219B 
Open projects 1,606 1,240 1,727 1,796 
Active projects 1,014 1,096 1,125 1,167 
Active gateways 15 15 14 17 
New projects 201 224 286 289 
Closed projects 229 280 246 249 
Resources and Usage     
Resources open (all types) 24 18 25 25 
Total peak petaflops 3.39 6.77 6.77 6.56 
Resources reporting use 13 13 12 12 
Jobs reported 1.62M 1.63M 1.77M 1.24M 
NUs delivered 17.4B 23.0B 24.8B 25.9B 
Avg wtd run time (hrs) 23.4 19.4 19.9 19.6 
Avg wtd wait time (hrs) 30.1 23.8 11.4 16.8 
Avg wtd slow down 3.6 2.9 2.3 2.6 
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active XSEDE users, active individual accounts, active gateway users, the number of new accounts, and the total 
number of unvetted user accounts (i.e., portal-only accounts) at the end of each quarter. Unvetted user accounts 
can be used for training course registration and other functions. The quarter saw a record level of 7,896 open 
accounts and a near-record 1,160 new users, showing continued strong growth in the XSEDE user community. 
Figure 8 shows the activity on XSEDE resources according to field of science, including the relative fraction of 
PIs, open accounts, active users, allocations, and NUs used according to discipline. For consistency across 
quarters, we show the nine fields of science that typically consume ~2% or more of delivered NUs per quarter. PIs 
and users are counted more than once if they are associated with projects in different fields of science. The 
quarterly data show that the percentages of PIs and accounts associated with the “other” disciplines represent 
more than 30% of all PIs, 40% of user accounts, and 25% of active users. Collectively the “other” fields of 
science represent 8% of total quarterly usage, led by activity in ocean sciences (1.5%) and electrical and 
communications systems (1.2%). 
Figure 9 shows the number of publications, conference papers, and presentations reported by XSEDE users each 
quarter, including the 1,006 reported by 114 projects in Q3; Appendix F lists these publications according to 
allocated project. 
 
Figure 7. XSEDE user census, excluding XSEDE staff. 
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Figure 8. Quarterly XSEDE user, allocation, and usage summary by field of science, in order by usage, excluding staff 
projects. Note: PIs and users may appear under more than one field of science. 
 
Figure 9. Publications, conference papers, and presentations reported by XSEDE users 
Table 8 and Table 9 highlight aspects of the broader impact of XSEDE. The former shows that graduate students, 
post-doctoral researchers, and undergraduates make up 65% of the XSEDE user base. The latter table shows 
XSEDE’s reach into targeted institutional communities. Institutions with Campus Champions represent a large 
portion of XSEDE’s usage because this table shows all users at Campus Champion institutions, not just those on 
the champion’s project. The table also shows XSEDE’s reach into EPSCoR states, the MSI community, and 
internationally.  
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Table 8. End of quarter XSEDE open user accounts by type, excluding XSEDE staff. 
Category Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Graduate Student 2,555 2,848 2,961 3,216 
Faculty 1,322 1,384 1,436 1,538 
Postdoctorate 1,002 1,028 1,089 1,178 
Undergraduate Student 627 721 757 702 
University Research Staff (excluding postdocs) 492 528 565 599 
High school 13 23 29 40 
Others 453 510 543 623 
TOTALS 6,464 7,042 7,380 7,896 
Table 9. Active institutions in selected categories. Institutions may be in more than one category. 
Category  Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Campus  
Champions 
Sites 65 71 75 83 
Users 876 888 1,017 1,041 
% total NUs 34% 39% 38% 38% 
EPSCoR  
states 
Sites 61 62 59 60 
Users 321 303 347 311 
% total NUs 17% 10% 15% 15% 
MSIs Sites 15 15 14 14 
Users 38 48 36 38 
% total NUs 0.4% 0.7% 0.5% 0.4% 
International Sites 36 53 75 58 
Users 61 90 98 85 
% total NUs 4% 2% 3% 2% 
Total Sites 331 364 389 385 
Users 2,229 2,342 2,496 2,361 
E.1.2 Project and allocation metrics 
Figure 10 shows the five-year trend for requests and awards at XSEDE quarterly allocation meetings. The figure 
shows the continued strong demand even with the increase in available resources due to the TACC Stampede 
system. NUs requested were 270% of NUs available, and the XRAC recommendations were 133% of the NUs 
available. XSEDE awarded fewer NUs than recommended due to lack of available resources. Table 10 presents a 
summary of overall project activity.  
Table 11 shows projects and activity in key project categories as reflected in allocation board type, including the 
number of open and active user accounts with each type of project. Note that Science Gateways may appear under 
any board, and users may be associated with more than one project.) The quarter saw a new high of 1,796 open 




Table 12 shows detailed information about allocations activity for the various request types available for the 
different classes of projects. XSEDE had 189 Research (XRAC) requests, of the which 153 (81%) received 
awards, including 58 new projects. There were also 208 Startup requests, of which 182 (88%) received awards; 26 
Education requests with 19 awards; and 40 Campus Champion requests with 40 awards. 
As a special class of projects, science gateway activity is detailed in Figure 11, showing continued high levels of 
usage and users from these projects. Table 13 shows gateway activity supported by specific XSEDE resources.  
 
Figure 10. Allocation meeting history, showing NUs requested, awarded, available, and recommended.  
Since September 2008, all meetings have considered any request that exceeded “small” limits. 
Table 10. Project summary metrics 
Project metric Q4 2012 Q1 2013 Q2 2013 Q3 2013 
XRAC requests 188 146 174 185 
XRAC request success 89% 84% 76% 80% 
XRAC new awards 38% 38% 41% 39% 
Startup requests 142 211 220 208 
Startup request success 78% 77% 82% 88% 
Projects open 1,606 1,240 1,727 1,796 
Projects new 201 224 286 289 
Projects active 1,014 1,096 1,125 1,167 
Projects closed 229 280 246 249 
Resource diversity (wtd) 1.4 (2.0) 1.6 (2.2) 1.4 (1.9) 1.3 (2.1) 
SP diversity (wtd) 1.3 (1.6) 1.3 (1.6) 1.2 (1.6) 1.2 (1.8) 
Table 11. Project activity by allocation board type. 
Board Open projects Open users Active projects Active users NUs 
XRAC 675 4,548 588 1,649 24,853,870,385 
Startup 891 2,014 464 600 811,546,306 
Campus Champions 122 768 51 112 125,394,236 
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Educational 78 2,270 48 266 60,522,873 
Staff 26 545 16 88 39,339,375 
Software Testbeds 4 9 0 0 0 








# Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd 
New 80 299,425,986 61 97,428,476 197 23,095,261 174 18,320,303 
Prog. Report 1 700,000 1 301,000 n/a n/a n/a n/a 
Renewal 108 665,550,219 91 251,073,278 11 1,015,036 8 773,014 
Advance 48 62,948,041 41 34,320,154 n/a n/a n/a n/a 
Justification 0 0 0 0 0 0 0 0 
Supplemental 42 48,290,650 29 15,199,069 21 1,588,016 16 898,001 
Transfer 69 24,840,561 60 14,300,373 49 4,692,572 36 2,725,607 
Extension 66 n/a 54 n/a 50 n/a 40 n/a 
 
Education Campus Champions 
 
# Req SUs Req # Awd SUs Awd # Req SUs Req # Awd SUs Awd 
New 20 4,006,552 13 996,000 17 7,788,140 17 7,497,003 
Prog. Report n/a n/a n/a n/a n/a n/a n/a n/a 
Renewal 6 432,000 6 412,000 23 9,688,267 23 8,647,006 
Advance n/a n/a n/a n/a n/a n/a n/a n/a 
Justification 0 0 0 0 0 0 0 0 
Supplemental 2 160,000 2 160,000 6 485,000 6 460,000 
Transfer 3 112,179 2 90,000 0 0 0 0 
Extension 3 n/a 3 n/a 1 n/a 0 n/a 
 
Figure 11. Quarterly gateway usage (NUs), jobs submitted, users (reported by ECSS),  
registered gateways, and active gateways. 
Table 13. Gateway activity by resource. 
Resource Gateways Jobs NUs 
SDSC Trestles 8 21,413 165,916,747 
TACC Stampede 7 8,121 153,148,601 
SDSC Gordon 3 6,335 134,667,354 
NICS Kraken 4 2,304 37,554,878 
TACC Lonestar4 3 537 32,817,274 
PSC Blacklight 2 200 2,033,986 
Purdue Steele 2 725 202,236 
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E.1.3 Resource and usage metrics 
In Q3, SP systems delivered 25.9 billion NUs, an increase of about 4% from the previous quarter, and 44% more 
NUs than the year-ago quarter. Table 14 breaks out the resource activity according to different resource types. 
Figure 12 shows the total NUs delivered by XSEDE computing systems, as reported to the central accounting 
system over the past five years. 
Figure 13 presents a perspective of the capacity and capability use of XSEDE resources by project. The figure 
shows the cumulative percentage of projects and resource usage according to each project’s largest reported job 
size (in cores). The point at which the proverbial 80/20 rule holds precisely is at 73/27; that is the 73% of projects 
whose largest jobs were between 512 and 1,024 cores consumed only 27% of the delivered NUs, while the 
remaining 27% of projects, whose largest jobs were all of larger sizes, consumed the remaining 73% of delivered 
NUs. 
Table 14. Resource activity, by type of resource, excluding staff projects.  
Note: A user will be counted for each type of resource used. 
Resource type Resources Jobs Users NUs 
High-performance computing 6 1,070,997 1,988 23,239,659,437 
Data-intensive computing 2 119,552 486 2,449,353,525 
High-throughput computing 2 41,588 18 130,331,282 
Visualization system 2 8,355 85 31,989,561 
Totals 12 1,240,492 2,577 25,851,333,805 
 
Figure 12. Total XSEDE resource usage in NUs. 
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Figure 13. Cumulative distribution of projects, jobs, and usage according to project’s maximum job size, in cores (excluding 
staff projects). Vertical line (black) shows 73% of projects use fewer than 1,024 cores and consume 27% of XSEDE NUs; the 
other 27% of projects run some larger jobs and consume 73% of NUs. 
Finally, Table 15 presents some summary metrics to reflect aggregate “usage satisfaction,” including the average 
run time, wait time, response time (run + wait), and slow down (or expansion factor). These values are presented 
as unweighted averages, which show the impact of small jobs, and as averages weighted by each job’s portion of 
the workload (in core-hours), which show responsiveness to the jobs responsible for most of the delivered NUs. 
Notably for Q3, while the “average” job is only 2 hours long, the average weighted job is nearly 20 hours long, 
and all the weighted usage satisfaction metrics showed slight increases. The weighted average for slow down 
(2.6) eliminates the skew in the job slow down attributed to small jobs and shows a much more realistic average 
perceived slowdown for the work delivered. 
XSEDE provides central monitoring of GRAM5 job submission activity at XSEDE SP sites (Figure 14). GRAM 
has been deprecated in favor of GRAM5, and thus we are no longer reporting pre-GRAM5 jobs separately.  
Table 15. Usage satisfaction metrics, for HPC and data-intensive computing resources only, 
excluding staff projects. 
  Job attribute Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Unweighted  
average 
Run time (hrs) 2.0 2.0 2.0 2.0 
Wait time (hrs) 4.4 3.1 3.6 4.0 
Response time (hrs) 7.6 5.9 6.4 6.8 
Slow down 334.0 562.2 491.9 320.3 
Weighted 
average 
Wtd run time (hrs) 23.4 19.4 19.9 19.6 
Wtd wait time (hrs) 30.1 23.8 11.4 16.8 
Wtd response time (hrs) 53.5 43.1 31.4 36.4 
Wtd slow down 3.6 2.9 2.3 2.6 
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Figure 14. GRAM5 jobs by site 07-01-2013 to 010-01-2013 
E.2 XSEDE Program Metrics 
E.2.1 Project Office (WBS 1.1) 
1.1.4 External Relations 
The XSEDE External Relations team reported the following media hits for the quarter.  
Table 16. XSEDE media hits. 
Date Source Headline Category Notes 
7/4/13 HPCWire 2014 Pennsylvania State Budget Includes $500,000 
for Pittsburgh Supercomputing Center 
XSEDE   
7/10/13 HPCWire Annual XSEDE Conference Set for July 22-25 XSEDE   
7/12/13 Science 2.0 Big Data: Bigger Is Not Necessarily Better  XSEDE, 
NCSA 
written by Aaron 
Dubrow 
7/13/13 Phys.org Supercomputers help microfluidics researchers make 
waves at the microscopic level  
XSEDE UI labs comparing 
to grant for BW 
7/22/13 FCW Tech Wave: Next year's models XSEDE   
7/23/13 HPCwire OSC Engineers Devise Web Interface for High 
Performance Computing 
XSEDE   
7/26/13 InsideHPC OSC OnDemand Provides Easy Web Access to HPC 
Resources 
XSEDE13   
7/29/13 HPCwire 4th Annual International Summer School on HPC 
Challenges in Computational Sciences Recap”  
XSEDE Summer School 
8/2/13 HPCwire XSEDE Keynote: Democratizing Scientific Research  XSEDE13   





8/6/13 HPCwire Accelerating Brain Research with Supercomputers  XSEDE13   
8/8/13 HPCwire Research Described at XSEDE13 Promises Fast 
Analysis of Markets 
XSEDE13   
8/12/13 HPCwire Gateways for Open Science XSEDE13   
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Date Source Headline Category Notes 
8/12/13 HPCwire Turbulence Simulations Help Make Movie Magic  XSEDE13   
8/14/13 InsideHPC Podcast: Rob Farber on Parallel Programming 
Summer School  
XSEDE Summer School 
8/15/13 HPCwire Programming Competition Allows Students to "Geek 
Out" and Gain Crucial Skillsets 
XSEDE13   








8/19/13 Low Latency Researchers Harness Supercomputers for Game 
Changing Financial Markets Analysis  
XSEDE13   
8/19/13 BioNews Texas UT Austin's TACC Supercomputers Help Michigan 
State University Researchers Understand How DNA 
Repair Helps Prevent Cancer 
XSEDE   
8/19/13 RedOrbit How DNA Repair Helps Prevent Cancer XSEDE   
8/19/13 BioScience Tech How DNA Repair Helps Prevent Cancer XSEDE   
8/20/13 Science A Cloudburst of Computing Power XSEDE   
8/22/13 Fierce Health IT U.S. cyber infrastructure can handle big data 
challenges of genomics research 
XSEDE   
8/23/13 HPCwire NCGAS Makes HPC a Mainstay Tool for Biologists  XSEDE13   
8/23/13 ARTCA blog New Collaborations at the Center of PASI 2013 NCSA/ 
XSEDE 
  
8/28/13 Scientific Computing World Taking Cues from Nature to Develop Better Biofuel 
Catalysts 
XSEDE   
8/28/13 iSGTW An Autobahn for XSEDE users XSEDE   
9/1/13 Ethanol Producer Magazine ALCF scientists look to nature to develop biofuel 
catalysts 
XSEDE   
9/5/13 HPCwire XSEDE Network Hops 10x with Internet2 Thrusters XSEDE Internet2 
9/5/13 Science World Report Scientific Supercomputer Network XSEDE 
Accelerated by Internet2 Upgrade 
XSEDE Internet2 
9/6/13 HPCwire Cornell to Host Stampede Parallel Computing 
Workshops  
XSEDE   
9/16/13 GeoCommunity Spatial News Open Source Geospatial Lab Established at CAGIS, 
University of North Carolina at Charlotte  
XSEDE   
9/18/13 iSGTW Extreme scale video image retrieval and research  NCSA/ 
XSEDE 
  
9/19/13 Rutgers Today Research Could Lead to Advances in Treatments for 
Neurological Disorders and Thyroid Diseases 
XSEDE   
9/20/13 MedicalXpress Research could lead to advances in treatment for 
neurological disorders, thyroid cancer  
XSEDE   
9/23/13 HPCwire LSU Researchers Receive $4 Million NSF Grant for 
Supercomputing Cluster 
XSEDE   
9/24/13 HPCwire Convey Computer Launches Hybrid-Core 
Memcached Appliance  
XSEDE Passing mention 
with bio on SDSC 
9/26/13 HPCwire The Great Lakes Consortium for Petascale 




9/26/13 HPCwire XSEDE Launches Campus Bridging Initiative  XSEDE   
9/27/13 InsideHPC XSEDE Using ROCKS to Help Ease Access to 
Campus Clusters 
XSEDE   
9/27/13 HPCwire XSEDE, NSF Release Cloud Survey Report  XSEDE   
 
E.2.2 Operations (WBS 1.2) 
1.2.1 Security 
The XSEDE security team uses the metrics in Table 17 for tracking security incidents and response. Details on 
any incidents are provided in the main body of the report.  
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Table 17. XSEDE security metrics and incident response 
 Q4 2012 Q1 2013 Q2 2013 Q3 2013 
XSEDE-wide notice of vulnerability 0 1 0 0 
Compromised user accounts 0 0 0 0 
Other incident response 0 0 0 0 
Critical rollout of vulnerability patches 0 0 0 0 
Security enhancement rollouts 1 4 1 2 
1.2.2 Data Services 
XSEDE supports monitoring for two central data movement services: the gridFTP service connecting the XSEDE 
service providers and the Globus Online service for connecting XSEDE service providers as well as external sites. 
Table 18 shows quarterly summary metrics and increasing Globus Online adoption over the past four quarters. 
Figure 15 and Figure 16 show Globus Online and GridFTP activity, respectively, by SP site. (We are examining 
why Globus Online activity at some sites, such as NICS, is larger than their more general GridFTP activity.) 
Table 18. Globus Online activity to and from XSEDE endpoints, excluding GO XSEDE speed page user. 
 




Files to XSEDE 14.1 million 33.9 million 41.9 million 60.9 million 
TB to XSEDE 559 642 748 816 
Files from XSEDE 17.7 million 39.1 million 45.6 million 68.5 million 
TB from XSEDE 453 650 525 733 
Faults detected 1,561,000 1,296,000 1,378,000 2,614,000 





Files to XSEDE 2.1 million 2.3 million 2.9 million 18.0 million 
TB to XSEDE 37 51 82 59 
Files from XSEDE 4.9 million 7.6 million 6.4 million 18.0 million 
TB from XSEDE 23 47 56 66 
Faults detected 770,000 570,000 768,000 903,000 
Users 124 139 141 207 
 
Figure 15. Globus Online activity into and out of XSEDE SP end points 
 361 
   
Figure 16. GridFTP volume and file transfers, per SP site. 
1.2.3 XSEDEnet 
In Q1 2013, XSEDE transitioned from NLR to the Internet2 AL2S backbone, and XSEDEnet staff have migrated 
to new reporting tools and the new charts provided here. The new tools will allow XSEDE to use site data instead 
of backbone-only data. When usage reaches 50% over 3 weeks at any given site, the site will be contacted to 
determine the possibility of upgrading their bandwidth. 
Network traffic statistics for all SP sites are shown Table 19, which summarizes the average and maximum 
measured network traffic shown in Figure 17. The data points are based on average bits per second (bps) sampled 
twice each day, and do not represent true maxima or averages. The XSEDEnet team is continuing to work on 
improving the metrics extracted from the Internet2 data. 
Table 19. Per site average and maximum Gbps from data shown in Figure 17. 
  Gbps in Gbps out 
Site Avg Max Avg Max 
FutureGrid 0.03 0.11 0.00 0.04 
IU 0.14 0.25 0.11 0.67 
NCAR 0.16 0.49 0.14 1.03 
NCSA 0.36 2.34 0.14 1.00 
NICS 0.25 1.93 0.16 0.93 
PSC 0.19 0.62 0.14 2.35 
Purdue 0.13 0.26 0.02 0.16 
SDSC 0.16 1.08 0.10 2.32 
TACC 0.29 2.44 0.08 1.42 
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Figure 17. Network traffic data for all SP sites. 
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1.2.5 Accounting and Account Management 
The Accounting and Account Management group administers and operates the software for the XSEDE 
allocations system (POPS), the accounting system, and user account management. Table 20 shows the processing 
time for ongoing allocation requests outside of the quarterly XRAC requests. XSEDE reduced the account 
creation time to a matter of minutes with the deployment of POPS and User Portal components that allow users to 
create their own portal logins; because of this improvement, this metric will now be constant, so we will no longer 
be reporting it. 
Table 20. Average time to process allocation requests and account creation requests, in days. 
(Excludes quarterly XRAC requests; “n/a” indicates none submitted.) 
ALLOCATION REQUESTS Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Research Advance 12 4 4 2 
Transfer 3 3 4 6 
Supplement 17 12 9 9 




New 12 9 10 8 
Renewal 7 5 3 4 
Transfer 3 2 2 5 
Supplement 5 8 8 6 
Account creation requests 0.03 0.03 - - 
1.2.6 Systems Operational Support 
The Systems Operational Support group encompasses the XSEDE Operations Center (XOC), which includes 
front-line user support and the ticket system, and the system administration of all XSEDE centralized services. In 
the ticket system, the Operations team is condensing the number of ticket metrics reported from the new RT ticket 
system; the differences between the old and new ticket systems explain some of the differences in the numbers as 
compared to earlier quarters. XSEDE tracks overall ticket volume and responsiveness (Table 21). Note that Q2 
2013 ticket numbers reflected only partial quarter numbers from the old system. 
For the central services, XSEDE tracks the number of managed services and average uptime (Table 22) as will as 
the uptime of individual services reported by system administrators (Table 23). The Inca reports formerly 
included here have been superseded by Nagios-based monitoring. 
Table 21. XSEDE Operations Center ticket system metrics. 
 Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Total tickets opened 2,098 1,823 677 3,545 
Tickets opened – email 1,872 1,785 659 2,427 
Tickets opened – portal 18 8 5 1,058 
Tickets opened – phone 208 30 13 65 
Tickets opened – RT interface    34 
Total tickets closed 2,021 1,695 598 replaced 
Tickets, response in 24 hrs 1,727 (82%) 1,806 (99%) 627 (93%) replaced 
Tickets closed within 2 bus. days 742 (35%) 720 (39%) 323 (48%) 1,476 (42%) 
Avg time to first response (hrs)    19.2 
Avg time to first resolution (hrs)    151.7 
Table 22. XSEDE centralized service metrics 
Metric Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Number of enterprise services 34 41 41 45 
Percentage service uptime 99.70% 99.71% 99.50% 99.95% 
Number of services added 0 8 0 5 
Number of services removed 0 1 0 1 
 364 
Table 23. XSEDE centralized service uptime and outages. Empty cells indicate no outages (100% up). 
“% Up” is percent uptime; “Hrs (P|U)” shows outage hours, planned and unplanned.  
*Service first included in uptime reporting this quarter. 
Service 
Q4 2012 Q1 2013 Q2 2013 Q3 2013 
% Up Hrs (P|U) % Up Hrs (P|U) % Up Hrs (P|U) % Up Hrs (P|U) 
AMIE       99.92% 0|1.79 
AMIE backup         
Bugzilla     99.54% 0|10   
Build and Test     99.54% 0|10 100% 0.05|0 
Certificate Authority 99.73% 0|6       
Data Movement Service         
Globus Listener     99.54% 0|10   
Globus Online – CLI*       99.92% 0|1.77 
Globus Usage*       100% 0.05|0 
IIS Metrics     99.54% 0|10   
Inca     93.50% 0|142 99.86% 3|0 
Inca backup 99.91% 0|2   91.94% 0|176 99.99% 0|0.18 
Information Services     99.52% 0|10.5 99.96% 0.05|0.75 
Karnak 91.17% 0|195 88.70% 0|244 99.11% 0|19.5% 99.46% 0|12 
Kerberos primary         
Kerberos backup         
Knowledgebase         
Majordomo         
Mhonarc*       100.00% 0.05|0 
MyProxy       99.90% 0|2.25 
Nagios     99.54% 0|10   
OAuth       99.98% 0.05|0.37 
Openfire Jabber         
POPS       99.91% 0|1.97 
RDR 99.64% 0|8 99.35% 0|14 99.91% 0|2 99.66% 0|7.5 
RT primary     99.84% 0|3.45 99.93% 1.44|0 
RT backup       99.98% 0.5|0 
RT test       99.96% 0|0.79 
Sciforma     99.48% 1.25|10 100% 0.05|0 
Sciforma TEST     99.48% 1.25|10 100% 0.08|0 
Secure Wiki         
SELS         
Sharepoint         
Software Distribution     99.54% 0|10 100% 0.05|0 
Source Repository     99.54% 0|10   
Speedpage         
SSO Hub*         
SSO Hub backup*       99.96% 0.05|0.75 
TG Wiki       99.95% 0.05|1 
Usage Reporting Tools         
User Portal     99.77% 0|5 99.86% 3.05|0 
User Portal backup 99.91% 0|2       
User Profile Service         
XDCDB 99.90% 0.06|2.25 99.91% 2|0     
XDCDB backup 99.64% 0|8     99.65% 0.2|7.5 
E.2.3 User Services (WBS 1.3) 
1.3.1 Training 
We are now including aggregate training metrics, including number of events held and attendees as well as online 
modules and visitors, in Table 24.  
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Table 24. Training events and attendees 
 Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Events held 23 20 16 19 
Event attendees 858 1,268 482 1,495* 
Online modules available 41 44 44 46 
Online module unique visitors 7,774 13,163 11,642 11,260 
Online module repeat visitors 1,444 3,173 2,685 2,136 
*1,640 registrants including wait lists. 
1.3.2 User Information & Interfaces 
The User Information and Interfaces group provides XSEDE users with central information and services via the 
XSEDE User Portal (XUP), web site, XUP mobile, and knowledgebase. Table 25 shows activity on the primary 
user information interfaces, as well as increases in the numbers of logged-in users accessing these interfaces. The 
sharp drop in web and portal hits is due to a change in measurement tools. The UII team switched from awstats to 
Google Analytics, which provides more in-depth information and more accurate hit counts as hits to specific 
pages not just server hits. Similarly the number of XUP accounts dropped due to change in measurement from 
using Liferay accounts to counting the number of vetted and unvetted XSEDE user accounts, which excludes 
inactive or unused user accounts. 
Table 26 shows the most popular XUP applications, by visits. 
Table 25. XSEDE web site, user portal and XUP Mobile activity. 
(Note: “Users” indicates logged-in users.) 
UII Activity Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Web hits 2,269,506 3,434,497 4,705,248 124,181 
Web visitors 33,145 51,018 57,300 18,635 
XUP hits 1,558,209 2,135,182 2,350,865 241,239 
XUP visitors 16,998 23,582 24,248 17,688 
XUP accounts 10,000 12,563 14,848 12,925 
XUP users 4,346 5,722 3,619 5,354 
XUP users running jobs 1,640 1,818 1,484 1,813 
XUP Mobile hits 3,569 6,668 6,842 8,799 
XUP Mobile users 17 20 21 24 
KB docs retrieved 187,966 171,097 215,132 215,535 
Total KB docs 573 586 585 584 
New KB docs 36 10 16 7 
Table 26. XUP and Web site application visits. “Users” indicates logged-in users. 
 Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Application Visits Users Visits Users Visits Users Visits Users 
Allocations/Usage 44,572 3,649 55,103 4,863 49,515 4,709 55,374 4,913 
User News 26,992 338 42,830 509 74,336 548 74,783 696 
Training Regis’n 18,726 1,011 28,503 1,703 34,263 1,146 47,158 1,641 
File Manager 37,852 69 
(10 TB) 






GSI-SSH 21,352 1,248 22,543 1,509 18,214 1,386 16,508 1,369 
Resource Listing 16,869 1,436 19,901 1,696 25,427 1,652 18,590 1,708 
Publications 12,528 1,372 18,214 1,694 25,248 1,673 40,671 1,664 
RSS news feed 11,959 92 14,171 109     
Help Desk/Consult 10,031 721 13,955 975 12,669 904 403 18 
Knowledge Base 8,699 217 12,178 301 14,852 273 14,342 303 
Software Search 9,707 344 10,911 434 10,914 394 9,653 413 
System Accounts 9,037 1,632 10,828 1,937 10,113 1,923 10,052 2,045 
User Profile 6,314 1,312 8,083 1,626 6,986 1,612 6,514 1,562 
System Monitor 6,996 888 7,933 1,085 8,864 1,149 143,737 1,214 
Online Training 
Listing 
1,452 304 7,923 753 4,335 545 2,795 506 
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 Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Application Visits Users Visits Users Visits Users Visits Users 
POPS Submit 5,735 1,118 5,974 1,294 6,098 1,290 7,111 1,380 
Add User Form 3,710 523 5,367 664 4,552 633 5,007 646 
Gateways List 5,043 152 4,929 161 6,345 175 6,377 178 
Ticketing System 1,996 532 2,483 622 674 224   
My Jobs 2,484 777 2,463 836 2,308 809 2,501 770 
SU Calculator 1,336 188 1,519 244 1,175 216 1,282 236 
XSEDE Tech DB 330 15 1,388 41 159 5 5,974 112 
Karnak Q Predict 601 153 628 149 1,307 186 798 201 
Community Accts 279 206 387 231 331 242 337 230 
Gateway Regis’n 275 12 234 11 199 8 55 16 
 
E.2.4 Extended Collaborative Support Service (WBS 1.4, 1.5) 
The Extended Collaborative Support Service pairs members of the XSEDE user community with expert staff in 
projects lasting up to a year to solve challenging science and engineering problems. Table 27 shows project and 
staffing metrics. For a more accurate counting of the PY2 metrics, ECSS only included projects that began in that 
planning year. This count does not include the most recent XRAC projects, which were previously reported. The 
number of active projects was also significantly reduced by no longer listing several ECSS collaborative projects 
once reported as single projects. Finally projects that were started and closed during PY2 are no longer in the 
active project count. Table 28 shows metrics for Extended Support for Training, Education, and Outreach. 
Table 27. Extended Collaborative Support project and staffing activity 
  Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Project requests XRAC 14 25 26 17 
Supplemental/Startups 18 30 15 13 
ECSS In-house project 0 0 0 0 
Total 32 55 41 30 
Projects initiated Research Team 13 15 13 10 
Community Codes 7 8 4 10 
Science Gateways 1 6 3 2 
Unassigned 1 0 0 0 
Projects cancelled 
no-go 
XRAC 0 11 17 6 
Supplemental/Startups 10 15 4 2 
 Total 32 55 41 30 
Projects active Research Team (XRAC) 30 37 32 27 
Research Team (S/S) 24 30 27 24 
Subtotal 54 67 59 51 
Community Codes (XRAC) 9 9 13 8 
Community Codes (S/S) 7 20 20* 5 
In-house 0 2 2 0 
Subtotal 16 31 35 13 
Science Gateways (XRAC) 7 7 7 8 
Science Gateways (S/S) 8 13 12 12 
Subtotal 15 20 19 20 
Total Projects Active 85 118 115 84 
Work plans submitted  9 6 7 7 
Active projects with 
work plans 
Research Team   37 43 
Community Codes   7 5 
Science Gateways   4 5 
Total   55 53 
Projects completed (allocation ended in quarter) 11 39 40 18 
Novel, Innovative 
Projects (NIP) 
Startup grants    9 
NIP-led ECSS planning 
efforts 
5 2 5 2 
XRAC projects    6 
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  Q4 2012 Q1 2013 Q2 2013 Q3 2013 
NIP ECSS projects active 10 13 13 6 
NIP outreach events 30 31 36 5 
ECSS staffing (FTE) Research Team 15.54 15.69 12.14 13.25 
Community Codes 5.60 5.35 5.48 5.22 
Science Gateways 4.89 4.97 5.52 5.40 
NIP 5.05 5.10 4.87 6.64 
ESTEO 3.87 3.18 4.28 4.41 
 Total 34.95 34.29 32.29 34.92 
* Note: Includes 2 Trinity and Allpaths-LG projects 
Table 28. Extended Support for Training, Education and Outreach 1.5.3 
 Q4 2012 Q1 2013 Q2 2013 Q3 2013 
Description # Staff # Staff # Staff # Staff 
Requests for service  4 4 0 0 0 0 5 5 
User meetings and BOFs 13 13 6 7 15 18 16 19 
Mentoring 2 2 2 2 7 5 6 6 
Talks and presentations 9 12 3 3 13 20 10 10 
Tutorials 5 10 9 11 7 9 30 36 
Online tutorials and webinars 0 0 2 4 2 2 3 3 
Online tutorial reviews  4 5 3 3 15 3 4 4 
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F XSEDE Publications Listing 
F.1 XSEDE Staff Publications  
F.1.1 Project Office 1.1 
1. Hart, D.L., P. Gillman, and E.J. Thanhardt, 2013: NCAR storage accounting and analysis possibilities. Proceedings of the 
Conference on Extreme Science and Engineering Discovery Environment: Gateway to Discovery, San Diego, CA, , 55, DOI: 
10.1145/2484762.2484802. 
2. ANDREW GRIMSHAW, MARK MORGAN, and AVINASH KALYANARAMAN, Parallel Process. Lett. 23, 1340005 (2013) 
[17 pages] DOI: 10.1142/S0129626413400057 
3. A. Kalyanaraman and A. Grimshaw, "Cabinet: Managing Data Efficiently in the Global Federated File System," to appear e-
Science 2013, Beijing, China, October 2013. 
4. S.  Holl, S. Memon, T.  Lippert , M. Riedel, Y. Mohammed, M. Palmblad, and A. Grimshaw, "Enhanced Resource Management 
enabling Standard Parameter Sweep Jobs for Scientific Applications", to appear Ninth International Workshop on Scheduling and 
Resource Management for Parallel and Distributed Systems, Lyon, France, October 1, 2013. 
5. S. Memon, S. Holl, M Riedel, B. Schuller and A. Grimshaw, "Enhancing the performance of workflow execution in e-Science 
environments by using the standards based Parameter Sweep Model", to appear in XSEDE13, San Diego, CA, July, 2013. 
6. K. Sarnowska-Upton and A. Grimshaw, "Predicting Execution Readiness of MPI Binaries with FEAM, a Framework for Efficient 
Application Migration," to appear in 42nd International Conference on Parallel Processing, Lyon, France, October 1-4, 2013. 
7. K. Sarnowska-Upton and A. Grimshaw. "The Value of Automation: A Study of MPI Application Migration Methods,"  to appear, 
11th IEEE International Symposium on Parallel and Distributed Processing with Applications (ISPA-13), Melbourne, Australia, 
16-18 July, 2013. 
8. Keahy, K., Lifka, D., Parashar, M., Smith, W. “Science Clouds” XSEDE13 BoF 
F.1.2 Operations 1.2 
F.1.3 User Services 1.3 
9. Kim Dillman, Vincent Betro, Don McLaughlin, and Dirk Colbrey. “XSEDE HPC Training Roadmap”. Birds-of-a-Feather at 
XSEDE 2013, San Diego, California. July 23, 2013. 
10. Matthew Hanlon, Warren Smith, and Stephen Mock. 2013. Providing resource information to users of a national computing center. 
In Proceedings of the Conference on Extreme Science and Engineering Discovery Environment: Gateway to Discovery (XSEDE 
'13). ACM, New York, NY, USA, , Article 43 , 8 pages. DOI=10.1145/2484762.2484826 
http://doi.acm.org/10.1145/2484762.2484826 
11. Lu, C., Browne, J., Deleon, R., Hammond, J., Barth, B., Furlani, T., Gallo, S., Jones, M., Patra, A. “Complrehensive Job-Level 
Resource Usage Measurement and Analysis for XSEDE HPC Systems” XSEDE13 Lightning Talk 
12. McLay, R., Fahey, M., James, D. “Managing the User Environment: Opportunities and Challenges” XSEDE13 BoF 
13. Boisseau, J., Dahan, M., Hanlon, M., Mock, S. “XSEDE User Portal Mobile Services” XSEDE13 BoF 
14. Hackworth, K., Madrid, M., Marsteller, J. "XSEDE New User Tutorial" XSEDE13 Tutorial 
F.1.4 Extended Collaborative Support Service – Projects 1.4 
15. Arora, R., Bangalore, P., Mernik, M. “Techniques for Non-invasive Explicit Parallelization” Journal of Supercomputing 
(Springer) 
16. Kuhn, V., Craig, A., Arora, R., Bock, D., Cai, D., Franklin, K., Marini, L., Simeone, M. “Large Scale Video Analytics: On-
demand, Iterative Inquiry for Moving Image Research” eScience 2012 Workshop 
17. Kuhn, V., Craig, A., Arora, R. “Multiple Concurrent Queries on Demand: Large Scale Video Analysis in a Flash Memory 
Environment as a Case for Humanities Supercomputing” XSEDE 12 Proceedings of the 1st Conference of the Extreme Science and 
Engineering Discovery Environment: Bridging from the eXtreme to the Campus and Beyond 
18. Arora, R., Capetillo, E., Bangalore, P., Mernik, M. “A High-Level Framework for Parallelizing Legacy Applications for Multiple 
Platforms” Proceedings of the Conference on Extreme Science and Engineering Discovery Environment: Gateway to Discovery 
(XSEDE 13) 
19. Ramachandran, A., Vienne, J., Van Der Wijngaart, R., Koesterke, L., Sharapov, I. “Performance Evaluation of NAS Parallel 
Benchmarks on Intel Xeon Phi” Sixth International Workshop on Parallel Programming Models and Systems Software for High-
End Computing (P2S2), 2013 
20. Vienne, J. “Benefits of Kernel-assisted Approaches on Scientific Applications: An Analysis Using LIMIC2 and CMA in 
MVAPICH2” MVAPICH User Group (MUG) Meeting 
21. Cazes, J., Koesterke, L., Milfeld, K., Rosales, C., Wilson, L. “Programming for the Intel Xeon Phi” XSEDE13 Tutorial 
22. Browne, J., Fialho, L., Rane, Ashay “Performance Optimization for Stampede” XSEDE13 Tutorial 
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23. R. LeDuc, L-S Wu, C.L. Ganote, T. Doak, P.D. Blood, M. Vaughn. "National Center for Genome Analysis Support Leverages 
XSEDE to Support Life Science Research." XSEDE ’13, Proceedings of the Conference on Extreme Science and 
Engineering Discovery Environment: Gateway to Discovery. doi: 10.1145/2484762.2484790. 
24. Smith, J., Romanus, M., Solow, J., Mantha, P., El Khamra, Y., Bishop, T., Jha, S. “Scalable Online Comparative Genomics of 
Mononucleosomes: A BigJob” XSEDE13 Paper 
25. Koesterke, L., Milfeld, K., Stanzione, D., Vaughn, M., Koltes, J., Reecy, J., Weeks, N. “Optimizing the PCIT Algorithm on 
Stampede’s Xeon and Xeon Phi processors for Faster Discovery of Biological Networks” XSEDE13 Lightning Talk 
26. Turknett, R., Westing, B., Moore, S. “A Thousand Words: Advanced Visualization for Humanities” XSEDE13 Lightning Talk 
27. Dmitry Pekurovsky. 2013. Scalable spectral transforms at petascale. In Proceedings of the Conference on Extreme Science and 
Engineering Discovery Environment: Gateway to Discovery (XSEDE '13). ACM, New York, NY, USA, , Article 29 , 3 pages. 
DOI=10.1145/2484762.2484810 http://doi.acm.org/10.1145/2484762.2484810 
28. Haihang You, Charng-Da Lu, Ziliang Zhao, and Fei Xing. 2013. Optimizing utilization across XSEDE platforms. In Proceedings 
of the Conference on Extreme Science and Engineering Discovery Environment: Gateway to Discovery (XSEDE '13). ACM, New 
York, NY, USA, , Article 47 , 8 pages. DOI=10.1145/2484762.2484778 http://doi.acm.org/10.1145/2484762.2484778 
29. H. Karimabadi, B. Loring, P. O'Leary, A. Majumdar, M. Tatineni, and B. Geveci. 2013. In-situ visualization for global hybrid 
simulations. In Proceedings of the Conference on Extreme Science and Engineering Discovery Environment: Gateway to 
Discovery (XSEDE '13). ACM, New York, NY, USA, , Article 57 , 8 pages. DOI=10.1145/2484762.2484822 
http://doi.acm.org/10.1145/2484762.2484822 
30. L. Stanberry, B. Rekepalli, P. Giblock, Y. Liu, R. Higdon, W. Broomall, High Performance Computing Workflow for Protein 
Functional Annotation.      
31. J. Gai, D.J. Choi, D. O'Neal, M. Ye, R.S. Sinkovits, Fast Construction of Nanosecond Level Snapshots of Financial Markets.     
32. M.B. Couger, L. Pipes, C.E. Mason, and P.D. Blood. “Enabling Large-scale Next-generation Sequence Assembly with 
Blacklight”. XSEDE ’13, Proceedings of the Conference on Extreme Science and Engineering Discovery Environment: Gateway 
to Discovery. doi:10.1145/2484762.2484832. 
33. A. Chourassia, M. Wong-Barnum,   M. Norman, SeedMe Preview: Your Results from Disk to Device.     
34. A. Craig, Getting Started With High Performance Computing for Humanities, Arts, and Social Science.   
35. Brian J Haas, Alexie Papanicolaou, Moran Yassour, Manfred Grabherr, Philip D Blood, Joshua Bowden, Matthew Brian Couger, 
David Eccles, Bo Li, Matthias Lieber, Matthew D MacManes, Michael Ott, Joshua Orvis, Nathalie Pochet, Francesco Strozzi, 
Nathan Weeks, Rick Westerman, Thomas William, Colin N Dewey, Robert Henschel, Richard D LeDuc, Nir Friedman & 
Aviv Regev, “De novo transcript sequence reconstruction from RNA-seq using the Trinity platform for reference generation and 
analysis”, Nature Protocols 8, 1494–1512 (2013) doi:10.1038/nprot.2013.084. 
36. R.D. LeDuc, M. Vaughn, J.M. Fonner, M. Sullivan, J.G. Williams, P.D. Blood, J. Taylor, and W.K Barnett, “Leveraging the 
National Cyberinfrastructure for Biomedical Research”, Journal of the American Medical Informatics Association, 
doi:10.1136/amiajnl-2013-002059. 
37. Santanu Chandra, Samarth S. Raut, Anirban Jana, Robert Biederman , Mark Doyle, Satish C. Muluk, Ender A. Finol, “Fluid-
structure interaction modeling of Abdominal Aortic Aneurysms: the impact of patient specific inflow conditions and fluid/solid 
coupling”, ASME Journal of Biomechanical Engineering, Vol. 135, August 2013, Article No. 081001. 
38. G.H. Kaganas, P. Avery, D. Bourilkov, M. Cheng, Y. Fu, J. Palencia, J.L. Rodriguez, “Distributing CMS Data beween the Florida  
Tier2 and Tier3 Centers using Lustre and Xrootd-fs”,  Computing in High  Energy and Nuclear Physics (CHEP) 2013, Oct 14-18, 
Amsterdam, The Netherlands. 
39. D. T. Landfried, S. Majumdar, A. Jana, M. L. Kimber, “Experimental Study of Jet Impingement in a VHTR Lower Plenum”, 
NURETH-15, 15th International Topical Meeting on Nuclear Reactor Thermalhydraulics, Pisa, Italy, May 12-17, 2013. 
40. Sagnik Mazumdar, Mark L. Kimber, Anirban Jana, “Quantification of Numerical Error for a Laminar Round Jet Simulation”, 
ASME Verification and Validation Symposium, Las Vegas, NV, May 22-24, 2013. 
41. S. Majumdar, D. T. Landfried, A. Jana, M. L. Kimber, “Initial Computational Study of Thermal Mixing in a VHTR Lower 
Plenum”, NURETH-15, 15th International Topical Meeting on Nuclear Reactor Thermalhydraulics, Pisa, Italy, May 12-17, 2013. 
42. S. Majumdar, D. Tyler Landfried, A. Jana, M. L. Kimber, “Computational Study of Confined Isothermal Round Jets”, NURETH-
15, 15th International Topical Meeting on Nuclear Reactor Thermalhydraulics, Pisa, Italy, May 12-17, 2013. 
43. Samarth S. Raut, Anirban Jana, Victor de Oliveira, Satish C. Muluk, Ender A. Finol, “The importance of patient-specific 
regionally varying wall thickness in Abdominal Aortic Aneurysms biomechanics”, ASME Journal of Biomechanical Engineering, 
Vol. 135, August 2013, Article No. 081010. 
44. SocialMapExplorer:  Visualizing Social Networks of MMOGs in Temporal-Geographic Space Y. D. Cai, I. Ahmed, A. Pilny, C. 
Brown, Y. L. Atouba, M. S. Poole 
F.1.5 Extended Collaborative Support Service – Communities 1.5 
45. Wilkins-Diehr, N., Lawrence, K., Dooley, R., Stanzione, D., Pierce, M., Marru, S., Hayden, L., McLennan, M., Zentne. “An 
Institute for the Science Gateway Community” XSEDE13 BoF 
46. Brookes, E., R. Singh, M. Pierce, S. Marru, B. Demeler, and M. Rocco, " US-SOMO Cluster Methods: Year One Perspective" 
XSEDE 2013, San Diego, CA, Jul 2013.  
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47. Da Silveira, P., A. Holiday, M. Valdez, L. Gunathilake, D. Yuen, and R. Wentzcovitch, "Ab initio Elasticity Workflow in the 
VLab Science Gateways" XSEDE 2013, San Diego, CA, Jul 2013.  
48. Erickson, B. M. S., R. Singh, A. Evrard, M. R. Becker, M. Busha, A. V. Kravtsov, S. Marru, M. Pierce, and R. H. Wechsler, 
"Enabling Dark Energy Survey science analysis with simulations on XSEDE resources" XSEDE 2013, San Diego, CA, Jul 2013.  
49. Memon, S., M. Riedel, F. Janetzo, N. Attig, T. Lippert, N. Demeler, G. Gorbet, S. Marru, L. Gunathilake, and A. Grimshaw, 
"Improvements of the UltraScan Scientific Gateway to Enable Computational Jobs on Large-scale and Open-Standards based 
Cyberinfrastructure" XSEDE 2013, San Diego, CA, Jul 2013.  
50. Ruan, G., H. Zhang, and B. Plale, "Exploiting MapReduce and data compression for data-intensive applications" Conference on 
Extreme Science and Engineering Discovery Environment: Gateway to Discovery (XSEDE '13), San Diego, CA, Jul 2013.  
51. Zhang, H., M. J. Boyles, G. Ruan, H. Li, H. Shen, and M. Ando, "XSEDE-enabled high-throughput lesion activity assessment" 
Conference on Extreme Science and Engineering Discovery Environment: Gateway to Discovery (XSEDE '13), San Diego, CA, 
Jul 2013.  
52. R. Kalyanam L. Zhao C. Song et al. iData: A Community Geospatial Data Sharing Environment to Support Data-driven Science. 
XSEDE 2013. San Diego, CA.2013. 
53. M. Hanlon R. Dooley Recipes 2.0: Building for Today and Tomorrow. 5th International Workshop on Science Gateways. Zurich, 
Switzerland. 2013 
54. Amit Upadhyay and Bhanu Rekepalli. “Developing Workflows for Next Generation Sequencing Data Analysis”, poster presented 
at XSEDE13, San Diego, CA, July 22-25, 2013 
55. Nyalia Lui, Yuan Liu and Bhanu Rekepalli. Bioinformatics Applications and Analysis Using the PoPLAR Gateway. NSF REU 
program CSURE final poster, ORNL, August 2013 
56. Julian Pierre, Jordan Taylor, Amit Upadhyay and Bhanu Rekepalli. Next-generation Sequencing Pipeline Development and Data 
Analysis. NSF REU program CSURE final poster, ORNL, August 2013 
57. Larissa Stanberry, Yuan Liu, Bhanu Rekepalli, Paul Giblock, Roger Higdon, and William Broomall. 2013. High performance 
computing workflow for protein functional annotation. In Proceedings of the Conference on Extreme Science and Engineering 
Discovery Environment: Gateway to Discovery (XSEDE '13). ACM, New York, NY, USA, , Article 19 , 6 pages. 
DOI=10.1145/2484762.2484809 http://doi.acm.org/10.1145/2484762.2484809 
58. Subhashini Sivagnanam, Vadim Astakhov, Kenneth Yoshimoto, Ted Carnevale, Maryann Martone, Amit Majumdar, and Anita 
Bandrowski. 2013. A neuroscience gateway: software and implementation. In Proceedings of the Conference on Extreme Science 
and Engineering Discovery Environment: Gateway to Discovery (XSEDE '13). ACM, New York, NY, USA, , Article 31 , 3 pages. 
DOI=10.1145/2484762.2484816 http://doi.acm.org/10.1145/2484762.2484816 
59. J. Taylor, A. Nekrutenko, N. Coraor, P.D. Blood, A. Ropelewski, J. Palencia, J. Yanovich, R. Budden, Z. Zhang, S. Sanielevici. 
“A Sustainable National Gateway for Biological Computation”. XSEDE ’13, Proceedings of the Conference on Extreme Science 
and Engineering Discovery Environment: Gateway to Discovery. doi: 10.1145/2484762.2484817. 
F.1.6 Education and Outreach 1.6 
60. Steven I. Gordon, Jay Alameda, James Demmel, Razvan Carbunescu, and Susan Mehringer. 2013. Providing a supported online 
course on parallel computing. In Proceedings of the Conference on Extreme Science and Engineering Discovery Environment: 
Gateway to Discovery (XSEDE '13). ACM, New York, NY, USA, , Article 60 , 4 pages. DOI=10.1145/2484762.2484765 
http://doi.acm.org/10.1145/2484762.2484765 
61. Scott Lathrop, Ange Mason, Steven I. Gordon, and Marcio Faerman. 2013. HPC university: getting information about 
computational science professional and educational resources and opportunities for engagement. In Proceedings of the Conference 
on Extreme Science and Engineering Discovery Environment: Gateway to Discovery (XSEDE '13). ACM, New York, NY, USA, , 
Article 67 , 4 pages. DOI=10.1145/2484762.2484771 http://doi.acm.org/10.1145/2484762.2484771 
62. Knepper, R., B. Hallock, C. A. Stewart, M. Link, and M. Jacobs, Rockhopper: a true HPC system with cloud concepts, XSEDE 
2013 CONFERENCE , San Diego, CA. 92101, Sep 2013.  
63. Kanewala, T. A., M. Pierce, and S. Marru, Secure Credential Sharing in Science Gateways, XSEDE 2013 CONFERENCE, SAN 
DIEGO, CA, Jul 2013.  
64. Wilkins-Diehr, N., K. Lawrence, R. Dooley, D. Stanzione, M. Pierce, S. Marru, L. Hayden, M. McLennan, and M. Zentne, An 
Institute for the science gateway community, XSEDE 2013 CONFERENCE, San Diego, CA, Jul 2013.  
65. Barnett, W. K., and R. LeDuc, National Center for Genome Analysis Support Leverages XSEDE Resources to Support Life 
Scientists, XSEDE 2013, San Diego, CA., Jul 2013. 
66. Stewart, C. A., Cyberinfrastructure as a strategic university asset, http://hdl.handle.net/2022/16743, Aachen Germany RWTH 
Aachen University, Aug 2013.  
67. Linda Akli, Ruth Kravetz, and Roger Moye. 2013. A tale of three outreach programs: strategic collaboration across XSEDE 
outreach services. In Proceedings of the Conference on Extreme Science and Engineering Discovery Environment: Gateway to 
Discovery (XSEDE '13). ACM, New York, NY, USA, , Article 72 , 4 pages. DOI=10.1145/2484762.2484799 
http://doi.acm.org/10.1145/2484762.2484799 
68. Linda Akli, Samuel L. Moore, Lorna I. Rivera, and Patricia J. Teller. 2013. Training, education, and outreach: raising the bar. In 
Proceedings of the Conference on Extreme Science and Engineering Discovery Environment: Gateway to Discovery (XSEDE '13). 
ACM, New York, NY, USA, , Article 73 , 5 pages. DOI=10.1145/2484762.2484807 http://doi.acm.org/10.1145/2484762.2484807 
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F.2 Publications from XSEDE Users  
The following publications were gathered from Research submissions to the September 2013 XSEDE Resource 
Allocations Committee (XRAC) meeting. Renewal submissions are required to provide a file specifically to 
identify publications resulting from the work conducted in the prior year. The publications are organized by the 
proposal with which they were associated. This quarter, 114 requests (out of 189) identified 1,006 publications 
and conference papers that were published, in press, accepted, submitted, or in preparation. In addition to the high 
volume of requests, the count included several projects reporting 30–50 publications, as well as the iPlant 
gateway reporting approximately 50 publications. 
1. ASC040046 
1. Situ, Y., Martha, C. S., Louis, M. E., Li, Z., Sameh, A. H., Blaisdell, G. A., and Lyrintzis, A. S., “Petascale Large Eddy Simulation 
of Jet Engine Noise based on the Truncated SPIKE Algorithm,” submitted to Parallel Computing.  
2. Lo, S.-C., Aikens, K. M., Blaisdell, G. A., and Lyrintzis, A. S., “Numerical Investigation of 3-D Supersonic Jet Flows using Large 
Eddy Simulation,” International Journal of Aeroacoustics, Vol. 11, No. 7&8, pp. 783-812, 2012.  
3. Aikens, K. M., Dhamankar, N. S., Situ, Y., Wang, Y., Martha, C. S., Li, Z., Blaisdell, G. A., and Lyrintzis, A. S., “Towards 
Petascale Computing for Realistic Jet Noise Simulations,” paper accepted to the 17th WSEAS International Conference on 
COMPUTERS to be held July 16-19, 2013 in Rhodes Island, Greece.  
4. Aikens, K. M., Dhamankar, N. S., Martha, C. S., Situ, Y., Blaisdell, G. A., Lyrintzis, A. S., and Li, Z., “Equilibrium Wall Model 
for Large Eddy Simulations of Jets for Aeroacoustics,” extended abstract submitted (06/05/2013) to the AIAA SciTech 
Conference to be held January 13-17, 2014 in National Harbor, Maryland.  
5. Dhamankar, N. S., Martha, C. S., Situ, Y., Aikens, K. M., Blaisdell, G. A., Lyrintzis, A. S., and Li, Z., “Digital Filter-based 
Turbulent Inflow Generation for Jet Aeroacoustics on Non-Uniform Structured Grids,” extended abstract submitted (06/05/2013) 
to the AIAA SciTech Conference to be held January 13-17, 2014 in National Harbor, Maryland. 
2. ASC090076 
6. J. Lei and X. Zhong, “Linear Stability Analysis of Nose Bluntness Effects on Hypersonic Boundary Layer Transition,” Journal of 
Spacecraft and Rockets, vol. 49, no. 1, pp. 24-37, 2012. 
7. J. Lei and X. Zhong, "Numerical Simulation of Freestream Waves Receptivity and Breakdown in Mach 6 Flow over Cone", AIAA 
paper 2013-2741, June 2013. 
8. J. Lei and X. Zhong, "Numerical Study of Freestream Waves Induced Breakdown in Hypersonic Boundary Layer Transition", 
AIAA paper 2012-2692, June 2012. 
9. Y. Huang and X. Zhong, "Numerical study of boundary-layer receptivity on blunt compression-cones in Mach-6 flow with 
localized freestream hot-spot perturbations," NATO AVT-Specialists’ Meeting on “Hypersonic Laminar-Turbulent Transition”, 
No. 20, 2012. 
10. K. Fong, X. Wang, and X. Zhong, "Stabilization of Hypersonic Boundary Layer by 2-D Surface Roughness", AIAA paper 2013-
2985, June 2013. 
3. AST030030 
11. B. Cerutti, G. R. Werner, D. A. Uzdensky, and M. C. Begelman, “Simulations of particle acceleration beyond the classical 
synchrotron burnoff limit in magnetic reconnection: An explanation of the Crab flares,” The Astrophysical Journal 770 , 147 
(2013). 
12. B. Cerutti, G. R. Werner, D. A. Uzdensky, and M. C. Begelman, “Three-dimensional relativistic pair plasma reconnection with 
radiative feedback in the Crab Nebula,” in preparation. 
13. N. F. Loureiro, A. A. Schekochihin, A. Zocco, “Fast Collisionless Reconnection and Electron Heating in Strongly Magnetized 
Plasmas,” Phys. Rev. Lett. 111, 025002 (2013). 
14. K. M. Schoeffler, N. F. Loureiro, R. Fonseca, and L. O. Silva, “Magnetic field generation in an expanding plasma: Biermann or 
Weibel?” in preparation. 
15. A. Mallet, A. A. Schekochihin, C. H. K. Chen, T. S. Horbury, R. T. Wicks, and T. A. Yousef, “Geometric and Dynamic 
Alignment in Imbalanced Alfv´enic Turbulence,” in preparation. 
16. A. Mallet, C. H. K. Chen, A. A. Schekochihin, T. S. Horbury, R. T. Wicks, T. A. Yousef, “Three-Dimensional Anisotropy and 
Alignment in Alfv´enic Turbulence,” submitted. 
17. A. Mallet, A. A. Schekochihin, B. D. G. Chandran, “Dynamic Alignment and Detailed Critical Balance in Alfvénic Turbulence,” 
in preparation 
4. AST080049 
18. Lynn, J., Parrish, I., Quataert, E., Chandran, B., "Resonance Broadening and Heating of Charged Particles in 
Magnetohydrodynamic Turbulence," 2012, ApJ, 758, 78 
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19. Sharma, P., McCourt, M., Parrish, I., Quataert, E., "On the Structure of Hot Gas in Halos: Implications for the Lx-Tx Relation & 
Missing Baryons," 2012, MNRAS, 427, 1219 
20. Lynn, J., Quataert, E., Chandran, B., Parrish, I. J., "The Effciency of Second-Order Fermi Acceleration by Weakly Compressible 
MHD Turbulence," 2013 ApJ submitted 
21. Riquelme, M. & Quataert, E., “The Nonlinear Saturation of the Firehose and Mirror Instabilities,” in prep. 
5. AST110030 
22. “Modeling the Atomic-to-Molecular Transition and Chemistry of Turbulent, Star-Forming Clouds” Offner, S., Bisbas, T., Viti, S. 
& Bell, T. 2013, ApJ. 770, 49 
23. "Quantifying Projection Effects in Molecular Cloud Simulations" Beaumont, C., Offner, S., Shetty, R., Goodman, A. & Glover, S. 
2013, submitted to ApJ. 
24. "The Formation and Evolution of Small Star Clusters" Kirk, H., Offner, S. & Redmond, K. 2013, to be submitted to ApJ. 
25. `"Observing Starless Cores in Turbulent Simulations: Comparisons with JCMT, Predictions for ALMA" Mairs, S., Johnstone, D., 
Offner, S. & Schnee, S. 2013, to be submitted to ApJ. 
6. AST120005 
26. D.S. Balsara, C. Meyer, M. Dumbser, H. Du and Z. Xu, Efficient Implementation of ADER Schemes for Euler and 
Magnetohydrodynamical Flows on Structured Meshes – Comparison with Runge-Kutta Methods, J. Comp. Phys. 235 (2013) 934-
969 (Also published as an Article of the Future, please see http://www.sciencedirect.com/science/article/pii/S0021999112002860)  
27. C. Meyer, D.S. Balsara & T. Aslam, Exploring a New Class of Stabilized Runge-Kutta-Legendre Methods, submitted, J. Comp. 
Phys. (2013)  
28. V. Florinski, X. Guo, D.S. Balsara and C. Meyer, MHD modeling of Solar System Processes on Geodesic Grids, Astrophysical 
Journal Supplements 205 (2013) 19  
29. C. Meyer, D.S. Balsara, B. Burkhart, A. Lazarian, Observational Diagnostics for Two-Fluid Turbulence in Molecular Clouds As 
Suggested by Simulations, submitted to MNRAS, (2013), http://arxiv.org/abs/1307.3527  
30. B. Burkhart, A. Lazarian, C. Meyer, D.S. Balsara, Alfven Mode Scaling of Two-Fluid MHD Turbulence, in preparation (2013) 
7. AST120009 
31. Silvia, D. W., Turk, M. J., Shull, J. M., Smith, B. D., 2013, The Effect of Non-equilibrium Ionization on the Nature of the 
Intergalactic Medium, ApJ, in preparation. 
32. Smith, B. D., O'Shea, B. W., Hallman, E. J., Shull, J. M., 2013, The Nature of the Warm/Hot Intergalactic Medium. II. Prospects 
for X-ray Detection, ApJ, in preparation. 
33. The Enzo Collaboration, Bryan, G. L., Norman, M. L., O'Shea, B. W., Abel, T., Wise, J. H., Turk, M. J., Reynolds, D. R., Collins, 
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281. M. A. Addicoat, S. Fukuoka, A. J. Page, S. Irle, “Stochastic structure determination for conformationally flexible heterogeneous 
molecular clusters. Application to ionic liquids”, J. Comput. Chem., submitted (2013). 
282. F W Meyer, H Hijazi, M E Bannister, P S Krstic, J Dadras, H M Meyer III, C M Parish, He-ion and self-atom induced damage and 
surface-morphology changes of a hot W target, Physica Scripta (2013) submitted 
283. S. Garashchuk, J. Jakowski, L. Wang and B. Sumpter. A hybrid Bohmian Quantum Trajectory-Electronic Structure Approach for 
Exploring Nuclear Effects in the Dynamics of Nanomaterials. Submitted to J. Chemical Theory and Computation (2013). 
284. M. A. Addicoat, Y. Nishimura, T. Tsuneda, T. Sato, S. Irle, “Stochastic Search of Molecular Cluster Interaction Energy Surfaces 
with Coupled Cluster Quality Prediction. The Phenylacetylene Dimer”, J. Chem. Theory Comput., in press (2013) 
285. P.S. Krstic, J.P. Allain, C. Taylor, J. Dadras, S. Maeda, K. Morokuma, J. Jakowski and A. Allouche, C. H. Skinner, “Deuterium 
uptake in magnetic-fusion devices with lithium-conditioned  carbon walls", Phys. Rev. Lett.  110, 105001 (2013) 
286. Kasper Kristensen, Ida-Marie Hoyvik, Branislav Jansik , Poul Jorgensen, Thomas Kjargaard, Simen Reine, Jacek 
Jakowski,"Pushing the frontiers of accurate quantum mechanical calculations", Phys. Chem. Chem. Phys.14,15706-15714 
(2012),[doi:10.1039/C2CP41958K] 
287. James Mazzuca, Sophya Garashchuk, Jacek Jakowski, “Description of proton transfer in soybean lipoxygenase-1 employing 
approximate quantum trajectory dynamics”. Chem. Phys. Lett,  542, 153-158 (2012) [doi:10.1016/j.cplett.2012.06.019] 
288. Jacek Jakowski, B. Hadri, S. J. Stuart, P. Krstic,  S. Irle,  D. Nugawela, S. Garashchuk, “Optimization of density functional tight-
binding and classical reactive molecular dynamics for high-throughput simulations of carbon materials”, XSEDE’12, Conference  
proceedings,  ACM, pp. 36:1-7, 2012, [doi:10.1145/2335755.2335832] 
289. J. Jakowski, S. Irle, B. Sumpter, K. Morokuma, “Modeling charge transfer in fullerene collisions via real-time electron dynamics”, 
J. Phys. Chem. Lett, 3,1536-1542  (2012),   [doi:10.1021/jz3004377] 
290. J. Jakowski, S. Irle, K. Morokuma, “Time–dependent quantum dynamical simulations of C2 condensation under extreme 
conditions”, Phys. Chem. Chem. Phys. 14, 6273-6279  (2012)  [doi:10.1039/C1CP22035G] 
291. R C Ehemann, J Dadras, P R C Kent, J Jakowski, and P S Krstić,  “Sensoring of hydrogen by grapheme”,  Nano Research Letters, 
2012, 7:198, [doi: 10.1186/1556-276X-7-198] 
292. P. Krstic, J. P. Allain, A. Allouche, J. Jakowski, J. Dadras, C.N. Taylor, Z. Yang, “Dynamics of Deuterium Retention and 
Sputtering of Li- C-O Surfaces”, Fusion Engineering and Design,87, 1732-1736 (2012) [doi:10.1016/j.fusengdes.2011.07.009]   
293. J. Huang, J. Jakowski, A. Beste, J. Younker, A. Vazquez-Mayagoitia, E. Cruz-Silva, M. Fuentes-Cabrera, A. Lopez-Benzanilla, V. 
Meunier, Bobby G. Sumpter, ”Advancing Understanding and Design of Functional Materials through Theoretical and 
Computational Chemical Physics”, in J. Leszczynski, M. K. Shukla, Eds. "Practical Aspects of Computational Chemistry II: An 
Overview of the Last Two Decades and Current Trends", Springer-European Academy of Sciences (2012). ISBN 978-94-007-
0922-5 
294. Jonny Dadras, “Atomistic Simulations of the Fusion-Plasma Material Interface”,  PhD  thesis (University of Tennessee), 2012 
295. S. Garashchuk and M. V. Volkov. Incorporation of quantum effects for selected degrees of freedom into the trajectory-based 
dynamics using spatial domains. J. Chem. Phys. 137, 074115:1-10 (2012). 
296. S. Garashchuk and M. V.  Volkov. The energy-conserving dynamics of quantum-classical systems based on quantum trajectories. 
Molecular Physics 110, 985-993 (2012). 
297.  AY Pigarov, P Krstic, SI Krasheninnikov, R Doerner, TD Rognlien Dynamic Models for Plasma-Wall Interactions, Contributions 
to Plasma Physics 52 (5-6), 465-477 (2012) 
298. JH Park, W Guan, MA Reed, PS Krstić, Tunable aqueous virtual micropore, Small 8, 907 (2012) 
299. A Allouche, PS Krstic, Atomic hydrogen adsorption on lithium-doped graphite surfaces, Carbon 50, 510-517 (2012) 
300. A Allouche, PS Krstic, The effect of surface oxidation on atomic hydrogen adsorption on lithium-doped graphite surfaces, Carbon 
50, 3882 (2012) 
301. P Pang, J He, JH Park, PS Krstic, S Lindsay, Origin of giant ionic currents in carbon nanotube channels, ACS nano 5 (9), 7277-
7283 (2012) 
302. JH Park, J He, B Gyarfas, S Lindsay, PS Krstić, DNA translocating through a carbon nanotube can increase ionic current, 
Nanotechnology 23, 455107 (2012) (Publisher’s Pick of the Month) 
303. July 10-13, 2013: The Sixth Asia-Pacific Conference of Theoretical and Computational Chemistry (APCTCC 6), Gyeongju, 
Korea: M. A. Addicoat, Y. Nishimura, H. A. Witek, A. J. Page, S. Irle, “Recent developments for the quantum chemical 
investigation of systems with high structural complexity” 
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304. July 10-13, 2013: The Sixth Asia-Pacific Conference of Theoretical and Computational Chemistry (APCTCC 6), Gyeongju, 
Korea: A. J. Page, H.-B. Li, S. Irle, K. Morokuma, “Control of Carbon Nanotube Chirality by Organic Templates: A Growth 
Mechanism from Quantum Chemical Simulations” 
305. June 14-15, 2013: International Symposium on Homogeneous Chemical Reactivity, Ibaraki University, Mito, Japan: S. Irle, 
“Rh(I)-catalyzed Aldol-type Reaction of Organonitriles Under Mild Conditions: Theoretical Investigations” 
306. May 12-16, 2013: 223rd Electrochemical Society Meeting, Toronto, Canada, Session H3: J. Wang, T. Kowalczyk, S. Irle, 
“Theoretical Studies of Photoluminescence Properties of Endohedral Metallofullerenes”  
307. April 12-16, 2013: The Sixth NASA – Air Force Research Laboratory – Honda – Rice University Workshop on Nucleation and 
Growth Mechanisms of Single Wall Carbon Nanotubes, San Antonio, Texas, USA: S. Irle, “SWCNT Growth from Chiral and 
Achiral Carbon Nanorings: Prediction of Chirality and Diameter Influence on Local Growth Rates” 
308. 2013 Telluride Science Research Center Conference on Advances In Photoreactions: When Spin-Orbit Coupling, Optical 
Excitation, and Motion of Nuclei are of Equal Importance, Telluride, CO, June 22-25, 2013, J .Jakowski, “Modeling Materials at 
the Nanoscale” (invited lecture) 
309. 53rd Sanibel Symposium, St. Simons Island, GA, Feb. 17-22, 2013, J. Jakowski, “Modeling Materials at the Nanoscale- Quantum 
Dynamical Perspective” (invited plenary lecture) 
310. J. Jakowski, "Collision of neutral and charged fullerenes as a prototype on non-equilibrium, non-adiabatic, redox reaction- 
quantum dynamics simulations", .at the 244th American Chemical Society National Meeting, Philadelphia, PA, Aug 19-23, 2012 
(contributing talk) 
311. J. Jakowski, "Electron Transfer and Energy Transfer in Carbon Materials" at the 14th International Congress of Quantum 
Chemistry, Boulder, CO, June 25-30, 2012 (poster) 
312. J. Jakowski, "Real time simulations of electron transfer and energy transfer in carbon materials", Clemson University, April 8, 
2012 (seminar) 
313. J. Jakowski, "Real time simulations of electron transfer and energy transfer in carbon materials", at the 2012 meeting of the South 
Eastern Theoretical Chemistry Association, (SETCA 2012), University of Georgia, Athens, GA, May 17-19, 2012 (talk) 
314. S. Garashchuk, “Modeling quantum effects of moving nuclei in biological systems, carbon materials and other molecular 
environments”, NSF-Cyber Bridges workshop, Arlington, VA, June 24-26, 2012   
315. S. Garashchuk, “Molecular dynamics of large systems with quantum corrections for selected nuclei “,  Workshop on “Quantum 
trajectory dynamics”,  Telluide Science Research Center,  Telluride, Colorado,  July 15-19 2013 
316. S. Garashchuk, “Incorporation of quantum effects on dynamics of nuclei into selected degrees of freedom”,  CECAM workshop, 
EFPL, Lausanne, Switzerland, June 17-21 
317.  S. Garashchuk. “Mixed quantum/classical dynamics of nuclei in large molecular systems”, 243 ACS National meeting, San 
Diego, CA, March 25-29, 2012 (poster)  
318. S. Garashchuk. “Description of proton transfer in soybean lipoxygenase-1 employing approximate quantum trajectory dynamics”. 
16th workshop on Quantum Atomic and Molecular Tunneling in Solids and other condensed phases, Santa Fe, NM, June 10-14 
2012 (talk) 
319. S. Garashchuk. “Mixed quantum/classical dynamics of nuclei based on quantum trajectories”. Meeting of the SouthEast 
Theoretical and Computational Chemistry Association, Athens, GA, May 19 2012 (talk) 
320. Modeling proton transfer in SLO-1 with quantum trajectories Jim Mazzuca, Sophya Garashchuk, and Jacek Jakowski, SouthEast 
Theoreteical Chemistry Association conference, Auburn U, May 9-12, 2013  (talk) 
321. Incorporation of nuclear quantum effects into trajectory dynamics:  the Quantum Trajectory/Density Functional Tight Binding 
approach, Sophya Garashchuk, Jacek Jakowski and Lei Wang (poster) 
322. J. Mazzuca, S. Garashchuk and J. Jakowski. “Description of proton transfer in soybean lipoxygenase-1 employing approximate 
quantum trajectory dynamics”. Advances in Quantum Chemistry: Interfacing Electronic Structure with Dynamics, Minneapolis, 
MN, 06/2012 (poster) 
323. J. Mazzuca, S. Garashchuk and J. Jakowski. “Description of proton transfer in soybean lipoxygenase-1 employing approximate 
quantum trajectory dynamics”. 2012 Southeast Theoretical Chemistry Association  Annual Meeting, 05/2012 (poster)  
324. S. Garashchuk, Incorporation of quantum effects into dynamics of nuclei using approximate quantum trajectories”. The James 
Franck Institute, University of Chicago, Chicago, Il, Nov 27, 2012.  (seminar) 
325. S. Garashchuk, ”Incorporation of quantum effects into dynamics of nuclei using approximate quantum trajectories”. Theoretical 
chemistry group, Northwestern University, Evanston, Il, Nov 26, 2012. (seminar) 
326. S. Grashchuk, “Incorporation of quantum effects of nuclear motion into trajectory simulations: proton transfer in soybean 
lipoxygenase-1”.  Dept of Chemistry, Western Kentucky U, KY, Oct 12, 2012. (seminar) 
327. S. Garashchuk, “Incorporation of quantum effects of nuclear motion into trajectory simulations of chemical reactions in complex 
molecular environment”.  Dept of Chemistry & Biochemistry, USC, Columbia, SC, Sep 21, 2012 (seminar) 
328. S. Garashchuk, Incorporation of quantum effects into dynamics of nuclei for simulations of chemical reactions”.  Claflin 
University, Dept of Chemistry, Jan  25th, 2013 (seminar 
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44. DMR110085 
329. Octahedral engineering of orbital polarizations in charge transfer oxides, A. Cammarata and J.M. Rondinelli, Phys. Rev. B, 87 
155135 (2013). [http://dx.doi.org/10.1103/PhysRevB.87.155135] 
330. Interplay of octahedral tilts and polar order in BiFeO3 films, Y-M. Kim, A. Kumar, A. Hatt, A. Morozovska, A. Tselev, M. 
Biegalski, I. Ivanov, E. Eliseev, S.J. Pennycook, J.M. Rondinelli, S.V. Kalinin, and A.Y. Borisevich, Adv. Mater., 25, 2497 (2013) 
[http://dx.doi.org/10.1002/adma.201204584] 
331. Designing a Deep Ultraviolet Nonlinear Optical Material with Large SHG Response, H.Wu, H. Yu, Z. Yang, X. Hou, S. Pan, K.R. 
Poeppelmeier, and J.M. Rondinelli, J. Amer. Chem. Soc., 135, 4215 (2013). [http://dx.doi.org/10.1021/ja400500m] 
332. Spin-assisted Covalent Bond Mechanism in “Charge Ordering” Perovskite Oxides, A. Cammarata, and J.M. Rondinelli, Phys. 
Rev. B, 86, 195144 (2012). [http://dx.doi.org/10.1103/PhysRevB.86.195144] 
333. Strain-controlled band engineering and self-doping in ultrathin LaNiO3 films, E.J. Moon, J.M. Rondinelli, N. Prasai, B.A. Gray, 
M. Kareev, J. Chakhalian and J.L. Cohn, Phys. Rev. B, 85, 121106(R) (2012). [http://dx.doi.org/10.1103/PhysRevB.85.121106] 
334. Interplay of octahedral rotations and breathing distortions in “charge ordering” perovskite oxides, P.V. Balachandran and J.M. 
Rondinelli, Phys. Rev. B, (July, 2013). [http://arxiv.org/abs/1303.0903] 
335. Predicted strain-induced isosymmetric ferri-to-ferroelectric transition with large piezoelectricity, G. Gou, and J.M. Rondinelli, 
Submitted (April, 2013). [http://arxiv.org/abs/1304.4911] 
336. DFT study of the noncentrosymmetric layered copper oxide superconductor LaSr2Cu2GaO7, D. Puggioni and J.M. Rondinelli, in 
prep 
337. Atomic Scale Structural Design Strategies for Artificial Polar Perovskite Oxides without Second-Order Jahn-Teller Activity, J. 
Young and J.M. Rondinelli, in prep 
338. Designing a robustly metallic perovskite ruthenate without an inversion center, D. Puggioni and J.M. Rondinelli, in prep 
339. Crystal-chemistry guidelines for noncentrosymmetric A2BO4 Ruddlesden-Popper oxides, P.V. Balachandran and J.M. Rondinelli, 
in prep 
340. Covalent Dependence of Octahedral Rotations in Perovskite Oxides, A. Cammarata and J.M. Rondinelli, in prep 
341. Rational Materials Design: New Phases and Microscopic Mechanisms in Oxide Heterostructures, MRS Spring Meeting – 
Symposium XX, San Francisco, California, USA (April 4, 2013). 
342. Designing Correlated Oxide Heterostructures from the ‘Bottom Up’, Thomas Young Centre – Argonne Meeting on Complexe 
Oxide Interfaces – Argonne, Illinois, USA (January 21, 2013). 
343. Heteroepitaxial Engineering of Polar Perovskite and Ruddlesden-Popper Oxides, Energy Materials Nanotechnology (EMN)West 
Meeting – Houston, Texas, USA (January 7, 2013). 
344. Disruptive Design Strategies for Emergent Ferroics, Northwestern University, Materials Science and Engineering Colloquium, 
Evanston, Illinois, USA (May 14, 2013). 
345. Efficient Materials Innovation: Rational ‘bottom up’ design of emergent ferroelectricity, Yale University, Mechanical Engineering 
and Materials Science Department Colloquium, New Haven, Connecticut, USA (February 18, 2013). 
346. Crystal Engineering of Ferroelectric 214-Ruddlesden-Popper Phases, MAMA Trend Conference: Trends, challenges and emergent 
new phenomena in multi-functional materials, Sorrento, Italy (May 21, 2013). 
347. Seizing the third dimension in correlated oxide thin films, DARPA Optical Lattice Emulator (OLE) – Program Review, San 
Francisco, California, USA (May 30, 2013). 
348. Disruptive Design Approaches for Materials Discovery, NSF DMR MGI Workshop: The Materials Genome Initiative in 
Ceramics, Geosciences, and Solid-State Chemistry – Arlington, Virgina, USA (February 21, 2013). 
349. Structure Matters: Correlated Materials by Design, Workshop on Correlated Quantum Materials – DARPA, Arlington, Virgina, 
USA (November 8, 2012). 
45. DMR110086 
350. L. Zhao, S.-W. Ryu, A. Hazeghi, D. Duncan, B. Magyari-Köpe and Y. Nishi, “Dopant Selection Rules for Extrinsic Tunability of 
HfOx RRAM Characteristics: A Systematic Study”, IEEE Symposium on VLSI Technology (VLSIT), (2013). (Nominated for 
Best Student Paper Award) 
351. L. Zhao, S.-G. Park, B. Magyari-Köpe and Y. Nishi, “Dopant Selection Rules for Desired Electronic Structure and Vacancy 
Formation Characteristics of TiO2 Resistive Memory”, Applied Physics Letters 102, 083506 (2013). 
352. L. Zhao, S.-G. Park, B. Magyari-Köpe and Y. Nishi, “First principles modeling of charged oxygen vacancy filaments in reduced 
TiO2–implications to the operation of non-volatile memory devices”, Math. Comp. Model., 58, 275, (2013). 
353. J.-Y. Kim, B. Magyari-Köpe, K.-J. Lee, H.-S. Kim, S.-H. Lee, and Y. Nishi, “Electronic structure and stability of low temperature 
and low symmetry Ta2O5 polymorphs”, to be submitted, 2013 
354. L. Zhao, B. Magyari-Köpe and Y. Nishi, “Charge trapping mechanism in oxygen vacancy filaments in reduced TiO2”, to be 
submitted, 2013. 
355. L. Zhao, S.-G. Park, B. Magyari-Köpe and Y. Nishi, “First-Principles Investigations of the Metal Doping Effects in TiO2 
ReRAM”, Intl. Conf. on. Solid State Dev. and Mat. (SSDM), 2012. 
356. L. Zhao, B. Magyari-Köpe, and Y. Nishi, “First-principles investigation of the conductive  filament configuration in rutile TiO2-x 
ReRAM”, MRS Proc.1430, 183 (2012). 
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357. D. Duncan, B. Magyari-Köpe, and Y. Nishi, "Ab-Initio Modeling of the Resistance Switching Mechanism in RRAM Devices: 
Case Study of Hafnium Oxide (HfO2), MRS Proc. 1430, 980, (2012). 
358. B. Magyari-Köpe, S.-G. Park, H.D. Lee and Y. Nishi, “First Principles Calculations of Oxygen Vacancy Ordering Effects in 
Resistance Change Memory Materials Incorporating Binary Transition Metal Oxides”, J. Mat. Sci 47, 7498, (2012) 
359. B. Magyari-Köpe and Y. Nishi, “Resistive Memories”, Book chapter in Future Intelligent Integrated Systems of the Handbook of 
Intelligent Nanosystems Series, (2013), in press. 
360. Modeling the Resistive Switching Process in Transition Metal Oxide Based Non-Volatile Memory Devices, 16th International 
Workshop on Computational Electronics (IWCE), Nara, Japan, June 2013. 
361. Atomic-size Effects of the Conductive Filaments Formation and Rupture in Resistance Change Based Memory Devices, 
International Conference on Small Science (ICSS), Orlando, USA, December 2012. 
362. Atomistic aspects of the resistive switching characteristics in RRAM devices, SF Bay Area Nanotechnology Council, December 
2012. 
363. (Keynote) Recent Progress in Modeling the Operation of Resistive Switching Memory Devices, Electrochemical Society (ECS) 
Prime Meeting, Honolulu, USA, October 2012. 
364. Resistive Switching in Transition Metal Oxide ReRAM Devices, Solid State Devices and Materials (SSDM) Meeting, Kyoto, 
Japan, September 2012. 
365. Progress towards understanding the resistive switching process in RRAM devices, Flash Memory Summit, Santa Clara, USA, 
August 2012. 
366. Recent Progress in Resistive Switching Memory, European Materials Research Society (EMRS) Spring Meeting, Strasbourg, 
France, May 2012. 
367. Modeling the Resistance Switching Mechanism in RRAM Devices: The Role of Oxygen Vacancies and Impurities, Materials 
Research Society (MRS) Spring Meeting, San Francisco, USA, April 2012. 
368. Progress and Challenges in ReRAM, 8th Annual Symposium on Emerging Non-Volatile Memory Technologies, Santa Clara, CA, 
USA, April 2012. 
369. L. Zhao, B. Magyari-Köpe, and Y. Nishi, Ab-initio modeling of electron transport in TiO2 ReRAM, MRS Spring Meeting 2013 
370. D. Duncan, B. Magyari-Köpe, and Y. Nishi Ab-initio modeling of HfO2 RRAM Cells, MRS Spring Meeting 2013 
371. L. Zhao, B. Magyari-Köpe, and Y. Nishi, First-principles modeling of the electron and ion transport in TiO2 ReRAM, APS March 
Meeting 2013 
372. L. Zhao, S.-W. Ryu, A. Hazeghi, D. Duncan, B. Magyari-Köpe and Y. Nishi, Dopant Selection Rules for Extrinsic Tunability of 
HfOx RRAM Characteristics: A Systematic Study, VLSI 2013. 
373. L. Zhao, S.-G. Park, B. Magyari-Köpe and Y. Nishi, First-Principles Investigations of the Metal Doping Effects in TiO2 ReRAM, 
Intl. Conf. on. Solid State Dev. and Mat. (SSDM), 2012. 
374. L. Zhao, B. Magyari-Köpe, and Y. Nishi, First-principles investigation of the conductive filament configuration in rutile TiO2-x 
ReRAM, MRS Spring Meeting (2012). 
375. D. Duncan, B. Magyari-Köpe, and Y. Nishi, Ab-Initio Modeling of the Resistance Switching Mechanism in RRAM Devices: Case 
Study of Hafnium Oxide (HfO2), MRS Spring Meeting, (2012). 
46. DMR110087 
376. Ding, Hong, et al. "A computational study of impurity diffusivities for 5d transition metal solutes in α-Fe." Scripta Materialia 67.7 
(2012): 732-735. 
377. de Jong, Maarten, et al. "First-principles study of the structural and elastic properties of rhenium-based transition-metal alloys." 
Physical Review B 86.22 (2012): 224101. 
378. Frolov, Timofey, and Mark Asta. "Step free energies at faceted solid-liquid interfaces from equilibrium molecular dynamics 
simulations." The Journal of chemical physics 137 (2012): 214108. 
379. Calculations of planar interfaces in substitutional alloys using the Special Quasirandom Structure-approach, Maarten de Jong, 
Liang Qi, David Olmsted, Axel van deWalle and Mark Asta. In preparation for submission to Phys. Rev. B. 
380. A computational study of impurity diffusivities for 5d transition metal solutes in α-Fe, Hong Ding, Shenyan Huang, Gautam 
Ghosh, Peter K. Liaw and Mark Asta. Poster presented at CALPHAD Berkeley, June 2012 
381. First principles-investigation of trends in structure, elastic constants and ductility with band filling in rhenium-based transition 
metal alloys, Maarten de Jong, David Olmsted, Mark Asta and Axel van de Walle. Poster presented at CALPHAD Berkeley, June 
2012 
382. First Principles Modeling of Planar Defects in Solid Solutions by the Special Quasirandom Structure Approach, Mark Asta. 
Invited talk at TMS Annual Meeting, San Antonio, TX, March 3-7, 2013 
383. Step free energies at faceted solid-liquid interfaces, Timofey Frolov and Mark Asta. Talk at TMS Annual Meeting, San Antonio, 
TX, March 3-7, 2013 




385. L. Ahmed, B. Rasulev, M. Turabekova, D. Leszczynska, J. Leszczynskia, Receptor- and Ligand-based Study of Fullerene 
Analogues: Comprehensive Computational Approach Including Quantum-Chemical, QSAR and Molecular Docking Simulations, 
Organic & Biomolecular Chemistry, 2013, DOI: 10.1039/C3OB40878G  
386. H.P. Pinto, A. Michalkova, J. Leszczynski, First-principles studies of paramagnetic vivianite Fe3(PO4)2.8H2O surfaces – 2013, 
Journal of Physical Chemistry C, under revision  
387. M. Turabekova, B. Rasulev, M. Theodore, J. Jackman, D. Leszczynska, J. Leszczynski, Immunotoxicity of nanoparticles: probing 
interleukins expression upon recognition of carbon nanoparticles as pathogens by Toll-like receptors, Nano Letters, 2013, 
submitted  
388. Tetiana Zubatiuk, Oleg Shishkin, Leonid Gorb, Dmytro Hovorun, and Jerzy Leszczynski. Can Double Stranded Mini-Helixes of 
d(A)3·d(T)3 and d(G)3·d(C)3 Adopt the Structure of B-DNA? A DFT/M06-2X study. Submitted to PCCP.  
389. H. Pinto, J. Leszczynski, First-principles electronic structure of Vivianite and Pyrite surfaces – Centre for Chemical Evolution, 
Georgia Institute of Technology, Georgia, 2013.  
390. H. Pinto, Nanoscience of Surfaces and Interfaces Using Density-Functional Theory – College Colloquium Series, University of 
Arkansas at Little Rock, Arkansas, 2013.  
391. O. Isayev, In Silico Structure-Function Analysis of Biopolymers. UNC Eshelman School of Pharmacy, University of North 
Carolina at Chapel Hill, December 2012.  
392. Leonid Gorb. Quantum-chemical modeling of DNA properties: from single DNA bases to DNA double strands. Methods and 
Applications of Computational Chemistry, 5th international symposium, Kharkiv, Ukraine, 1-5 July 2013.  
393. Jerzy Leszczynski, Latest Suggestions for Prebiotic Reactions Revealed by Computational Studies, Methods and Applications of 
Computational Chemistry, 5th international symposium, Kharkiv, Ukraine, July 1-5, 2013.  
394. Jerzy Leszczynski, Manmade Nanomaterials: When Nano Affects Bio, Shevchenko Kiev State University, Kiev, Ukraine, June 27, 
2013.  
395. Jerzy Leszczynski, Research and Training Activities of the JSU Interdisciplinary Nanotoxicity CREST Center, Elizabeth City 
State University, Elizabeth City, NC, April 22, 2013.  
396. Jerzy Leszczynski, Toxicity of Nanomaterials: Development of New Theoretical Approaches at the JSU Interdisciplinary 
Nanotoxicity Center, TeleSeminar of Engineering Research Center North Carolina A&T University, April 18, 2013.  
397. Jerzy Leszczynski, Challenges of Nano World: Development of Efficient Computationa Approaches, University of Southern 
Mississippi, Hattiesburg, MS , April 19, 2013.  
398. Jerzy Leszczynski, Toxicity of Nanomaterials: Major Challenges for Theoretical Predictions, Society of Toxicology Annual 
Meeting, San Antonio, TX, March 10-14, 2013.  
399. Jerzy Leszczynski, Origin of the Life: Few Ideas from the Computational Chemistry Studies, Mississippi Academy of Sciences 
77th Annual Meeting, University of Southern Mississippi, February 21-22, 2013.  
400. Jerzy Leszczynski, An Area Where Computational Approaches Could Provide Crucial Research Tools: Investigation of Nerve 
Agents, Ana G. Mendez University System, San Juan, Puerto Rico, December 17, 2012.  
401. Jerzy Leszczynski, Nano – Chance or Curse of the Current Century, Symposium of the European Academy of Sciences, Liege, 
Belgium , October 25, 2012.  
402. Jerzy Leszczynski, Evaluation of Properties and Toxicity of Nanomaterials, University of Namur, Namur, Belgium, October 23, 
2012.  
403. Jerzy Leszczynski, Computational Investigations of Properties and Toxicity of Nanomaterials at the JSU Nanotoxicity Center” 
Notre Dame University, October 16, 2012. 
404. Jerzy Leszczynski, Challenging Computational Approaches – from Bio to Nano World” University Of Mississippi, Oxford, MS, 
October 11, 2012.  
405. Jerzy Leszczynski, Unique Challenges for Computational Chemists: Nanomaterials, 2012 AGMUS Research Symposium, San 
Juan, Puerto Rico, September 21-22, 2012.  
406. Jerzy Leszczynski, Investigations of Nanomaterials in Environment: Advantages of Computational Methodology, 9th International 
Symposium on Recent Advances in Environmental Health Research, Jackson, MS, September 16-19, 2012.  
407. B. Rasulev, D. Leszczynska, J. Leszczynski, Computational nanotoxicology: Nano-QSARs, protein-ligand docking, and quantum-
chemical methods for toxicity prediction of nanoparticles, 245th ACS National Meeting, April 2013, New Orleans, LA  
408. L. Ahmed, B. Rasulev, M. Turabekova, J. Leszczynski, Molecular docking and structure-activity studies of functionalized 
fullerene nanoparticles as potential HIV-1 PR inhibitors, 245th ACS National Meeting, April 2013, New Orleans, LA  
409. "Computational Studies of POPC Artificial Lipid System" 21 CCTCC, Jackson, MS. 2012  
410. “Simulation of Artificial Lipid System: Molecular Dynamics and Quantum Chemical Studies of POPC Bilayer”, 2013 EPSCoR 
State Meeting, Hattiesburg, MS. 2013.  
411. Sviatenko L., Kirpa M., Gorb L., Leszczynski J. Search of new scaffolds of phosphoinositide-3-kinase inhibitors using virtual 
screening // 12th Southern School on Computational Chemistry and Materials Science. Jackson, USA. – 2012. – 27-28 July. – P. 
31.  
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412. Sviatenko L., Gorb L., Hovorun D., Leszczynski J. A DFT Study on Reaction of 2′-Deoxyguanosine with cis-2-Butene-1,4-dial, a 
Reactive Metabolite of Furan // 21th Conference on Current Trends in Computational Chemistry. Jackson, USA. – 2012. – 9-10 
November. – P.112.  
413. Turabekova M., Rasulev B., Theodor M., Jackman J., Leszczynska D., Leszczynski J., Computational studies of carbon 
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