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Abstract
We present a microscopic theory of spin-orbit coupling in the integer quan-
tum Hall regime. The spin-orbit scattering length is evaluated in the limit
of long-range random potential. The spin-flip rate is shown to be deter-
mined by rare fluctuations of anomalously high electric field. A mechanism
of strong spin-orbit scattering associated with exchange-induced spontaneous
spin-polarization is suggested. Scaling of the spin-splitting of the delocaliza-
tion transition with the strength of spin-orbit and exchange interactions is
also discussed.
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I. INTRODUCTION
Though the underlying physics of the quantum Hall effect (QHE), both integer and
fractional, can be understood in terms of spinless electrons, phenomena associated with the
spin degree of freedom have increasingly become a subject of great interest. Essential to their
description are two circumstances: high degeneracy of Landau levels, peculiar to the QHE
regime, and very small Zeeman splitting, characteristic to semiconductors like GaAs. As a
result, mixing of states with different Landau level numbers N both by disorder and electron-
electron interactions may be weak, while two Zeeman levels with the same N are strongly
overlapped. It is this case that we are concerned with in the present paper. However, even
within a single Landau level, interplay of disorder and interactions has been proven to be a
very rich subject. Much of the recent interest in the role of spin in QHE was sparked off by
the realization that clean two-dimensional electron systems in the limit of strong magnetic
field may exhibit novel liquid states with long-range spin correlations.1 These developments
underline the role of interactions. With increasing disorder, the number of conducting phases
which arise in succession as the Fermi level sweeps through a given Landau level decreases,2,3
so that eventually a crossover to the regime of the integer QHE occurs. For spinless electrons,
the latter is characterized by the existence of only one extended state within the Landau
level. We are primarily interested here in this case. The localization length ξ(E) then
diverges as the energy E approaches the critical value Ec according to ξ(E) ∝ |E −Ec|−γ.4
The importance of spin in this picture has been under much discussion5–11 largely because
the inclusion of spin splits the delocalization transition. It means that two extended states
with different energies E±c appear, corresponding to two spin projections. Of course, if the
splitting had merely reflected the fact that there is a finite bare Zeeman energy, it would
be a trivial generalization of the spinless case: two systems of electrons with opposite spin
would remain independent of each other. The point is that turning on a spin-orbit (SO)
interaction drives these initially uncoupled systems into a new quantum Hall phase with an
internal degree of freedom.
The influence of the SO coupling is in fact twofold. Firstly, it renormalizes the effective
g-factor, thus leading to the existence of a finite Zeeman energy even if the bare g-factor
is neglected (quite separate from the exchange enhancement12). This naturally yields the
splitting of the delocalization transition. The appearance of two distinct critical energies
has been observed by numerical simulations of spin-degenerate electrons.6,7,11 Secondly, the
SO scattering gives rise to a random coupling of states with opposite spin. A key issue then
is how the SO coupling affects the critical behavior of the localization length. Numerical
calculations6,7,11 support the conclusion that, in close vicinity of the critical points, ξ(E)
diverges at E → E±c with the same critical exponent γ as for spinless electrons. However, a
question how ξ(E) at E = 1
2
(E+c +E
−
c ) scales with the strength of the SO coupling should be
addressed in order to provide a reliable explanation of reported anomalies13–16 in the critical
broadening of σxx-peaks. As argued in Ref. 5, in the case of short-range disorder ξ(E) in
the middle between two delocalized states scales as the SO-scattering length. On the other
hand, according to Ref. 10, in the limit of long-range disorder the quantum localization
length at E lying between E+c and E
−
c is strongly increased due to the SO coupling. In both
cases5,10 the SO interaction does not affect behavior of ξ(E) at |E − E±c | ≫ |E+c −E−c |.
The crucial parameter which governs behavior of the spin-degenerate electron system
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in the quantum Hall regime is the ratio Lso/ξ(E), where Lso is the SO-scattering length.
The purpose of this paper is to evaluate Lso in the case of a long-range random potential
V (ρ). We make essential use of the adiabatic approximation, which is only accurate in
the extreme of smooth disorder. However, it is this case that is experimentally relevant
both in quantum wires and bulk heterostructures with a large spacer. Furthermore, it has
been shown10 that the SO coupling of percolating trajectories in the limit of long-range
disorder may lead to striking effects in the conductivity at finite temperature, the effects
being stronger the smaller Lso/ξ(E) at the Fermi level. With this motivation we take the
quasiclassical approach in which the spin-flip scattering occurs when electrons move along
equipotentials of V (ρ). Since SO transitions necessarily involve momentum transfer to the
fluctuating potential, their rate must be suppressed in the limit of smooth disorder. Hence,
the spin-flip scattering in that case must be very sensitive to the local configuration of the
random potential. A question then arises as to the nature of the SO coupling between two
long trajectories with opposite spin. More specifically, the problem is how to average the
local SO coupling. We show that transitions take place in rare fluctuations of a “specific”
shape. These optimum configurations provide the highest averaged scattering rate, which is
much larger than that obtained17 within the Born approximation. A second issue of interest
is how the gap |E+c − E−c | depends on the SO-interaction constant. We obtain different
contributions to the value of the gap and argue that, in general, it does not scale as a
sample-averaged spin-splitting. The opposite conclusion has been drawn11 from numerical
simulations assuming that fluctuations of the local SO coupling are uncorrelated with those
of V (ρ). Their correlation, however, is important in the case of smooth disorder.
We first deal with non-interacting electrons. This is a marginal case even in the integer
quantum Hall regime, yet its consideration enables us to get an insight into the problem
with electron-electron interactions included. As a matter of fact, localization properties
of interacting electrons change strongly with increasing correlation radius of disorder. If
the random potential is short-ranged, the physics of interaction in the integer QHE is to a
great extent captured by the concept18 of the Coulomb gap,19 according to which the single-
particle density of states at the Fermi level g(EF ) vanishes however small |EF −Ec| is. The
underpinning of this picture is the notion that, whatever EF , the Coulomb energy on the
scale of the one-electron localization length ξ(EF ) is of the order of the characteristic energy
spacing δc ∼ 1/g(EF + δc)ξ2(EF ) on the same scale. This naturally implies that electron-
electron interactions cannot affect the critical behavior of the localization length at the
Fermi level. This same conclusion can be reached on more phenomenological grounds if the
dynamic scaling exponent z is set to 1 (to put it another way, dynamics of the wave packet
on scales shorter than ξ(EF ) must be governed by charge spreading according to the Ohm’s
law rather than slower diffusion; accordingly, g(EF+δc) ∼ 1/h¯D(ξ(EF )), where the effective,
scale-dependent diffusion coefficient D(ξ) ∝ ξ is introduced).20,21 The suppression of g(EF )
has been confirmed numerically.22 Experimental data23 on σxx-peak broadening agree well
with the Coulomb gap approach.18 Recently, the scaling behavior of ξ(EF ) at EF → Ec has
been observed directly by numerical simulation within the Hartree-Fock scheme.24 Thus, it
is the strong effect on the density of states that is the reason for no effect on the localization
length. Clearly, inherent to the formation of the sharp Coulomb gap is the absence of
screening at large scales, in the sense that in the Coulomb glass system19 the interaction
between two localized states at large distances ρ behaves as ρ−1. In the limit of smooth
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random potential, however, dielectric properties of disordered electrons become essentially
different. Screening then is strong and takes place on scales shorter than the correlation
radius of the potential. In the quantum Hall regime with smooth disorder, a finite screening
radius is due to electron-electron correlations25 and, naturally, it cannot be smaller than
the magnetic length. As a result of the non-perfect screening, there exists a random self-
consistent potential, whose fluctuations in the extreme of high field are correlated on the
same scale as for the bare potential. It is likely that at zero temperature the picture of
percolation through this potential is much the same as commonly used within the one-
electron consideration, which implies a sharp Fermi distribution for percolating particles.
It is expected also2,3 that with smoothing disorder a series of delocalization transitions
between fractional Hall phases occurs. However, given the fact that within the electrostatic
approach26,25,27 the percolating trajectory is partially occupied in a finite range of filling
factor, there remains a challenging question, even within the integer quantum Hall regime,
about evolution of the phase diagram of the interacting electron system as the correlation
radius of disorder is increased.
Having got the aforesaid results for L−1so and |E+c − E−c | within the one-particle picture,
we proceed to include effects of electron-electron interactions on these two quantities. In
the case of long-range disorder, turning on interactions has two immediate consequences,
which are screening and exchange-induced enhancement of Zeeman splitting.12 Evidently,
both effects yield suppression of the SO scattering. Thus, the gain in the spin-flip rate
we obtain by finding that actually it is determined by optimum fluctuations seems to be
lost once the interactions are taken into account. In fact, however, interplay of the direct
and exchange interactions leads to the appearance of a specific mechanism of strong SO
scattering. Recently, a great deal of attention has been given to understanding the structure
of edge channels in a quantum wire in a crossover region between regimes of strong and
weak, as compared with the strength of electron-electron interactions, confinement.28–32 It
has been shown,28,29 within the Hartree-Fock approach, that these two limiting cases are
separated by a phase transition at which the spontaneous spin-polarization occurs with
decreasing slope of confinement. With further advancing into the interaction-dominated
regime, regions occupied by compressible liquid appear.28,30 In the disordered system at issue,
the critical points, at which the separation between two edges with opposite spin changes
in a sharp manner, are randomly distributed along electron trajectories. It is the series of
phase transitions at these points with which we associate the enhancement of scattering,
since the sharp change of the effective scattering potential favors the SO transitions. As
for the influence of electron-electron interactions on the gap |E+c − E−c |, we argue that
this quantity does not exhibit critical behavior when the area occupied by compressible
liquid becomes comparable to that with integer filling, which might be expected within the
framework of the mean-field theory developed in Ref. 32 for large N . We demonstrate that
the spontaneous spin-polarization which inevitably occurs at the critical saddle points of the
percolation network gives rise to a finite splitting of the metal-insulator transition even in
the disorder-dominated regime.
In accordance with our approach outlined above, the body of the paper consists of two
following parts. After formulating the basics of the SO coupling in the presence of a magnetic
field, we derive the spin-flip length Lso within the one-electron picture. We discuss also the
effect of the SO coupling on the temperature broadening of σxx peaks, as well as on the
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splitting of the delocalization transition. In the second part, we discuss effects of electron-
electron interactions and interplay of the interactions and the SO coupling.
II. SPIN-ORBIT COUPLING OF LANDAU LEVEL STATES
The Hamiltonian of a 2D electron contains the term
Hso(k) = αn(σ × k) , (1)
which couples the spin σ to the kinetic momentum h¯k = −ih¯ ∂
∂ρ+
e
c
A even in a homogeneous
2D system.33 The SO term originates from the asymmetry of the confining potential and the
constant α is a measure of the asymmetry, n being the unit vector along the normal to the
2D plane. In GaAs-type cubic crystals, which lack inversion symmetry, the 2D Hamiltonian
of a free electron has yet another SO term linear in k which persists even in a symmetric
confinement.34 This depends on the orientation of n with respect to the crystal axes and has
exactly the same structure as the term (1) if n ‖ [111] but, say, is proportional to n(σ˜×k),
where σ˜x = σy, σ˜y = σx with xˆ and yˆ along the principal directions and zˆ along n, if
n ‖ [001]. For the sake of simplicity, the SO interaction is treated here in the isotropic form
(1) – taking the anisotropy into account will merely renormalize the constant α in the final
expressions for the SO-scattering length.
To begin with, let us find how the Landau level states are modified by the inclusion
of the SO interaction (1) in the presence of a homogeneous in-plane electric field E0. The
Hamiltonian reads H = H0 + Hso, where H0 = h¯2k22m + eE0ρ − ∆0σz, 2∆0 being the bare
Zeeman splitting. It is convenient to represent Hso as a sum of two terms, H(c)so = αn(σ×(k−
m
h¯
vd)) and H(d)so = − αeh¯ωc (σ ·E0), where vd is the drift velocity and ωc the cyclotron frequency.
The first term couples the spin to the cyclotron rotation whereas the latter yields coupling of
the spin to the drift motion. H(c)so has only nonzero matrix elements between the states of the
Landau levels N and N ± 1 while H(d)so is diagonal in N . Taking A = Bxyˆ and E0 = −E0xˆ,
we write the eigenfunctions of H0 with the energies ǫ±Nq = (N + 12)h¯ωc+ eE0qλ2∓∆0−
e2E2
0
2mω2c
as Ψ±Nq = exp(iqy)ψ
±
Nq(x+ qλ
2 − eE0
mω2c
). Inclusion of H(c)so couples the lower Zeeman state of
the level N to the upper state of the level N +1 and the upper Zeeman state N to the lower
state N − 1. The modified eigenfunctions take the form
Ψ˜±Nq = Ψ
±
Nq ∓ ϑ±NΨ∓N±1,q , ϑ+N = ϑ−N+1 . (2)
We suppose the SO interaction to be weak in the sense that ϑ±N ≪ 1, in which case ϑ−N ≃
α
√
2N
λh¯ωc
and the eigenenergies E˜±Nq ≃ E±Nq ∓ (ϑ±N)2h¯ωc. It follows that H(c)so increases the
Zeeman splitting, which becomes equal to 2(∆0 +∆c), where ∆c = [(ϑ
−
N )
2 + (ϑ+N)
2]h¯ωc/2 =
(2N + 1)mα2/h¯2. Taking now H(d)so into account causes coupling of the modified states Ψ˜±Nq
with different spin projections within the same Landau level. The wave functions are finally
given by (σ = ±)
ΦσNq =
∑
σ′
Ωσσ′(θN )Ψ˜
σ′
Nq , Ωˆ(θN ) =
(
cos θN
2
− sin θN
2
sin θN
2
cos θN
2
)
, (3)
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where the matrix Ωˆ(θN ) expresses a rotation through the angle θN about the y axis in spinor
space. The rotation angle is defined by sin θN = ∆d/∆, where
∆ =
√
(∆0 +∆c)2 +∆2d , ∆d =
αeE0
h¯ωc
. (4)
In the high-E limit θN → π/2. The quantity 2∆, given in Eq. (4), is the Zeeman splitting
renormalized by the SO interaction in the homogeneous field E0. Eq. (4) is valid so long as
∆≪ h¯ωc; the splitting due to ∆d and ∆c was derived in Refs. 17 and 11, respectively.
Now let us take into consideration a random scalar potential V (ρ), which, in the presence
of the SO coupling (1), gives rise to spin-flip processes. We neglect the random-potential-
induced mixing of states with different N and seek a solution of the equation (H0 +Hso +
V −E)ΦN = 0 of the form
ΦN =
∑
σ
∫
dq
2π
CσNqΦ
σ
Nq (5)
with ΦσNq defined in Eqs. (2,3). The amplitudes C
σ
Nq then satisfy the integral equations
(EσNq − E)CσNq +
∑
σ′
∫
dq′
2π
Uσσ′(q, q
′)Cσ
′
Nq′ = 0 , Uσσ′(q, q
′) =
∫
dρV (ρ)(ΦσNq)
∗Φσ
′
Nq′ , (6)
where Eσnq are the eigenenergies of H0 +Hso. The matrix elements Uσσ′ can be written in
the limit ϑ±N ≪ 1 as
U++(q, q
′) = U−−(q, q
′) =
∫ dk
2π
Vk,q−q′e
−ik
(
q+q′
2
λ2− eE0
mω2c
)
IN
(
[k2 + (q − q′)2]λ
2
2
)
, (7)
U+−(q, q
′) = U∗−+(q
′, q) =
− α
h¯ωc
∫
dk
2π
[ik cos θN + (q − q′)]Vk,q−q′e−ik
(
q+q′
2
λ2− eE0
mω2c
)
IN
(
[k2 + (q − q′)2]λ
2
2
)
(8)
with Vkx,ky =
∫
dρV (ρ) exp(−ikρ) and IN (t) = exp(− t2)LN(t), LN being the Laguerre poly-
nomial. The diagonal matrix elements (7) are responsible for the curvature of quasiclassical
trajectories in the presence of V (ρ), which otherwise are straight lines. The matrix elements
(8) with different spin-projections yield the SO scattering (as well as a renormalization of
the local Zeeman splitting by the electric field 1
e
dV
dρ). They are nonzero only because of the
SO admixture of higher-Landau-level states [Eq. (2)].
Consider first a single-scattering problem: Given a potential V (ρ) which vanishes at
infinity and an electron in the state Φ−Nq− incident on the scattering region from y = −∞, find
the spin-flip amplitude t−+ in the asymptotic form t−−Φ
−
Nq− + t−+Φ
+
Nq+ of the transmitted
wave at y → ∞. Here the wave vectors qσ are defined according to EσNqσ = E. Since
∂EσNq/∂q = eE0λ2, the first-order result is readily obtained to be
t
(1)
−+ =
∫
dq
2π
U+−(q, q−)
E −E+Nq
= − i
eE0λ2U+−(q+, q−) . (9)
It is valid if the external field E0 much exceeds the characteristic scattering field. To go be-
yond the perturbation picture, we make use of the assumption that the characteristic radius
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of the scattering potential d ≫ λ√N + 1 and, introducing the one-dimensional functions
GσN(y) =
∫ dq
2π
CσNq exp(iqy), seek them in the quasiclassical form
Gσ(y) =
∑
σ′
gσσ′(y)e
iSσ′(y) (10)
(we drop the index N from now on), where Sσ and gσσ′ are smooth functions on the scale of
λ
√
N + 1. Besides, we suppose the characteristic distance between quasiclassical trajectories
with opposite spin to be much smaller than λ. This allows us to replace IN by 1 in Eqs.
(7,8). Substituting the expression (10) into the equations
− eEλ2
(
qσ + i
d
dy
)
Gσ(y) +
∑
σ′
∫
dy′uσσ′(y, y
′)Gσ
′
(y′) = 0 , (11)
where uσσ′(y, y
′) are the Fourier components of Uσσ′(q, q′), we expand Sσ = S(0)σ + S
(1)
σ + . . .
in powers of (λ/d)2 and get, in the first approximation,
− eE0λ2

q± − dS
(0)
±
dy

+ V (x±(y), y)∓ [∆(y)−∆] = 0 , xσ(y) = −dS(0)σ
dy
λ2 +
eE0
mω2c
.
(12)
Here xσ(y) are in fact the quasiclassical equations of motion for electrons with opposite
spin. The function 2∆(y) defines the local Zeeman splitting 2[(∆0+∆c)
2+∆2d(y)]
1/2, where
∆d(y) = αeE(y)/h¯ωc. In this last expression E(y) is the total field an electron experiences
while traveling along the quasiclassical trajectories: E(y) = E0 + ε(y), ε(y) =
1
e
∂V
∂ρ |x=x(y).
It is legitimate to drop the subscript σ in the definition of E(y) since |x+(y)− x−(y)| ≪ d.
The next term in the expansion of Sσ (the last one we need to keep) satisfies the equation
− Ex(y)dS
(1)
dy
+
i
2
dEx(y)
dy
= 0 , (13)
the same for both σ, which gives nothing but the drift-velocity-dependent prefactor
exp(iS(1)) ∝ 1/
√
−Ex(y). In the quasiclassical limit, the amplitudes gσσ′(y) obey some-
what cumbersome relations
g−+
g++
= −
(
g+−
g−−
)∗
=
tan
(
θ(y)
2
)
eiϕ(y) − tan
(
θ
2
)
1 + tan
(
θ(y)
2
)
tan
(
θ
2
)
eiϕ(y)
, tan
(
θ(y)
2
)
=
∆d(y)
∆0 +∆c +∆(y)
, (14)
where ϕ(y) is the polar angle of the total field E(y) and θ = θ(y → ±∞). However, one
can recognize them as the formulae describing an adiabatic rotation of the spin caused by
the SO interaction with the scattering field ε(y). Coupling between the waves with different
Sσ in the last term of Eq. (11), which breaks the adiabaticity, gives then for the spin-flip
amplitude t−+ = g−+(∞)/g−−(−∞):
t−+ = −iαm
h¯2
∫
dy
Ex
(
χ+
)∗
(σE)χ−ei(S−−S+) , (15)
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where χσ are the spinors subjected to the rotation specified by the angles θ(y) and ϕ(y).
The difference φ(y) = S−(y)− S+(y) is identified with the number of magnetic flux quanta
in the area enclosed between two quasiclassical trajectories with opposite spin. Since the
distance between the trajectories is much smaller than d, φ(y) can be conveniently written
in the form
φ(y) = − 2
eλ2
∫ y
0
dy′
∆(y′)
Ex(y′) . (16)
Upon using the drift-motion equation dl
dy
= − E(l)Ex(l) , where l is the longitudinal coordinate
along the trajectory, the spin-flip amplitude can be re-expressed in terms of the integral
along the classical path:
t−+ =
i
h¯
αe
h¯ωc
∫ dl
vd(l)
(
χ+
)∗
(σE(l))χ−eiφ(l) , (17)
vd(l) being the drift velocity at the point l of the trajectory. We infer from this expression
that the operator
H˜so = − αe
h¯ωc
(σE) , (18)
plays the role of the scattering potential responsible for the SO transitions. Unlike the
“conventional” SO term, which is proportional to σ(k × E), the potential (18) leads to
the relaxation of the spin polarized along the normal to the 2D plane. Moreover, being
proportional to the built-in electric field (hidden in the constant α), it is typically much
stronger. It is worthwhile to notice that, though H˜so yields the spin-flip scattering within
the same Landau level, in the course of its derivation we had to take into account mixing
of the Landau level states with different N [Eq. (2)]. It may be viewed as a projection of
Hso [Eq. (1)] onto a given Landau level in the presence of smooth disorder. We observe also
that provided χσ are the eigenfunctions of σz , which is the case at ∆(y)≫ ∆d(y), only the
phase factors remain in the integrand of Eq. (17):
t−+ = −iαm
h¯2
∫
dy
[
1− iEy(y)Ex(y)
]
eiφ(y) = i
αm
h¯2
∫
dlei[φ(l)−ϕ(l)] . (19)
III. SPIN-FLIP SCATTERING LENGTH
Now we can turn to evaluation of the SO scattering length Lso, defined according to
L−1so = limL→∞ L
−1 < |t−+|2 >, where L is the trajectory length and <> denotes averaging
over fluctuations of the electric field E(ρ). For definiteness, let the fluctuating part of the
field, ε(ρ), be created by ionized impurities randomly distributed with a sheet density ni in
a thin layer separated from the electron gas by an undoped spacer of the width d≫ n−1/2i .
Since we deal with the case of a long-range random potential, d must be much larger than
λ. The correlation function of the fluctuations reads < εε >k= 8πE2t d2e−2kd, E2t = π2 e
2ni
ǫ2d2
,
ǫ being the dielectric constant. Suppose first that the homogeneous field E0 ≫ Et, so that
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typically the fluctuations only slightly curve the quasiclassical trajectories. In addition, let
us focus on the case ∆ ≫ ∆d. Then, in the first approximation,17 equivalent to Eq. (9),
the curving of the trajectories can be ignored in the argument of ε(y) and one can set
Ex(y)→ −E0 in Eqs. (15,16), which gives
1
L
(1)
so
=
(
αm
h¯2E0
)2 ∫ ∞
−∞
dyKyy(y) exp
(
i
E∆
E0
y
2d
)
= 4
(
αm
h¯2
)2
d
E∆E2t
E30
K1
(E∆
E0
)
. (20)
In the above, Kii(y) =< εi(0, 0)εi(0, y) >, Kyy(y) = E2t [1 + (y2/4d2)]−3/2−Kxx(y), Kxx(y) =
E2t (4d2/y2)[1 + (y2/4d2)]−1/2{[1 + (y2/4d2)]1/2 − 1}, E∆ = 4∆d/eλ2, and K1 is the Bessel
function. The characteristic parameter E∆/E0, appeared in Eq. (20), is represented as S/λ2,
S being the area between the trajectories with different spin on the scale of 2d. The spin-flip
rate falls off rapidly with growing this parameter, as exp(−E∆/E0), when E∆ >∼ E0. This
simply reflects the fact that scattering with large momentum transfer is suppressed in the
limit of smooth disorder. Let us show, however, that in this limit the fluctuations of the
phase φ(y) lead to a drastic enhancement of the scattering rate in comparison with Eq. (20).
First of all, notice that the curvature of the trajectories in Eq. (16) should be taken into
account if the rms fluctuation of the area < (δS)2 >1/2∼ (E∆Et/E20 )λ2 exceeds λ2, i.e., if
E∆/E0 >∼ E0/Et. Provided E∆ ≫ E0, this occurs when Et is still much smaller than E0, and
the trajectories are almost straight lines. Expanding φ(y) to first order in εx gives then
〈
eiφ(y)
〉
→ exp
(
i
E∆
E0
y
2d
− E
2
∆
8E40d2
∫ y
0
dy′
∫ y
0
dy′′Kxx(y′ − y′′)
)
. (21)
Owing to the fast oscillations associated with the first term in the exponent, the second
term, which describes the decay of the average < exp(iφ) > with increasing disorder, can
simply be picked up at the singular point of the pre-exponential Kyy(y) in the upper half-
plane, y = 2id (then the integration in Eq. (21) should be effected along the straight line
connecting the points y = 0 and y = 2id). The result is
1
Lso
=
1
L
(1)
so
exp
[
(1− ln 2)E
2
∆E2t
E40
]
,
1
L
(1)
so
= 2
√
2π
(
αm
h¯2
)2
d
E2t
E20
√
E∆
E0 exp
(
−E∆E0
)
. (22)
The additional exponential factor L(1)so /Lso is much larger than unity if E∆/E0 ≫ E0/Et,
though the relative correction to the exponent of the spin-flip rate remains small as long as
E∆/E0 ≪ E20/E2t . In fact, Eq. (22) signals that at E∆/E0 >∼ E20/E2t a new regime of the SO
scattering should appear, which is dominated by the fluctuations of φ(y). At the crossover
point to this regime, the ratio Et/E0 is still small, ∼ (E0/E∆)1/2. Nevertheless, the expansion
(21) in powers of εx/E0 under the sign of averaging is not valid any more, for the scattering
rate at E∆/E0 ≫ E20/E2t is determined by rare fluctuations in which the local electric field
greatly exceeds the homogeneous component E0. This can be seen by writing the exponent
of L−1so ∝ exp(−W ) as a sum of two terms:
W =W1 +W2 , W1 =
1
2
∫
dk
(2π)2
|ε(o)xk |2
< εxεx >k
, W2 = i
2∆
eλ2
∫ ±2id
0
dy
−E0 + ε(o)x (0, y)
, (23)
where W1 represents the probability for the optimum fluctuation ε
(o)(ρ) to occur and W2
stands for the probability of the spin-flip scattering in the field of this fluctuation. We
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have for convenience written W1 in the form of a functional of ε
(o)
xk =
∫
dρ exp(−ikρ)ε(o)x (ρ),
since W2 involves only the x-component of the electric field. Then the optimum fluctuation
satisfies the variational equation δW/δε(o)x = 0 without any subsidiary conditions. The form
of W2 results from the fact that the exponent of the scattering probability is determined by
the phase φ(y) taken at the singular points of the sought function ε(o)(ρ) (upon substitution
x = x(y)). These must coincide with the singular points of the correlator < ε(0)ε(ρ) >,
which are y = ±2id at |x(y)− x(0)| ≪ d. The sign of the upper limit of integration in W2
should be so chosen thatW2 is positive. If W2 be expanded as a series in εx/E0, keeping only
the first-order term reproduces the exponent of L−1so in Eq. (22). Now, by contrast, let us
neglect E0 in the denominator of W2. Then the evaluation of the first variation of W yields
the relation (for t in the interval (0, 2d))
εx(x, it) = − 2∆
eλ2
∫ 2d
0
dt′
[εx(0, it′)]
2 < εx(0, 0)εx(x, i(t− t′)) > , (24)
which, by means of analytic continuation, defines the optimum fluctuation. Dimensional
analysis of the equation shows that the scaling form of the solution is ε(o)x (ρ) = Eoptf(ρ/d),
Eopt = E1/3∆ E2/3t , f being a dimensionless function. It follows that the homogeneous field E0
indeed plays no role at Eopt ≫ E0, even though E0 ≫ Et. Thus the spin-flip rate in this limit
is given by (the pre-exponential factor is determined by |Ey| ∼ Et)
1
Lso
∼
(
αm
h¯2
)2
d exp
[
−η
(E∆
Et
)2/3]
, (25)
where η is a numerical coefficient of order unity, i.e., Lso is much shorter in comparison with
Eq. (20) at E∆ ≫ Et. If we choose ε(o)(ρ) = [2ε(o)x (0)/E2t ] < εx(0)ε(ρ) > as a trial function
with the variational parameter ε(o)x (0) in order to minimize W , the estimate (and the upper
bound on η) η ≃ 1.5 can be readily obtained. To justify the choice, note that this trial
function gives exact solution for the auxiliary problem of determining the shape of the most
probable fluctuation with a high electric field fixed only at the point ρ = 0.
Since E0 does not figure in Eq. (25), the latter actually gives L−1so in the random system
without any external field, provided E∆ >∼ Et. To find the scattering rate at E0 = 0 in the
opposite limit, E∆ ≪ Et, we omit the phase factor exp(iφ) in Eq. (19). Then L−1so can be
written as
1
Lso
=
(
αm
h¯2
)2 ∫ ∞
−∞
dl
〈
ei[ϕ(l)−ϕ(0)]
〉
∼
(
αm
h¯2
)2
d , (26)
where the configurational averaging is performed at a fixed path l. Despite having so simple
form, the integral cannot be evaluated analytically, for the average is determined by l ∼ d
where the fractal properties of the trajectories become important. It is worth remarking
that the controlling parameter E∆/Et (cf. Eqs. (25,26)) may be represented as the ratio
∆/∆t, where ∆t = Γ(λ/d)
2 is the characteristic width of the energy band around the
level E = 0 within which the tunneling through saddle-points of the random potential is
crucial for the localization properties of the electron gas. Whatever d is, if |E| ≪ ∆t, the
localization-length exponent takes the universal value ≃ 2.3 (this limit corresponds to the
network model35). For the localization problem, the classical percolation approach applies
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only outside the “tunneling” band, yet the above consideration of the spin-flip rate is valid
at |E| → 0 as well. This is because the SO scattering occurs far away from the critical saddle
points (where the tunneling between the critical percolation clusters and the interference of
multiple-scattered waves take place). Thus, if ∆ <∼ ∆t, the spin-flip rate is given by Eq. (26)
even within the tunneling band. At ∆ ≫ ∆t it falls off with increasing Zeeman splitting
according to Eq. (25). Here we must recall, however, that we have limited ourselves to the
case when the distance between two states with different spin is smaller than λ. Otherwise,
the scattering rate would acquire an additional small factor associated with the weak spatial
overlap of the states. It is easy to see that, for a typical place of the electron trajectories,
this restriction breaks if ∆ >∼ Γλ/d. So the allowed range of ∆ is much larger than ∆t. But,
in fact, our conclusions hold in a still wider range of ∆, namely ∆ <∼ Γ(λ/d)1/2, for it is
necessary that the distance between the states be smaller than λ only in the regions where
the scattering actually occurs (i.e., where the electric field ∼ Eopt is much higher than the
typical one).
We should note that writing down W2 in the form (23) we in fact oversimplified the
problem. Eq. (23) is the contribution to L−1so which comes in the short-wave limit from the
singular points of the function Ey(y). As follows from Eq. (19), these are not the only singular
points of the pre-exponential factor in the integrand of L−1so – special consideration must be
given to zeros of the function Ex(y) in the upper half-plane. It is by no means obvious that, as
we will see below, they are of no importance in the problem under discussion. “Dangerous”
to the evaluation of L−1so are zeros close to the real axis. We associate them with kinks of the
quasiclassical trajectories which occur, however large d is, in vicinity of the saddle points of
the random potential (apart from the critical saddle points, which connect up the critical
clusters to each other so as to form the percolation network, there are a lot of other saddle
points which an electron hits on its way between the critical ones). Though the electric
field gets weaker near the saddle points, its orientation changes sharply there, which favors
the spin-flip scattering in the high-B limit. Consider a saddle point with zero energy such
that the electric field in its vicinity is E = −(Vxxx/e)xˆ + (Vyyy/e)yˆ with Vxx and Vyy both
positive. Then an electron with the energy −E < 0 travels from left to right along the y axis.
In the spirit of the derivation above, it is natural to assume that the main contribution to
L−1so from the saddle points is determined by those of them that have an anomalously large
curvature Vyy, so that the equation Ex(y) = 0, Ex(y) being taken along the trajectory with
the energy −E, is satisfied at anomalously small y = i
√
2E/Vyy. Let E be larger than 2∆,
in which case the saddle point does not split the trajectories with different spins. Next, to
get a feeling for the relevance of the scattering mechanism, let us assume that the distance
between these trajectories with |E| <∼ Γ is much smaller than λ (i.e., the ratio E∆/Et is not
too large) and, besides, put E0 = 0. Then the matrix element of the spin-flip scattering on
passing the saddle point can be easily evaluated to give
|t−+|2 ∝ exp

i 4∆
eλ2
∫ i√2E/Vyy
0
dy
Ex(y)

 = exp

− 2π∆√
VxxVyyλ2

 . (27)
Notice that the last expression does not depend on E, which is a peculiar property of the
saddle-point potential. The exponent (27) is typically of order E∆/Et. To find the contri-
bution to L−1so from this kind of scattering, we should average Eq. (27) over the parameters
Vxx and Vyy. It is easy to realize that Vxx and Vyy are gaussian variables with zero mean
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and the correlators < V 2xx >=< V
2
yy >= −∂2Kyy(0)/∂y2 and < VxxVyy >= ∂2Kxx(0)/∂y2.
The distribution function of the product VxxVyy for the saddle-point configuration Vxx > 0,
Vyy > 0 falls off therefore as exp(−2VxxVyyd2/e2E2t ) (we used the expressions for Kii(y)
presented after Eq. (20)). Optimization gives for the spin-flip rate near the saddle points:
L−1so ∝ exp[−η′(E∆/Et)2/3] with η′ = 3π2/3/2 ≃ 3.2. It follows that the characteristic curva-
ture of the “optimum saddle-point” is indeed anomalously high. Moreover, it turns out that
the resulting exponential dependence of L−1so on the parameter E∆/Et is similar to that in Eq.
(25). So we have to compare the numerical coefficients in the exponents. According to the
estimate given after Eq. (25), η < η′. It is this inequality that justifies the representation of
W2 used in Eq. (23) and proves the dominant role of the fluctuations of the form (24).
Yet another essential point is in order. Introducing above the optimum fluctuation for
the case ∆≫ ∆t, we performed the configurational averaging over all possible realizations of
the random potential. This procedure is correct if an electron, traveling along the classical
trajectory, indeed has the possibility to explore the full spectrum of the fluctuations, i.e.,
if the length of the trajectory exceeds Lso. At given E, the classical trajectories follow
equipotential lines, which are closed with the exception of one percolating equipotential at
E = 0. We are most interested in the spin-flip rate when the electron energy E → 0, so that
the length36 L(E) ∼ d(Γ/|E|)7/3 of the critical trajectory corresponding to this energy is
much larger than d. Nevertheless, it is possible that Lso is still larger than L(E). In that case
two electron states which have different spin projections and are closest to each other in real
space are not resonant any more in the sense that the typical spacing δE ∼ h¯vd/L(E) between
their energies becomes much larger than the typical overlap integral Jso. Then the relevant
characteristic of the spin-flip scattering is the admixture coefficient uso = Jso/δE ≪ 1,
which describes the hybridization of the states. Provided E∆ <∼ Et, it is given simply by
u2so ∼ L(E)/Lso. If, however, E∆ ≫ Et and uso ≪ 1, the definition of Lso used above
becomes meaningless, for typically the electron does not hit the optimum fluctuation upon
“coming full circle” along the classical trajectory. To get uso in this limit, we have to evaluate
the maximum value EL(E) of the electric field that the electron can typically meet on the path
L(E). This quantity obeys the relation p(EL(E))L(E)/d ∼ 1, where p(E) = exp[−(E2/E2t )]
is the probability of finding the absolute value of the electric field (at a given point) larger
than E . The sought function at L(E) ≫ d is therefore EL(E) = Et ln1/2[L(E)/d]. Thus,
if this last expression is small compared with the amplitude of the electric field in the
optimum fluctuation, which is ∼ E1/3∆ E2/3t according to Eq. (24), the coupling coefficient uso
is typically determined by the fluctuation EL(E). As a result, ln u2so ∼ −E∆/EL(E). It follows
that, if E∆ ≫ Et, u2so in the “mesoscopic” regime is much smaller than L(E)/Lso.
As argued in Ref. 10, the dissipative conductivity σxx at ∆t ≪ ∆ ≪ Γ as a function
of the filling factor ν may exhibit striking behavior in the limit of strong SO coupling.
Namely, provided T ≪ ∆ and Lφ ≪ ξ(0), Lφ and ξ(0) being the phase-breaking length and
the localization length in the middle between the centers of the Zeeman levels respectively,
σxx has a “metallic” value ∼ e2/h within an interval of ν with well-pronounced boundaries,
νo−δν < ν < νo+δν, and sharply falls off outside this interval. Here νo is an odd integer and
δν ∼ ∆/Γ. This boxlike behavior means that the conductivity is high for all energies lying
between the centers of the Zeeman levels and is exponentially small otherwise. The reason for
the “metallization” of the conductivity at low T is that the SO coupling changes the nature of
localization: owing to the SO coupling, the localization at νo−δν < ν < νo+δν is only due to
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the quantum interference of multiple-scattered waves, whereas outside this range it remains
classical. Furthermore, when Lφ exceeds ξ(0) and two distinct σxx-peaks appear, each
corresponding to a different spin projection, the conductivity between the peaks is shown to
fall off with decreasing T only in a power-law manner: σxx ∼ (e2/h)ξ(0)/Lφ. This “power-
law hopping” occurs in a wide range of T and goes over into the conventional variable-range
hopping at a very low temperature, which is comparable with the typical energy spacing on
the scale of ξ(0). Thus the situation is different from that in a white-noise random potential:
in the latter case the variable-range hopping in the QHE regime is likely to determine the
σxx-peak width at any T .
18 Applying now the same reasoning as in Ref. 10 to the weak-
coupling case Lso ≫ L(∆), we can again reduce the problem to that of hopping between
states which overlap strongly in real space. The difference is that now the conducting states
are weakly coupled in spin space, which is taken into account by adding the small factor
u2so (see above) in σxx. Thus, if Lφ
<∼ ξ(0) and L(∆) <∼ Lso, σxx between the peaks is
of order (e2/h)u2so and does not depend on T . With lowering T , when Lφ becomes larger
than ξ(0), σxx in the middle between the peaks behaves as (e
2/h)(ξ(0)/Lφ)u
2
so. Eventually,
with decreasing uso, a crossover to the picture of two independent σxx-peaks, broadened
by the inelastic scattering, takes place. Notice that the power-law hopping between two
adjacent σxx-peaks
10 should be considered a characteristic signature of the coupling between
the Landau levels (clearly, it makes no matter whether these are two Zeeman levels, coupled
by the SO interaction, or a number of overlapping Landau levels with the same spin at low
B).
It is to the point to remark that, in the case of smooth disorder, the two spin-split
peaks can exhibit a non-trivial temperature dependence in the limit uso → 0, too. More
specifically, their width may be independent of T in a wide temperature range. This can be
seen by introducing a characteristic temperature Ts, at which the phase-breaking length Lφ
is of the order of R(∆t) ∼ d(Γ/∆t)4/3 = d(d/λ)8/3. Here the length R(∆t) is the size of the
critical percolation cluster with the energy ∆t. However, since this energy corresponds to the
crossover between the Anderson-localization regime and that of the classical percolation, the
expression for R(∆t) gives at the same time the quantum localization length at |E| ∼ ∆t. If
the inelastic-scattering rate is high enough, such that Ts ≪ ∆t, the width of the σxx-peak in
the range Ts ≪ T ≪ ∆t does not depend on T and is given by ∆ν ∼ ∆t/Γ. Indeed, provided
Ts ≪ T , the phase coherence within the tunneling band |E| <∼ ∆t is completely destroyed.
Therefore, σxx ∼ e2/h when the Fermi level is inside this band. If, however, T is still small
compared to ∆t, both the hopping transport and the activation outside the tunneling band
yield the conductivity much smaller than e2/h. As a consequence, the form of the σxx-peak
is not affected by the increase of T within the range Ts ≪ T ≪ ∆t. Note that the presence
of several regimes: the tunneling-dominated regime at T <∼ Ts, the “classical” one at T >∼ ∆t
(with18 ∆ν ∼ T/Γ), together with the saturation of ∆ν in between (which exists provided
Ts ≪ ∆t), may make it difficult to observe experimentally the universal critical behavior as
∆ν → 0 (see, e.g., Refs. 23, 37, and 38).
The preceding analysis of L−1so was restricted to the case ∆0+∆c ≫ ∆d, when the Zeeman
splitting is independent of E and so is spatially homogeneous. In the opposite limit, the
local Zeeman splitting ∆(l) = ∆d(l) follows adiabatically the local electric field. As a result,
the electric field cancels out in the phase φ(l), which takes the form φ(l) = 2(αm/h¯2)l.
Evidently, then, the exponent of L−1so falls off with increasing Et (see Eq. (25)) only as long
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as (E∆/Et)2/3 >∼ αmd/h¯2, otherwise L−1so ∝ exp(−4αmd/h¯2). This last expression gives the
minimum (by modulus) value the exponent of L−1so can take at given d.
So long as the SO-interaction-induced fluctuations of the local spin-splitting may be
neglected, the gap between the energies of two delocalized states is renormalized by only
the constant term ∆c and is given by 2(∆0 + ∆c). Following the model consideration of
Refs. 9 and 11, it is tempting to say that when the random component of the spin-splitting,
∆d(l), is dominant, the energy gap scales as the sample-averaged < ∆d(l) >. However,
this would not be true; actually, in the classical percolation limit, the fluctuations of ∆d(l)
do not lead to any gap at all. The point is that, ∆d(l) vanishes at the saddle points of
the random potential, whatever the amplitude of the fluctuations. It is easiest to see what
happens by considering first the periodic potential V (ρ) ∝ cos(πx/d) cos(πy/d), which is
a degenerate case in the sense that all saddle points have the same zero energy. If we
neglect the homogeneous splitting ∆0 + ∆c, quasiclassical trajectories at a given energy
E follow the equipotentials V (ρ) ± ∆d(ρ) = E. We observe that the trajectories with
opposite spin never coincide with each other but at E = 0 they cross at the saddle points
of V (ρ). Whether or not a given trajectory passes through the saddle points is only crucial
to the percolation. As a result, in spite of the fact that the trajectories with opposite spin
at E = 0 are quite different from each other, they both percolate. This same conclusion
holds in the case of a random potential since the only relevant question then is whether the
trajectories with opposite spin meet at the critical saddle points of the percolation network.
They do, and so the fluctuations of ∆d(ρ) in between play no role. Notice that, since ∆d
at a given point is proportional to the local electric field, it is not adequate, in the case of
smooth disorder, to consider the fluctuations of V (ρ) and those of the effective magnetic
field, induced by the SO interaction, independently. If they were not correlated with each
other, the percolation transition would split, and the splitting would scale as < ∆d(ρ) >,
which has been demonstrated by numerical simulation in Ref. 11. The above consideration
is valid in the limit of smooth disorder; tunneling at saddle points in the presence of the
SO coupling leads to additional splitting of the metal-insulator transition6,7 (it is argued in
Ref. 5 that in the case of short-range disorder, similar to the tunneling-dominated regime,
|E+c − E−c | ∝ (α2)1/γ at α→ 0, γ being the localization length exponent).
As the scattering rate at ∆≫ ∆t is strongly suppressed in the case of smooth disorder,
even a weak short-range random potential, which coexists in reality with the smooth one in
any kind of heterostructure, may provide an essential source of the spin-flip scattering. Little
is known about its strength, so we just write its correlation function as < V (0)V (ρ) >=
w2δ(ρ). One way to proceed now is to calculate first, by virtue of Eqs. (8,9), the contribution
to L−1so from the short-range scattering in the limit E0 ≫ Et. The result is
1
Lso
=
1√
2π
(
αm
h¯2
)2 ( w
eE0λ2
)2
λ cos θNJN
(
2∆2
(eE0λ)2
)
, (28)
where JN(t) = 2√π
∫∞
t dt
′ exp(−t′)L2N(t′)(t′ − t)−1/2[t′ − t(1 − 1/ cos θN )]. Then L−1so in the
absence of the homogeneous field E0 can be obtained by simply substituting the absolute
value of the smoothly varying field E for E0 in Eq. (28) and averaging the result over E
with the distribution function (2E/E2t ) exp(−E2/E2t ). If ∆d ≪ ∆ ≪ Γλ/d, this yields only
logarithmic dependence of L−1so on ∆:
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1Lso
=
√
2
π
JN(0)
(
αm
h¯2
)2 ( w
eEtλ2
)2
λ ln
(
Γλ
∆d
)
(29)
(J0(0) = 1, J1(0) = 74 , . . . ). This expression should be compared, if w is known, to Eq.
(25). In addition, an inelastic spin-flip scattering may also be important in the extreme
of smooth disorder. Obviously, if T exceeds the energy ∆i of excitations with the in-plane
wave vector 2∆/eEtλ2 (without going here into detail, we note that, depending on the sample
parameters, acoustic phonons or disorder-induced edge magnetoplasmons, both with a linear
spectrum at low frequencies, may be involved in the transport), it is no longer necessary to
transfer the large momentum to the smooth static potential, which has been the origin of
the exponentially strong suppression of the purely elastic scattering [Eq. (25)]. As for the
temperature behavior of the spin-flip rate at smaller T , it depends on the parameter T∆2i /∆
3.
If this parameter is small, the inelastic scattering occurs at T ≪ ∆i in the regions where the
random static electric field is anomalously high. This is because the transition probability
in a given place acquires with lowering T an activation factor, the exponent of which,
(∆i/T )(Et/ε), is smaller the higher the local field ε. Upon optimization with the distribution
function of the electric field, we thus obtain L−1so ∝ exp[−3(∆i/2T )2/3]. The result means that
the transitions take place in the regions with ε ∼ Et(∆i/T )1/3 ≫ Et and the characteristic
energy transfer is of order ∆i(T/∆i)
1/3 (which is much smaller than ∆ according to the
above-mentioned condition T∆2i /∆
3 ≪ 1). One can see that, provided T∆2i /∆3 <∼ 1, the
exponential factor given by Eq. (25) becomes larger than that of the inelastic scattering rate
only at T lower than ∆i∆t/∆. Actually, the elastic scattering gets dominant at a somewhat
higher T due to a difference in pre-exponential factors. It is straightforward to show that in
the opposite limit, T∆2i /∆
3 ≫ 1, the inelastic transitions are almost vertical in momentum
space and, correspondingly, L−1so ∝ exp(−2∆/T ). This last exponent being compared with
that of the elastic scattering loses competition at T ∼ ∆1/3∆2/3t .
IV. ELECTRON-ELECTRON INTERACTIONS
We have not yet raised the question concerning the influence of electron-electron inter-
actions on the spin-flip rate. To get an idea about which modifications should be brought
into the above picture when the Coulomb interaction between electrons is included, let us
suppose the interaction to be weak in the sense that the Bohr radius a is larger than λ
(though in the experiments of greatest interest the ratio of these lengths is of order unity).
Let, however, the fluctuations of the random potential be still so smooth that d≫ a. Then
screening of the fluctuations cannot be left out of consideration. Recall first how matters
stand for spinless electrons. Naturally, the crucial parameter is the ratio u = Et/(e/ǫλ2).
One can scan the whole scale of disorder by changing u. As long as u ≪ 1, the fractional
part, ν˜, of the average filling factor ν¯ is important for screening. If u≪ ν˜(1−ν˜), the electron
distribution in space is almost homogeneous and the random potential is almost perfectly
screened out25 (if it were not for the interaction between electrons, arbitrary weak but smooth
disorder would break up the electron gas into either completely filled or completely empty
regions). Because of a finite correlation energy, the concept of compressible quantum Hall
liquid in the case of smooth disorder is compatible with the inevitable existence of a non-zero
electric field within it. In the extreme of high B, the characteristic amplitude of the total
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self-consistent electrical potential is of order eEtλ/
√
ν˜(1− ν˜).25 However, it is not yet clear
exactly in which way the drift-velocity field produced by this potential yields localization at
all ν˜ except ν˜ = 1/2 (ignoring the self-consistent field within the notion of perfect screening
would lead to the conclusion39 that the dissipative conductivity is non-zero in a finite range
of ν˜; interestingly, the “restoration” of the conventional one-particle picture of localization
in the limit of weak and smooth disorder may be solely due to the finite compressibility of
the electron liquid, which, in turn, originates from electron-electron correlations). Thus, for
ν˜ = 1/2 and u ≪ 1, only one Landau level is responsible for screening (strictly speaking,
electrons in fully occupied levels also affect the form of the self-consistent potential because
of inhomogeneous mixing of states with different N ; however, this polarization effect may
be important only in the weak-B limit40).
If ν˜(1 − ν˜) is so small that ν˜(1 − ν˜) ≪ u ≪ a/d, all electrons in the partially filled
Landau level collect together in small droplets near the bottoms of the random potential.25
Whatever state of electrons in the droplets is, the latter are well separated from each other,
so that the system as a whole is in the insulating phase. With further increasing disorder, u
exceeds the ratio a/d, which means that the typical amplitude of the bare random potential
becomes larger than the cyclotron energy. Provided u is at the same time larger than
ν˜(1 − ν˜), electrons in other Landau levels have to join in participation in screening. Yet
the number of participating levels may be limited to two if u is still small compared with
unity, i.e., a/d ≪ u ≪ 1; then only two adjacent levels can manage screening.41 The two-
level screening is so effective that in the high-B limit only a small part of the total area
is occupied by incompressible liquid. However, this regime obviously does not appear with
increasing u if ν˜(1− ν˜) ∼ 1.
At still stronger disorder, when 1 ≪ u, electrons in the highest occupied Landau level
exhaust their capacity for screening whatever ν˜ is. Then even the amplitude of the self-
consistent potential becomes larger than h¯ωc. As a result, many Landau levels come into play
and the electron distribution gets close to that at B = 0 (similarly to quantum dots/wires
without any disorder42,27). Correspondingly, apart from fine details, the self-consistent po-
tential may also be obtained within the framework of the Thomas-Fermi scheme at zero field.
Its characteristic amplitude is then ∼ eEta, the ratio of which to h¯ωc gives the number νs
of Landau levels participating in screening: νs ∼ u ≫ 1. Lower Landau levels remain fully
occupied. Clearly, this regime exists only if 1 ≪ u≪ ν¯. In the extreme of strong disorder,
when ν¯ ≪ u, electrons from all Landau levels condense in droplets lying in the minima of
the random potential.39,43 Note that at 1 ≪ u the self-consistent potential “pierces” many
Landau levels and so any consideration within a single Landau level becomes insufficient.
The electric field that an electron feels is screened by all the pierced levels, so that its typical
amplitude on the scale of d is of order Eta/d, just as at B = 0. The Landau level quan-
tization manifests itself in additional sharp peaks the electric field exhibits when it breaks
through narrow incompressible strips, which arise whenever one of the levels participating in
screening becomes locally full.27 Provided u≪ d/a, the distance between the incompressible
strips is much larger than a and the characteristic amplitude of the peaks is Et(a/du)1/2.
At larger u, the oscillations of the electric field on the scale smaller than d are flattened
out and the area occupied by compressible liquid sharply shrinks.44,45 (It is not difficult to
show that the picture is actually even more diverse: the above estimate for the crossover
point is true if the cyclotron radius λν¯1/2 <∼ a, which may be accomplished only for a few
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lowest Landau levels, otherwise the peaks of the electric field start to fall down at smaller
u ∼ (d/a)(a2/λ2ν¯) because of averaging of the field over the cyclotron orbit). The absence
of compressible liquid means that the fluctuations of the filling factor are quantized so that
locally the latter takes only integer values. The whole picture looks then much the same as
that for non-interacting electrons; the difference is that the impurity potential is screened
(the screening radius being equal to a/2). So we conclude that, once d is supposed to be
much larger than both the Bohr radius and the cyclotron radius, screening in the quantum
Hall regime is important whatever strength of disorder is (recall that in the case of smooth
disorder the quantum Hall behavior itself occurs unless Et exceeds a critical value of the
order of en¯,39,43 where n¯ is the average electron concentration; if Et ≫ en¯, the system resides
deep in the insulating phase at any B).
One may well ask whether the optimum fluctuation (see above), within which the electric
field is anomalously high, is affected by screening. The answer is yes, however large the
field is. The point is that the fluctuation that produces the strong field on the percolation
trajectory consists of a high potential hill followed by a well of approximately the same depth
as the height of the hill, the percolating trajectory going in the middle between them. The
higher the electric field, the deeper the well is and the more electrons it can accomodate.
Continuing the same line of argument as in the consideration of typical fluctuations, we
observe that the optimum fluctuation, being of width d, is screened either by one Landau
level or, when the self-consistent potential is larger than h¯ωc, by many Landau levels. Of
course, the hill is screened only in the linear screening regime (Eopt ≪ en¯, where Eopt is the
bare value of the field in the optimum fluctuation). Otherwise, only the well is screened.
However, even in the latter case the electric field at the edge of the electron droplet which fills
up the well is much weaker than in the one-electron scheme. Indeed, if the screening within
the droplet were perfect, the in-plane electric field would exhibit a square-root singularity
at the edge (see, e.g., Ref. 27), being zero inside the droplet and growing with the distance
x from the edge as ∼ Eopt(x/d)1/2 (in the extreme of zero thickness of the layer occupied by
electrons). To get the field at the edge, one should write max(a, λν¯1/2) in place of x. In any
case the resulting field is smaller than Eopt in the limit at issue. Hence, Et in the formulae
of Sec. III has the meaning of a characteristic amplitude of the self-consistent field.
Let us turn now to the question as to the role of exchange interactions. The local spin-
splitting 2∆(l) is actually governed by a competition between three energies: bare Zeeman,
spin-orbit, and exchange. For the quantum Hall liquid, the exchange effects are of dominant
importance in the extreme of weak disorder. The exchange energy cost of a flipped single-spin
excitation in a homogeneous incompressible liquid at λ ≪ a is 2∆ex = (π/2)1/2(e2/ǫλ) for
ν¯ = 1 and scales as e2/ǫλν¯1/2 for higher Landau levels12 (at B → 0, when ν¯1/2 ≫ λ/a≫ 1,
it vanishes according to ∆ex ∼ (e2/ǫλν¯1/2) ln(ν¯1/2a/λ),40 the additional logarithmic factor
being due to polarization effects). If ν¯ is not too large, ∆ex exceeds greatly both ∆0 and
∆c. However, since the exchange contribution to the effective g-factor is controlled by
the local difference between occupation numbers of up-spin and down-spin states, ∆ex falls
off with increasing disorder. The relevant parameter is the ratio E˜/(e/ǫλ2), where E˜ is
the characteristic amplitude of the self-consistent electric field resulting from the above
picture of screening. Specifically, in the extreme of high magnetic field, there exists a
critical value E˜c ∼ e/ǫλ2 such that ∆ex at E˜ > E˜c is strictly zero28 (in the sense that,
provided the bare Zeeman and SO contributions are neglected, the separation between the
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edge states of opposite spin vanishes). In the critical region of the low-E˜ phase of this
transition a strip of completely spin-polarized liquid with integer filling appears. Within
the Hartree-Fock approach, its width δ scales according to δ ∼ λ[(E˜c − E˜)/E˜c]1/2.28 As the
effective confining potential becomes smoother, δ gets comparable with λ and regions of
fractional filling show up (the essential physics behind this second transformation is the
same as in the collapse of compressible strips with increasing E˜ for spinless electrons,44,45
so that it is the exchange energy gain that outweighs the energy of Coulomb repulsion and
thus stabilizes28 the ferromagnetic incompressible state and sharp edges in a range of E˜).
When the compressible phase appears, the exchange interaction manifests itself in a non-
monotonic dependence of occupation numbers in momentum space30 (even in the framework
of the Hartree-Fock scheme), which may be viewed as a precursor of the formation of wide
compressible strips (note, however, that a similar picture of the sharp-edge reconstruction
with decreasing E˜ has been obtained without taking exchange into account but with electron-
electron correlations treated within the Hartree approximation for composite fermions46,47).
From the above picture we can draw the conclusion that even if in a typical place of the
electron trajectory E˜ ≪ e/ǫλ2 and, correspondingly, ∆(l) ∼ e2/ǫλ, the spin-splitting in the
optimum fluctuation (see above) still may be small and be given by the one-particle formula
[Eq. (4)]. The electric field E˜ in the optimum fluctuation must then exceed e/ǫλ2.
What is possibly the most essential is that the exchange interaction yields a non-standard
mechanism of SO scattering in the quantum Hall regime. Since this kind of spin relaxation
inevitably involves some momentum transfer to the random potential (at zero T ), it is only
natural that, as long as we are concerned with the case of smooth disorder, Lso within the
non-interacting theory is exponentially large. We showed that the scattering rate is in fact
much higher than in the Born approximation; yet, it is out of question to get within the
one-electron picture anything but an exponential dependence of Lso on d. Moreover, so far
both screening and exchange have made the spin-flip scattering still more difficult (as they
decrease E˜ and increase ∆). We observe, however, that their interplay gives rise to phase
transitions and, consequently, to the appearance of new short scales which may “absorb”
the large momentum. In the spirit of Ref. 28, imagine two edge states with opposite spin
in the effective external field E˜. Allowing for smooth fluctuations of E˜ along the edges,
consider the neighborhood of the point where E˜ becomes equal to E˜c ∼ e/ǫλ2. Recall that
the characteristic separation of the spin-split edges resulting from the spontaneous spin-
polarization in a clean quantum wire28 is λ. Hence, in the case of smoothly varying on
this scale E˜ , we can treat the spin-splitting along the edges adiabatically and introduce the
local separation δ(l). We think that, in spite of noticeable correlations, the Hartree-Fock
approximation captures the essential physics of the problem and allows us to write δ(l) near
the transition point lc in the form
δ(l) = δ0(lc) + λΘ(l − lc)
√
(l − lc)/Lc , (30)
where δ0(lc) ≪ λ, Θ(l − lc) is the unit step function, and Lc ∼ (e/ǫλ2)/|∂E˜/∂l|l=lc ∼ d
(provided E˜(l) decreases from left to right). Then Eq. (19) may be used in order to find the
transition probability on passing through the point of phase separation. Evidently, when
exp[iφ(l)] rapidly oscillates on the scale of d, most of the contribution to the integral comes
from the singular point of δ(l). It is easy to see that if the characteristic periods of the
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oscillations near the point l = lc are strongly different on different sides of it (which is the
case at (e2/ǫλ∆)3(λ/d)≫ 1), the result is
|t−+|2 =
(
αm
h¯2
)2 (eE˜cλ2
2∆
)2
∼
(
α
a∆
)2
. (31)
Here 2∆ ≪ e/ǫλ2 is the spin-splitting at E˜ < E˜c. Remarkably this expression does not
depend on d and falls off with increasing ∆ only in the power-law manner. Note that Eq.
(31) implies ∆ >∼ α/a, which is fulfilled “automatically” since ∆d ∼ α/a in the electric field
of order e/ǫλ2 [Eq. (4)] and, moreover, in the quantum Hall regime ∆d in the field of the
random potential is usually smaller than ∆0. However, ∆d may be of dominant importance
in quantum dots/wires with strong confinement, in which case the additional small factor
| < (χ+)∗σxχ− > |2 = cos2 θ [Eqs. (3,4,17)] should be introduced in Eq. (31). To find L−1so
limited by this mechanism of scattering, the above expression for |t−+|2 should be multiplied
by the linear density Pc (along the electron trajectory) of the fluctuations with E˜ = E˜c:
L−1so = |t−+|2Pc. If we assume that E˜ ≫ e/ǫλ2 almost everywhere along the edges, then
“bubbles” with large δ(l) will appear on the electron trajectories only near the saddle points
of the random potential, which gives L−1so ∼ d−1(α/a∆)2(e/ǫλ2)2/ < E˜2 >. Here <> means
averaging along the edge states. In the opposite limit of weak disorder, most of the area is
occupied by inhomogeneous compressible liquid. In this case, the sharp reconstruction of the
edges occurs only in rare regions where the self-consistent electric field becomes stronger than
e/ǫλ2. We note that, though the fluctuations of the bare electric field are gaussian, those of
the self-consistent field, in general, are not. If screening of the fluctuation with E˜ = E˜c were
linear, Pc might be written in the form Pc ∼ d−1 exp(−E˜2c /2 < E˜2 >); in fact, the screening
radius which defines the average in the exponent should itself be considered dependent on
the amplitude of the fluctuation (see above). It follows from the above consideration that
in clean quantum wires with weak disorder there exists an optimum slope of confinement,
such that the electric field at the edge is of the order of e/ǫλ2, at which the spin-flip rate
reaches maximum with L−1so ∼ (α/a∆)2d−1 and falls off if the confinement becomes smoother
or steeper (an order-of-magnitude estimate for Lso gives then ∼ 10µm). We conclude that,
apart from the power-law dependence on the non-renormalized (by exchange) value of ∆, L−1so
yielded in the high-B limit by this mechanism of scattering is determined by the distribution
of the points on the electron trajectory where the spontaneous spin-polarization takes place.
One should note, however, that understanding the mechanism of localization of strongly
correlated electrons at smooth disorder will be necessary in order to make reliable conclusions
as to the experimental situation.
We have already noticed that, when the local ∆(l) strongly fluctuates due to the random
term ∆d(l), δν (the difference of the filling factors corresponding to two peaks of σxx) does
not scale with the typical amplitude of these fluctuations. This is because δν in the extreme
of smooth disorder is only sensitive to the spin-splitting near the saddle points of the random
potential. The drift-velocity-induced splitting ∆d goes to zero at the saddle points and so
does not affect δν, regardless of how large ∆d is in a typical place of the sample. In contrast
to this, δν may be completely determined by the exchange-induced splitting even though
the latter is small in average. To see how it comes about, suppose that ∆(l) is solely due to
the electron-electron interactions, while the typical amplitude of the self-consistent electric
field E˜t is much higher than E˜c. Within the mean-field description,32 δν would be strictly
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zero in this case. We think, however, that actually δν for small N is a smooth function
of E˜t/E˜c, i.e., it does not exhibit any critical behavior with changing this parameter. It is
small wonder that the mean-field approach is not adequate to describe the spin-splitting
in the limit of strong disorder and high B since the problem of finding δν is then that
of percolation. Indeed, at E˜t ≫ E˜c the local splitting ∆(ρ) vanishes almost everywhere.
Yet, the percolating edge states inevitably pass through the saddle points of the random
potential, near which the electric field goes to zero and ∆(ρ) is finite. Similarly to the
case of fluctuating ∆d(ρ) (see above), it is the behavior of ∆(ρ) near the critical nodes of
the percolating network that is only important to the macroscopic splitting δν. What is
different in comparison with the SO-induced splitting is that now ∆(ρ) is finite only close
to the saddle points. In order to find δν we recall that the ferromagnetic phase appears on
the electron trajectory when E˜ becomes smaller than E˜c ∼ e/ǫλ2.28 Since the electric field is
a linear function of the distance R to the saddle point, we get for the characteristic distance
Rc at which the transition occurs Rc ∼ (e2/ǫΓ)(d2/λ2) ∼ e2/ǫ∆t. At R < Rc the separation
δ(R) between two trajectories with opposite spin, each corresponding to locally half-filling
of the Zeeman level, appears and starts to grow with decreasing R, first slowly, until it
becomes of order λ at Rc − R ∼ Rc. Then regions of compressible liquid appear on both
sides of the fully polarized strip and grow sharply in width, so that δ eventually becomes
of order Rc. At this point our approach follows closely that of Ref. 32. The question is
whether or not the trajectories with local half-filling of the Zeeman levels will merge again
after they pass through the critical saddle point. According to the above picture, they will
go in opposite directions after the scattering on the saddle point if ν˜ is tuned to be precisely
1 (here the average filling factor ν˜ includes both spin species for given N). On the other
hand, it is easy to realize that the trajectories will merge if |ν˜ − 1| ≫ (Rc/d)2 ∼ (E˜c/E˜t)2.
Hence, the up and down spin trajectories cannot percolate simultaneously, which implies a
finite δν. Clearly, the latter is of order (E˜c/E˜t)2. We thereby conclude that δν = F (E˜t/E˜c)
is a smooth function, such that F (0) = 1 and F (x) ∼ x−2 at x ≫ 1. Notice that if many
Landau levels are overlapped, the total filling factor variation is ∼ Γ/h¯ωc times larger, Γ
being the width of a single Landau level. It should be emphasized also that in the low-B
limit, when the cyclotron radius greatly exceeds d, the drop in δν with increasing disorder
may mimic the mean-field phase transition, in accordance with Ref. 32; but, at any rate,
it is plausible that the triple points32 do not appear in the global phase diagram.2 Indeed,
the order parameter which governs the spin-splitting of the metal-insulator transition in the
quantum Hall regime is not the sample-averaged spin polarization < S > but, as argued
above, rather the typical value of S2 taken at the nodes of the percolation network (of
course, this definition is meaningful only if the quasiclassical limit of smooth disorder is
considered, otherwise a natural generalization is to consider < S2 > the proper parameter
so long as disorder is weak enough to allow the quantum Hall regime). The simplest case of
zero < S > but finite δν is realized in the model of Ref. 9: when an effective magnetic field
Be coupled to spin in the one-particle Hamiltonian via the term σBe(ρ) is very strong (in
comparison with the scalar potential) but zero in average. It is the local spin polarization
S that plays the role of Be in the exchange term of the Hartree-Fock Hamiltonian. Note,
however, that a phase diagram with quadruple points has been suggested recently.48 Besides,
there is experimental evidence49 for a very sharp drop of splitting with increasing overlap
of the Zeeman levels at N = 0. Possibly relevant to these experimental results is the fact6
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that the localization length between two Zeeman levels increases extremely sharply when
the SO coupling becomes stronger (then at given T two σxx-peaks should merge rapidly due
to their broadening).
V. CONCLUSION
Our motivation in undertaking this problem stemmed from the realization10 that even a
weak SO scattering may drastically change the picture of QHE. In this paper we presented a
microscopic calculation of the SO scattering length in the case of smooth disorder. Our main
result is that the spin-flip scattering is strongly inhomogeneous, in the sense that it occurs
in optimum fluctuations of the random potential which appear at rare points of electron
trajectories. The shape of the optimum fluctuations is characterized by anomalously high
electric field. We found a mechanism of the spin-flip scattering on the optimum fluctuations
due to the exchange-controlled reconstruction28 of edge states. We argue that the spin-
splitting of the metal-insulator transition in the quantum Hall regime is determined also by
rare points, – by nodes of the percolation network.
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