The cylindrical low density plasma sheath in the plasma limit for three ionization source functions is formulated and is discussed numerically. The three functions are: (1) the function proportional to electron density, (2) a constant function, and (3) the function proportional to the inverse radius except in a range near the center of the cylinder. We apply two iteration schemes to the formulated equations and consider the convergence of the iterations. Comparisons are made between the two processes and the numerical results.
I. Introduction.
The classic paper of Tonks and Langmuir [9] analyzed the low-pressure discharge for plane, cylindrical and spherical geometries. The ion mean free path is assumed to be large compared to the transverse dimensions of the discharge tube and hence the positive ions fall freely to the tube walls in the self-consistent field. The electron density is assumed to have a simple Boltzmann dependence and a function which describes the spatial variation of ion-electron pair generation must be assumed. With Poisson's equation, these assumptions lead to what Tonks and Langmuir termed the complete plasma-sheath equation, and they obtained solutions in the form of a power series for the plasma limit, i.e. they assumed exact charge neutrality everywhere. Harrison and Thompson [3] analytically solved the plasma equation in plane geometry. Solutions of the complete plasma-sheath equations have been obtained in plane geometry by Self [8] and in cylindrical geometry by Parker [6] . Parker considered only the case where the ionization source function is proportional to electron density.
In this report we shall present a numerical study of the cylindrical low density plasma sheath in the plasma limit for three ionization source functions: (1) the ionization function proportional to electron density υ ; (2) a constant function 50 ; (3) a function which is proportional to the inverse radius except for small radii where it is constant. The lattermost case has application to low density cylindrical screen cathode discharges [2] .
Let us consider the low density plasma sheath in cylindrical geometry. We assume the ions to be in free fall to the walls and the electrons to have a Boltzmann distribution. Thus,
where S is the ionization source function, e is the electron charge, mt is the ion mass, k is Boltzmann's constant, T is the electron temperature and n Q is the electron density at r=0 where the potential is chosen to be zero (i.e. 7(0) = 0). In the plasma limit the ion and electron densities are equal everywhere. Thus, Numerical solutions of the non-linear integral equation (1) (2) (3) for the three forms of S are described. Case 1. The ionization source function is assumed to be proportional to the electron density,
S(r)=an e (r)
which with the substitutions eV η~ kT reduces equation (1) (2) (3) to (1) (2) (3) (4) Solutions of (1-4) are desired for 0^ζ^ζ ω and ζ ω defines the location of the wall where the electron and ion fluxes must be equal. These quantities are
where m e is the electron mass. Therefore, the equation which determines ζ ω is
Case 2. The source function is assumed to be constant, S(r)=S 0 , which with the substitutions kT '
In this case the quantity ζ ω is given by (1) (2) (3) (4) (5) (6) (7) ζ.*'<c.) = Case 3. We assume the source function to be given by
We use this function and the same substitutions as in Case 2 to reduce equation (1) (2) (3) to
In this case the quantity ζ ω >ζ α is given by
We will solve equations (1-4), (1) (2) (3) (4) (5) (6) and (1-9) numerically by applying iteration schemes. One is Newton's Method and the other is the inverse treatment of the function η(ζ). A comparison of results using these two schemes will be presented.
II. Application of Newton's Method.
An approximate linear equation can be obtained if the function is differential at a point f ϋ (x) with a fixed x, this allows the function P(x,f(x)) to be expressed in the form 
Since the equations are Volterra type of the second kind [5] , in a numerical process, we may find the solution f(xi) at a fixed value xι by using Newton's method and a set of known values of /(#/) at 0^^ <^. Simultaneously, we assume the f(z) (Q^z<x) has already been found, so that Δf(z) and Δ 2 f(z) may be replaced with zero.
The equation (2-3) becomes We will now discuss the theorem on the convergence of Newton's method in a Banach space as formulated by Kantrovic [4] , [7] .
Newton's method will converge to a solution f(x) of equation (2-1) in the closed ball U(f 0 (x),ρ), where (2) (3) (4) (5) (6) (7) (8) We have used the abbreviations G 0 ,o=G 0 (a?,/ 0 (a?)), GI,O=GI(Λ:,/O(Λ?)).
From the Taylor expansion we obtain and from the Neumann series expansion of an inverse operator, we have as n-^oo, pn^Zhfηo-^Q, then the sequence {/»(#)} is a Cauchy series. The error estimation may be obtained from the fact that and ||/*(^)-Λ(^)||^2^2 0 n 37o, where /*(a?) is a fixpoint value. We have mentioned only equation (1) (2) (3) (4) , but the arguments for establishing equation (1) (2) (3) (4) (5) (6) and (1-9) are similar. We have proved the existence of the solution of Newton's method. The uniqueness and other theorems on the convergence of Newton's method may be found elsewhere [7] , [1] .
III. Inverse function of f(x).
When we take an inverse function of f( The second integral in the first term of the above equation is π.
F(v)e~υdv--^\ π Jβ ΛW-U
The initial condition is α=0, j8=0, then F(β)=0.
We will use equation (3-2) as an iteration scheme for equation (1-4) by using F m +ι(w) in the left hand side and F m (u) in the right hand side.
For numerical calculation, we use the discretized value of F(u), u=iΔw, £=0,1, 2 ••-,«, where Δw is the length of increment, n is the number of subdivision of the distance zero to w. Suppose we are now at the n th step or at a point u=dw n. We may consider F(u); ΰ^u^(n-V) Δw is a known value, then at m th iteration with a fixed w, 
The second term is
then equation (l-9b) is (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) We will use equation (3-11) or (3-12) in the range w^β, and equation (3) (4) (5) (6) (7) (8) in range w^β as an iterational scheme for equation (1) (2) (3) (4) (5) (6) (7) (8) (9) .
The norm of operator P as same as equation or (3-9) 
\\P{Q(u)}\\ ^ e~w

Jitu
Suppose w* is satisfied when the right hand side of (3-14) equals zero, the relations are valid in a domain 0^^<^*.
We know F(u) on Q^u^w, in which w is less than «;*, is bounded because supo£w^wF(&) indicates the position of a cylindrical wall.
Our iteration schemes will converge to a fixed point from the contraction mapping principle, such that by choosing Δw properly from (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) and starting with F 0 (u)=Ff j or Ff, there is a convergent ball U(F 0 (u), r) for our integral operator P where r^(
IV. Numerical results.
Given the interval mesh Δx of numerical integration, the first I intervals are integrated with a fine mesh J#/100, and the following 7x9 are done with the other fine mesh Δx/W. The remaining intervals are done with Δx.
In order to avoid the singularity of the integrand, the last interval mesh uses a formula of integration by parts with linear interpolation of the unknown function.
If we assume that f(x) is increasing monotonously as x increases and the /'(αO^O, /'(#)< oo at xι>x>0 then \\G 2 (x,f(x))\\ at a fixed #ι>#>0 is bounded, and if the condition equation (2-6) is satisfied, namely G 0 ,o is enough to be smaller (the first approximation f Q (x) is sufficiently close to the fixed point value), we may find a numerical solution at a fixed x.
The error and error propagation may be taken as (4-1) error=ei+0i+JV0<+2(Nŵ here e t =(Δx 2 l2) max |/"(ζ)| is an error of the linearization of last integration step with x-Δx^ζ^x, e t is a truncation error of the iteration schemes. 0$ is a numerical integration formula error, Δx is an integration step seize and N is the number of the integration step.
For example, take J#=5xl()-8 , 7V=200, e t =!Q-*, e^Δx*, and max /"(C)=20, then, error^3^=7.5xlO~4<10~3 is a good indication of the accuracy of our results. See Table I , Δx= 0.0025 and Δx= 0.005, at the position near wall.
In the case of inverse treatment of f(χ\ the following numerical approximation of the integration was used.
Where Δx, N are as before, the W^ are the weights for the numerical integration.
Equations Θ, equation (3) (4) , equation (3) (4) (5) (6) (7) (8) (9) , and equation (3-13) are always less than one where &* is near zero because the solutions are expected as w 1/n (n>l) near the origin, Aw can be chosen small enough so that θ is less than one. In the region far from zero of w, the term e~w becomes very small and the θ will be smaller.
The inverse treatment has the following advantages from the numerical view point when compared with Newton's method:
(1) less calculation during iteration, =0° in Newton's method) where s is the wall position. However Newton's method is a powerful one when we cannot apply the inverse treatment.
All the numerical integration was done by Simpson rule. By using the Atkin's extrapolation formula [1] , we may estimate a more accurate wall position. The numerical results are presented in Table I, Table II A starting value of iterations at each step was chosen as a linear extrapolation, namely f^(x)^W'f(x-Δx)-\-(\-w) f(x-2Ax) where w is a weight parameter.
In order to accelerate convergences of Newton's method an acceleration factor was used. If the whole terms of Equation (2-5) is using as an evalution of a perturbation term ε instead of only the linear term of the equation, several Newton's iteration steps will be replaced by one step of this evaluation with the calculation of G 2 (f(x),x). 
