Abstract. We consider the problem of estimating a vector z in the regression model b = Az+w, where w is an unknown but bounded noise. As in many regularization schemes, we assume that an upper bound on the norm of z is available. To estimate z we propose a relaxation of the Chebyshev center, which is the vector that minimizes the worst-case estimation error over all feasible vectors z. Relying on recent results regarding strong duality of nonconvex quadratic optimization problems with two quadratic constraints, we prove that in the complex domain our approach leads to the exact Chebyshev center. In the real domain, this strategy results in a "pretty good" approximation of the true Chebyshev center. As we show, our estimate can be viewed as a Tikhonov regularization with a special choice of parameter that can be found efficiently by solving a convex optimization problem with two variables or a semidefinite program with three variables, regardless of the problem size. When the norm constraint on z is a Euclidean one, the problem reduces to a single-variable convex minimization problem. We then demonstrate via numerical examples that our estimator can outperform other conventional methods, such as least-squares and regularized least-squares, with respect to the estimation error. Finally, we extend our methodology to other feasible parameter sets, showing that the total least-squares (TLS) and regularized TLS can be obtained as special cases of our general approach.
1.
Introduction. Many problems in data fitting and estimation give rise to a system of linear equations Az ≈ b where the right-hand side b is contaminated by noise. More specifically, we consider the linear model (1) b = Az + w, where A ∈ F m×n is the model matrix, b ∈ F m is the observation vector, w ∈ F m is the unknown noise (or "error"), and z ∈ F n is the unknown parameter vector. Here F denotes either the real number field R or the complex number field C. Given the observation b, we seek an estimatorẑ of z that is close in some sense to z. This estimation problem arises in a large variety of areas in science and engineering, e.g., communication, economics, signal processing, seismology, and control.
The celebrated least-squares (LS) approach [5, 18] to estimating z in the model (1) is to seek the vectorẑ LS that minimizes the norm of the data error Aẑ − b 2 , where v stands for the Euclidean norm of the vector v. When A has full column rank,ẑ LS is given by In practical situations the matrix A is often ill-conditioned-for example, when the system is obtained via discretization of ill-posed problems such as integral equations of the first kind (see, e.g., [16] and references therein). In these cases the LS solution might give poor results with respect to the estimation error. A well-established approach for stabilizing the LS estimate is to incorporate prior information on the true parameter vector z into the optimization problem (2) by adding a quadratic constraint:
The matrix L is often chosen as the identity, or as a discrete approximation of some derivative operator (see [5, 16] ). The resulting estimator is referred to as the regularized LS (RLS) estimator [5] . It is well known thatẑ RLS is either equal to the LS solution when Lz LS 2 ≤ η or given byẑ RLS = z λ , where z λ satisfies the generalized normal equations [5] (4) (
The parameter λ is determined by the secular equation Lz λ 2 = η. Therefore, the RLS solution is a Tikhonov estimator [28] with a choice of regularization parameter λ that takes into account the norm constraint Lz 2 ≤ η. It is important to note that both the LS and the RLS strategies are based on minimizing the data error. However, in an estimation context, typically we would like to minimize the squared estimation error ẑ − z 2 . When the noise w in (1) is assumed to be random with zero mean and known covariance matrix, the squared estimation error will also be a random variable. Using the known statistics of w, the average squared estimation error, referred to as the mean-squared error (MSE), can be computed. Several different strategies based on the MSE have been recently proposed [25, 9, 8, 2, 7] . These methods consider linear estimates of z and assume knowledge of the statistics of w.
Bounded error estimation.
In some scenarios, the distribution of the noise might not be known exactly (or at all). There are also cases where the noise is not inherently random (for example, in problems resulting from quantizing a continuoustime signal). This leads to the bounded error estimation approach which deals with unknown but bounded noise (see, e.g., [19] and the survey papers [21, 24] ). In this paper we adopt the bounded error methodology and assume that the noise is normbounded w 2 ≤ ρ. As in the RLS strategy, in order to obtain a stable solution, we further restrict z to have weighted bounded norm.
The first stage in the deterministic bounded error approach is to construct all admissible solutions to the linear system (1); for this reason this approach is also referred to as set-membership estimation [21] . In our setting, the feasible parameter set (FPS) is given by the intersection of two ellipsoids 1 :
The second step is to choose a central representative of the FPS. A popular choice is the Chebyshev center [29] , which is defined as the solutionẑ to the following min-max problem:
Geometrically, the Chebyshev center is the center of the minimum radius ball enclosing the FPS; the optimal value of (6) is the squared radius of the minimal ball enclosing the set. This is illustrated in Figure 1 with the filled area being the intersection of two ellipsoids. The dotted circle is the minimum inscribing circle of the intersection of the ellipsoids.
chebyshev center minimum enclosing circle The Chebyshev center of the FPS gives the best worst-case estimation error over the set. Thus, it is aimed at optimizing an objective that depends on the estimation error rather than the data error. In section 5 we demonstrate by simulations that an estimator based on the Chebyshev center typically performs worse than the LS and RLS approaches with respect to the data error; however, it appears to perform significantly better in terms of the estimation error even when only loose bounds on the norm of the noise (ρ) are known. Thus, this approach can improve the estimation error without requiring much more knowledge than the RLS strategy.
Finding a Chebyshev center of a convex set is, in general, a hard problem. Two exceptions are the case where the set is polyhedral and the enclosing ball is the l ∞ ball [20] , and the case when the set is finite (see, e.g., [30] and references therein).
The Chebyshev center problem (6) we tackle in this paper is seemingly hard. To better understand the intrinsic difficulty of this min-max problem, note that the inner maximization problem is a nonconvex quadratic optimization problem. However, relying on some recent strong duality results derived in the context of quadratic optimization [1] , we will show that despite the nonconvexity of the problem, it can be solved efficiently when F = C. The same approach can be used when F = R to develop an approximation of the Chebyshev center. Simulation results show that this approximation is pretty good in the sense that it yields favorable estimation performance.
Paper layout and main results.
A review of the relevant optimization concepts and the strong duality results of [1] is given in section 2. These results are then used in section 3 to reduce the problem of finding the Chebyshev center of the intersection of two level sets of quadratic functions 2 with F = C to a convex optimization problem in only two variables. This problem can also be recast as a semidefinite program (SDP) involving linear matrix inequality (LMI) constraints, with three variables.
In section 4 we present the relaxed Chebyshev center (RCC) estimator, which is exactly the Chebyshev center of the FPS in the case F = C under strict feasibility constraints. We show that the RCC, like the RLS solution, is a Tikhonov estimator. However, in the RCC approach, as opposed to the RLS method, the regularization parameter is chosen to account for both constraints defining the FPS. Furthermore, it is designed to minimize an estimation error rather than a data error. We also show that when considering the FPS with a Euclidean norm constraint on z (i.e., L = I), the problem reduces to a convex optimization problem with a single variable.
Section 5 presents numerical examples demonstrating the effectiveness of the RCC strategy. We also compare two methods for evaluating the RCC estimator: an implementation of the ellipsoid method [3] (described in full detail in Appendix A) and a standard interior point method applied to the resulting SDP. We show both theoretically and numerically that in our problem the ellipsoid method is more efficient.
Finally, in section 6, we extend our approach to several related problems, and show that the total LS (TLS) [13, 17] and regularized TLS (RTLS) estimators [12] can be viewed as special cases of our general methodology.
Notation.
Throughout the paper, the following notation is used: vectors are denoted by boldface lowercase letters, e.g., y, and matrices by boldface uppercase letters, e.g., A. The ith component of a vector y is written as y i , and(·) is an estimated vector. The identity matrix is denoted by I. The real and imaginary parts of scalars, vectors, or matrices are written as (·) and (·). For a matrix A, A * , A T , A † , and R(A) are the Hermitian conjugate, transpose, Moore-Penrose generalized inverse [14] , and image space. For a square symmetric matrix, λ min (A) is the minimum eigenvalue of A. Given two matrices A and B, A B (A B) means that A − B is positive definite (semidefinite). The value of the optimal objective function of an optimization problem
is denoted by val(P ). For simplicity, instead of inf/sup we use min/max; however this does not mean that we assume that the optimum is attained and/or finite.
Quadratically constrained quadratic programs: A review.
Our goal is to find the Chebyshev center of the FPS (5). The difficulty is that the inner maximization in (6) 
is not convex. In this section, we summarize prior results concerning the minimization of a general quadratic form subject to quadratic constraints. We will then show, in sections 3 and 4, how these results can be applied in order to solve (6) .
Consider the general form quadratically constrained quadratic problem
where m denotes the number of constraints, and 
where q(α) is the dual objective function defined by
The function q(α) can also be written in the form
To obtain a more convenient representation of q(α) we exploit the following wellknown lemma.
, and c ∈ R. Then the two statements below are equivalent:
Applying Lemma 2.1 to (8), we can represent q(α) as
The dual problem (7) then becomes
Note that (D m ), also called Shor's relaxation, is an SDP [3] , i.e., a problem involving the minimization of a linear function subject to LMIs. The weak duality theorem [4] states that one always has val(D m ) ≤ val(QP m ). A fundamental question is whether or not there is strong duality, i.e., is val(QP m ) = val(D m )? When all the functions f i , i = 0, . . . , m, are convex and strict feasibility holds, the answer is affirmative (this follows from the well-known strong duality theorem for convex programming [26] ). However, if even one of the functions is not convex, then strong duality can be violated. Two exceptions are (i) the case of a single quadratic constraint (m = 1) (see, e.g., [10, 22] ) and (ii) the case of two quadratic constraints (m = 2) in which the underlying number field is complex (strong duality is not guaranteed when F = R). The latter result was recently derived in [1] and is recalled in Theorem 2.1.
Theorem 2.1 (see [1] ). Suppose that F = C and that problem (QP 2 ) is strictly feasible, i.e., there existsz ∈ F n such that f 1 (z) < 0, f 2 (z) < 0. Further assume that
Then the minimum and maximum of problems (QP 2 ) and (D 2 ), respectively, are attained and val(QP
3. The two-quadratic Chebyshev center. We now apply the results of the previous section to the problem of finding the Chebyshev center of the intersection of two level sets of quadratic functions. Specifically, we show that if the underlying number field is complex (F = C), then the Chebyshev center can be found by solving a convex optimization problem with two variables, or an SDP with three variables, thus rendering the problem tractable. In the case F = R the proposed methodology results in an approximation of the exact Chebyshev center.
Consider the set Ω given as the intersection of level sets of two quadratic functions:
where
, and c i ∈ R for i = 1, 2. We assume that condition (9) holds true. This is the case, for example, when at least one of the functions is strictly convex, which is equivalent to saying that the corresponding level set is a nondegenerate ellipsoid.
The Chebyshev center of Ω is the vectorẑ ∈ F n which is the solution to
Theorem 3.1 below shows that finding the Chebyshev center of Ω can be recast as a convex optimization problem with only two variables. In order to prove the theorem, we will require the following lemma on Schur complements of singular matrices.
Remark 3.1. Note that the condition (I − AA † )B = 0 is equivalent to saying that AY = B for some Y ∈ F p×k .
Theorem 3.1. Let Ω be the set given in (10) with F = C. Suppose that there existsz ∈ F n such that f 1 (z) < 0 and f 2 (z) < 0 and that (9) is satisfied. Then the solution to (11) is
is an optimal solution of the following convex optimization problem in two variables:
Proof. Problem (11) can be rewritten as
By using the strong duality result of Theorem 2.1 (note that all the conditions are satisfied), we conclude that the value of the inner maximization
is equal to the value of the dual minimization problem (see section 2):
Therefore, we can write (11) as (14) min α1,α2,ẑ,λ λ + ẑ 2 s.t.
Using Lemma 3.1 and Remark 3.1, problem (14) is equivalent to
where we defined
Noting that at the optimum we will have equality in the third constraint of (15), our problem reduces to (16) 
Fixing (α 1 , α 2 ) and minimizing with respect to w, we obtain that an optimal w is any vector satisfying
Choosing w = (I + B α ) −1 (α 1 b 1 + α 2 b 2 ) together with the identity
leads to the following form of (11):
Since the objective in (18) is convex and the constraints are convex conic constraints, the problem (18) is convex. Finally,
completing the proof. An immediate consequence of Theorem 3.1 is that at the expense of adding an additional variable, we can recast the problem of finding the Chebyshev center of Ω as an SDP with three variables. 
where (α 1 , α 2 ) is an optimal solution of the SDP:
Proof. The proof follows from rewriting (13) as
and invoking Lemma 3.1.
Since problem (20) is an SDP, it can be solved efficiently via interior point methods [23] . Alternatively, we may solve the convex optimization problem (13) using the ellipsoid method [3] , which is attractive given the small number of variables (two). In section 5 we compare these approaches.
The Chebyshev center of Ω can be calculated using Theorem 3.1 only when F = C. In the real case (F = R), strong duality is not guaranteed, and therefore the vectorẑ defined by (12) , with (α 1 , α 2 ) being the optimal solution of (13) (or of (20)), is not necessarily the exact Chebyshev center. In fact, the weak duality theorem implies that the resulting ball will enclose the set but will not necessarily be the smallest one possible. In Figure 2 , four examples of intersections of ellipsoids in the real domain are given. The vectorẑ was calculated by solving the SDP problem (20) with the software package SeDuMi [27] . The radius of each ball is the square root of the corresponding optimal value of problem (20) . In the two upper examples it seems that strong duality holds while in the two lower examples it is evident that the circle defined by Theorem 3.1 (or Corollary 3.2) is not minimal.
An important property of an optimal solution (ᾱ 1 ,ᾱ 2 ) of problem (13) is that the matrixᾱ 1 A 1 +ᾱ 2 A 2 − I is not positive definite, i.e., the minimum eigenvalue of α 1 A 1 +ᾱ 2 A 2 − I is zero. This is proved in Theorem 3.3 below. This result is valid both in the complex and real domains. In section 4.2 we use this result in order to further reduce (13) to a single-variable convex optimization problem when L = I. Theorem 3.3. Suppose that there existsz ∈ F n such that f 1 (z) < 0 and f 2 (z) < 0 and that (9) is satisfied. Let (ᾱ 1 ,ᾱ 2 ) be an optimal solution of (13) . Then
Proof. Denote the objective function in (13) by
Then the following hold: (i) h(α) is homogeneous, i.e., h(λα) = λh(α) for every λ = 0 and feasible α.
(ii) h(ᾱ) > 0. The first property is obvious by a simple substitution. To prove the second property note that by the weak duality theorem, h(ᾱ) is greater than or equal to the value of the min-max problem (11) . Letẑ be the optimal solution of (11). Then h(ᾱ) ≥ max z∈Ω z −ẑ 2 and max z∈Ω z −ẑ 2 must be positive since, by our assumptions, Ω has a nonempty interior.
Suppose thatᾱ 1 A 1 +ᾱ 2 A 2 I. Then there exists 0 < λ < 1 such that λᾱ 1 A 1 + λᾱ 2 A 2 I so that (λᾱ 1 , λᾱ 2 ) is a feasible point of (13). However, from properties (i) and (ii),
h(λᾱ) = λh(ᾱ) < h(ᾱ),
contradicting the optimality ofᾱ.
The RCC estimator.

The RCC: Definition and form.
We now return to the problem of finding the Chebyshev center of FPS (5), which is the solution of the min-max problem (6) . The set FPS can be represented as an intersection of two ellipsoids:
We assume that condition (9) is satisfied, which means that
By Theorem 3.1, if F = C and there existsz such that Az − b 2 < ρ, Lz 2 < η, then the Chebyshev center of FPS has the form (12) with (α 1 , α 2 ) being an optimal solution of (13) and the radius being the square root of the corresponding optimal value.
Fig. 2. Four examples of intersection of ellipsoids (dashed lines). The filled area is the intersection of the ellipsoids. The center of the dotted circle is given by
where (α 1 , α 2 ) is an optimal solution of the problem (22) min α1,α2
We now defineẑ for both the real and complex domains, and for the case when the conditions stated above are not necessarily satisfied.
Definition 4.
The relaxed Chebyshev center (RCC) estimator is the vector
where (α 1 , α 2 ) is an optimal solution of the convex optimization problem (22) . If the optimal α 2 is positive, then the RCC estimator can be written as
Therefore, the RCC estimator is essentially a Tikhonov regularization with a special choice of λ that also takes into account the bounded noise constraint. This is in contrast to the choice of the regularization parameter in the RLS estimator that exploits only the norm constraint Lz 2 ≤ η. In section 5 we demonstrate that although the RCC estimator is only an approximation of the Chebyshev center in the real domain, it can still significantly outperform the LS and RLS methods with respect to the estimation error. This is the case even when the bound on the noise is loose; thus, with almost the same information as used by the RLS approach, we can significantly reduce the estimation error by using our proposed strategy. The two key ingredients that lead to the improved performance are treating the estimation error directly and the added constraint on the noise.
The case L = I.
We now show that in the interesting special case L = I, the task of calculating the RCC estimator reduces to a single-variable convex minimization problem. To this end we rely on Theorem 3.3.
Theorem 4.1. Let L = I and denote δ = λ min (A * A). Then the RCC estimator is given byẑ
where λ is determined as follows 3 :
where μ is the solution of the convex minimization problem
(ii) If δ = 0, then λ = 1/ξ, where ξ is the solution of the convex minimization problem (25) min
Proof. Substituting L = I into (22) we find (26) min α1,α2
The LMI constraint can be written equivalently as (27) 
From Theorem 3.3, we conclude that (27) must be satisfied with equality. Therefore,
Substituting (28) into (26) we obtain that in the case δ > 0, (26) becomes 3 We use the standard terminology
which is the same as (24) after μ is replaced by α 2 . The result for the case δ = 0 is similarly derived.
To solve the single-variable convex problems (24) and (25), we can use any solver of one-dimensional convex minimization problems-for instance, a simple bisection algorithm on the derivative of the function. Denoting by q(μ) and q (μ) the objective in (24) and its derivative, respectively, we have
Since μ(A * A − δI) + I is a positive definite matrix for every choice of μ ≥ 0, we can calculate the derivative using a single Cholesky factorization in the following manner.
Calculation of q (μ). 
A similar algorithm can be defined for the case δ = 0.
Numerical examples.
We now present some examples comparing the RCC estimator with the LS and RLS methods, given by (2) and (3), respectively. The comparison was employed on two sets of problems: randomly chosen problems and the discretized inverse heat equation from "Regularization tools" [15] . All experiments were performed in MATLAB.
We note that in the simulations we assume knowledge of a very loose bound ρ on the noise so that essentially our method exploits almost the same knowledge as the RLS approach.
Random test problems.
We chose a problem with dimensions m = 10, n = 7. Each component of A was randomly generated from a uniform distribution (i.e., A = rand(m, n)). The "true" vector z T is the vector of all ones. In the constraints, L = I and η = 2 z T 2 . The observed vector b was generated by
where σ takes the values 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1 and each component of w was randomly generated from a standard normal distribution. The upper bound on the squared norm of the noise was chosen as 10 w 2 (i.e., 10 times the true squared norm). Table 1 describes the average of the data error Aẑ − b 2 (hereẑ isẑ LS ,ẑ RLS , orẑ RCC ) and the squared error residual z T −ẑ 2 over 100 realizations of w. The best results in each half row are marked in boldface. The RLS approach (3) was implemented using the function lsqi from [15] and the RCC estimator was generated by the RCC-S algorithm of section 4.2. It is evident that the LS and RLS estimators are significantly and consistently worse than the RCC method with respect to the estimation error. This is despite the fact that the bound on the data error was chosen to be very large-much larger than the true bound. Thus, this approach does not require much prior information. On the other hand, the LS and RLS estimators result in a smaller data error than the RCC approach. This is not surprising since, as was already mentioned, the RCC method is designed to minimize a measure of estimation error while the LS and RLS strategies are aimed at minimizing the data error, which is less relevant in an estimation context.
Note that the RCC method was implemented in the case F = R. Recall that in the real domain the RCC estimator is only an approximation of the Chebyshev center of the FPS. We also implemented a set of random examples over F = C. The results were essentially the same as those reported in Table 1 . Therefore, it seems that at least from an empirical point of view the RCC strategy is a "good enough" approximation of the Chebyshev center.
As we already pointed out, both the RCC and RLS strategies are Tikhonov estimators with different regularization parameters. In all the simulations in this section we observed that the regularization parameter of the RCC method, 4 denoted by λ RCC , is consistently greater than or equal to the parameter λ RLS of the RLS approach. Furthermore, the RCC estimator was always feasible so that Lẑ RCC 2 ≤ η. The latter observation explains why λ RCC ≥ λ RLS . To see this, we define ϕ(λ) ≡ Lz λ 2 , where z λ is given by (4) . It is straightforward to show that the function ϕ is strictly decreasing under our assumption (21) . Now, if Lẑ LS 2 ≤ η, then λ RLS = 0, which immediately implies λ RCC ≥ λ RLS . Otherwise, when Lẑ LS 2 > η, λ RLS satisfies ϕ(λ RLS ) = η. On the other hand, ϕ(λ RCC ) = Lẑ RCC 2 ≤ η, and by the fact that ϕ is decreasing, λ RCC ≥ λ RLS .
Inverse heat equation.
We now treat the problem of estimating the function f (t) that solves the heat equation
. By means of a simple collocation and midpoint rule with n points, the problem reduces to an n × n linear system Az T = b T . This system and its solution z T are implemented in the function heat(n,1) from [15] . We note that this example is ill-conditioned. We compare the RCC estimator to the RLS method (the results for the LS approach are not given because it produces extremely poor results).
The perturbed right-hand side is chosen as
where each component of w is generated from a standard normal distribution. The matrix L approximates the first-derivative operator implemented in the function get l(n,1) from [15] . The upper bound η was chosen to be 2 Lz T 2 . In Figure 3 three possible values of ρ were employed: ρ = w 2 (exact squared norm), ρ = 2 w 2 , and ρ = 10 w 2 . The results of the RCC estimator in these three cases are very similar and are much closer to the true vector z T than the RLS solutionẑ RLS . Therefore, it seems that at least in this example, the performance of the RCC method is quite robust with respect to the choice of ρ. The fourth plot in Figure 3 describes the three vectors Az T , Aẑ RLS , and Aẑ RCC (for ρ = 10 w 2 ). It can be readily seen that the three vectors are almost identical, implying that the data errors of the RLS and RCC approaches are both negligible.
Ellipsoid versus interior-point methods.
In the case when L = I (as in the inverse heat equation problem), we are required to solve the convex optimization problem (22) with two variables, or the SDP (30)
Now, consider an SDP of the general form
where c ∈ R m and E, B i , i = 1, . . . , m, are n × n Hermitian matrices. In order to solve the general form SDP we can use a primal-dual interior-point method, which 3.5 ). Another alternative is to use the ellipsoid method [3] directly on the problem (22) . This algorithm requires O(n 3 ) operations per accuracy digit since it requires at most two Cholesky factorizations at each iteration. Therefore, it is cheaper than the SDP approach by a factor of order √ n. To compare the performance of the two algorithms, we implemented the ellipsoid method (see the appendix for full details) and compared it to the interior-point method implemented in SeDuMi [27] on the inverse heat equation problem with various values of n. The CPU time in seconds of the ellipsoid and interior-point algorithms averaged over 10 realizations of the noise w is given in Table 2 below (σ was fixed to be 1e-4). For n = 1000 SeDuMi failed due to memory difficulties. Table 2 demonstrates the efficiency of the ellipsoid method. 
Extensions to other estimation problems.
The RCC estimator was constructed to handle the situation in which only the right-hand side of the linear system Ax ≈ b is contaminated by noise. The same methodology can be applied to deal with other sources of noise. In this section, we briefly outline the resulting estimators in two scenarios: (i) both A and b are uncertain, and (ii) A and b are uncertain and regularization is required. In the first scenario, the proposed estimator has a similar structure to the well-known TLS method [13, 17] , and in the second scenario, the estimator has a form similar to that of the RTLS solution [12] . Thus, these popular methods of handling uncertainties in the basic regression model (1) can be shown to be special cases of our general results.
The derivation of the estimators is very similar to that described in section 3; therefore, we present the main results without proof.
Uncertainty in both A and b.
Suppose that both A and b are uncertain and are given by A + Δ, b + w with Δ, w being unknown but bounded perturbations. This setting is assumed in the robust LS approach [11] . We assume that the bound constraint is given by 5 (Δ, w) and applying the following simple lemma. 
Uncertainty in both A and b with regularization.
Suppose now we add regularization to the previous scenario; i.e., we consider the feasible set In the case F = C, the Chebyshev center of FPS 2 is given by
where (α 1 , α 2 ) is an optimal solution of the convex optimization problem
If α 2 = 0 thenẑ of (33) can be written aŝ
This estimator has the same structure as the RTLS method, which solves the equation
for some choice of parameters λ, μ [12] .
