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Abstract
Nonlinear variational equations describing one type of suspension bridges are proposed and studied.
The variational equations describe the behaviour of road bed, main cables and cable stays. The road bed
is described by two functions connected with vertical and horizontal deformation of any cross section.
The main cable is considered to be perfectly flexible and inextensible. The cable stays only resist tensile
forces. The variational equations are derived from the principle of minimum potential energy. The exis-
tence of solution is based on the Brouwer Fixed Point Theorem. The local uniqueness and continuous
dependence on the data represented by gravitational forces acting on the road bed are studied. The local
results are based on the Implicit Function Theorem for Banach spaces. A certain stability criterion for
suspension bridges is formulated and this criterion indicates how to influence the stability of suspension
bridges.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Many papers are devoted to the mathematical modelling of suspension bridges. The authors
have especially dealt with the behaviour of centre span, the part between pylons. In the pa-
pers [1–6,8,9] suspension bridges are studied as a beam suspended by a row of cable stays
fixed to an immovable body. The cable stays are modelled as nonlinear springs which only
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resist tensile forces. In the papers [4,8] the main cable is represented by a string to which
the nonlinear cable stays are attached. In the papers mentioned above only vertical deforma-
tions of the centre span are studied. Torsional deformations of the centre span are studied
in [7].
The nonlinearity of the models mentioned above concentrates on the nonlinearity of the cable
stays. The restoring force due to a cable stay is such that it strongly resists expansion, but does
not resist compression. Let us notice that the problems studied in the papers mentioned above
were dynamical.
In this paper we will deal with models of the suspension bridge depicted in Fig. 1. We re-
strict ourselves to the models describing steady state problems, but these models are, according
to the author’s view, more realistic than the models mentioned above, especially regarding the
behaviour of the main cable.
As we can see in Fig. 1, the road bed is suspended by a row of cables stays which are attached
to the main cable. The main cable is considered to be perfectly flexible and inextensible. More-
over, the main cable is fastened to the towers and because of the inextensibility of the main cable
the points, where the main cable is fixed, are immovable.
The setting of our problems is based on the principle of minimum potential energy which is
the main tool for deriving the basic variational equations describing the behaviour of road bed,
main cables, and cable stays. The whole construction is under gravitational forces consisting of
the weight of the construction and perturbations generated, for instance, by additional weights
placed along the road bed.
First we will study only vertical displacements of the road bed. Then we will include torsional
deformations into our considerations. The existence of solutions to the nonlinear variational
equations is based on the Brouwer Fixed Point Theorem.
The conditions guaranteeing the local uniqueness and continuous dependence on the given
date are studied as well. This analysis is based on the Implicit Function Theorem for Banach
spaces. The analysis mentioned above serves for the formulation of a certain stability criterion
which shows some consequences between some parameters of the bridge and its stability. More-
over, the criterion indicates methods for influencing the stability. We will study the stability
which depends upon the nonlinearity of the main cable and is not influenced by the nonlinearity
of the cable stays corresponding to their loosening. From that point of view this paper differs
from the papers mentioned above, where the only nonlinearity is connected with the nonlinearity
of cable stays.
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In this section we will formulate the basic minimum principle and derive the nonlinear varia-
tional equation of suspension bridge.
Now, we concentrate on the models which describe vertical deformations of the road bed. The
road bed is modelled as an elastic beam. We will deal with two different cases.
First, the road bed is divided into three separate parts—centre span and two side spans, which
are not connected. The mechanical system describing the behaviour of the centre span is depicted
in Fig. 2. The system includes the behaviour of the centre span together with the reaction of
the main cable and cable stays. The vertical deformation of the centre span is described by the
function u(x) defined on 〈0,L〉.
Let us define the bilinear form
bV (u, v) =
L∫
0
KV u
′′v′′ dz,
where KV ∈ L∞(0,L) and u′′, v′′ are second derivatives of u, v on (0,L). Moreover, the function
KV satisfies the inequality
KV (z) > ε > 0, z ∈ (0,L), (2.1)
and represents the bending stiffness of the centre span. The bilinear form bV (·,·) is defined on
the space
WV =
{
u ∈ H 2(0,L) | u(0) = u(L) = 0},
where H 2(0,L) is the Sobolev space of second differentiable functions on (0,L).
The deformation energy of the centre span supported at the ends is
1
2
bV (u,u), (2.2)
where u ∈ WV .
Fig. 2.
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Second, the road bed is undivided, which corresponds with the situation in Fig. 3. The basic
bilinear form changes into
bV (u, v) =
L1+L2+L∫
0
KV u
′′v′′ dz,
where KV ∈ L∞(0,L1 + L2 + L) and satisfies the inequality (2.1) on the interval (0,L1 +
L2 +L). The bilinear form is defined on
WV =
{
u ∈ H 2(0,L1 +L2 +L) | u(0) = u(L1) = u(L1 +L) = u(L1 +L+L2) = 0
}
.
The deformation energy of the road bed supported at the ends and at the positions L1, L1 +L
is given by (2.2) with the modified bilinear form.
The difference between these two cases is not important from the point of view of the methods
applied in the sequel, so we restrict ourselfs to the first case, where the bilinear form bV (·,·)
corresponds to the deformation energy of the centre span.
Consider that the main cable is perfectly flexible and inextensible and the weight of the ca-
ble is concentrated at the points, where the cables stays are attached. Moreover, we neglect the
sags of the main cable between the point to which the cable stays are attached. Because of the
inextensibility of the main cable, the points on the tops of the towers are fixed and immovable.
Then we can model the main cable a polygon generated by the points (xi, yi), i =
0, . . . , n+ 1, where (x0, y0), (xn+1, yn+1) are fixed and (xi, yi), i = 1, . . . , n, represent the points
where the cable stays are attached.
Denote x = (x1, . . . , xn), y = (y1, . . . , yn). If we neglect the sags between (xi, yi), (xi+1,
yi+1), i = 0, . . . , n, and consider the ideal flexibility and inextensibility of the main cable, then
the polygon satisfies the relations
(A) fi(x, y) = (xi − xi−1)2 + (yi − yi−1)2 = l2i , i = 1, . . . , n+ 1,
where li , i = 1, . . . , n+ 1, are given positive numbers (see Fig. 2).
The cable stays are attached at (xi, yi), i = 1, . . . , n, to the main cable and at the positions zi ,
i = 1, . . . , n, to the centre span, as it is depicted in Fig. 2.
Let us consider that the behaviour of the cable stays is nonlinear—they resist tension and do
not resist compression, the stiffnesses of the cable stays are ki , i = 1, . . . , n, where ki > 0, and
the lengths of the cable stays are pi , i = 1, . . . , n. Moreover, the values xi, zi , i = 1, . . . , n, are
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represents the deflection of the centre span at zi , can be approximated by yi − pi − u(zi).
The deformation energy of the cable stays φ(y,u) is given by the expression
φ(y,u) = 1
2
n∑
i=1
ki
{(
yi − pi − u(zi)
)+}2
,
where x+ = max{0, x}, which corresponds to the nonlinearity of the cable stays described above.
The centre span is exposed to the gravitation forces induced by both weight of the centre span
and some perturbations caused, for instance, by additional weights placed along the centre span.
These forces are described by the function F from L2(0,L). The function F corresponds with
the linear form
LF (u) =
L∫
0
Fudz
defined on WV and expressing the energy of gravitational forces.
Let us pay attention to the forces acting on the main cable. The forces are concentrated in the
points (xi, yi), i = 1, . . . , n, and are equal to
Fi = −ρig, i = 1, . . . , n,
where g is the gravitational acceleration. The terms ρi are given by the formulas
ρi = ρc(li + li+1)/2 + ρsdi, i = 1, . . . , n,
where ρc, ρs are the weights of unit length of the main cable and cable stays.
The forces Fi , i = 1, . . . , n, define the linear form
Lc(y) =
n∑
i=1
Fiyi,
which corresponds to the energy of gravitation acting on the cable system.
The solution to our problems is connected with a minimum of the functional
J (x, y,u) = 1
2
bV (u,u)+ 2φ(y,u)−LF (u)− 2Lc(y)
defined on Rn ×Rn ×WV , where x, y ∈ Rn satisfy the relations (A).
The number 2 in front of φ(y,u), Lc(y) expresses the fact that the centre span is suspended
by two main cables.
This functional will be applied for deriving the basic variational equations. The nonlinearity
of the problem consists of the geometric nonlinearity of the main cable given by the relations (A)
and the nonlinearity of the cable stays corresponding with the fact that they do not resist com-
pression.
Denote
gradx fi =
(
∂fi
∂x1
, . . . ,
∂fi
∂xn
)
, grady fi =
(
∂fi
∂y1
, . . . ,
∂fi
∂yn
)
, i = 1, . . . , n+ 1,
where fi are the functions in (A).
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tions (A) in differential sense if there exists x˜ ∈ Rn such that the equations(
gradx fi(x, y), x˜
)+ (grady fi(x, y), y˜)= 0, i = 1, . . . , n+ 1,
hold, where (·,·) is the usual scalar product in Rn.
Now we are ready to formulate the basic variational equations. If x, y, u is a minimum of the
functional J (·, · ,·) and x, y satisfy (A), then y satisfies the variational equation
n∑
i=1
(
ki
(
yi − pi − u(zi)
)+ − Fi)y˜i = 0, (2.3)
which holds for any y˜ = (y˜1, . . . , y˜n) ∈ Rn satisfying (A) in differential sense.
From the definition of Fi it follows the inequalities
ki
(
yi − pi − u(zi)
)+ − Fi > 0, i = 1, . . . , n. (2.4)
The function u ∈ WV , which is among the parameters realizing the minimum of J (·, · ,·),
satisfies the variational equality
bV (u, v)− 2
n∑
i=1
ki
(
yi − pi − u(zi)
)+
v(zi) = LF (v) (2.5)
fulfilled for all v ∈ WV .
In the sequel we will restrict ourselves to some special x, y ∈ Rn corresponding to the shape
of the main cable.
Denote
si = yi − yi−1
xi − xi−1 , i = 1, . . . , n+ 1. (2.6)
Consider that x, y ∈ Rn which solves (2.3) satisfy relations
(B) xi < xi+1, sj < sj+1, i = 0, . . . , n, j = 1, . . . , n.
From the first inequality in (B) it follows that si are defined correctly. The relations (B) cor-
respond to the situation depicted in Fig. 4, where the angles ϕi , i = 1, . . . , n + 1, satisfy the
relations
−π
2
< ϕ0 < ϕ1 < · · · < ϕn < ϕn+1 < π2 ,
which seems to be quite natural for the shape of the main cable if the whole construction is in
equilibrium, so x, y, u are a minimum of J (·, · ,·).
Let (x0, y0), (xn+1, yn+1), li > 0, Fj > 0, i = 1, . . . , n + 1, j = 1, . . . , n, F ∈ L2(0,L) be
given, then x, y, u from Rn, Rn, WV are a solution to the problem P if they satisfy the variational
equalities (2.3), (2.5) and x, y fulfill the relations (A), (B).
Let the same conditions are fulfilled, then x, y, u are a solution to the problem Q if x, y, u
are a solution to P and moreover, the equations
xi = zi, i = 1, . . . , n, (2.7)
hold. The values zi are the positions in which the cable stays are attached to the centre span.
The solution to the problem Q can be applied for designing if we want to guarantee that
the cable stays are strictly vertical under the forces generated by the own weight of the whole
construction.
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The problem P is useful if we want to estimate the changes caused by a perturbation of forces
due to some additional weights placed along the centre span.
3. An auxiliary problem
In this section we will deal with an auxiliary problem connected with the problems P ,Q. The
solution to the problem will be applied in the proof of the existence of solutions to P , Q.
Let a = (a1, . . . , an) ∈ Rn satisfy
ai > 0, i = 1, . . . , n, (3.1)
and x, y ∈ Rn satisfy the conditions (A), (B), then x, y are a solution to the auxiliary problem A
if the equation
n∑
i=1
ai y˜i = 0 (3.2)
holds for all y˜ = (y¯1, . . . , y˜n) satisfying the relations (A) at x, y in differential sense.
Lemma 3.1. Let (x0, y0), (xn+1, yn+1), li > 0, i = 1, . . . , n+1, a ∈ Rn satisfying (3.1) be given.
Then x, y ∈ Rn satisfying (A), (B) are a solution to A if and only if the equations
aj+1
aj
= sj+2 − sj+1
sj+1 − sj , j = 1, . . . , n− 1, (3.3)
hold.
Proof. Let x˜, y˜ ∈ Rn satisfy at x, y the equations(
gradx fj (x, y), x˜
)+ (grady fj (x, y), y˜)= 0, j = 1, . . . , n+ 1, (3.4)
which are the linear systems with respect to x˜, y˜.
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into the equivalent linear system
x˜1 + s1y˜1 = 0,
−x˜i + x˜i+1 − si+1y˜i + si+1y˜i+1 = 0, i = 1, . . . , n− 1,
−x˜n − sn+1y˜n = 0. (3.5)
The linear system (3.5) is equivalent to
x˜i +
i−1∑
j=1
(sj − sj+1)y˜j + si y˜i = 0, i = 1, . . . , n,
n∑
j=1
(sj − sj+1)y˜j = 0. (3.6)
From the relations (B) it follows the linear independence of equations in (3.6), which yields
the linear independence of equations in (3.5). Thus, the space of solutions to (3.5) is an (n− 1)-
dimensional subspace of Rn ×Rn.
Define vectors x˜k = (x˜k1 , . . . , x˜kn), y˜k = (y˜k1 , . . . , y˜kn), k = 1, . . . , n− 1, as follows:
x˜ki =
⎧⎨
⎩
sk/(sk+1 − sk+2) if i = k,
−sk+2/(sk − sk+1) if i = k + 1,
0 if i = k, k + 1,
y˜ki =
⎧⎨
⎩
sk+2 − sk+1 if i = k,
sk − sk+1 if i = k + 1,
0 if i = k, k + 1.
(3.7)
From (3.5), (3.7) it follows that the vectors x˜k , y˜k , k = 1, . . . , n − 1, are linear independent
solutions to (3.5) and generate the whole space of solutions.
Thus, x, y are a solution to A if and only if equations (3.2) hold for all y˜k , k = 1, . . . , n− 1,
which is equivalent to the equations
ak(sk+2 − sk+1)+ ak+1(sk − sk+1) = 0, k = 1, . . . , n− 1. (3.8)
Equations (3.8) are equivalent to (3.3), which proves the lemma. 
The last lemma describes the shape of the main cable loaded in the points (xi, yi), i =
1, . . . , n, with the concentrated forces ai , i = 1, . . . , n.
Lemma 3.2. Let si , τi , i = 1, . . . , n+ 1, be real numbers satisfying the relations
si+1 > si, τi+1 > τi, i = 1, . . . , n, (3.9)
and
si+2 − si+1
si+1 − si =
τi+2 − τi+1
τi+1 − τi , i = 1, . . . , n− 1. (3.10)
Then, there exist numbers c, d such that d > 0 and the equations
si = d(τi + c), i = 1, . . . , n+ 1, (3.11)
hold. The numbers c, d are unique.
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si+1 − si = d(τi+1 − τi), i = 1, . . . , n,
hold true. Then the last equations give (3.11).
From (3.11) it follows the formulas
s2 − s1
τ2 − τ1 = d, s1
τ2 − τ1
s2 − s1 − τ1 = c,
which gives the uniqueness of c, d . 
In the sequel bi , i = 1, . . . , n− 1, denote ai+1/ai . Since ai , i = 1, . . . , n, are positive, then bi
are positive as well.
Lemma 3.3. Let bi , i = 1, . . . , n − 1, be positive numbers and numbers τi , i = 1, . . . , n+ 1,
satisfy the relations
τi+2 − τi+1
τi+1 − τi = bi, i = 1, . . . , n− 1,
τ1 = 0, τ2 = 1. (3.12)
Then
τi = 1 + b1 + b1b2 + · · · + b1 · · ·bi−2, i = 3, . . . , n+ 1. (3.13)
Proof. Let (3.13) hold for all i  j + 1, then
τj+2 = (1 + bj )τj + 1 − bj τj , (3.14)
which follows from (3.12).
Appointing
τj = 1 + b1 + b1b2 + · · · + b1 · · ·bi−2,
τj+1 = 1 + b1 + b1b2 + · · · + b1 · · ·bi−1
into (3.14), we have the validity of (3.13) for i = j + 2, which gives the desired result. 
If bi > 0, i = 1, . . . , n− 1, are given, then the relations (3.13) determine τi , i = 1, . . . , n+ 1,
and the numbers si , i = 1, . . . , n+ 1, which correspond to a concrete shape of the main cable are
determined by the formulas (3.11). The values si are the functions of c, d which belong to the
set G = (−∞,∞)× (0,∞).
The coordinates of (xi, yi), i = 0, . . . , n+ 1, read
xi(c, d) = x0 +
i∑
j=1
lj
1√
1 + s2i
, yi(c, d) = y0 +
i∑
j=1
lj
si√
1 + s2i
. (3.15)
To simplify the notations, we denote
ϕ(c, d) = xn+1(c, d), ψ(c, d) = yn+1(c, d).
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det
( ∂ϕ
∂c
∂ϕ
∂d
∂ψ
∂c
∂ψ
∂d
)
> 0 (3.16)
holds for all c, d ∈ G.
Proof. The smoothness follows from the definition. From (3.15) it follows
∂ϕ
∂c
= −d
n+1∑
i=1
li
si
(1 + s2i )
3
2
,
∂ϕ
∂d
= − 1
d
n+1∑
i=1
li
s2i
(1 + s2i )
3
2
,
∂ψ
∂c
= d
n+1∑
i=1
li
1
(1 + s2i )
3
2
,
∂ψ
∂d
= 1
d
n+1∑
i=1
li
si
(1 + s2i )
3
2
. (3.17)
Considering the relations (3.17), we can express the determinant (3.16) as follows:
(e, e)(f,f )− (e, f )2, (3.18)
where e = (e1, . . . , en+1), f = (f1, . . . , fn+1) belong to Rn+1 and (·,·) is the usual scalar product
in Rn+1 and the vectors e, f are given by the formulas
ei = l
1
2
i
si
(1 + s2i )
3
4
, fi = l
1
2
i
1
(1 + s2i )
3
4
. (3.19)
From the Schwarz inequality it follows that (3.18) is positive or vanishes. The expression (3.18)
vanishes if and only if e, f are linear dependent, which does not occur because of (3.19). 
The lemma guarantees the local uniqueness of the transformation given by ϕ, ψ .
Lemma 3.5. The transformation given by ϕ, ψ is injective on G.
Proof. Assume that there exist (c1, d1), (c2, d2) ∈ G such that
ϕ(c1, d1) = ϕ(c2, d2) = x˜, ψ(c1, d1) = ψ(c2, d2) = y˜. (3.20)
From (3.17) it follows that ∂ψ/∂c is positive on G. Thus, for any d ∈ (0,∞) there exists at
most one c ∈ R such that ψ(c, d) = y˜.
In this proof H will denote the set of all d ∈ (0,∞) for which there exists c ∈ R such that
ψ(c, d) = y˜. The Implicit Function Theorem yields that H is an open set in R and it is possible
to define a smooth function g :H → R satisfying
ψ
(
g(d), d
)= y˜.
Moreover, the relation
g′(d) = − 1
d2
(
n+1∑
i=1
li
si
(1 + s2i )
3
2
)/(
n+1∑
i=1
li
1
(1 + s2i )
3
2
)
(3.21)
holds, which is the result of the formula for derivation of implicit functions and the rela-
tions (3.17).
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h(d) = ϕ(g(d), d)
on the set H . For the derivation of h(d) we have the formula
h′(d) = ∂ϕ
∂c
g′(d)+ ∂ϕ
∂d
.
From (3.17) and (3.21) it follows
h′(d) = 1
d
(
n+1∑
i=1
li
si
(1 + s2i )
3
2
)2/( n+1∑
i=1
li
1
(1 + s2i )
3
2
)
− 1
d
n+1∑
i=1
li
s2i
(1 + s2i )
3
2
. (3.22)
Consider the inequality
h′(d)d = (e, f )2/(f,f )− (e, e) < 0, (3.23)
where e, f are the vectors in Rn+1 defined by (3.19). The inequality (3.23) is a consequence
of the Schwarz inequality and the fact that e, f are linear independent in Rn+1, which follows
from (3.19).
Since d is positive, (3.23) gives the inequality
h′(d) < 0, (3.24)
which holds for all d ∈ H .
The relation (3.20) yields the existence of d1, d2 such that
h(d1) = h(d1) = x˜. (3.25)
If we prove that the interval (d1, d2) ⊂ H , then (3.25) contradicts to (3.24) and the lemma
holds true.
It is enough to prove that the set (d1, d2)∩H is close and open in (d1, d2) which is connected.
First of all consider the inequality
|y˜ − y0| <
n+1∑
i=1
li , (3.26)
which follows from (3.15).
Let dj be a sequence from (d1, d2) converging to d0 ∈ (d1, d2) and cj = g(dj ).
Assume, cj is not bounded, then there exist a subsequence ck converging to +∞ or −∞. Let
ski , i = 1, . . . , n+ 1, be the number given by (3.11) for ck , dk , then
ski → ∞ or ski → −∞, i = 1, . . . , n+ 1,
as k → ∞, which follows from (3.11).
This fact together with (3.15) contradicts to the inequality (3.26), which results in the bound-
edness of cj .
Thus, there exists a subsequence cl converging to c0 as l → ∞. From this it follows
ψ
(
c0, d0
)= y˜,
which gives g(d0) = c0 and d0 ∈ H , so H ∩ (d1, d2) is closed in (d1, d2). 
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problem A. If there exists a solution A for ai > 0, i = 1, . . . , n, then there exist c, d ∈ G which
give the solution x, y ∈ Rn by the formulas (3.15).
Considering the expressions (3.11), (3.13), (3.15) and applying Lemma 3.4 together with
the Implicit Function Theorem, we have the existence of solution to A in a neighbourhood of
a = (a1, . . . , an) and the solution is smooth in this neighbourhood.
Now we will deal with the existence of solutions to A and specify the assumptions which
guarantee the existence of solutions for all a = (a1, . . . , an) such that ai > 0, i = 1, . . . , n.
Let (x0, y0), (xn+1, yn+1), li > 0, i = 1, . . . , n+1, be given, we say that the parameters satisfy
the assumption (C) if the inequalities
xn+1 − x0 > li, i = 1, . . . , n+ 1,
hold. This assumption seems to be natural for suspension bridges.
We say that the parameters (x0, y0), (xn+1, yn+1), li > 0, i = 1, . . . , n+1, satisfy the assump-
tion (D) if there exist x = (x1, . . . , xn), y = (y1, . . . , yn) which satisfy (A), (B).
The assumption (D) says that the main cable with the parameters li > 0, i = 1, . . . , n + 1,
can be suspended between (x0, y0), (xn+1, yn+1) so that the shape of the main cable satisfies the
natural assumptions (A), (B).
Lemma 3.6. Let (x0, y0), (xn+1, yn+1), li > 0, i = 1, . . . , n + 1, satisfy (C), (D), then for any
a = (a1, . . . , an), ai > 0, there exists the unique solution to A.
Proof. Denote M = {a ∈ Rn | ai > 0, i = 1, . . . , n}. This set is connected. Let M˜ ⊂ M be the
set of all a for which there exists a solution to A. From the assumption (D) and the remarks
behind Lemma 3.5 it follows that M˜ is open and nonempty.
Thus, it is enough to prove that M˜ is closed in M which is connected.
Let aji → a0i , i = 1, . . . , n, as j → ∞ and a0i > 0, i = 1, . . . , n, and ai ∈ M˜ , then there exist
xj , yj ∈ Rn which are the solutions toA corresponding to aj . Because of the relations (A), there
exist subsequences xl , yl such that xl → x0, yl → y0 as l → ∞. It is clear that x0, y0 satisfy (A).
It is enough to prove the validity of (B) for x0, y0. Thus, we have to prove
sli → s0i , i = 1, . . . , n+ 1, as l → ∞
and s0i are real numbers. Let us remark that s
l
i are the expressions in (B) corresponding to xl , yl .
Assume that there exists k ∈ {1, . . . , n+ 1} such that k is the biggest among the numbers and
for this number
slk → −∞ as l → ∞.
Then sli → −∞, i = 1, . . . , k, as l → ∞, which follows from (B).
Consider the relation
slk+2 − slk+1
slk+1 − slk
= a
l
i+1
ali
. (3.27)
The right-hand side of (3.27) converges to a
0
i+1
a0i
as l → ∞ and this number is positive. Then
from (3.27) it follows that slk+2 → ∞ as l → ∞.
The relations (B) for sli , i = 1, . . . , n + 1, yield that sli → ∞ for all i ∈ {k + 2, . . . , n + 1} as
l → ∞.
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xlk+1 − xlk → xn+1 − x0 as l → ∞. (3.28)
Then the limit (3.28) contradicts to the condition (C).
Thus, s0i , i = 1, . . . , n+ 1, have to be real numbers satisfying (B) and the equations
s0i =
y0i − y0i−1
x0i − y0i−1
,
s0j+2 − s0j+1
s0j+1 − s0j
= a
0
j+1
a0j
, i = 1, . . . , n+ 1, j = 1, . . . , n− 1,
hold.
Lemma 3.1 yields that x0, y0 are a solution to A for a0 = (a01, . . . , a0n), which belong
to M˜ . 
Let us summarize the results. Define
K = {b ∈ Rn−1 | bi > 0, i = 1, . . . , n− 1}.
Theorem 3.1. Let (x0, y0), (xn+1, yn), li > 0, i = 1, . . . , n+ 1, satisfy (C), (D). Then there exist
the smooth functions
Φ :K → Rn, Ψ :K → Rn,
which are bounded and Ψ = (Ψ1, . . . ,Ψn) satisfies the inequalities
x0 <Ψi(b) < xn+1, i = 1, . . . , n. (3.29)
If a = (a1, . . . , an) ∈ Rn fulfills ai > 0, i = 1, . . . , n, then
x = Φ
(
a2
a1
, . . . ,
an
an−1
)
, y = Ψ
(
a2
a1
, . . . ,
an
an−1
)
are the unique solution to A for a.
Remark 3.1. If we analyze the result above, we can see that the solution to A connected to
a = (a1, . . . , an), ai > 0, i = 1, . . . , n, is equivalent to the equations
ϕ(c, d) = xn+1, ψ(c, d) = yn+1, (3.30)
where ϕ,ψ are the functions defined above. Then from Lemma 3.4 it follows that the New-
ton method can be applied for the numerical solution of A. If equations (3.30) are solved, the
corresponding solution x, y to A can be obtained from the formulas (3.11), (3.13), (3.15).
4. The existence of solution to the basic problems
Before coming to the proof of the existence of solution to the basic problems, we will study an-
other auxiliary problem. Let pi , yi , zi , i = 1, . . . , n, be given real numbers which satisfy pi > 0,
zi ∈ 〈0,L〉. We will deal with the variational equation
bV (u, v)− 2
n∑
i=1
ki
(
yi − pi − u(zi)
)+
v(zi) = LF (v). (4.1)
The function u ∈ WV is a solution to (4.1) if the equation holds for all v ∈ WV .
This variational equation corresponds to (2.5), but yi are fixed in (4.1) and are not a part of
solution to P or Q as in (2.5).
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Proof. From definition bV (·,·), WV , and the inequality (2.1) it follows the estimate
α‖u‖2 < bV (u,u), (4.2)
where ‖·‖ is the norm on WV induced by the usual norm on H 2(0,L) and α is a positive constant
independent of u.
Let us consider the expression
bV (u, v)− 2
n∑
i=1
ki
(
yi − pi − u(zi)
)+
v(zi)−LF (v), (4.3)
which can be understood as an operator from WV to W ∗V —the dual space to WV .
The operator assigns the linear functional with the variable v ∈ WV defined by (4.3) to any
u ∈ WV . Let us study the inequality
α‖u1 − u2‖2  bV (u1 − u2, u1 − u2)
+ 2
n∑
i=1
ki
{(
yi − pi − u2(zi)
)+ − (yi − pi − u1(zi))+}(u1(zi)− u2(zi)), (4.4)
which holds for all u1, u2 ∈ WV . The inequality (4.4) is a result of the estimate (4.2) and the
inequality (a+ − b+)(a − b) 0 held for all real numbers.
The inequality (4.4) yields the strong monotonicity of the operator. Thus, the theory of
monotone operators gives the desired result. 
Lemma 4.2. Let the sequences zki , y
k
i converge to z
0
i , y
0
i , i = 1, . . . , n, as k → ∞. Let Fk ∈
L2(0,L) converge to F 0 ∈ L2(0,L) as k → ∞. Let uk be the solutions to (4.1) corresponding
to yki , z
k
i , F
k
. Then uk converges in WV to u0 ∈ WV as k → ∞ and u0 is the solution to (4.1)
corresponding to y0i , z
0
i , F
0
.
Proof. Let uk be the solutions to (4.1) corresponding to yki , zki , Fk , i = 1, . . . , n, then the equa-
tion
bV
(
uk,uk
)+ 2 n∑
i=1
ki
{(
yki − pi
)+ − (yki − pi − uk(zki ))+}uk(zki )
= 2
n∑
i=1
ki
(
yki − pi
)+
uk
(
zki
)+LFk (uk) (4.5)
holds for all yk , uk , Fk .
From (4.2), (4.5) it follows the estimate
∥∥uk∥∥ C
(
1 +
n∑
i=1
∣∣yki ∣∣+ ∥∥Fk∥∥L2(0,L)
)
, (4.6)
where C is independent of yki , z
k
i , F
k
.
The estimate (4.6) yields the existence of a subsequence ul and u∗ ∈ WV such that ul ⇀ u∗ in
WV as l → ∞. The symbol ⇀ represents the weak convergence in WV . The weak convergence
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on 〈0,L〉, which follows from the compact imbedding H 2(0,L) ⊂ C(〈0,L〉).
From this it follows
n∑
i=1
ki
(
yli − pi − ul
(
zli
))+
v
(
zli
)→ n∑
i=1
ki
(
y0i − pi − u∗
(
z0i
))+
v
(
z0i
) (4.7)
as k → ∞ for all v ∈ WV .
If we consider that ul is the solutions to (4.1) corresponding to yli , zli , F l and ul ⇀ u∗ in WV ,
F l → F 0 in L2(0,L), then (4.7) yields the equation
bV
(
u∗, v
)− 2 n∑
i=1
ki
(
y0i − pi − u∗(zi)
)+
v
(
z0i
)= LF 0(v), (4.8)
which holds for all v ∈ WV . Thus, u∗ is a solution to (4.1) corresponding to y0i , z0i , F 0.
The uniqueness of (4.1) yields u∗ = u0 and the convergence of the whole uk to u0.
After simple operations we have the equation
bV
(
uk − u0, uk − u0)− 2 n∑
i=1
ki
(
yki − pi − uk
(
zki
))+(
uk
(
zki
)− u0(zki ))
+ 2
n∑
i=1
ki
(
y0i − pi − u0
(
z0i
))+(
uk
(
z0i
)− u0(z0i ))
= LFk
(
uk − u0)−LF 0(uk − u0). (4.9)
Consider uk → u0 in C(〈0,L〉) as k → ∞, then the second and third members in the left-hand
side of (4.9) converge to zero.
From the definition of LF (·) it follows the convergence of the right-hand side of (4.9) to zero
as well. The estimate (4.2) yields the desired result. 
In the rest of the section we will deal with functions defined on the sets K , M , N . The set
K ⊂ Rn−1 was defined in Section 3 and
M = {a ∈ RN ∣∣ a = (a1, . . . , an), ai > 0, i = 1, . . . , n},
N = {z ∈ RN ∣∣ z = (zi, . . . , zn), zi ∈ 〈0,L〉, i = 1, . . . , n}.
Define the function Θ :M → R as follows:
Θ(a) = (Θ1(a), . . . ,Θn−1(a)), Θi(a) = ai+1
ai
, i = 1, . . . , n− 1.
From the definition of Θ it follows Θi(a) > 0 on M . Thus, Θ(a) ∈ K for all a ∈ M .
Define the function κ :N ×Rn ×L2(0,L) → M as follows:
κ(z, y,F ) = (κ1(z, y,F ), . . . , κn(z, y,F )),
κi(z, y,F ) = ki
(
yi − pi − u(zi)
)+ − Fi,
where u is the solution to (4.1) corresponding to yi , zi , F , i = 1, . . . , n, and Fi are the numbers
in (2.4). From this it follows the inequalities κi(z, y,F ) > 0, which results in κ(z, y,F ) ∈ M .
Lemma 4.2 yields the continuity of κ on N ×Rn ×L2(0,L).
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(D), then we can define the function T :N ×Rn ×L2(0,L) → N ×Rn as follows:
T (x, y,F ) = (Ψ ◦Θ ◦ κ(x, y,F ),Φ ◦Θ ◦ κ(x, y,F )),
where Φ , Ψ are the functions in Theorem 3.1.
Since Φ(b) belongs to N for any b ∈ K , then R(T ) ⊂ N ×Rn, where R(T ) is the range of T .
Define another function R :N ×Rn ×L2(0,L) → Rn as follows:
R(x, y,F ) = Ψ ◦Θ ◦ κ(x, y,F ).
From Theorem 3.1 it follows that T , R are bounded and continuous on N ×Rn ×L2(0,L).
Theorem 4.1. Let (x0, y0), (xn+1, yn+1), li > 0, i = 1, . . . , n + 1, satisfy the assumptions (C),
(D) and F ∈ L2(0,L). Then there exist solutions to P , Q.
Proof. First, we will deal with Q. Fixed the function F ∈ L2(0,L) and study the function
T˜ :N ×Rn → N ×Rn defined by
T˜ (x, y) = T (x, y,F ).
Since this function is bounded and continuous, then the Brouwer Fixed Point Theorem guar-
antees the existence of a fixed point for T˜ .
If we consider the definition of T˜ , we can see that x, y, u are a solution to Q, where u is
a solution to (4.1) corresponding to x, y, F and x, y is the fixed point above. In this case the
parameter z in (4.1) is changed for x.
Second, we will deal with P . Fix F ∈ L2(0,L), z ∈ N and define the function R˜ :Rn → Rn
as follows:
R˜(y) = R(z, y,F ).
This function is bounded and continuous. Thus, it has a fixed point. Consider the definition R˜,
then x, y, u are a solution to P , where x = Φ ◦Θ ◦ κ(z, y,F ), y is the fixed point of R˜, and u is
the solution to (4.1) corresponding to z, y, F . 
5. Local properties of solutions to the problem P
In this section we will deal with some local properties of solutions to the problem P . The
parameter z = (z1, . . . , zn) ∈ N corresponding with the position to which the cable stays are
attached to the centre span will be constant in the rest of this section.
We restrict ourselves to the solutions satisfying some special properties. Let x, y, u from
N , Rn, WV be a solution to P , then we say that the solution satisfies the condition (E) if the
inequalities
yi − pi − u(zi) > 0, i = 1, . . . , n,
hold. The solution x, y, u to P describes the static equilibrium of a suspension bridge and in real
situations bridges are designed so that the cable stays are stressed, which corresponds to (E).
First of all, we will study some properties of the function κ defined in the previous section.
Lemma 5.1. Let z, y, F from N , Rn, L2(0,L) be given and u is a solution to (4.1) corresponding
to z, y, F . Let u satisfy the inequalities
yi − pi − u(zi) > 0, i = 1, . . . , n. (5.1)
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∂y
,
∂κ(z,y,F )
∂F
exist and are
continuous in the neighbourhood. Moreover, the inequalities (5.1) are satisfied in the neighbour-
hood.
Proof. Study the linear variational equation
bV (u, v)+ 2
n∑
i+1
u(yi)v(zi) = 2
n∑
i+1
(yi − pi)v(zi)+LF (v). (5.2)
Then u ∈ W is a solution to the variational equation (5.2) if it is satisfied for all v ∈ WV .
The theory of linear variational equations yields the existence of a linear continuous transfor-
mation P :Rn ×L2(0,L) → WV such that
u(z) = P(y − p,F )(y), (5.3)
where u is the solution to (5.2) corresponding to y − p = (y1 − p1, . . . , yn − pn), F . Thus, the
transformation P is continuously differentiable on Rn ×L2(0,L).
Consider the definition of κ and the inequalities (5.1), then the equalities
κi(z, y,F ) = ki
(
yi − pi − P(y − p,F )(zi)
)− Fi, i = 1, . . . , n, (5.4)
hold in a certain neighbourhood of y, F , which follows from the continuous embedding of WV
to C(〈0,L〉).
Equation (5.4) yields the existence of the continuous derivatives ∂κ
∂y
,
∂κ
∂F
on the neighbourhood
of y, F . 
Let us define the function S :Rn ×L2(0,L) → Rn×n in the following way:
S(y,F ) = ∂
∂y
Ψ ◦Θ ◦ κ(z, y,F ),
where the functions Ψ , Θ are defined above and the values of S are n× n matrices.
Theorem 5.1. Let x˜, y˜, u˜ from N , Rn, WV is a solution to the problem P corresponding to
F˜ ∈ L2(0,L). Let the solution satisfy the condition (E) and the matrix S(y˜, F˜ ) does not have
the eigenvalue which is equal to one. Then there exist α,β > 0 and functions ξ1 :B → N ,
ξ2 :B → Rn, ξ3 :B → WV , where
B = {F ∈ L2(0,L) ∣∣ ‖F − F˜‖L2(α,L) < α}.
The functions are continuously differentiable on B and satisfy the relations
ξ1(F˜ ) = x˜, ξ2(F˜ ) = y˜, ξ3(F˜ ) = u˜ (5.5)
together with the inequalities∣∣x˜ − ξ1(F )∣∣Rn < β, ∣∣y˜ − ξ2(F )∣∣Rn < β, ∥∥u˜− ξ3(F )∥∥WV < β (5.6)
on the set B . Moreover, ξ1(F ), ξ2(F ), ξ3(F ) are a solution to P for F ∈ B and the solution is
unique if (5.6) are satisfied.
Proof. From the proof of Theorem 4.1 it follows that if x, y, u are a solution to P , then y is a
fixed point of the transformation R˜ :Rn → Rn defined in the proof of Theorem 4.1.
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Q(y,F ) = y − R˜(y) = y −Ψ ◦Θ ◦ κ(z, y,F ) = 0. (5.7)
Applying Lemma 5.1 and choosing a proper α, we can see that Q(y,F ) is continuously
differentiable on B˜ ×B , where B˜ is a proper neighbourhood of y˜.
From the assumptions of the theorem it follows that ∂Q
∂y
is invertible in y˜, F˜ and we can
apply the Implicit Function Theorem which yields the existence of a function ξ2 :B → Rn satis-
fying the equation Q(ξ2(F ),F ), where Q(·,·) is defined by (5.7). Moreover, the function ξ2(·)
is unique if the second inequality in (5.6) is fulfilled.
Define ξ1, ξ3 as follows:
ξ1(F ) = Φ ◦Θ ◦ κ
(
z, ξ2(F ),F
)
, ξ3(F ) = P
(
ξ2(F )− p,F
)
, (5.8)
where the function P is defined in the proof of Lemma 5.1. If we consider (5.7), (5.8), we have
the desired result. 
Remark 5.1. The matrix S(y,F ) can be expressed explicitly and written as follows:
S = S1S2S3,
where S1, S2, S3 are the matrices with the dimensions n× n− 1, n− 1 × n, n× n.
The matrix S1 reads
S1ij =
∂Ψi(b)
∂bj
= ∂yi(b, c, d)
∂bj
+ ∂yi(b, c, d)
∂c
∂c
∂bj
+ ∂yi(b, c, d)
∂d
∂d
∂bj
,
i = 1, . . . , n, j = 1, . . . , n− 1,
b = Θ ◦ κ(z, y,F ). (5.9)
The function Ψ (b) in (5.9) is given by the relations (3.11), (3.13), (3.15). The values c, d can
be obtain in the way described in Remark 3.1 and the values ∂c
∂bj
,
∂d
∂bj
are given by the formulas
for derivation of implicit function which can be applied due to Lemma 3.4.
The matrix S2 reads
S2ij =
∂Θi(a)
∂aj
=
⎧⎪⎪⎨
⎪⎪⎩
1
ai
if j = i + 1,
− ai+1
a2i
if j = i,
0 if j = i + 1, i,
i = 1, . . . , n− 1, j = 1, . . . , n,
ai = κi(z, y,F ) = ki
(
yi − pi − P(y − p,F )(zi)
)− Fi, (5.10)
where P is the linear transformation defined above and corresponding with the solution to (5.2).
The matrix S3 reads
S3ij =
∂κi(z, y,F )
∂yj
= ki
(
δij − P
(
hj ,0
)
(zi)
)
, i = 1, . . . , n, j = 1, . . . , n,
hj = (hj1, . . . , hjn), hji = δij , (5.11)
where δij is the Kronecker symbol and P is the linear transformation defined above.
Let us notice that we restrict ourselves to such parameters y, F for which the inequalities (5.1)
hold. Thus, S3 can be expressed by (5.11).
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tional equations in (5.10), (5.11) and the nonlinear equations for the parameters c, d , which was
described in Remark 3.1.
Since S is expressed explicitly, we can apply the Newton method to find a solution to P
satisfying the condition (E).
Remark 5.2. If matrix S connected with the solution to P satisfies (E) and does not have the
eigenvalue which is equal to one, Theorem 5.1 guarantees a local stability of the solution. The
stability is not guaranteed if one is among the eigenvalues of S or S is near to this state, which
can be evaluated by the number
inf
x∈Rn
|x − Sx|c
|x|c , (5.12)
where |x|c is the norm on Rngiven by the formula
|x|c =
√√√√ n∑
i=1
kix
2
i .
The numbers ki are the stiffness constants for the cable stays, so the norm | · |c corresponds to
the deformation energy of the cable stays.
We can say that the bigger (5.12) is, the more stable the bridge is.
From the explicit formulas for S it follows that the number (5.12) depends on some para-
meters of the bridge whose change can improve the stability. We can change, for instance, the
number (5.12) by placing some additional weights along the centre span, which can result in
a more stable equilibrium for the bridge.
6. Generalized models of suspension bridges
We have been studying the models of suspension bridges describing only vertical deflection
of the road bed. The models studied in this section will include torsional deformation of the road
bed. It is possible to study the two different types of road bed.
First, the road bed is divided into three independent parts—centre span and two side spans.
Second, the road bed is undivided.
We restrict ourselves to the first type and study the model consisting of the central span, two
main cables, and two rows of cable stays. This model is depicted in Fig. 5. The method applied
for studying this model can be employed for the model with the undivided road bed.
The centre span is described by the two functions u(z), ϕ(z) defined on the interval 〈0,L〉.
The value u(z) corresponds to the vertical deflection of the longitudinal axis of the centre span
in the position z. The value ϕ(z) corresponds to the torsion of the cross section of the centre span
in the position z on the longitudinal axis. The whole situation is depicted in Fig. 6.
Consider that the deformation energy of the centre span can be described within the theory of
small deformations (see [7,10,11]). Then the deformation energy of the centre span is described
by the expression
1
bV (u,u)+ 1bT (ϕ,ϕ),2 2
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where the bilinear form bV (·,·) is defined in Section 2 and the bilinear form bT (·,·) corresponding
to torsional deformations is defined by the relation
bT (ϕ,ψ) =
L∫
0
KT ϕ
′ψ ′ dz,
where KT ∈ L∞(0,L) and satisfies the inequality
KT (z) > ε > 0, y ∈ (0,L).
This bilinear form is defined on the space
WT =
{
ϕ ∈ H 1(0,L) ∣∣ ϕ(0) = ϕ(L) = 0},
where H 1(0,L) is the Sobolev space of functions whose generalized derivatives together with
these function belong to L2(0,L).
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LG(ϕ) =
L∫
0
Gϕ dy,
defined on WT .
The function G(z) is the moment of outer forces per unit length of the centre span with respect
to the longitudinal axis.
In real situations every cross section of the centre span is symmetric with respect to y as it
depicted in Fig. 6. Thus, the moment of the outer forces induced by the weight of centre span
vanishes.
The function G does not vanish if the moment is created by additional weights placed non-
symmetrically along the longitudinal axis of the centre span.
We restrict ourselves to the situation, where torsion is sufficiently small, then ϕ ≈ sinϕ and
we can approximate deformation of the ith pair of cable stays by the expressions
yi − pi − u(zi)+ lϕ(zi), yi − pi − u(zi)− lϕ(zi). (6.1)
Now we are ready to formulate the minimum energy principle for the model including tor-
sional deformations of the centre span.
Let (x0, y0), (xn+1, yn+1) ∈ R2, li > 0, i = 1, . . . , n − 1, be given and x1, y1, x2, y2 belong
to Rn. Define the functional of potential energy as follows:
K
(
x1, y1, x2, y2, u,ϕ
)= 1
2
bV (u,u)+ 12bT (ϕ,ϕ)+ φ
(
y1, u+ lϕ)+ φ(y2, u− lϕ)
−LF (u)−LG(u)−Lc
(
y1
)−Lc(y2),
where φ(·,·), LF (·), Lc(·) are defined in Section 2. The expressions φ(y1, u+ lϕ), φ(y2, u− lϕ)
correspond to the deformation energies of the two rows of cable stays, which are depicted in
Figs. 5 and 6.
The functional K(x1, y1, x2, y2, u,ϕ) is defined on a subset of Rn × Rn × Rn × Rn ×
WV ×WT , where x1, y1 and x2, y2 satisfy the relations (A). A minimum on the subset above is
a solution to the generalized problem.
Transform the problem into a system of variational equation in the way applied in Section 2.
Let (x0, y0), (xn+1, yn+1) ∈ R2, li > 0, i = 1, . . . , n, and z = (z1, . . . , zn) ∈ N be given. If x1,
y1 and x2, y2 from Rn, u ∈ WV , ϕ ∈ WT are a minimum of K(·, · , · , · , · ,·), where x1, y1 and
x2, y2 fulfill the relations (A), (B), then x1, y1 and x2, y2 satisfy the variational equations
n∑
i=1
(
ki
(
y1i − pi − u(zi)− lϕ(zi)
)+ − Fi)y˜1i = 0,
n∑
i=1
(
ki
(
y2i − pi − u(zi)+ lϕ(zi)
)+ − Fi)y˜2i = 0, (6.2)
for any y˜1 = (y˜11 , . . . , y˜1n), y˜2 = (y˜21 , . . . , y˜2n) satisfying the relations (A) at x1, y1 and x2, y2 in
differential sense.
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bV (u, v)−
n∑
i=1
ki
(
y1i − pi − u(zi)− lϕ(zi)
)+
v(zi)
−
n∑
i=1
ki
(
y2i − pi − u(zi)+ lϕ(zi)
)+
v(zi) = LF (v), (6.3)
where v is an arbitrary function from WV .
The function ϕ ∈ WT satisfies the variational equation
bT (ϕ,ψ)−
n∑
i=1
lki
(
y1i − pi − u(zi)− lϕ(zi)
)+
ψ(zi)
+
n∑
i=1
lki
(
y2i − pi − u(zi)+ lϕ(zi)
)+
ψ(zi) = LG(ψ), (6.4)
where ψ is an arbitrary function from WT .
We say that x1, y1, x2, y2, u, ϕ are a solution to the problem R if the variational equa-
tions (6.2)–(6.4) hold true.
The problemR is connected with the problem P , which only describes vertical deflections of
the centre span.
The existence of R can be proved in the similar way as we did in Theorem 4.1.
We can prove the similar result concerning the local uniqueness and continuous dependence
on outer forces as we did in Theorem 5.1. The proof is parallel to the proof of Theorem 5.1 with
the only exception: the u inequalities in the condition (E) have to be changed into the inequalities
y1i − pi − u(zi)− lϕ(zi) > 0, y2i − pi − u(zi)+ lϕ(zi) > 0, i = 1, . . . , n. (6.5)
To obtain a numerical solution to the problem R, the Newton method can be applied in the
similar way as we proposed in Remark 5.1.
Remark 6.1. As it was mentioned above, we studied the generalized nonlinear model with tor-
sional deformation of the centre span under the assumption that torsion is sufficiently small,
which means we can neglect some nonlinear effects connected with the deformation of cable
stays.
If we want to study the nonlinearity connected with larger torsion, the linearized expres-
sions (6.1) have to be changed into
yi − pi − u(zi)+ l sin
(
ϕ(zi)
)
, yi − pi − u(zi)− l sin
(
ϕ(zi)
)
. (6.6)
Then the functional of potential energy reads as follows:
K
(
x1, y1, x2, y2, u,ϕ
)= 1
2
bV (u,u)+ 12bT (ϕ,ϕ)
+ φ(y1, u+ l sin(ϕ))+ φ(y2, u− l sin(ϕ))
−LF (u)−LG(u)−Lc
(
y1
)−Lc(y2).
We can use the functional for deriving new nonlinear variational equations which respect the
relations (6.6).
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