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Abstract
Sleep is a natural state of our mind and body during which our muscles heal and our memo-
ries are consolidated. It is such a habitual phenomenon that we have been viewing it as
another ordinary task in our day-to-day life. However, owing to the current fast-paced,
technology-driven generation, we are letting ourselves be sleep-deprived, giving way to se-
rious health concerns such as depression, insomnia, restlessness, apnea and Alzheimer’s.
Polysomnography (PSG) studies are used for diagnosing and treating sleep-related disorders.
Although the PSG studies are considered as the gold standard, they are obtrusive and do not
allow for long-term monitoring. Various wearables have been manufactured to help people
monitor their sleep-health. However, these devices have been shown to be inaccurate.
The ubiquitous sensor technology employed by the wearables provides large volumes of
data, recorded in the most natural setting of the user. There is an opportunity to make use of
the highly available sensor data to model a sleep scoring system that could help individuals
monitor their sleep-health from the comfort of their home. In this thesis, we aim to alleviate
this problem by attempting to bridge the gap between the highly accurate but obtrusive
medical diagnosis (PSG) and the non-intrusive yet inaccurate wearables.
In this work, we propose DeepSleep, a deep neural net-based sleep classification model us-
ing an unobtrusive BCG-based heart sensor signal. Our proposed model’s architecture uses
the combination of CNN and LSTM layers to perform self-feature extraction and sequential
learning respectively. We show that our model can classify sleep stages with a mean f1-score
of 74% using the BCG signal. We employ a 2-phase training strategy to build a pre-trained
model to tackle the limited dataset size and test the transferability of the model on other
types of heart-signal. With an average classification accuracy of 82% and 63% using ECG
and PPG based heart signal respectively, we show that our pre-trained model can be used
in the transfer learning setting as well. Lastly, with the help of a user study of 16 subjects,
we show that the objective sleep quality metrics correlate with the perceived sleep quality
reported by the subjects with a correlation score of 𝑟 = 0.43.
Although our proposed model’s performance is not yet comparable to the medical stan-
dards, we show that it is possible to monitor our sleep-health using the wearable signals
with the least domain knowledge and preprocessing techniques. The prediction and per-
formance of our DeepSleep model shows that it is able to learn the biological rules of sleep
wherein it always follows a Deep or REM stage with a transitional Light stage. Our model
treats the classification problem sequentially, thus, identifying important sleep parameters
like onset of sleep cycles and time spent in different sleep stages which are time-dependant
factors. Furthermore, our user study, conducted using the SATED questionnaire, provides
an insight into the difference in user’s perceived sleep quality and model’s estimation. It
shows that an automated classification system needs to incorporate various external factors
such as environmental and ambient conditions to be able to strongly correlate with the per-
ceived or subjective quality. We further discuss the future research gaps and opportunities
that could improve the model’s performance and also extend it to other domains like irregular
heart-beat and apnea detection. We consider this work to be a starting point for research into
sleep and heart health using non-intrusive wearable sensors and deep neural network-based
architectures.
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1
Introduction
Sleep is the most naturally learned activity for any living being. It just comes natural to
us. We have been studying a lot about sleep and kept improving our sleeping environment
from grasslands to foam mattresses. Interestingly, sleep has also been culturally nuanced.
Every culture has had its own interpretation of sleep. Italians have been known to take
siestas to have better sleep, Indians believed in sleeping in a specific direction and posture
and Japanese believe in the art of power naps called Inemuri. We understand that sleep is
important which is also evident from the time we spend sleeping. We spend almost one-third
of our lives sleeping - which is around 26 years for an average human being. At the same
time, we spend almost seven years just trying to sleep [27], tossing and turning in bed. We
understand the importance of sleep and yet we fail to understand how we can improve it and
lead a more healthy lifestyle.
The increasing use of technology, and other habits have driven us towards an unhealthy
lifestyle. In today’s fast-paced, always-connected, and sleep-deprived world, our need for a
good night’s sleep is more important – and elusive – than ever. Sleep deprivation has become
synonymous to our generation. Ariana Huffington quite eloquently describes the importance
of good restorative sleep in her book, The Sleep Revolution [57]:
These two threads that run through our life — one pulling us into the world to
achieve and make things happen, the other pulling us back from the world to nourish
and replenish ourselves — can seem at odds, but in fact they reinforce each other.
According to a study conducted by the Centers for Disease Control and Prevention (CDC)
in the USA in 2009 [41], around 35.3% of a total of 74,751 people reported having less
than 7 hours of sleep on average during a 24-hour period. 48% reported having snoring
problems, 37.9% reported unintentionally falling asleep during the day, and 4.7% reported
nodding off while driving. These numbers should not be underestimated because studies
on the effect of sleep deprivation on our health reveal some disturbing findings. A recent
study by UCLA [94] showed that sleep deprivation disrupts our brain cells’ ability to com-
municate with each other, causing temporary mental lapses, affecting memory and visual
perception. Another study [7] revealed that two consecutive nights of less than 6 hours of
sleep could make us highly inefficient and unproductive for a whole week. Hence, the impor-
tance of a good amount of sleep in our lifestyle cannot be ignored. These are just the lighter
consequences of inadequate sleep. Severe cases of sleep deprivation have shown to cause
depression, insomnia, restlessness, and Alzheimer’s [36, 72, 124].
Increased occurrences of sleep-related disorders have led users to resort to consult doctors
and sleep experts for diagnosing their disorders. Sleep clinics use Polysomnography (PSG)
to diagnose and treat sleep disorders [77]. With the help of the data recorded from a set of
electrodes attached to a subject, an expert scores the sleep stages visually and analyzes the
sleep pattern to confirm the prognosis. Sometimes, the expert monitors the subject’s move-
ments through a camera during the study. This way of diagnosing sleep has raised privacy
and comfort-related concerns among the. The complexity of recording, inconvenience, lack
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of privacy and monetary concerns has led to a growing reluctance from considering medical
help for sleep problems [26, 99].
This lack of simplicity and flexibility has led people to embrace wearable technology. The
rise of ubiquitous computing [133] has introduced many new wearable devices in the health-
care domain. Commercially available products, like Beddit1, Emfit2, and Nokia Sleep3 use
pressure-sensitive sensor sheets to monitor sleep, while, devices like Fitbit4, Apple Watch5,
and Garmin6 are wrist-worn sleep trackers. The sensor sheets use the piezo-electric sensors
to capture the pressure differences caused by the ballistic forces of the heart. This technique
of measuring heart forces is defined as Ballistocardiograph and the method of representing
it graphically is defined as Ballistocardiography (BCG) [43]. Whereas, the wrist-worn devices
are based on the principle of Photo-plethysmography (PPG), where the smartwatches mea-
sure the changes in the blood flow using low-intensity infrared (IR) light diodes [5, 120]. As
per the Statista Consumer Surveys, over 30% of U.S consumers own a fitness device [38].
Various studies have proven that it is possible to monitor the heart rate and measure the
sleep quality, alertness, and respiration of the user using such BCG and PPG-based devices
[33, 55, 89, 103, 131, 132].
Most of the individuals have not only begun to use sensor-enabled devices to quantify
their health but also for tracking chronic medical conditions. Consequently, wearables have
begun to be considered as a ”secondary” diagnostic tools [135]. For instance, sleep apnea
was reported to be identified using the heart rate, breathing volume and body movements
recorded by a sensor mattress working on a BCG technique for recording cardio-respiratory
signals [53]. Restlessness during sleep was identified using sleep patterns and a quick feed-
back mechanism from the device enabled positive habit formation and behavioural changes
in users.
Despite the positive changes, there is an attrition in the actual usage of wearables for clin-
ical diagnosis by the users. According to some studies [19, 81], wearable users are concerned
about the reliability of the health report generated by these wearables. For instance, in sleep
tracking, the lack of reliability stems from the fact that the accuracy of the sleep classifica-
tion models employed by the current sleep sensors is not promising enough to be used for
medical applications. A recent comparative study of various fitness wearables showed signif-
icant variations in accuracy among different devices — with error margins of up to 25% [37].
The current state-of-the-art sleep classification systems [53] report an accuracy of 65-70%
when it comes to classifying BCG data. This means that there is a failure rate of around 30%
which could prove to be quite fatal. It is highly necessary that we address the shortcomings
in the accuracies of sleep classification models and attempt to make them be considered for
medical diagnoses as well.
This chapter gives an overview of current practice of sleep monitoring in the medical sce-
nario, then describes the current trend in usage of wearables & sensors as an alternative
for clinical sleep monitoring, and explains the issues & inadequacies of the current systems
in classifying and analysing sleep patterns. Finally, it is followed by the research questions
that this thesis aims to address and our contributions towards the work.
1.1. Current sleep monitoring settings
PSG studies are used in sleep clinics to diagnose and treat sleep-realted disorders. Electroen-
cephalogram (EEG), ECG, Electro-Occulogram (EOG) and ElectroMyogram (EMG) electrodes
are attached on the subject’s body and the data is viewed live by the sleep expert. Since it is
necessary to ensure that the electrodes are attached at the specific locations and have not
detached during the sleep, the sleep expert may sometimes monitor the subjects through a
live camera feed. The expert then annotates the stages during the duration by following the
1https://www.beddit.com
2https://www.emfit.com
3https://www.withings.com/mx/en/sleep
4https://www.fitbit.com/nl/home
5https://www.apple.com/lae/watch/
6https://sleeptrackers.io/garmin-vivosmart-hr/
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Figure 1.1: A typical sleep study conducted using PSG where the subject has to sleep with over 64 electrodes attached to his
body (Source: WebMD [118])
Rechtschaffen & Kales (R&K) guidelines [106] for sleep scoring. R&K scoring rules are based
on EEG signals due to which it is critical that the EEG electrodes are perfectly placed on the
subject’s head and that they do not get detached during the duration of sleep. In addition to
that, the subject is advised to try not to move a lot during his sleep to avoid disturbing the
electrodes.
Although sleep monitoring using PSG is still considered as the gold standard, this kind of
controlled setting create some issues for the user. Inconvenience and privacy concerns have
led people to gradually shun away from sleep clinics and instead, believe in the quantified
self movement wherein the individuals track their sleep from the comfort of their home using
trackers.
Sleep tracking using sensors have been made possible due to the advancements in ubiq-
uitous computing. Ubiquitous computing or pervasive computing is the growing trend of em-
bedding sensors into everyday devices to gather data from the user and use it to minimise
user’s need to interact with the computer [133]. At present, the sleep tracking devices use
BCG [4] and PPG [6] concepts to record heart data unobtrusively. BCG is a method to obtain
cardiorespiratory signals by noting the difference in pressure values caused by the ballistic
force of our heart during the pumping of the blood. It is widely used in smart mattresses and
other similar sensor sheets where the body’s contact or proximity with the sensors enables
noting of pressure differences in the movements. Trackers based on PPG work on the prin-
ciple that a heartbeat can be noted by the amount of light reflected or absorbed when blood
flows through our wrists. This concept is used in smartwatches like Apple Watch and FitBit.
There are wearables like Dreem7, based on EEG sensors for sleep tracking. Although they
report a better accuracy than the BCG-based sensors, they are not popular enough since
they need individuals to wear the headbands while sleeping.
Due to their small form factor and their non-invasive nature for collecting data, the smart
sleep sensors have been viewed as an alternative to PSG studies in the hospitals. Current
trackers use various signal processing and machine learning algorithms to classify sleep
stages and predict sleep quality. The high sampling rate of the sensors further helps in
automating sleep classification due to the generation of large volumes of data.
Despite the advances in collecting, storing and processing of volumes of data, the accuracy
reported by these trackers has not been at par with current clinical methods [51]. They
7https://dreem.com/en/
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Figure 1.2: Various sleep trackers commonly found and used in the market. (Source: Sleeptrackers.io [1])
have been reported to have a high failure rate which makes them less suitable for medical
diagnoses [62].
1.2. Issues in sleep classification
The low performance of wearables in classifying sleep can be attributed to the nature of the
data generated by the sensors. Data recording using sleep sensors is contaminated by the
high amount of noise from movement, powerline disturbances and interferences from other
sensors. This makes it challenging to filter the signal. Current signal processing techniques
rely on fixed set of parameters to filter the signal. These parameters are usually non-adaptive
and do not account for different signals and noises arising from different users. Due to
this, extracting HRV features from BCG introduces noise and makes the classifier prone to
misclassification.
In addition to that, the current machine learning pipelines for sleep classification rely
on their domain knowledge about the correlation between heart activity and sleep quality to
engineer features. These kinds of features are called HRV features. However, the problem
with this kind of approach is that the HRV features can be accurately identified using the
ECG-based heart signals. Although the BCG signal could also provide heart rate information,
it differs from the characteristics of ECG. The current features for classifying sleep using heart
signal is too domain specific and is not easily transferable to other similar domains.
The large volumes of data generated by the sensors are difficult to label since they are
generated in an uncontrolled setting. Large amount of data is required to train a classifier.
Additionally, to obtain labelled data, PSG studies need to be conducted with the help of an
expert. However, conducting experiments with PSG is expensive, restrictive and not suitable
for long-term monitoring.
Hence, a sleep classification system should be modelled in such a way that it learns to
differentiate normal signal from the noisy data and should be able to filter it out. The model
should be adaptive and be able to identify the underlying effects of heart activity on sleep
and extract features accordingly. Lastly, different training strategies should be used to make
the model learn from the limited amount of data.
1.3. Research goal
The lack of reliability of sleep classification from sensor data needs to be addressed. In order
to provide the users with other tools for long-term sleep tracking, there is a need to improve
the current classifying systems. Through this work, we aim to build a sleep scoring system
that can be compared to medical standards by using home-based sleep trackers. Therefore,
the underlying research question of this thesis is as follows:
How can a sleep classification system be modelled, using BCG sensor data, in order to
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achieve a performance comparable to medical standards?
The above research question raises further subquestions:
1. Can we model a subject-independent system that is robust to noise?
2. Can we transfer the model, developed using BCG sensor signal, to perform classification
on other types of sensors like ECG and PPG?
3. Does the perceived sleep quality of a user correlate with the objective quality metric
measured by the model?
1.4. Contributions
To address the research questions posed above, this work proposes a hybrid deep neural
net model that performs feature extraction and emulates the time-variant nature of the sleep
patterns. A stack of 1D Convolutional neural network is used for self-supervised feature
extraction. Sequential stacks of Bidirectional Long-Short Term Memory (bi-LSTM) layers is
used in combination with the CNN layers for performing sequential classification. Addition-
ally, in this work, we adopt a 2-phase training strategy wherein we first pre-train the model
and then fine-tune it to achieve better results with limited data. In combination with the
subsampling nature of the Convolutional Network (CNN), the 2-phase training strategy fur-
ther helps in avoiding the vanishing gradient [100] issue faced by the glsbilstm layers. We
further test the transfer learning capability of our model by using the pre-trained layers from
ConvNet on other types of heart sensors like ECG and PPG and verify if the network can
predict sleep stages with comparable performance.
For the sleep classification task, we use a dataset generated from a sleep sensor sheet
called Dozee8. The sensor sheet works on the principle of BCG. The dataset has been anno-
tated and validated by sleep experts from the National Institute of Mental Health and Sciences
(NIMHANS)9 in India, with the PSG studies forming the reference or the ground truth for the
BCG data.
Based on the performance analysis of our DeepSleep model on the BCG data, we show
that our model achieves an overall precision & recall score of around 74% when performing a
4-class classification, and a score of 82% with 2-class classification task (REM, NREM). Our
model’s performance has been shown to perform slightly better than the other studies that
have used BCG data. Additionally, a user study based on the SATED framework, conducted
using 16 users of the Dozee device, showed that the objective sleep quality measurement
correlates with the subjective score reported by the users (𝑟 = 0.43). This shows that even
though our model does not achieve performance comparable to the gold standards, it is still
able to identify important sleep parameters that determine the overall sleep quality. This
shows that our model can be used for general sleep tracking and monitoring, if not diagnosing
sleep disorders. To the best of our knowledge, we believe that the DeepSleep model is the
first model to utilise the power of deep neural nets to perform sleep classification on the BCG
data.
1.5. Thesis Outline
The structure of this thesis is as follows. Chapter 2 gives an overview of the physiology of sleep
and elucidates previous works on sleep classification systems. In Chapter 3, we describe the
datasets and the architecture employed in this work. The model’s design choices, training
methodology and the details of the implementations are further discussed in detail in this
chapter. We present our results later in Chapter 4. Finally, we discuss the learnings from
this thesis and provide an outlook for future research opportunities in Chapter 5.
8https://dozee.io
9https://www.nimhans.co.in
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Related Work
Sleep is primarily governed by brain activity. Over time, many biologists have tried to under-
stand the internal state of our brain during sleep. Initial works in sleep classification systems
have relied on this domain knowledge to understand features that described the sleep stages.
Hence, before proceeding to build a classification model, it is important to understand the
physiology of sleep and how the brain and the heart activities are affected by sleep. In this
chapter, Section 2.1 briefly explains the biological aspect of sleep and describes the various
terminologies used in this domain. The effect of sleep on heart activity, heart-based features
used for identifying stages, the concept of ballistocardiography (BCG), and the sleep scoring
rules for PSG studies in clinics are further explained in this section. Section 2.2 describes the
deep learning algorithms that are used in this work. It is followed by Section 2.3 which dis-
cusses prior works in sleep classification. Lastly, Section 2.4 describes the various methods
of quantifying subjective and objective sleep quality.
2.1. Physiology of Sleep
According to Tabuchi and Wu [123], sleep is a period during which the brain is engaged in
number of activities which are closely linked to the quality of life. Human sleep is char-
acterised by two basic stages, REM & non-REM (NREM). Each of these stages is associated
with the specific brain-wave patterns and neuronal activity. Two internal biological mecha-
nisms define our sleep patterns. These mechanisms are Circadian rhythms and Sleep-wake
homeostasis. Circadian rhythms control various functions ranging from fluctuations in body
temperature, metabolism, and the release of hormones. They control the timing of our sleep
and wake by causing us to be sleepy and awake at particular times without the need of an
alarm. This is what we call as body’s biological clock. Whereas, sleep-wake homeostasis
tracks the need for sleep and keeps a check on the intensity of sleep. It reminds our body
to sleep after a certain time. It is usually influenced by medical conditions, medications,
environment, diet and mental stress [95].
Sleep is characterised by 2 basic stages, REM & non-REM (NREM). Each of these stages
is associated with specific brain-waves and neuronal activity. NREM is further divided into
3 stages [95]. The stages are describes as follows:
1. NREM 1: This NREM stage indicates the transition from wakefulness to sleep. During
this stage, the heartbeat, breathing and eye movements gradually decrease and the
muscles get relaxed with occasional twitches. The brain waves begin to go slow when
compared to daytime wakefulness patterns.
2. NREM 2: This NREM stage is another light sleep period which indicates the transition of
our sleep into deeper sleep. The heartbeat, breathing and eye movements further slows
down and the body temperature begins to drop. Most of the human sleep patterns spend
more time in this stage than in any other stages.
7
8 2. Related Work
3. NREM 3: This stage indicates the period of deep sleep. This stage is important for an
individual to feel refreshed in the morning as the body restores, relaxes and repairs
muscles and releases hormones like growth hormones. The heartbeat and breathing go
to their lowest range during this period. This stage occurs for longer time during the
first half of the night.
4. REM: Rapid Eye Movement or REM stage occurs about 90 minutes after the onset of
sleep. Our eyes move rapidly from side to side behind closed eyelids and the brain waves
fluctuate with the frequency as seen in wakefulness. Our breathing becomes faster and
irregular, the heart rate and blood pressure increase to near waking levels, and the arm
and leg muscles become temporarily paralyzed. The muscles are paralyzed since most of
our dreaming occurs during REM sleep and this prevents acting out during our dreams.
REM sleep increases in duration over the night and it is important to consolidate and
learn memories assimilated by the brain over the course of the day.
Usually, for sleep studies, sleep experts combine NREM 1 and NREM 2 into a single stage
called Light sleep, since, the brain wave activity is nearly indistinguishable between these
two stages. This transition between the REM & NREM occurs in 4-5 cycles over a night of
sleep. A sleep cycle is defined as the complete transition of sleep from wakefulness to deep
and then, to REM; light stage being sprinkled in between these transitions. Since REM and
NREM occur in tandems after every 60-90 minutes, it is often advised to sleep around 7
hours to get a minimum of 4 cycles of REM and NREM. However, this number varies with
age, gender, genes, environment, and medications.
The brain activities are analyzed to identify different sleep stages. These activities are
record using an EEG test. In sleep clinics, a polysomnography (PSG) machine is used to
record physiological signals and to analyze sleep patterns.
2.1.1. Polysomnography-based Sleep Scoring
Polysomnogram (PSG) is a study employed in sleep labs or hospitals to measure and record
the physiological activities during sleep. A sleep expert then reads the brain wave activity
along with the activities of eye movements and body movements to determine the sleep stages.
The rules for scoring sleep using an EEG and EOG has been developed by Rechtschaffen
and Kales (R&K, 1968) [106]. The sleep scoring guidelines have been recently modified by
American Academy of Sleep Medicine (AASM).
In 1968, a group of researchers under the chairmanship of Allan Rechtschaffen and An-
thony Kales convened to develop guidelines for staging and scoring sleep in normal human
beings [106]. These guidelines were published in a manual subsequently and have been
the reference for sleep staging since then. Apart from setting rules for sleep staging, R&K
had set criteria for recording sleep data using PSG. The manual specifies that a minimum
of one channel of central EEG, chin EMG, and two channels of EOG (electrodes to be placed
above and below the eye, laterally). They also recommended an epoch-to-epoch approach for
scoring sleep. The recommended epoch length was set as either 20 or 30 seconds.
R&K manual categorised sleep stages primarily into 6 stages: Wake, Stage 1, Stage 2,
Stage 3, Stage 4 and REM. The scoring criteria for these stages is as follows:
1. Wake: More than 50% of the epoch should consist of alpha wave (8-13 Hz) activity or
low voltage, mixed (2-7 Hz) frequency activity. Alpha activity is mostly seen during quiet
alertness with eyes closed [23]. There is a decrease in amplitude when the eyes open.
2. Stage 1: 50% of the epoch should consist of relatively low voltage mixed activity (2-7
Hz), and less than 50% of the epoch should contain alpha activity. Slow rolling eye
movements can also act as scoring indication.
3. Stage 2: Sleep spindles and/or K-complexes should appear for more than 0.5 seconds.
Also, the EEG activity may begin to consist of slow activity (<2 Hz).
4. Stage 3: 20-50% of the epoch begin to contain slow activity indicated by low frequency
(<2 Hz).
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Figure 2.1: EEG wave patterns during different stages of sleep (Source: National Institutes of Health [95])
5. Stage 4: More than 50% of the epoch consists of delta activity (amplitudes of 75𝜇V).
6. REM: The EEG voltage should be relatively low with mixed activity (2-7 Hz). This should
be coupled with rapid-eye movements indicated by EOG and reduced or absent chin
EMG activity. The low mixed activity resembles the activity during wakefulness, how-
ever, the muscles are paralyzed which is indicated by EMG signal.
Fig. 2.1 shows the patterns formed by the EEG signals during the different sleep stages.
Ideally in sleep hospitals, the experts score the sleep stages by visually checking for the EEG
wave patterns as defined in each of the stages.
Although these guidelines have been followed for decades by sleep scientists, limitations
of R&K scoring system [118]. Firstly, the dependence on an epoch-based system often needs
the scorer to rely on the preceding and following epochs before scoring the current one.
This considers sleep staging to be discrete rather being continuous. Hence, the scoring of
abnormal sleep or highly fragmented sleep becomes quite challenging since it is difficult to
keep track of previous epochs when there is a lot of wakefulness or movement activity. R&K
system fails when the subject has breathing disorder or inconsistent sleep patterns. Hence,
to tackle the limitations posed by the R&K system, AASM in 2007 modified and set new
guidelines for sleep scoring. To make the scoring easier and more accurate for sleep experts,
AASM decided to reduce the number of stages. The team set up by AASM to review the
guidelines reviewed a study of 8 subjects and changed the rules for placing the electrodes
for EEG and EOG. The team came to a consensus on the terminology of sleep stages and
decided upon the following:
1. Stage W (Wakefulness or Wake)
2. Stage N1 (NREM 1 or light sleep)
3. Stage N2 (NREM 2 sleep)
4. Stage N3 (NREM 3 sleep)
5. Stage R (REM sleep)
2.1.2. Identifying Sleep Stages using Heart signals
Section 2.1 and 2.1.1 explained how sleep is associated with various physiological activities.
Heart rate gradually slows down as the sleep transits into Deep sleep and it increases, close
to its wakeful state, during the REM period. These changes in heart activity suggests that
heart rate can be used to correlate with sleep stages. However, the heart activity is subtle
and is not very distinguishable unlike the brain wave activity. It is almost impossible for a
human scorer to visually score the sleep stages based on just the heart activity recorded by
ECG electrode. The heart signal itself is not very useful to visually score the stages. However,
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the subtle changes in the heart activity can be captured by certain set of features called Heart
rate variability features.
Heart rate variability (HRV) is a physiological phenomenon of variation in the time interval
between heartbeats. It is basically a measure of the variation in the beat-to-beat interval
[113]. HRV helps in studying the relation between the autonomic nervous system (ANS) and
cardiovascular system. Hence, HRV does not only find its value in sleep stage identification
but also helps in identifying heart-related disorders like arrhythmia (irregular beats), cardiac
arrests and myocardial infarction [17, 113].
Figure 2.2: Depiction of heart-rate variability phenomenon on an ECG waveform.
An ECG signal is mainly characterised by the shape of the wave form when a heart beat
occurs. The shape of the wave is defined by the PQRS waveform which contains most of the
information of the beat. The P-wave characterises the beginning of the beat, followed by a
trough (Q-wave) formed by the contraction of the heart muscle and then, the peak is formed
which indicates the beat (pumping of blood from heart chambers). This peak is called as the
R-wave or R-peak. Usually, the waveform of interest for heart-related tasks is defined in the
QRS wave. And, HRV is the study of the variation between the adjacent R-R peaks, or simply
called as R-R intervals. Hence, HRV features are usually extracted from the R-R intervals in
the ECG signal.
Time Domain
The basic and simplest features that can be extracted from the R-R intervals are the time-
domain features. These features are mean RR interval, mean heart rate, and mode of RR
values. Table 2.1 shows the time-domain and statistical features used in the HRV analysis.
Statistical Methods
When analysing long duration of ECG recording and analysis, statistical methods prove to
important to study the heart’s activity. One of the feature extracted using this method in-
cludes the standard deviation of the RR intervals (SDNN ). Since, variance is mathematically
equal to total power of a spectrum, SDNN helps in studying the short-term variations and
removes the lowest frequency components. However, SDNN fails when the recordings are of
longer cycle lengths.
Other features extracted using statistical methods include standard deviation of the av-
erage of RR interval (SDANN ), root mean square of the differences of successive RR intervals
(RMSSD), the number of RR-interval differences where the differences in the interval length
is ≥50ms (NN50), and the ratio of the NN50 and the total number of RR intervals (pNN50).
All of these features measure the short-term variations of the high-frequency estimation in
heart rate.
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Figure 2.3: Typical waveform characteristics of an ECG heart signal (Source: National Institutes of Health [95])
Geometric Methods
The RR intervals can also be converted into a geometric pattern and the variability on the
basis of the geometric or the graphical properties of the resulting pattern can be studied. Con-
version to geometric patterns include sample density distribution of RR interval durations,
sample density distributions of differences between adjacent RR intervals, and Lorenz plot
of RR intervals. These features have been proven to be influenced more by lower frequencies
[113].
Frequency Domain
Spectral analysis of the RR intervals depends on knowing the power spectral density (PSD) of
the signal. PSD can be calculated either using Fast Fourier transform (FFT, non-parametric
method) or by using wavelet transforms (parametric method).
In terms of HRV, three main spectral components are identified in heart signal: VLF
(very low frequency), LF (low frequency), HF (high frequency). LF and HF features, in their
normalised form, represent the two branches of the autonomic nervous systems. Hence,
the relative power distribution and the LF/HF ratio helps in determining the state of sleep;
wakefulness or deep sleep. Other activities like sleeping posture and breathing rate can be
determined using these features.
The HRV features help in parametrizing sleep in terms of the heart activity. However, the
mode of measurement of these features introduces some flaws in the system. Firstly, the
extraction of HRV features rely on the RR intervals. If the identification of R-peaks is not
accurate enough or if one of the R-peak is mis-identified or not identified at all, then the
extracted features fail to capture the variations of the heart. Secondly, spectral analysis on
a longer signal length (24 hr) does not consider the ”stationarity” effect. When the heart beat
modulations keep fluctuating, the PSD features fail to encapsulate these non-stationary fre-
quency components. Hence, the interpretation of these features for sleep stage identification
becomes poorly defined.
Having said that, heart signals can be used for predicting sleep stages since there are
notable changes in the heart activity during sleep. Moreover, heart signals are easier to
record unobtrusively with the help of wearable devices. Hence, this provides an opportunity
to base the sleep classification task using the heart signals.
2.1.3. Ballistocardiography - Unobtrusive recording of Heart activity
It has been known for long that our body moves with every heartbeat. These subtle move-
ments are attributed to the body’s recoil to cardiac expulsion of blood into the arteries. Ballis-
tocardiography (BCG) is an unobtrusive method based on the measurement of these ballistic
forces. Formally, ballistocardiography is a non-invasive method based on the measurement
of the body motion generated by the ejection of blood at each cardiac cycle. It relies on the
detection of the cardiac and cardiovascular-related mechanical motions [68].
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Name Description Formula
mRR mean of RR intervals
1
𝑁
ፍ
∑
።዆ኻ
𝑅𝑅።
HR mean Heart rate
60000
𝑚𝑅𝑅
SDNN Standard deviation of normal R-R intervals √ 1𝑁 − 1
ፍ
∑
።዆ኻ
(𝑅𝑅። −𝑚𝑅𝑅)ኼ
CV_RR Coefficient of variation
𝑆𝐷𝑁𝑁
𝑚𝑅𝑅
RMSSD Square root of the mean squared differences of successive RR intervals √ 1𝑁
ፍዅኻ
∑
።዆ኻ
(𝑅𝑅።ዄኻ − 𝑅𝑅።)ኼ
pNN50 Percent of normal R-R intervals that are greater than 50ms
𝑛𝑢𝑚(𝑅𝑅 ≥ 50)
𝑛𝑢𝑚(𝑅𝑅)
RR_mod Mode of RR (most repeated value in RR) 𝑚𝑜𝑑𝑒(𝑅𝑅)
RRdif_mod Mode of RR’s first order of difference 𝑚𝑜𝑑𝑒(𝜕𝑅𝑅)
Table 2.1: List of Time-domain and Statistical HRV features.
The BCG waveform is difficult to understand as it constantly varies from person-to-person
and sensor-to-sensor. Most of its understanding are based mainly upon empirical correla-
tions with other measurements like electrocardiogram [112]. However, recent works like
that of Kim et al. [68] have successfully managed to explain the important BCG waveforms
using mathematical models. This has led to better understanding of the BCG waveforms,
making their associations with ECG-related waveforms and cardiovascular disorders, more
meaningful.
Figure 2.4: General signal characteristics of a BCG waveform
Just like how the PQRS waveform generated by an ECG recording represents the structure
of a heartbeat, BCG generates IJK waveform for the same. Fig. 2.4 shows the structure
of the BCG waveform. The J-peaks in BCG correspond to the R-peaks in the ECG. This
understanding helps us in extracting HRV features mentioned in Section 2.1.2 by treating it
as a domain-transferable task.
As the BCG method is used to record the ballistic movement forces, devices or wearables
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using this concept employ piezoelectric sensors to record the BCG data. Piezoelectric sensors
use piezoelectric effect, to record changes in pressure, acceleration, temperature, or force by
converting these changes into an electric charge [116]. For pressure sensors (BCG-like use
cases), a thin membrane and a massive base is used so as to transfer the force to the sensor
elements. Due to their nature of design for detecting pressure forces, these sensors are
sensitive to vibrational values, thus introducing varied amounts of noise in the BCG signal
acquisition. This has been one of the main limitation of the BCG for medical diagnosis since
the signal itself is contaminated with movement and breathing artefacts which are difficult
to filter due to its non-stationarity nature. It makes detection of J-peaks a challenging task
as the peaks are not highly distinguishable unlike the peaks generated in ECG. And, since
the HRV features are extracted from the R-R or J-J intervals, missed or wrong peaks would
in-turn give rise to error in HRV feature extraction. Hence, the usage of BCG-based sleep-
monitoring system have not been reliable enough for medical usage.
Having said that, there have been some notable studies [22, 88, 93] that have attempted
at improving the heartbeat detection in BCG waveform by adopting different adaptive signal
processing techniques. The review on the advances of BCG systems by Inan et al. [59] gives
a positive statement that the current advances of computational tools in signal processing
algorithms has led to reduced BCG measurement noise, thus improving the physiological
studies performed on human subjects. Giovangrandi et al. [43] reiterate the statement that
although the current BCG systems still face issues like lack of standardization and prolif-
eration of measurement methods, BCG can still be very well used in places not reachable
previously — people’s home. They believe that better processing methods can enable the
BCG to be used as a diagnostic tool.
Most contributions towards the automation of sleep classification comes alongwith the
advancement in the field of machine learning. Earlier works on sleep classification involved
studying EEG signals, extracting features pertaining to EEG and using classical machine
learning models for classification. With time, the focus shifted towards ECG, respiratory
and movement signals as they are easier to obtain. These signals can be collected non-
invasively or with much lesser electrodes on a subject’s body. The ability to correlate heart-
rate variability (HRV) with human sleep led to further developments of sleep scoring using
Ballistocardiogram (BCG) signals. BCG signals allowed researchers to study sleep patterns
using non-invasive data acquisition techniques.
2.2. Deep learning
There are many definitions for deep learning but all of them lead to this common under-
standing of the field: Deep learning is a subclass of machine learning which is concerned
with algorithms that were inspired by the structure and function of the brain called artifi-
cial neural networks. Various algorithms and architectures trying to depict the working of a
human brain have been studied but only few of them obtained success in recent times. Two
such algorithms are convolutional neural networks and recurrent neural networks. This work
uses these algorithms as well to build the classification model and hence, attempts at giving
a brief explanation about them.
2.2.1. Convolutional neural networks
A convolutional neural network (CNN) is a class of feed-forward neural networks that has
been widely used for analyzing images [48, 75]. Given a set of input and weights, a tradi-
tional feed-forward network computes outputs using an activation function. The working of
a perceptron, a type of feed-forward neural network, is given as follows:
𝑦 = 𝑓(𝑊።፣𝑥። +𝑊።፣ዄኻ𝑥።ዄኻ +…) (2.1)
where, 𝑦 denotes the output, 𝑊።፣ being the weight parameter, 𝑥። denotes the inputs and 𝑓 is
the activation function.
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In a matrix form, the above equation is represented as:
𝑦 = 𝑓(𝑊𝑥 + 𝑏) (2.2)
where, 𝑏 is the bias term. When large data formats like images are fed into a perceptron, the
image is flattened before giving it as an input. A simple 20∗20 image when flattend introduces
400 inputs, thus introducing 400 bias and weight parameters that need to be optimized.
Hence, a convolutional network was developed to deal with such kind of problems.
A CNN layer processes localized patches of an image. The size of the patch is determined
by a set of parameters that define the CNN layer. The parameters are described as follows:
1. Filter size
The filter size (or kernel size) (F), determines the size of the patch that needs to be
convolved in one forward pass. For an image, the filter size is a 3D tensor, (𝐿,𝑊, 𝐶),
denoting the length, width and the number of channels of an image’s patch. Hence, for
an image of size 32 ∗ 32, if a filter size of 5 ∗ 5 ∗ 3 is chosen, a 5 ∗ 5 filter is randomly in-
tialized with weights and then performs the convolution operation (element-wise matrix
multiplication) over the whole image.
𝑦 = 𝑊⊗ 𝑥 (2.3)
Thus a feature map, 𝑦, of size 28 ∗ 28 is produced after the complete convolutional
process.
2. Stride
The stride parameter (S) determines the amount of translation that a filter has to make
after every convolutional operation. The stride parameter helps in subsampling the
image and also, to control the number of parameters to be examined.
3. Pooling
Pooling layers are used after obtaining a feature map to reduce the size of the feature
map by removing duplicate or commonly occurring convolved values. Pooling layers are
used to prevent the CNN layer from overfitting by removing redundant values from the
feature map. There are two variants of pooling layers that are commonly used:
(a) Max-pooling: The feature values are pooled using the max function. Only the max-
imum values in the feature map are retained.
𝑚𝑎𝑥𝑝𝑜𝑜𝑙 = 𝑚𝑎𝑥(𝑓።) (2.4)
where, 𝑓። denotes the feature value for 𝑖፭፡ pixel.
(b) Average pooling: The feature values are pooled by computing their mean values.
𝑎𝑣𝑔𝑝𝑜𝑜𝑙 = 𝑎𝑣𝑔(𝑓።) (2.5)
Hence, for an image of size 𝐿 ∗ 𝑊 ∗ 𝐶, new convolved feature maps of size 𝐿ኻ ∗ 𝑊ኻ ∗ 𝐶ኻ is
produced. These are given by:
𝐿ኻ =
𝐿 − 𝐹 + 2𝑃
𝑆 + 1
𝑊ኻ =
𝑊 − 𝐹 + 2𝑃
𝑆 + 1
𝐶ኻ = 𝑘
where, P = zero padding and k = number of features.
An activation function basically converts the input into a specific range of output. The
range of the output depends on the type of the activation function. The selection of the
activation function depends on the nature of the problem (classification or regression) and
the intended nature of the output. ReLu function is one such activation function which has
been shown to perform well during the intermediary training process. ReLu introduces non-
linearity into the domain space and has been to proven to be a better activation function when
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dealing with the weights of the neural networks. A ReLu is based on the following function
[92]:
𝑅(𝑥) = 𝑚𝑎𝑥(0, 𝑥) (2.6)
i.e
𝑅(𝑥) = (0, 𝑥 < 0; 𝑥, 𝑥 ≥ 0)
Eq. 2.2.1 shows that ReLu is a simple and efficient function. Due to it’s non-linear prop-
erty, a ReLu unit helps in producing smoothened gradients in the back-propagation & gra-
dient descent models. However, a ReLu function can only be used as an activation function
for the hidden layers of the networks where gradient calculation is required. The weights
are learned and readjusted by following the back-propagation algorithm [82] and stochastic
gradient descent [13].
2.2.2. Recurrent neural networks
Recurrent neural networks (RNN) were designed to process sequential information, especially,
the problems that require persistent noting of earlier occurrences. RNNs help in reasoning
the next sequence based on the knowledge about the previous state. RNNs are designed in
a looped-chained format where the same type of information is passed over and again till it
reaches a optimum solution. An RNN consists of:
1. 𝑥፭, input at timestep 𝑡
2. 𝑠፭, state of the hidden layer at timestep 𝑡
3. 𝑜፭, output at step 𝑡
These three parameters are related as follows:
𝑠፭ = 𝑓(𝑈𝑥፭ +𝑊𝑠፭ዅኻ) (2.7)
where,𝑓 = activation function
𝑈,𝑊 = layer weights (parameters)
These layer parameters are shared across every RNN cell which reflects the fact that the
same task is performed across each cell of an RNN. As can be seen in Eq. 2.7, the current
state of the RNN cell depends on the current input and the previous state. This dependancy
allows for performing tasks like language modelling and machine translation. However, as
the length of dependancy increases, RNNs find it difficult to connect the current state to a
very old state. This problem is defined as the vanishing gradient problem.
To prevent the vanishing gradient issue and to enable long-term dependancies, Long-Short
term Memory networks (LSTM) were introduced. LSTM network is a variant of RNN network
with the ability of storing state information in its so-called memory unit. The core idea behind
an LSTM network is the working of its internal gates. The gates choose to either store or forget
state information based on their internal activation function. Hence, the internal states of
an LSTM cell are given as:
𝑖፭ = 𝜎(𝑥፭𝑈። + ℎ፭ዅኻ𝑊።)
𝑓፭ = 𝜎(𝑥፭𝑈፟ + ℎ፭ዅኻ𝑊፟)
𝑜፭ = 𝜎(𝑥፭𝑈፨ + ℎ፭ዅኻ𝑊፨)
?̃?፭ = tanh (𝑥፭𝑈፠ + ℎ፭ዅኻ𝑊፠)
𝐶፭ = 𝜎(𝑓፭ ∗ 𝐶፭ዅኻ + 𝑖፭ ∗ ?̃?፭)
ℎ፭ = tanh(𝐶፭) ∗ 𝑜፭
where, 𝑖, 𝑓, 𝑜 are the input, forget and the output gates.
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There are some variants of LSTM network like Bi-directional LSTMs (bi-LSTM) and Gated
recurrent networks which were designed to perform sequential tasks with lesser parameters.
bi-LSTM are primarily used in applications where the future state information is also needed
along with the past information.
2.3. Sleep stage classification
The cumbersome nature of the PSG studies do not allow long-term sleep monitoring and
tracking. This led people to use sleep wearable devices to track their sleep. The form-factor
of the sensors and the easy collection of sensor data provided large volumes of data. This
had increased the interest in automatic sleep tracking and sleep stage prediction.
Earliest studies in the domain of sleep stage prediction used signal processing techniques
to extract, filter and process the signals such as EEG, ECG, EOG, and EMG to study the
science behind sleep. With the increased availability of sensor data, machine learning-based
methods for sleep stage prediction became more popular. HRV features were extracted using
the domain knowledge and machine learning algorithms were used to perform classification.
Most recent works in this domain are based on deep learning algorithms wherein least domain
knowledge and preprocessing is required to perform the same task. In this section, various
prior works employing classical machine learning techniques using ECG and unobtrusive
wearable signals (Section 2.3.1, 2.3.2) and deep learning-based models (Section 2.3.3) are
discussed.
2.3.1. Supervised classification using ECG
Earlier studies on sleep classification involved rigorous feature engineering and the usage of
classical machine learning paradigms to obtain good results. Redmond et al.’s [107] work on
sleep staging using cardiorespiratory signals is one of the notable study in this field. Their
work focussed on determining if sleep can be classified between Wake, REM and Light by just
using the cardio and respiratory signal. They obtained the signal from the subjects suffering
from Obstructive Sleep Apnea. Redmond et al. conducted the experiment on 31 subjects and
obtained their complete polysomnography data. The sleep stages were scored by a single
sleep expert using all the PSG signals, however, the authors considered only the ribcage
respiratory effort signal for their classification algorithm. The respiratory signal was then
preproccesed by identifying the R-peaks in the ECG component of the signal, centering and
removing the variance in the data sample and extracting the respiratory component from the
cardiorespiratory signal. The complete signal was divided into a non-overlapping epochs of 30
seconds and features were extracted for each of these epochs. Over 30 distinct features were
extracted for the purpose of sleep staging. The features represented the frequency-domain
of ECG (VLF, LF, HF ), time-domain (RR-interval, peak correlation, maximum peak etc. and
spectral power domain (power density, respiratory frequency etc.). The authors ensured that
the features captured the individual signal characteristics of the ECG and the respiratory
wave components in addition to their correlation features. Redmond et al. notably pointed
out that sleep staging is not a random phenomenon but it rather depends over the duration
of sleep. Hence, instead of assigning equal probabilities to all the classes, time-based class
weights were incorporated.
The authors reported an accuracy of 69% upon training the data for 3-class classification
(W, REM, Sleep) using a quadratic discriminant classifier. The accuracy improved to 82.5%
when the same classifier model was applied on 2-class classification (W, Sleep). Although
the study showed that sleep staging can be performed using cardiorespiratory signals, the
accuracy scores suggest that the features extracted do not fully encapsulate the problem’s
dimensionality space. Time-based class weights certainly increased the performance, how-
ever, the feature points are still considered as discrete points rather than as a continuous
time-series signal.
Another study conducted by Fonseca et al. [39] focuses on classifying sleep stages into
4 classes - Wake, REM, Deep, Light by using ECG and Respiratory Inductive Plethysmog-
raphy (RIP) signals for cardio and respiratory data respectively. This work employs some
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Figure 2.5: HRV features used by Redmond et al. in their work [107]
novel feature extraction, feature selection and post-processing techniques to obtain better
results than that of Redmond et al. [107]. Fonseca et al. conducted the study using data
from 48 healthy subjects. Instead of using a combined cardiorespiratory signal for feature
extraction, the authors extracted the respiratory signal using a 10th order Butterworth filter
[12]. They extracted over 142 features comprising of cardiac, respiratory, and power spectral
features. In order to reduce the bias introduced by the inter-subject variability, each feature
was Z-score normalized by subtracting their mean and dividing by their standard deviation.
One important contribution the authors make is treating the sleep staging problem as being
dependent on the sleep cycles which in turn depends on the duration of sleep. Thus the
authors treated sleep classification as being time-variant but occurring in a batch cycles of
around 90-110 minutes.
To address this issue, a cubic spline fitting method was employed. Cubic spline further
smoothens the signals and makes it usable even if there was a presence of motion artefacts.
A multi-class Bayesian linear discriminant with time-varying class weights was used as the
classifier. Since the total number of features being used is too high and can invariably overfit
the model, the authors considered Sequential Forward selection [61] as their feature selection
method. The least number of features, S, that can maximize the Cohen’s kappa criterion was
set at 80 after multiple fitting rounds on the training data. The study reported an accuracy
of 69% for classifying W, R, D, L and 80% for the classification of W, R, D. Although their
performance fares among the other state-of-art results in 4-class classification, their classifier
fails to predict Wake stage well and has a high misclassification error when it comes to
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Figure 2.6: Sleep classification performance report as given in Fonseca et al.’s work [39]
differentiating REM and Deep. The cubic spline fitting helps in improving the classification
between REM and Deep as it smoothens the motion signal. It penalizes abrupt and short
changes, thus making identifying Wake stage difficult. Even after reducing the number of
features to 80 from 142, there are cases of overfitting in the performance since Light stage
was the most predicted class by the classifier.
Another study on sleep classification by Xiao et al. [134] focuses on using HRV features
and random forest classifier to classify sleep. The research goal of the study was to improve
the performance of sleep classification using subject-independent data. A total of 41 HRV
features were extracted and random forest was used to note the importance of each feature.
The study performed their experiment on a PSG data comprising of 41 subjects. Only the
RR sequences of the PSG data were used since the HRV feature extraction only requires
the RR intervals instead of the entire ECG data. In comparison to the study by Redmond
et al. and Fonseca et al., this work introduces a new feature called Zero Crossing analysis.
This feature introduced non-linearity in the feature space. Other HRV features like time
domain, frequency-domain and non-linear features (detrended fluctuation analysis (DFA),
autocorrelation coefficients and Mutual Information (MI)) were extracted for the experiment.
A novel contribution from this study was the way the authors dealt with signal normalisation
and feature selection. The non-linear features were normalised by first decomposing the
signal into 6 components using discrete wavelet transform (DWT) and db6 mother wavelet
[67]. The sum of the standard deviation of the component was later used to reconstruct the
RR sequence.
The study used two ways of evaluating the classifier - accuracy scoring and Cohen’s kappa
statistic (𝜅). The random forest classifier was trained on two sets of the data: 1) Subject-
specific classifier and 2) Subject independent classifier. The study reported an accuracy of
88.67% and 𝜅 = 0.7393 for subject-specific classification and an accuracy of 72.58% and
𝜅 = 0.46 for subject independent classifier. The accuracy of the subject independent classi-
fier was reported to be improved by 18% when fractile-based normalisation was used. The
authors placed the features into confidence intervals of 5% and 95% and normalised only
those features that were between the two confidence intervals. Although the accuracies re-
ported by Xiao et al. seem encouraging enough, it is clear from the kappa statistic that the
agreement of predicted classes between the subject-independent classifier and PSG classes
is moderate to low. Moreover, the authors simply discard the NREM data samples from the
training data so as to address the class imbalance problem. This leads to loss of information
for the classifier. Lastly, the sleep classification can have possibly imporoved if the authors
considered weighting the classes according to time rather than considering them as equally
probable of occurring at any time of the sleep duration.
A more recent work in 2017 by Fonseca et al. [40] considers the limitations of their previ-
ous work [39] and the other above works. The authors agree that sleep is structured process
and that it cannot be treated as independent of time. Hence, this work is based on a general-
isation of Hidden Markov Model (HMM) called Conditional Random Fields (CRF). CRF models
do not assume that the features are independent and the states are discrete. They compute
the probability of a possible output y given an observation x. This way the CRF model cal-
culates the correlation between the features and also takes the previous state into account
when predicting the current one. Unlike HMM, CRF would need not know the distribution of
the observations from the data, since computing joint probabilities from the dependent vari-
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Study Sensor type #Features Classifier #Classes Accuracy
Redmond et al. [107], 2007 ECG, RIP 30 LDA W, SleepW, REM, Sleep
82.5%
69%
Fonseca et al. [39], 2015 ECG, RIP 142 LDA W, REM, DeepW, REM, Deep, Light
80%
69%
Xiao et al. [134], 2013 ECG 41 Random Forest W, REM, Deep 72.58%
Fonseca et al. [40], 2017 ECG 114 CRF (HMM) W, Sleep 78%
Table 2.2: Performance report of supervised sleep classification studies using classical machine learning methods on ECG data
ables requires large amount of data. This work achieved an average accuracy of 78% with
𝜅 = 0.50. However, it should be noted that this work performs binary classification between
the stages due to which the accuracy scores are reported higher than other studies. Sec-
ondly, the dataset used contains over 342 recordings which is the largest dataset used so far
for sleep classification. Even after that, the authors cite lack of data samples for their lower
accuracies. Moreover, over 81 features from ECG and 33 features from respiratory signal
were used for classification and yet no feature selection method was employed. This could
have possibly overfit the model and caused the high binary classification scores. Having said
that, Fonseca et al. have rightly approached the sleep classification problem by modelling it
as a sequential state problem. They have shown the importance of employing a sequential
model in dealing with transitional and non-separable features.
It is quite evident from the above studies that the classical machine learning techniques
failed to produce convincing classification results. Most of them suffer from the fact that the
classifier is too simple to separate the non-linearity among the 4 main classes of sleep staging.
Better performances have been reported after combining REM and Deep into a single stage
or by reducing the number of classes. This can be attributed to the fact that the features
extracted were not fully encapsulating the problem space. Even after the extraction of large
number of features in [39] and [107], the non-separability still exists. Either the number
of features were not enough or the quality of features was not good enough to represent
the feature space. Furthermore, the feature engineer step requires good amount of domain
knowledge to determine which feature is significant enough for the problem. Lastly, it is
clear from the studies that sleep is highly dependent on time and sleep staging varies over
the night. However, apart from using time-based a-piori class weights and using HMM, none
of the studies attempted to treat sleep staging as a time-variant problem. The classifiers used
treated the features as a heap of feature points, randomly selecting them for classification.
Table 2.2 gives an overview of the performances obtained by various studies using classical
machine learning methods on ECG and other invasive sensor data.
2.3.2. Supervised classification using non-invasive, wearable sensors
Devot et al. [32] conducted their study on sleep classification using textile-based ECG sensor.
The ECG sensor was stitched into the mattress and the pillow case and data was recorded for
30 subjects in reference to the signals from PSG data. The goal of the study was to show that
the ECG signal coverage from textile sensor is as good as the ECG sensor from the PSG. The
authors employed hidden Markov model as the sequential classifier to classify between REM
and NREM sleep. They followed the standard procedure of extracting RR sequences from the
ECG data and then extracting the spectral features - VLF, LF and HF. These spectral HRV
features were shown to able to differentiate the REM and the NREM sleep. The study achieved
a mean coverage of 81.5% with REM stage and NREM for 18.5%. However, these accuracies
do not give a complete picture of the sensor’s usability since the movement artefacts in textile
sensor was not removed or dealt with.
Another similar study was performed by Kortelainen et al. [73] using a commercially
available bed sensor called Emfit1. The Emfit sensor works on the principle of BCG. Since
1https://www.emfit.com
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Figure 2.7: Experimental setup based on the pressure-sensor sheet as employed by Samy et al.’s work [111]
the authors aim to extract HRV features, they incorporated a different algorithm to detect
the RR peaks from the signals since the nature of the peaks from the BCG sensor differ from
the peaks found in ECG. The authors used Fourier transform based Cepstrum method to
identify the exact periodicity of the signal and performs convolution with the BCG signal.
Due to this, the lag between each peak is clearly visible and makes it easy to identify the true
peaks from the false ones. However, even after performing peak-detection, the study employs
a semi-manual method of removing false peaks from the signal. For extracting features, the
authors used time-variant autoregression model (TVAM) so as to take the non-stationarity of
the signal in consideration. Later, standard HRV-based spectral features were extracted from
the parameters of the autoregressive model. HMM model was used as the classifier and the
classification was performed on 18 recordings. As a result, the study achieved an accuracy of
70% for detecting REM and 74% for detecting NREM . With the addition of movement signal,
the results were shown to improve for wake detection at 81%. This study very well displays
the potential for a home-based sleep monitoring tool given the state-of-the-art algorithms
and accuracies obtained for detecting RR peaks and thereby, sleep stages. However, the
experiments were conducted in a closed-form where the subjects were asked to try not to
move a lot. To deal with the high amount of noise generated by the sensors, the authors fixed
a threshold for the movement signal activity. Using such non-adaptive technique to reduce
noise may or not may not work in every cases. If the bed-sensor be used for pathological
prevention and diagnosis then real-world scenario should be taken into consideration.
To make the data acquisition process more non-invasive, Samy et al.[111] conducted their
study on sleep staging using an unobtrusive pressure-sensitive bed sheet. For the study, the
authors used a fully lined pressure-sensitive sensors in a sheet. The bedsheet is a matrix
of 8192 pressure sensors and is sandwiched by fabric to prevent the external conductance.
As the sheet covers the entire body of the subject, the authors make use of movement data
as one of the features for classification. Fig. 2.7 shows the experimental setup used in this
work.
The features used for classification are: Respiratory variability, respiration rate, leg move-
ment (helps in determining the restlessness of the subject), body movement (helps in dif-
ferentiating between REM and Deep stage), and posture and body orientation. The authors
extracted over 32 features in relation to the geometric position of the body on the sheet over
the sleep duration. The signals were split in to epochs of 30sec before extracting the fea-
tures. This study compares their BCG data against a 40 hour worth gold data from PSG
studies which was performed simultaneously. KNN, SVM and Naive-Bayes classifiers were
considered for classification. The Naive-Bayes classifier reported the highest classification
performance of 72% followed by SVM’s 70%. However, it should be noted that the the classes
are highly imbalanced, with Light stage comprising almost 70% of the data. Hence, a sim-
ple Naive-bayes classifier, without making any underlying probability assumptions, ends up
classifying Light more than the other stages. The performance of the unobtrusive bed-sheet
in terms of precision and recall is unsurprisingly low.
Lin et al.’s study on studying sleep is based on an entirely different method than the above
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Figure 2.8: Experimental setup of Lin et al.’s [85] Doppler-based sleep sensor
Study Sensor type #Features Classifier #Classes Accuracy
Devot et al. [32], 2007 Textile-ECG 3 Hidden Markov Model (HMM) REM, NREM 81.5%
Kortelainen et al. [73], 2010 BCG 5 HMM and Autoregression REM, NREM 74%
Samy et al. [111], 2014 BCG 6 KNN, SVM, Naive-Bayes W, REM, L, Deep 72%
Renevey et al. [108], 2017 PPG, 3D accelerometer 5 HMM REM, NREM 81.35%
Table 2.3: Performance report of studies on sleep classification using BCG and other non-invasive sensor data
mentioned studies [85]. Lin et al. developed a new sleep-tracking system called SleepSense,
which was based on a Doppler radar sensor. The Doppler radar sensor can measure the
target displacement remotely using the Doppler effect. The sensor placement and the setup
of the experiment employed in this work is shown in the Fig. 2.8
The study presents a whole signal acquisition and processing system using the Doppler
radar sensor [83]. New features like root mean square, mean crossing rate, energy, MFCC,
and sample entropy were extracted from the signal. Also, breathing signal was extracted
from the Doppler radar sensor and, together with movement and extracted features, sleep
classification was performed. However, this study does not classify the standard sleep stages.
Instead, on-bed time, bed exit and breathing are the classes used for predicting the sleep
quality. The results achieved by this study cannot be compared with other state-of-the-art
results as they do not perform the standard sleep classification as this thesis focuses on,
however, this work shows that unobtrusive sleep monitoring can be performed and they
have high potential for medical applications if explored more.
Another study on sleep classification using wrist-worn devices for sleep monitoring was
recently performed by Renevey et al. [108]. The authors used data from wearable wrist-
worn devices like fitness bands and smartwatches to classify sleep stages. The signals used
for this study were photoplethysmography (PPG) and a 3D accelerometer. The signals were
obtained from 10 subjects using a heart monitor smartwatch. An ECG sensor was used as
a reference to compare the HRV features. After performing signal processing on the PPG
signal, the study achieved an average mean absolute error (MAE) of 9.51 ms in comparison
to the ECG sensor. As for the sleep classification, this study achieved an average accuracy
of 81.35%. However, the recall score of NREM is around 75%. The lower performance of
detecting NREM can be attributed to the insufficient amount of data which has caused class
imbalance. Moreover, the performance score of this study shows that wearable data can be
used for sleep tracking but they cannot be relied upon for medical applications since the study
just focuses on classifying REM and NREM and not the transitional stage of Light (NREM1
and NREM2). The reason for the difficulty in identifying the Light stage can be because of
the lack of robust features that are not sensitive to noise and outliers and have the ability to
define Light stage.
Table 2.3 gives an overview of the performances obtained by various studies using different
machine learning methods on BCG and other non-invasive sensor data.
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Figure 2.9: By visualizing the intermediate layers of the DBN network, Längkvist et al. [79] show that some of the features
learnt by the network correlate with the K-spindles which are usually seen in an EEG waveform.
2.3.3. Deep Neural Networks-based sleep classification
More recently, machine learning techniques, involving artificial neural networks and deep
neural networks, attempt to address the above issue of feature engineering. Self-supervised
learning attempts to build a deep neural net that can extract features by itself with the help
of the Stochastic Gradient Descent algorithm.
One of the notable studies in unsupervised learning for sleep staging was conducted by
Längkvist et al. [79] where EEG, EOG and EMG signals were fed into a Deep Belief Network
(DBN) for feature generation. The DBN architecture consists of stacks of restricted Boltzmann
machines which calculate and propagate losses at each layer and thus learn new features.
These features are passed to a Hidden Markov Model for sequential classification. The au-
thors compare their performance against pre-computed feature extraction methods. The
signals were obtained from 25 subjects and each of these signals were preprocessed by filter-
ing out power line disturbances. The signals were downsampled so as to match the number
of samples from each of the other signals. The authors reported an accuracy of 67.4% for a
DBN architecture which was fed with raw signal values. An accuracy of 72% was reported
when 28 handmade features was given as seed features to the DBN.
This study clearly demonstrated the advantages of employing an unsupervised classifi-
cation pipeline as the results suggested that sleep classification can be performed with the
least amount of domain knowledge and feature engineering effort. Fig. 2.9 shows the features
learnt by some of the intermediate layers of the DBN network. Having said that, the architec-
ture suffered from uncorrelated features introduced by the parallel DBN layers. DBN is not
capable to correlate, say, EOG and EEG signal in this case since it treats them independent
of each other. Also, the HMM classification architecture becomes large with higher number
of data points and hence overfits the data. Although it is a sequential classifier, it does not
have the ability to process longer sequences and remember the states of previous sequences.
To address the problem of sequentially classifying the signals, Dong et al.[34] incorporated
a subclass of Recurrent Neural network called Long-Short term Memory (LSTM). An LSTM
network processes data sequentially. The architecture of their model can be seen in the
Fig. 2.10. The memory unit in an LSTM makes it able to store the state of the previous
states. This accounts for the vanishing gradients over sequences. This study incorporated
a Multilayer perceptron (MLP) unit for preprocessing before passing on the processed inputs
to the LSTM for classification. Using the MLP layer most of the sparsity in the data and the
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Figure 2.10: Model architecture as used by Dong et al. [34]
noise is reduced and only those features are passed on that have higher activations. This
Mixed Neural network architecture was reported to achieve an accuracy of 85.92% compared
to other simpler models like SVM and Random forest (79% & 81%, respectively). Although
the results seem impressive, it should be noted that the signals used were EOG and EEG
signals obtained by placing a single led conductor on the right eye. Firstly, sleep staging
being an EEG-based study, it is not difficult to obtain good features and performances using
these signals. The characteristic of EEG signal during sleep is well studied and has distinct
patterns. Secondly, the study aims at achieving a level of comfortness for a subject using
this method of signal acquisition. However, attaching conductors, one on the top of eye and
the other on the bottom area, does not truly define comfortness.
The work by Zhang et al. [139] is based on using one’s ECG data as a biometric repre-
sentation of that subject. To make the neural network understand the subject-specific ECG
features, the authors used a 1D-Convolutional network (1D-CNN). Given a particular length
of sequence and features associated with each data point in that sequence, a 1D-CNN is able
to extract deeper and better features that may not be easily discernible by humans. 1D-CNN
is able to process longer sequences as it convolves the sequences with various kernel sizes (or
filters). Hence, the authors give a 2 second window of ECG signal as the sequence to be pro-
cessed. Instead of passing just the time-domain signal, the authors extracted the frequency-
domain of each window using Discrete Wavelet transform (DWT) thus incorporating blind
signal processing. Stack of 1D-CNNs are trained parallelly using these frequency-domain
features. This CNN architecture yielded a performance accuracy of 94% in identifying the
QRS samples and ID of the subject.
Supratak et al.’s DeepSleepNet [121] architecture uses similar concept as that of [139].
The architecture involves two 1D-CNN layers for preprocessing and self-learning of features
from EEG signal, followed by a bi-directional LSTM layers. This architecture makes the clas-
sification highly robust to noise and generalizes well for different subjects as the bi-directional
LSTM layers are able to learn the temporal features specific to the signal rather than learning
features that can vary with subjects. DeepSleepNet achieved an overall accuracy of 86% and
was comparable to other state-of-the-art-results working on EEG-based EDF dataset.
Chambon et al. [21] performed temporal sleep stage classification using multimodal data
from the PSG studies. The authors explored the dependence of sleep on time by modelling
their classification network as time-distributed network. In addition to that, they used var-
ious sensor signals from the PSG studies as input to their network. This method of using
multimodalities for training reduces the feature extraction and separation problem. Multi-
ple convolutional layers are trained on EEG, EOG and EMG sensors and their features are
later concatenated to obtain a single classification rule for sleep stages. Using this method
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Study Sensor type #Features Classifier #Classes Accuracy
Langkvist et al. [79], 2012 EEG, EOG, EMG Unsupervised DBN, HMM W, REM, NREM, L 72%
Dong et al. [34], 2018 EEG, EOG Unsupervised LSTM W, REM, NREM, L 85.92%
Supratak et al. [121], 2017 EEG Unsupervised 1D-CNN + LSTM W, REM, NREM, L 86%
Chambon et al. [21], 2018 EEG, EOG, EMG Unsupervised 1D-CNN W, REN, NREM, L 87%
Table 2.4: Performance report of studies on sleep classification systems using self-supervised learning (deep learning methods)
of automatic feature learning and multimodal network, Chambon et al. have achieved a
mean accuracy of 85% without incorporating time-dependency. After incorporating time-
dependency, they achieved an accuracy of 87-90%. Fig. 2.11 shows how the introduction of
different time-context values affected the classification accuracy.
Figure 2.11: Classification accuracy regarding different values of time-contexts as used in Chambon et al. [21]
Although the accuracy reported is comparable to the ones in [121] and [128], the individual
accuracies of the stages during transitions is low. This can be due to the fact that simple
2D CNN layers were used to capture the temporal nature, but, more complex networks like
LSTM can capture the temporal context in a much better way.
Other similar works have used EEG signals for sleep classification and have achieved
comparable results as Supratak et al. [121]. Tsinalis et al.[128] employed similar prepro-
cessing steps as of Supratak et al. but their work dealt in classifying 5 classes instead of 4.
Their analysis on CNN filter maps show the features learned by the CNN model. Biswal et
al. [11] used spectrogram features and expert-defined features in addition to the raw EEG
signals. Their feature and classification sensitivity analysis showed that around 85% of their
prediction was in agreement with the PSG stages.
Zhang et al.’s work [139] gives an implication over how a suitable deep neural network
such as a 1D-CNN, with frequency-based features, can be used as a preprocessing step for
sleep classification. These preprocessed features can be passed on to a sequential-based clas-
sifier to further learn spatio-temporal features and perform sequential classification. This
kind of architecture mimics the kind of approach employed by an expert in scoring sleep
stages. The works by [79], [121], [128], [11] show that deep learning can be useful in incor-
porating blind signal processing and unsupervised feature learning. The visual analysis of
CNN filters, using the internal weights and activation values, in [128] shows that the black-
box nature of the deep neural nets can be reduced. The features learned by the network at
various activation layers can be visualized and be preprocessed accordingly. Table 2.4 gives
a summary of all the studies related to sleep classification performed using deep learning
methods.
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2.4. Measuring Sleep Quality
”Sleep quality” is a widely used term in sleep medicine and yet its definition has never been
established formally. Sleep, being an unconscious activity, is difficult to measure manually
and is influenced by many subjective factors like mood, ambient conditions, personal habits,
and personality traits [20, 119].
Sleep clinics have attempted to objectively measure the sleep quality of a subject using
some key observations from the PSG studies. The most commonly used observations are
sleep onset latency (how much time one takes to fall asleep), total sleep duration, sleep
efficiency in terms of time spent in REM and NREM sleep, and number of disruptive events
like apnea, awakenings or movements. The objective parameters set by Littner et al. [86]
for the PSG studies have been the gold standard of objective sleep quality measurement.
However, the PSG studies do not take into consideration the subjective factors of the subjects.
The Pittsburgh Sleep Quality Index (PSQI) was one of the foremost attempt to quantify
the quality of sleep subjectively [16]. Buysse et al. initially developed PSQI to provide the
clinicians with a standardized way to categorize users as either ”good” or ”poor” sleepers.
PSQI is a self-rated questionnaire which assesses sleep quality over a 1-month time interval.
It consists of 19 items or questions that help in evaluating the quality. Each of these items are
then combined into 7 clinically-derived component scores, weighted equally from a scale of 0-
3. The 7 different components are sleep quality, sleep latency, sleep duration, habitual sleep
efficiency, sleep disturbance, use of sleeping medication and daytime dysfunction. These 7
component scores are added to obtain a global score ranging from 0-21. The higher scores
in the PSQI indicate having worse sleep quality. The psychometric properties of PSQI have
been formally evaluated by Buysse et al. [16], Carpenter and Andrykowski [18] and Cole et al.
[25], showing that PSQI has a sensitivity and specificity of 89.6% and 86.5% for identifying
sleep disorder cases. Due to its high sensitivity and its ease of administering and scoring,
the PSQI has been considered the gold standard for subjective measure of sleep quality.
The other widely used subjective measure includes the Epworth Sleepiness Scale (ESS).
ESS consists of 8 self-rated items that measure a subject’s habitual likelihood of falling asleep
in common situations of daily living. Unlike PSQI, ESS has no specific time frame of data
collection. The items are scored on a scale of 0-3, which adds to a scale of 0-24 for a global
score. ESS score values greater than 10 are considered to indicate significant sleepiness [63].
Upon testing the reliability and psychometric validation of ESS, it was found to be sensitive
towards changes in clinical status, and hence helped in identifying sleep apnea [64, 65].
Although both these methods, PSQI and ESS, are widely used for subjective measurement
of sleep quality, they have shown significantly less correlation with the sleep quality reported
by PSG studies. Buysse et al. [16] suggested that the lower agreement of PSQI measure
with the PSG score can be due to the fact that PSQI score is a culmination score over the
past one month. However, the PSG score is only based on a single night’s study. Assuming
that a single night of recording can represent a whole month of subjective scoring limits the
agreement significantly. Moreover, the invasive nature of the PSG does not allow for long-
term or multi-night studies as the subject needs to stay overnight in a sleep laboratory. On
the other hand, ESS scoring focusses more on daytime sleepiness than the overnight sleep
quality.
With the advances in home-based monitoring devices, long-term sleep monitoring has
become a possibility and a good alternative to the PSG studies. Kushida et al. [77] and
Kosmadopoulos et al. [74] provided alternative methods to PSG and compared the wrist-
worn device’s sleep quality assessment with the PSG’s, proving that sleep wearables can be
used as an alternative to PSG for calculating objective sleep quality. However, PSQI’s time
restriction introduced bias in terms of clinical and habitual changes by the time objective
score was computed. Landry et al. [78] further confirmed in their study that the subjective
scores and the objective scores are weakly correlated. As their study was focussed on older
adults, they reasoned that, along with the common subjective factors, the cognitive ability of
the users also played a significant role in biasing the study.
To overcome some of the problems posed above, Buysse introduced a 5-item self-rated
questionnaire called SATED [15]. SATED is an acronym for satisfaction, alertness, timing,
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efficiency and duration. Hence, the SATED framework measures the subjective sleep quality
by covering the aforementioned 5 dimensions. Unlike PSQI, SATED does not require any
specific time-frame for score collection. Moreover, the focus is on general sleep health rather
than identifying serious sleep disorders. Although the SATED framework is not formally
validated yet, it has proven to be a simpler method than PSQI and ESS in the Catalan Health
Survey conducted in 2017 [31].
3
Datasets and Architecture
The prior works described in Section 2.3.3 show that most of the work on sleep classification
using deep learning has been performed on EEG signals than on ECG (heart signal). Since
the sleep labelling rules are specifically designed with respect to the waveform of EEG sig-
nals, modelling a classification system with EEG signals is easier than with the heart signal.
However, EEG signals are difficult to obtain non-intrusively and is done at the expense of
the subject’s comfort. There is a dearth of studies that employ ECG or BCG signal as the
input data for performing sleep classification. If a classification system be modelled to learn,
extract and classify features from BCG signals, such architecture could prove to be useful
for home-based sleep monitoring system.
The goal of this thesis is to design a deep neural network model that could learn the
features and classify the sleep stages by using the BCG signal. To design such a classification
system, the model should be robust to noise in the input signal, be able to learn new features
from the signal, and be able to capture the temporal and sequential nature of the sleep stages.
In this chapter, the datasets used for this work are described. Furthermore, the architecture
of the model employed in this work is explained along with the implementation details.
3.1. Dataset
This thesis is based on four datasets: Dozee’s BCG dataset, Dozee’s ECG data, the MIT-BIH
Polysomnographic dataset [45, 46] and the PPG-based Fitbit data [91] provided by Fitabase1.
In this work, the model is trained using the Dozee’s BCG dataset while the Dozee ECG, MIT-
BIH PSG data and the Fitbit ’s PPG data is used for the transfer learning setting.
3.1.1. Dozee BCG and ECG data
This dataset has been provided by an Indian-based startup company called TurtleShell Tech-
nologies2. Dozee is the name of the sensor sheet product designed and manufactured by
the company. The sensor sheet contains four pairs of piezo-electric sensors with varying
impedance. This sheet is then placed under the mattress, aligning with the chest area of
the subject (shown in Fig. 3.1). The pressure differences created by the expansion and the
contraction of the subject’s lungs (or chest) is captured by the piezo sensors. These pressure
values are sent to their server every 4 minutes, where preprocessing and signal processing
of the pressure signal is performed.
The dataset used in this study consists of 25 subjects, each of them having 1 or more
nights of recordings. A recording, here, means a collection of BCG data of a subject over a
sleep duration of one single night. The duration of sleep can range from 6-8 hours. As the
1Fitabase: https://www.fitabase.com/research-library/
2Dozee: https://www.dozee.io
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Figure 3.1: Placement of Dozee device for recording heart activity.
BCG signal is obtained at a sample rate of 250 Hz, the number of data samples from a single
recording of, say, 7 hours is:
250 ∗ 7 ∗ 3600𝑠𝑒𝑐𝑜𝑛𝑑𝑠 = (6.3M samples) (3.1)
The dataset contains a total of 51 recordings. These recordings have been annotated by
2 sleep doctors from NIMHANS3 with a kappa agreement of 𝜅 = 0.80. NIMHANS is a premier
national research institute based in Bangalore, India alongwith whom these sleep studies
have been conducted. For a sleep study, the Dozee device is placed under the mattress in
the NIMHANS’s sleep lab. The PSG-based electrodes (EEG, ECG, EOG and EMG electrodes)
are attached onto the subject. The data from the PSG (Polysomnography sensors) is used
by the sleep doctors to visually annotate the sleep stages according to the AASM and R&K
scoring rules [106]. The ground truth labels along with the ECG signal data from the PSG
study are mapped to the Dozee data using the recording timestamps. The ECG signal from
the PSG and the BCG signal from the Dozee sheet are then compared and correlated to verify
if the signals have been mapped correctly, in accordance to the timestamps. The Dozee’s
ECG and BCG data have a heart-rate correlation score of 0.87 as can be seen in Figure 3.2
All the 25 subjects who have participated in the study fall in the age range of 24 - 40 years,
with normal to healthy lifestyle. The Dozee BCG data is highly imbalanced as the device is
started for recording the moment the subject is on bed and is stopped when he is awake.
This is in contradiction to the way the PSG recording is conducted by the sleep doctors. In
case of the PSG recordings, the recordings start as soon as the electrodes are attached to the
user. Hence, there are more number of Wake instances in the Dozee ECG data than in the
Dozee BCG data. The complete set of preprocessing steps followed to build the Dozee BCG
dataset is described in Section 3.2.
For this work, the sleep study was conducted to include only healthy and normal subjects
in terms of heart and sleep related disorders. Since it is tough to recruit subjects for sleep
studies in clinical settings, some of the subjects were called for multiples studies, with at
least a day gap between each study.
In this study, we wanted to understand the subjective sleep quality and wanted to study
how it correlated with the objective sleep quality measurement. Hence, to obtain the per-
ceived sleep quality scores, we used the SATED framework. A total of 16 subjects (M=34.5
[range:26-40], Male=10, Female=6) volunteered for the study. Each of these subjects were
called to NIMHANS sleep clinic for the study. Once the study is completed the following
morning, the subjects were instructed about the SATED scoring and were handed the ques-
tionnaire. The questionnaire used to collect the perceived sleep scores in this work is shown
3National Institute of Mental Health and Sciences: https://www.nimhans.ac.in
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Figure 3.2: Correlation between ECG and Dozee’s BCG signal
in Figure 3.3. Since the SATED dimensions include questions about alertness and satisfia-
bility, we instructed the subjects to fill in the same questionnaire after a gap of one day from
their study. This way we attempted to collect better alertness scores which may not be per-
ceived immediately after waking up. We used the mean SATED scores to test its correlation
with the PSG’s and DeepSleep’s sleep score.
3.1.2. MIT-BIH Polysomnographic data
The MIT-BIH Polysomnographic Database [46] is a collection of recordings of multiple phys-
iologic signals during sleep. The study was conducted at the Boston’s Beth Israel Hospital
Sleep Laboratory for evaluation of chronic obstructive sleep apnea syndrome, and to test the
effects of constant positive airway pressure (CPAP). The database contains over 80 hours’
worth of four-, six-, and seven-channel polysomnographic recordings, each with an ECG sig-
nal annotated beat-by-beat, and EEG and respiration signals annotated with respect to sleep
stages and apnea.
In this study, 16 unique subjects were selected from a population of 60 subjects. The
subjects selected consisted of both, sleep apnea affected and non-sleep apnea subjects. The
mean age of the subjects was 40 (range:32-56).
The recording time for each of the subject varied between 2 and 7 hours. The signals
recorded were electroencephalogram, electrooculogram, electromyogram of the chin muscle,
invasive blood pressure, oxygen saturation, two respiration signals and an electrocardiogram.
These physiological signals were digitized at a sampling interval of 250 Hz. A total of 80
recordings were made available by this study [46] for research in sleep monitoring, sleep
apnea detection and to understand sleep physiology.
3.1.3. Fitbit-PPG data
The study was approved by the West Virginia University Office of Research Compliance. Par-
ticipants were 24 healthy adults (40% female, M = 26.1 [range = 19–41] years, 92% white)
with no history or symptoms of sleep disorders.
Participants wore a Fitbit device in the product’s velcro cuff adjacent to an Actiwatch 64
(AW-64)4 on their non-dominant wrist during a single night of standard PSG study. Comput-
ers used for recording PSG, Fitbit, and AW-64 were time synchronized. Epoch-by-epoch data
4Actiwatch 64: https://www.usa.philips.com/healthcare/product/HC1046964/actiwatch-spectrum-activity-monitor
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Figure 3.3: Sample SATED framework questionnaire used for collecting perceived sleep quality scores.
Dataset Sensor type No. of Recordings Sample rate (Hz) Wake REM Deep Light
Dozee BCG BCG 51 (25) 250 8% 22% 25% 45%
Dozee ECG ECG 51 (25) 250 8% 22% 25% 45%
MIT-BIH PSG-ECG 80 (16) 250 15% 25% 30% 30%
Fitabase-Fitbit PPG 12 (4) 120 20% 20% 15% 45%
Table 3.1: Overview of the class representation in each of the dataset used in this work. The ”Number of Recordings” indicates
the total number of data that we have for that particular dataset. The number in the brackets correspond to the number of
unique subjects from which the recordings were obtained.
were extracted from the outputs of both devices and compared to PSG. Additionally, three
participants also wore the two Fitbit devices simultaneously (on the same wrist) overnight
at home to assess inter-Fitbit reliability. This dataset was primarily collected by Fitabase
which specializes in crowd sourcing and collecting Fitbit data using their API. Since the data
is directly collected from the user’s device, the sample rate (120 Hz) of the data is much lesser
than the above mentioned datasets. Fitabase aggregates heart rhythm values for every 30
second time period, thus reducing the quality and the information of the signal. Although
the participants for this study were 24 in total, we were given access to only 12 of them due
to GDPR restrictions.
3.1.4. Summary of datasets
In this work, we use the Dozee BCG for training our classifier. Dozee ECG, MIT-BIH ECG
and Fitbit-PPG datasets are used for testing the transferability of our DeepSleep model. The
distribution of sleep stages in each of these datasets are shown in the Table 3.1 and Fig. 3.4.
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Figure 3.4: Distribution of data in terms of sleep labels
3.2. Preprocessing Pipeline
The Dozee BCG dataset is gathered by following these set of preprocessing steps:
Data acquisition
The sensor data recorded by the Dozee system is stored in the embedded storage device. The
data is collected and sent to the processing server on an interval of 4 min. ASCII data format
is used during transmission to reduce the size and the overhead on the server. The ASCII
data from the server is downloaded, converted to unicode format and then used for signal
processing. The raw sensor data obtained from the device consists of timestamp values, piezo
values (pressure values) and ambience values like temperature and humidity.
Signal Processing
The data obtained from the device contains the pressure values. To obtain the heart, respi-
ratory and movement signals from the BCG signal, signal processing algorithms are applied.
Signal processing is applied on a non-overlapping epochs of 30 seconds, hence, producing a
total of 8 epochs for each of the 4 min file.
A Butterworth filter with a low pass of 10Hz and high pass of 1Hz with an order of 4 is
applied to get the heart signal. A similar filter with a low pass of 0.9Hz and a high pass of
0.1Hz is applied to obtain the respiratory signal. For the movement signal, a sliding average is
applied on the BCG signal and any signal that crosses a threshold is considered a movement.
The sliding window and the threshold is set heuristically upon many trial and error runs.
However, for this work we use the heart signal only.
Sequence formation
The heart signal obtained from the BCG and its features are converted into sequences of
30 seconds. These sequences are non-overlapping samples of length 7500. The reason for
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choosing a sequence length of 30 seconds is to replicate the sleep scoring rules stated by
AASM and R&K [106].
Preprocessing and storing
As a final step, the samples are checked for missing, infinity and null values. These samples
are removed from the dataset. As the data is a mixture of different subjects, the dataset is
standardized to have a central mean. The Dozee sheet consists of 4 pairs of piezo sensors
of different impedance values and hence, the data obtained in an interval of 30 seconds also
needs to be normalized. These two preprocessing steps reduce the inter and intra-variance
in the subjects. Finally, to reduce the computational time of this processing pipeline, the
processed data along with features and labels are stored in a compressed numpy array format
called .npz [101]. This allows for reusability of features, faster loading into arrays, persistence
of data and reproducibility of the results.
3.3. Model Architecture and Design choices
To build a model that can learn features from the raw BCG signal and capture its temporal
nature, we need to use the learning algorithms that have the capability to extract features
and treat the input data sequentially.
Figure 3.5 shows the architecture of our DeepSleep model. The model consists of two im-
portant layers: Representation learning layer & Sequential layer. The representation learning
layer consists of stacks of 1-D convolutional networks (CNN) which have been proven to be
good at extracting and learning features from temporal data [80]. Whereas, the sequential
layer consists of stacks of bidirectional LSTM (Long-Short term Memory) networks. The LSTM
networks explore the sequential nature of the sleep-related features [49]. By using LSTMs
we aim to enable the model to learn the sleep classification problem and tackle it the way a
human sleep expert does - labelling the sleep stages based on the knowledge of the previous
stage. The working and the parameters of the representation layer and sequential layer are
explained in detail in Section 3.3.1 and 3.3.2.
The Dozee BCG data is quite imbalanced in terms of representations of classes, as can be
seen from Figure 3.4. Moreover, annotating ground truth labels for healthcare data (in this
case, sleep classification) is an expensive, complicated and limiting task. Hence, to tackle
these issues, one needs to approach the problem with a training strategy that is different from
one-shot training. A novel strategy needs to be employed that could make use of the limited
amount of labelled data without degrading the model’s performance. Hence, in this study, we
employ a data oversampling method on the BCG data, followed by a 2-step training process
- pre-training and fine-tuning. These steps are further described in the following sections.
3.3.1. Representation learning
The representation layer consists of stacks of 1D-CNN layers. The architecture of this layer
is inspired on the End-to-End speech recognition architecture by Graves et al. [50]. While
designing the representation layer, some important issues were taken into consideration:
1. The layer should be able to learn and extract features on a sample-level BCG signal.
2. The model is able to learn both, temporal and frequency-based features, without much
feature engineering
3. It should be designed to work for the transfer learning setting.
Considering these points, we built the representation layer consisting of blocks of CNN
layers. Each block comprises of 2 CNN layers, followed by a batch normalization layer [60]
and a ReLu-based activation layer [28, 92] for each of the CNN layer. Figure 3.6a shows the
structure of a single CNN block in the representation layer.
The convolutional layers extract features from a localised patch of the input data rather
than looking at the whole input at once [70]. That is one of the reason why a CNN has
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Figure 3.5: DeepSleep model architecture with residual connections.
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Figure 3.6: Structure of a single CNN block. Every CNN block consists of two 1D-CNN layers, batch normalization layer and an
activation layer (in that sequence).
way less number of parameters to learn than compared to a multilayer perceptron. This
localised patch of information is determined by the filter size and the stride length by which
the filter is translated forward. This nature of the CNN allows us to apply it on a 1D data
to preserve the data’s temporal property. However, a CNN has no provision for storing the
internal states of the sequences that it has already seen. Due to this, CNN could be used
to extract features from a temporal signal but it cannot account for the sequential nature of
the sleep classification. Hence, the features extracted by the CNNs are later given as input to
the sequential layer so as to incorporate the sequential property. Given this property of the
CNN layer, the convnet extracts features for every instances of a class it comes across. In
simple terms, it means that the CNN extracts the same features multiple times for a particular
class, thus leading to duplication and over representation of the data. If not controlled, this
behaviour would lead to over-fitting of the data. To tackle this issue, we use stacks of CNN
instead of just one CNN layer and a max-pooling layer [14] after every stack. A stack of CNN
would make the network learn to differentiate between a lesser and higher correlated features
among the general features learned in the first layer of the CNN stack. By stacking CNNs we
ensure that the features extracted in each layer is further refined for higher activation [90].
Choosing an appropriate number of blocks or levels of CNN layers is an important param-
eter tuning task. Deciding on the number of CNN layers is dependent on factors like input
signal type, size of the data, number of model parameters, training time, and convergence
time. To select an appropriate number of blocks for the representation layer for our domain,
we experimented with the depth of the representation layer by performing training on our
BCG data. The layer depth or the number of blocks that yielded us the best performance
with least overfitting was chosen for our model. Table 3.2 shows the effect of the depth of
the representation layer on the training accuracy, validation accuracy, model parameters,
and the training and convergence time. It can be seen that 8 blocks of CNN, i.e 16 layers of
CNN, yielded us the best performance for our input data. To further regularize the overfitting
nature of our model we introduced the Dropout layers, with a dropout value of 0.3, after every
two blocks of CNNs.
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No. of Blocks No. of CNN
layers
No. of Pa-
rameters
Output
dimension-
ality
Mean
Training
Acc.
Validation
Acc.
Epochs till
overfit
Training
time (ap-
prox.)
4-blocks 8 6M 128 57% 20% 150 4hr
6-blocks 12 11M 256 80% 40% 30 4hr
8-blocks 16 18M 512 67% 64% 100 10hr
8-blocks - residual
connection
16 18M 512 69% 67% 120 11hr
10-blocks 20 36M 1024 91% 49% 75 14hr
10-blocks - residual
connection
20 36M 1024 88% 60% 48 17hr
12-blocks 24 63M 1024 98% 55% 40 16hr
12-blocks - residual
connection
24 63M 1024 95% 42% 37 23hr
Table 3.2: Effect of representation layer’s depth (no. of CNN layers) on the model’s performance.
Eight such blocks of CNNs are stacked on top of the other to form the representational
layer. The first CNN layer is different from the rest since it determines the representational
space of the input data to be calculated for the following CNN blocks. To ensure that the
layer learns both the temporal and the frequency-based features, a broader filter size of 100
is chosen for the first CNN layer. Filter size of 100 denotes that the CNN performs convolution
on every 100 samples of the input data sequence. These 100 samples translate to around 0.4
seconds of the input signal, which is normally the size of the input signal used to calculate
frequency-based features that were described in Section 2.1.2. The rest of the CNN blocks
have a fixed filter size of 16. A narrower value of filter size is chosen for the rest of the blocks
so that the CNN layers extract features from the smaller and detailed sets of the input signal.
This also ensures that the model learns the finer temporal features in the deeper layers.
Batch normalization [60] is used after every convolutional layer so that the weights learned
in each of the CNN layers are normalized and centered around the mean. Additionally, a
rectified linear unit (ReLu) [28] is used as the activation function for the 1D CNN layers.
By adding more stacks of convolutional blocks the input signal is represented better as
the output dimensionality increases with depth. The initial output dimension (the number
of filters) for the first CNN layer is set as 64. This filter number is doubled after every 2
blocks of CNN. Hence, with an 8-blocked layer, the output dimensionality comes to be 512.
Although the higher dimensionality space is able to represent the signal well, it also means
that there are significantly high number of layer parameters that need to trained. This causes
overfitting on the data and also causes the lower blocks to receive diminished weights and
gradients from the higher blocks of the layer [54]. To avoid this issue, a shortcut-connection
or a residual connection is introduced as recommended by He et al. [54]. Fig. 3.6b shows
the structure of the residual connection employed in this work. By using shortcut connec-
tion, the weights learned in the previous block are concatenated to the next CNN block. This
way, no additional training parameters are introduced and the weights learned in the higher
blocks are easily propagated to the lower blocks. Fig. 3.7 shows the complete expanded ar-
chitecture of the representation layer. As mentioned earlier, 8 blocks of CNNs are used for
extracting features. The input’s sequence length, filter size, number of filters (output dimen-
sionality) and the usage of convolutional residual connections can be seen in this figure. A
convolutional residual connection simply uses a single strided CNN layer to subsample the
signal from the previous block before adding a shortcut connection to the next block. This
ensures that similar output dimensionality and input sequence is maintained throughout
the training phase. The Global average pooling layer and the Dense layer are only added
during the pre-train phase.
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extraction task.
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3.3.2. Sequential learning
Since sleep staging is a temporal and sequential problem it requires a different class of learn-
ing algorithms – algorithms that treat them in their truest form. Recurrent Neural Networks
(RNN) and Long Short-Term Memory (LSTM) networks are one such learning algorithms that
treat the input sequentially by keeping a note of all the states that have been seen in the
history [110]. An RNN unit accepts an input and generates an output for it. When process-
ing the next sequence of input, it makes use of the output of the previous sequence to make
a decision about the current sequence. This behaviour of an RNN allows it to, in theory,
store infinite states of sequences. It can make predictions for the present input sequence
based on the historical states that have been learned and stored. However, in practice, an
RNN has been shown to perform poorly when fed with longer sequences of input. With the
increase in the length of input sequences the RNN starts to ”forget” the sequences seen far-
ther in the history. This problem is known as the vanishing gradients problem. To address
this issue LSTM was developed as a variation to the RNN. An LSTM layer has a forget unit in
addition to the state memory. This unit lets the LSTM to decide after every sequence if the
state needs to be stored or ”forgotten”. This lets the LSTM layer to process longer sequences
without any decrease in training performance. Having said that, an LSTM is highly sensitive
to its initialization of the weights. When wrongly initialized it destabilizes the gradients of
the LSTM units thus making them get stuck in the local minima. Also, LSTMs are good at
learning the transitional features but are not good at extracting the common features. To
address these shortcomings, this work performs sequential training only after loading the
pre-trained weights.
This work uses a variation of an LSTM network called bi-directional LSTM (bi-LSTM) [114].
The sequential layer consists of three bidirectional LSTM layers stacked on top of the other.
256 units of hidden layer are used in each direction of a bidirectional layer. Thus, each level
of a bi-LSTM extracts 512 dimensions of features. Additionally, it is important to note that
the first two stacks of the bi-LSTM give a sequence of 512-dimensional features as output
to the third level instead of passing a single vector of the output state. By doing this we
maintain the temporal order of the signal while it is being processed on to deeper levels.
Moreover, since we concatenate the heart signal of all the subjects and pass them as a single,
continuous signal to the model, it is important that the model is informed when a signal from
a different subject arrives. If not informed, the bi-LSTM would continue to store the states
of the sequences until the end of the data. This, in principle, does not reflect the right way
to understand the sequential nature of the signal. The sequential and temporal property of
sleep stages is only valid and unique to a specific subject. Hence, to tackle this, we reset the
internal states of the bi-LSTM layers after it trains one whole recording. This way the states
from one recording are not propagated to the other recordings. The weights of the bi-LSTM
is still shared by the whole network till the end of the training.
Additionally, Fig. 3.5 indicates a sideward connection from the output of the representa-
tion layer to the output of the bi-LSTM layers. This connection is called a residual connection
[54]. Residual connection is incorporated in our sequential layer because of the fact that
the features extracted in the representation layer do not account for sequential transitions.
As noted in the previous section, the representation layer extracts features from the heart
signal but it does not take the signal’s sequential property into consideration. However,
the sequential layer does learn these transitional properties of the sleep stages. By using a
residual connection we combine the features extracted in the representation layer with the
transitional features learnt in the sequential layer. We use a residual connection comprising
of a 512 units of a fully-connected dense network and later concatenate the result with the
output from the second level of bi-LSTM layer.
The concatenated features are then passed on to a Dense network of 1024 units followed
by a Dropout layer to reduce overfitting. A dropout value of 0.3 has been used through out
the work. This means that the network would randomly drop 30% of the units during the
training. In the end a Softmax layer is used to perform the final sleep stage classification.
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3.3.3. 2-phase training: Pre-training and Fine-tuning
One of the most important aspect to be considered while training a model is that it should
not be bias towards any particular class in a multi-class classification system. Usually such
biases are introduced due to non-uniform distribution of data, and sometimes, due to the
nature of the problem itself. There are various preprocessing techniques that ensure that the
model does not learn such biases. Some of the commonly used techniques are oversampling
or undersampling, assigning weights to classes, assigning weights to the samples and using
weighted losses that give importance to lesser represented classes during the training.
Although the above mentioned preprocessing techniques help in reducing the bias in the
learning model, the preprocessed data usually does not entirely enrich the original dataset.
For example, the artificial samples generated after oversampling do not encapsulate all of the
characteristics of the original data. Either it just duplicates the original samples or computes
the closest mean value by looking at nearest neighbours. This introduces variance into the
dataset. Such form of variances are highly unstable for learning models like LSTMs. A naive
oversampling method disturbs the temporal and sequential nature of the heart signal. And,
since the LSTM network depends on the temporal properties of the signal, its weights become
highly unstable during training [44].
To alleviate this problem, a 2-phase training strategy is used in this work. Instead of
training the entire model with our imbalanced data, we first randomly oversample the training
data and pre-train the representation layer. The pre-trained weights are then used to extract
features from our original dataset which are given as input to the sequential layer to fine-tune
the model. There are two main reasons why 2-phase training is used while training a neural
network model [10].
1. To efficiently use the limited data samples: Obtaining large amount of labelled data
is always a difficult process. To make use of the limited dataset and still obtain good
training accuracy, the model is first trained on a slightly oversampled dataset. Since
the model is already trained once using the mixture of original and synthetic data, the
network learns the weights without having to depend on randomly initialized weights.
This increases the stability of models that are highly sensitive to changes in weights,
especially models like RNN and LSTM.
2. To make use of abundant dataset from different source but of the same problem
domain. In principle, a model can be pre-trained using a dataset that is available in
large quantity [50]. The pre-trained weights can then be applied on the dataset that we
need to predict on. It is important to note that the feature domain of the two datasets
need to be highly correlated for this strategy to work. For example, for sleep classi-
fication, since the work is based on predicting sleep stages based on the heart signal
obtained from the BCG data, the model could be pre-trained using another heart signal-
based dataset that is higher quantity than the BCG one. As the feature domain is based
on the heart signal, as long as the heart signal from BCG is correlated with the heart
signal from ECG or PPG, this transference of weights is possible.
In this work, we use an oversampled dataset using the random oversampling technique to
create equal distribution of all the classes.
3.3.4. Implemention
For the pre-training phase, the input signal used was the raw heart signal obtained from the
BCG data. This signal was oversampled using random oversampling such that all the classes
except the major class were oversampled to match the number of samples in the major class.
This oversampled data was then divided into sequences of 30 second signal length. As the
sampling rate of the Dozee dataset was fixed at 250Hz, the sequence length was set as 7500
samples. These sequences of the oversampled signal were pass ed on as the input for pre-
training. To allow for robust and unbiased feature extraction it was necessary to shuffle the
batches of sequences before every iteration of pre-training. It may be noted that although
shuffling the data would disrupt the sequential order of the signal, this would not affect the
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CNN’s feature extraction since it does not account for the sequential ordering. The sequences
within the batches itself are left intact and the ordering of the batches are shuffled. Hence,
the CNN learns the temporal order within a batch, which is more important in our case.
This also shows that the setting an appropriate batch size is an important parameter-tuning
task as the gradient update and feature learning is dependant on the number of samples
received by the model in a single training pass. The lack of support for sequential ordering is
later accounted for during the fine-tuning phase. In our case, we found the batch size value
of 128 to be giving us good results in terms of model convergence and computation time.
Essentially, a batch size of 128 on the BCG data means that a single batch contains around
64 minutes of the input signal as each sequence is a 30 second epoch.
Algorithm 1 Pretraining
1: procedure initialize pretrain-step
2: input signal
3: 𝑑𝑎𝑡𝑎፬፞፪ ← 𝑖𝑛𝑝𝑢𝑡_𝑠𝑖𝑔𝑛𝑎𝑙
4: 𝑑𝑎𝑡𝑎፬፞፪ ← 𝑜𝑣𝑒𝑟𝑠𝑎𝑚𝑝𝑙𝑒(𝑑𝑎𝑡𝑎፬፞፪)
5: 𝑑𝑎𝑡𝑎፬፞፪ ← 𝑠ℎ𝑢𝑓𝑓𝑙𝑒(𝑑𝑎𝑡𝑎፬፞፪)
6: initialize repr_layer
7: 𝑚𝑜𝑑𝑒𝑙 ← 𝑖𝑛𝑖𝑡_𝑐𝑛𝑛
8: 𝑙𝑟 ← 10ዅኼ ∶ 10ዅኾ
9: 𝑚𝑜𝑑𝑒𝑙 ← 𝑐𝑜𝑚𝑝𝑖𝑙𝑒(Adam፥፫(𝑟𝑒𝑝𝑟_𝑙𝑎𝑦𝑒𝑟))
10: for 1:n_pretrain_epochs
11: for batch in 𝑑𝑎𝑡𝑎፬፞፪
12: 𝑚𝑜𝑑𝑒𝑙 ← Adam፥፫(𝑚𝑜𝑑𝑒𝑙, 𝑏𝑎𝑡𝑐ℎ)
13: 𝑚𝑜𝑑𝑒𝑙፥፨፠።፭፬ ← softmax(𝑚𝑜𝑑𝑒𝑙)
14: 𝑠𝑎𝑣𝑒(𝑚𝑜𝑑𝑒𝑙_𝑤𝑒𝑖𝑔ℎ𝑡𝑠)
15: 𝑑𝑒𝑙(𝑠𝑜𝑓𝑡𝑚𝑎𝑥_𝑙𝑎𝑦𝑒𝑟)
16: return model.
For pre-training, a split of 80-20% for training and validation set respectively was used.
As can be seen in Fig. 3.7, during the pre-train phase, the representation layer is attached
with a Global Average pooling [56] layer that averages the model weights and features over
the time dimension of the input signal. The output of this layer is then is given as an input
to a Dense softmax layer (shown in Eq. 3.2) for performing classification. The Dense layer
classifies the 30sec of a signal into one of the four sleep stages and the performance of the
pre-training phase is monitored on an oversampled validation set. The best of the learned
and adjusted weights, in each of the pre-training iterations, are stored for fine-tuning phase.
This softmax layer is only used for monitoring the performance of the pre-training layer and
it is removed when running the fine-tune model. Dropout layers have been used aggressively
throughout the pre-training to control the overfitting of model. In our case, a dropout value
of 0.3 has been found to perform well for the model. This means that after each CNN layer is
processed, 30% of the units are randomly dropped, thus reducing the number of parameters
are preventing overfitting.
𝑆(𝑦።) =
exp፲ᑚ
∑፣ exp፲ᑛ
(3.2)
An Adam optimizer [71] with a learning rate of 10ዅኼ was used for optimizing the gradients
during the pre-train phase. The pre-training is run for 100 epochs with an option to terminate
the training early if there is no improvement in validation loss for a minimum of 20 epochs.
The training loss and validation loss are monitored after every epoch. By monitoring these
metrics we determine when to reduce the learning rate. The learning rate is reduced by a
factor of 2 every time the validation loss ceases to improve for 5 epochs. A limit of 10ዅኾ is
set as the least value the learning rate could take during the pre-training phase. At the
end of the pre-training, the model weights are saved so as to be used for the fine-tuning
phase. The pseudocode followed for the pre-training process is given in Algorithm 1. The
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Figure 3.8: Depiction of the training strategy used for fine-tuning and performing transfer learning on our pre-trained model.
pre-training phase was run until 100-150 epochs. Our hyper-parameter tuning showed pre-
training improvement only till 100 epochs though.
One important thing to note during the fine-tuning phase is that the learning rate should
be much lower than the rate used in pre-training [137]. Fig. 3.8 shows the weight initial-
ization and training strategy employed in this work for fine-tuning and applying transfer
learning. We initialize our model with the pre-trained weights and make the initial 6 blocks
of CNN as non-trainable (frozen layers). To fine-tune these blocks, it is important that the new
weights learned while fine-tuning do not disturb the distribution of the pre-trained weights.
Hence we use a lower learning rate so that the weights are updated at a slower rate and on
top of the pre-trained weights. In this work we set a learning rate of 10ዅ኿ while fine-tuning.
Additionally, we used a non-adaptive optimizer like SGD (Stochastic Gradient Descent) [13]
instead of adaptive optimzers like Adam or RMSProp [125]. SGD optimizer by itself does
not decay the weight and the learning rate upon reaching a plateau in the performance. Its
momentum can be fixed and controlled so that a fixed learning rate is used throughout the
fine-tuning phase. Algorithm 2 gives an overview of the programmatic pseudocode followed
for fine-tuning.
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Algorithm 2 Fine-tuning
1: procedure initialize finetuning
2: weight initialization
3: 𝑐𝑜𝑛𝑣_𝑤𝑒𝑖𝑔ℎ𝑡𝑠 ← 𝑙𝑜𝑎𝑑(𝑝𝑟𝑒𝑡𝑟𝑎𝑖𝑛𝑒𝑑_𝑤𝑒𝑖𝑔ℎ𝑡𝑠)
4: 𝑙𝑟 ← SGD(𝑙𝑟 = 10ዅ኿)
5: initialize model
6: 𝑚𝑜𝑑𝑒𝑙 ← SGD፥፫(𝑟𝑒𝑝𝑟_𝑙𝑎𝑦𝑒𝑟, 𝑠𝑒𝑞_𝑙𝑎𝑦𝑒𝑟)
7: for 1:n_finetune_epochs
8: for batch in sequence_data
9: 𝑚𝑜𝑑𝑒𝑙 ← SGD፥፫(𝑚𝑜𝑑𝑒𝑙, 𝑏𝑎𝑡𝑐ℎ)
10:
11: if batch from new_recording then
12: 𝑚𝑜𝑑𝑒𝑙 ← 𝑟𝑒𝑠𝑒𝑡_𝑠𝑡𝑎𝑡𝑒𝑠(𝑏𝑖𝐿𝑆𝑇𝑀)
13: return model.
The model was pre-trained on a GPU cluster. The model was trained parallely on two
Nvidia 1080-Ti GPUs. This is to ensure proper management of distributed computing and
memory resources. The model was programmed using the deep learning framework, Keras
[24], with TensorFlow [2] as the backend.
Fig. 3.9 shows the categorical loss and categorical accuracy recorded during the pre-
training phase. It can be seen that the training accuracy improves steadily over the number
of epochs but the validation accuracy is quite unstable during the first half of pre-training.
The initial jitter in the validation accuracy can be explained by the fact that the model is still
trying to learn the right weights that could generalize well on the validation data. The second
jitter in the validation accuracy occurs around the epoch 40-50. This is due to the fact that
during this time the learning rate of the pre-train model is reduced as the validation accuracy
and loss have stagnated. It can also be seen that the validation loss begins to diverge away
from the training loss during the epochs 40-60 as the model adjusts its weights to the new
learning rate. Here, it looks as if the model is overfitting but thanks to the adaptiveness of
Adam optimizer and the implementation of dynamic learning rates, the loss functions begin
to converge steadily later.
Unsurprisingly, the validation loss and accuracy is around 1.15 and 0.67 respectively,
by the end of the pre-train phase. As the CNNs in the representation layer are very good at
extracting features but not at classifying sequences, this stagnation of validation loss and
accuracy scores suggest that the model could be further fine-tuned.
During the fine-tuning phase, the entire model, i.e the representation layer & the sequential
layer, is trained using the original Dozee BCG dataset. However this time, the representation
layer is initialized with the pre-trained weights.
Fig. 3.10 shows the the variation of model’s categorical loss and accuracy during the fine-
tuning phase. It is evident that the convergence of the training loss is steady which could be
attributed to the initialization of pre-trained weights. The validation loss does not show signs
of getting stuck in a local-minima (stagnation) and converges smoother than it did during
pre-training. Also, the validation loss and accuracy has improved from the pre-training.
3.3.5. Transfer learning
Our DeepSleep model, trained on the Dozee BCG dataset, is tested on the Dozee ECG, MIT-
BIH ECG and Fitbit-PPG dataset. The weights learned from a source signal (here, the BCG
signal) is applied on the target signal to learn a similar task. Since our task of classifying
sleep stages depends on a heart-based signal, we hypothesize that transfer learning could be
possible in this scenario.
The pre-trained weights obtained using the BCG data were used for testing the trans-
ferability of our model to other signal types like ECG and PPG. Transfer learning setting
follows similar implementation process as specified in Section 3.3.4. However, instead of
pre-training the model using the ECG and the PPG, we initialize the representation layer
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Figure 3.9: Categorical cross-entropy loss and accuracy performance during pre-training.
with the pre-trained weights learned using the BCG data. As the initial CNN layers learn the
general features of the signal, these features are assumed to be common to all the heart-based
signal types. Hence, the first six blocks of the 8-blocked representation layer are ”frozen”,
i.e they are made untrainable and the last two blocks are used for re-adjusting the weights
according to the input signal type, as can be seen in Fig. 3.8. This way the model uses the
general heart features learnt using the BCG signal but re-learns the more specialized features
that could be specific to the ECG or the PPG signals.
As the Fitbit-PPG dataset was highly obfuscated and aggregated, we could not employ the
same implementation process as mentioned above. For this dataset, we first filled the missing
samples by computing the mean of the immediate 12 samples around the missing value as
recommended in [66]. Furthermore, we randomly selected sequences of peaks in the PPG
signal and duplicated them at locations where the peak data was completely missing. Lastly,
instead of loading the weights of all the 8-blocks of the representation layer, we used only
the first four blocks and froze the top two of them. This training decision was taken because
the PPG dataset had lesser number of samples (owing to its lower sampling rate) and it was
highly aggregated. The depth of 8 blocks of CNNs quickly diminished the signal length since
we fed 30 seconds sequences as the input data.
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Figure 3.10: Categorical cross-entropy loss and accuracy performance during fine-tuning.
3.3.6. Baseline models
To compare the DeepSleep model’s classification capability it was necessary that we develop
a baseline model specific to our BCG dataset. However, as seen in Section 2.3.1, 2.3.2
and 2.3.3, there exist few studies that have used the BCG signal type for performing multi-
class sleep stage classfication using either the traditional machine learning methods or the
deep learning methods. Hence, for ensuring fair comparison and understanding our model’s
capabilities, we reproduced some of the works that have yielded the most promising results
in this domain.
For this work, we reproduced two categories of models: the traditional machine learning
model and the deep learning models. For the traditional machine learning models we repro-
duced the works of Fonseca et al. [39] and Kortelainen et al. [73]. Although Samy et al.’s
[111] work involved in classifying 4 sleep stages from the BCG signal source, the nature of
the sensor values were quite different than those obtained in our work. Samy et al. relied on
extracting features from the heat map formed by the sensor values as their sensor sheet was
a large matrix of sensors. As this was not possible with our nature of signal values, Samy
et al.’s model was not used to recreate a baseline model.
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Figure 3.11: Frequency distribution of a typical heart signal.
As specified in Fonseca et al.’s study [39], over 42 HRV and respiratory features were
extracted from our BCG datasets. The standard Pan-Tompkins [98] method was used for
heart-beat detection. An open-source beat detection tool was used for extracting heart peaks
[52]. The values between each consecutive beat (or peaks) were used to extract the HRV fea-
tures extracted in Fonseca et al.’s work [39]. Time-domain, frequency domain and statistical
features pertaining to the HRV analysis were extracted for this work. The features used are
described as follows:
1. Time-domain and Statistical features:
Features such as mean RR interval (mRR), mean heart rate (HR), standard deviation of
normal RR intervals (SDNN), coefficient of variation, root mean squared differences of RR
intervals (RMSSD), pNN50 and mode of RR interval values were extracted to represent
the time-domain and statistical domain of the HRV. The description and formula for
these features are given in Table 2.1.
2. Frequency domain features:
Frequency-domain features mainly pertains to the frequency analysis of the heart signal
in three different frequency bands: VLF (0-0.04 Hz), LF (0.04-0.15 Hz) and HF (0.15-
0.4 Hz). Fig. 3.11 shows the spectral characteristic of the heart signal in the frequency
domain.
(a) Spectrum Power
As the total spectrum power fluctuates over time and is different for each subject,
a relative spectrum power is used instead of its absolute value. 𝐿𝐹/𝐻𝐹, 𝑀𝐹/𝐿𝐹,
𝑇𝐿𝐹/𝐿𝐹: the ratio of power within different frequency bands are computed. Hence,
in total, 5 features are extracted corresponding to the power in each of the frequency
bands.
(b) Mean frequency
For a band of power spectrum with energies of 𝑃ኻ, 𝑃ኼ, … , 𝑃ፍ at frequencies 𝑓ኻ, 𝑓ኼ, … 𝑓ፍ,
the mean frequency is defined as
𝑓 =
∑ፍ።዆ኻ 𝑓።𝑃።
∑ፍ።዆ኻ 𝑃።
(3.3)
(c) Spectral entropy
Spectral entropy (SE) characterizes the complexity of a series in frequency domain.
SE is defined as
𝑆𝐸 = −
ፍ
∑
።዆ኻ
𝑝። ln(𝑝።)
ln(𝑁) (3.4)
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where 𝑝። denotes the proportion of energy, 𝐸።, in the whole energy band.
(d) Peak in HF spectral band
The peak in HF spectral band is generally considered to provide information related
to the respiratory modulation in the heart signal. The corresponding frequency ap-
proximately provides the respiratory rate. Normalized amplitude, 𝐻𝐹𝑎𝑚𝑝 is calcu-
lated using this information.
𝐻𝐹𝑎𝑚𝑝 = amplitude of the peaktotal power in HF band (3.5)
As stated by Fonseca et al., a cubic spline-based smoothing function is applied to post-
process these features and to represent them in a sequential manner. The cubic spline
method is given by the following relation:
𝑣። = ℎ(𝑡።) + 𝜖። (3.6)
where, 𝑖 = 1, 2, … , 𝑛) and 𝑡 = 𝑡ኻ, 𝑡ኼ, … , 𝑡፧ and 𝑣 = 𝑣ኻ, 𝑣ኼ, … 𝑣፧ indicates the time indices spaced at
30s and their corresponding feature values respectively. The smoothing function (ℎ) is given
by:
ℎ = 𝑎𝑟𝑔𝑚𝑖𝑛፡ [
፧
∑
።዆ኻ
[𝑣። − ℎ(𝑡።)]ኼ + 𝜆∫
፭ᑟ
፭Ꮃ
ℎᖣᖣ(𝑡)ኼ𝑑𝑡] (3.7)
where, 𝜆 is a smoothing parameter. Finally, A multi-class non-linear discriminant (LDA) was
used as a classifier. To reproduce Kortelainen et al.’s model [73], time-variant autoregres-
sion model (TVAM) was used to consider the non-stationarity of the peak-intervals. Later,
five heart-based spectral features were extracted from the parameters of the autoregression
model. As described in the work, an HMM was used as the classifier.
Lastly, to form baseline models to compare the capability of deep neural networks, all the
works described in Section 2.3.3 are reproduced. Since all the studies, except for Supratak
et al.’s work, do not provide enough information about the parameters used in their work,
we used default parameters as set by the Keras framework [24].

4
Results and Analysis
In this chapter we analyse our model’s performance and present the results obtained on the
test set. For a fair evaluation of our model’s performance we compare it against the ground
truth data obtained from the PSG studies. We also compare our model’s classification scores
against the most relevant prior works. As there are not many significant prior works which
have used the BCG for classifying sleep stages, we attempted to reproduce some of the deep
neural network-based prior works. This gives a perspective on how the design choices and
the nature of the signal has contributed to the performance of our model.
This work uses the Dozee dataset described in Section 3.1.1 to perform the primary train-
ing of the model (pre-training and fine-tuning). A train-test split of 80-20% was used in this
work for training and testing the model. Given that the Dozee BCG contains 51 recordings
in total, 41 recordings were used for training the model. The model and its parameters were
validated using 7 recordings and the remaining 3 held out data were used to test the model’s
predictions. Later, the pre-trained model was used for performing classification using the
ECG and the PPG dataset (transfer learning setting). The evaluation metrics used in this
work are the standard metrics like precision, recall, f1-score, and categorical cross-entropy
loss & accuracy, that are commonly used for multi-class classification and used in prior
works. We primarily report our findings in terms of precision and recall so as to give a better
insight into how our model performed for each of the individual class.
4.1. Classification results
Fine-tuning of the model is performed on a calidation data consisting of 7 nights of recording.
Cross-validation technique was not used in this work as it would result in a longer training
time for each of the cross-validation runs. However, to fairly report the performance of the
model, we tested the model on the test data consisting of 19 nights of recording (3, from
Dozee BCG and 16, obtained for sleep quality measurement). The accuracy and the F1-score
reported in this section are the mean test score. In this section, we present the performance
of our model in terms of precision, recall and f1-score when tested on the test recording.
DeepSleep’s performance
Table 4.1 shows the precision, recall and f1-scores for each class predicted by our model.
The precision of the model is least for Wake stage. But the comparable recall score for Wake
shows that the classifier is able to learn or detect the occurrence of the Wake stage. It is
not able to accurately label every actual occurrence of Wake in its prediction. The model is
able to predict the period of wakefulness but it fails to accurately predict the onset or the
end of the Wake period. Light and Deep stage have been predicted comparatively well than
the other two stages. This can be attributed to their higher number of representations. Also,
the heart-signal, by itself, is enough to identify Light and Deep, but same is not the case for
Wake and REM. Wake and REM stage are associated with small movements which is not
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Stages precision recall f1-score support
Deep 0.74 0.76 0.75 236
Light 0.74 0.75 0.74 497
REM 0.77 0.64 0.70 193
Wake 0.59 0.70 0.64 98
avg / total∼ 0.74 0.73 0.74 1024
Table 4.1: Precision, Recall and F1-score of the DeepSleep model
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Figure 4.1: Confusion matrix for DeepSleep’s prediction.
picked up the model. It is possible that our model has considered the movement data as a
noise in the heart signal and omitted it from the feature learning. If the movement signal is
given as a separate input to the CNN layers, we can instruct the model to check for significant
changes in the movement signal before making any prediction. This shows that our model
may require more than one signal to perform better classification. Heart-signal in itself may
not be enough to achieve higher accuracies or accuracies close to the clinical settings.
Fig 4.1 gives the confusion matrix report of the model predicted on the test data. The
stages on the x-axis represent the actual or target stages and the ones on the y-axis are the
predicted stages. The confusion matrix shows that the Light stage has been classified the
most correctly followed by Deep and REM. Wake stage has been misclassified the most. It
should be noted that none of the REM stages were detected as Deep. For a model to learn
this kind of differentiation between two important stages shows the representative power of
the model. The REM and the Deep stages are two completely opposite stages. This fact is
largely supported by the model’s predictions as well. Similarly, Deep was never predicted as
Wake and vice-versa. This shows that the model’s features were able to distinguish the Deep
stage from the more movement-affected stages (Wake and REM ). However, Wake has been
misclassified as Light and REM. Similarly, around 56% of the REM instances were wrongly
classified as Light stage. One reason can be the higher number of instances of Light sleep
since there are few misclassifications for Wake and REM. However, this also shows that
the model is not that capable to distinguish the movement-influenced stages. Without the
knowledge about the movement signal, the model will not be able to learn these differences
from the heart signal. This further reiterates the fact that multi-modality can further help
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improve the model.
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Figure 4.2: Sleep hypnogram - PSG (Ground truth) vs DeepSleep’s predictions.
To get a clear picture of the sequential learning ability of our model, we plot the hypno-
grams (sleep patterns) predicted by our model and compare it against the PSG stages (ground
truth). Figure 4.2 shows the sleep patterns according to the PSG data (ground truth data)
and the patterns as classified by our model. From the figure it can be seen that our model
identifies quite accurately the occurrences and transitions of the stages. Most importantly,
the model seems to have learned the important rules of sleep stage transition wherein a REM
stage never follows a Deep stage (and vice-versa). The Light stage always follows the REM or
Deep stage, hence proving itself to be a transitional stage. Similarly, it learns the biological
transition rule for the Wake stage as well. Another important rule that the model learns is
the amount of time spent in Deep and REM stage. For any normal sleep, Deep stage starts
higher during the beginning of the night and gradually decreases. At the same time, the REM
stage gradually increases. This behaviour is captured by our model as can be seen from
the Fig. 4.2. Interestingly, our model choses to predict smoother transitions of sleep stages
unlike the stages scored by the experts. It can be seen around epoch 300 and 420 where the
experts’ scoring makes a sudden transition from Wake to Light, our model chooses to make a
smoother shift to the Light stage. Lastly, Fig. 4.3 shows our model learning the occurrences
of sleep cycles, which is an important factor in determining the sleep quality.
Fig. 4.4 highlights the areas that have been wrongly predicted by the DeepSleep model.
We can see that most of the wrong predictions have been because of the overestimation of
the Light stages. This is supported by the confusion matrix and the f1-score. As explained
earlier, the model rightly identifies the period of most of the sleep stages. The sequence is
almost always predicted. However, it fails to predict the exact onset time of a sleep stage.
Other misclassifications seem to arise due to the model’s nature of predicting a smoother
transition. Around the 100th epoch, the ground truth hypnogram shows that the user’s
sleep suddenly shifted from Wake to Light and then back to Wake. Our model does identify
this behaviour but later chooses to stick with a continuous waveform of Wake sleep. This
behaviour is good if the model is used for general sleep tracking as users prefer to view a
continuous meaningful sleep pattern. However, this level of precision would be necessary if
the model needs to perform comparably with the ground truth standards. Interestingly, this
can also suggest that the model avoids the human disagreement that arises when multiple
experts are scoring the stages. In our work, the agreement score between the two experts is
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Figure 4.3: Detection of sleep cycles by the DeepSleep model.
Study Sensor type #Features Classifier Classes Accuracy
DeepSleep (proposed) BCG 1 1D-CNN + bi-LSTM REM, Deep (NREM) 82.43%
Devot et al. [32], 2007 Textile-ECG 3 Hidden Markov Model (HMM) REM, NREM 81.5%
Kortelainen et al. [73], 2010 BCG 5 HMM and Autoregression REM, NREM 74%
Renevey et al. [108], 2017 PPG, 3D accelerometer 5 HMM REM, NREM 81.35%
Table 4.2: Performance comparison between DeepSleep model and related work on 2-class classification - REM and Deep
(NREM)
80% (𝜅 = 0.8). However, we cannot prove this hypothesis conclusively since we do not have
the individual scorings of the experts.
Comparison of binary classification
In Table 4.2, we compare our model with the prior works on BCG and other non-invasive
sensors that have performed binary classification. Although our proposed model seems to
have comparable scores with other studies, the number of features considered for classifica-
tion in this work is lesser than those of the related works. Devot et al. [32], Kortelainen et
al. [73], and Renevey et al. [108] performed binary classification using more than 3 features.
Considering that, we can say that our model is slightly better than most of the works given
in Table 4.2.
Comparison of multi-class predictions
Table 4.3 compares our DeepSleep model with prior works that have performed multi-class
classification. It can be seen that our model has performed better than the DBN model used
by Langkvist et al. [79]. It should be noted that the other works in Table 4.3 use EEG, EOG,
EMG signals for sleep staging. These signals are relatively easy to perform sleep classification
since they are visually distinguishable. Although our model performs better than Samy et al.
and Längkvist et al., we are not able to fairly compare its performance against other deep
neural net-based works as they use the standard PSG signal as input.
Hence, we attempted to reproduce some of the prior works’ model architectures and ap-
plied them on our Dozee BCG dataset. Table 4.4 compares our DeepSleep model with other
models when applied on our BCG dataset. It can be seen from Table 4.4 that our DeepSleep
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Figure 4.4: Comparing DeepSleep’s true and false predictions.
Study Sensor type #Features Classifier Classes Accuracy
DeepSleep (proposed) BCG 1 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 74%
Samy et al. [111], 2014 BCG 6 KNN, SVM, Naive-Bayes W, L, REM, Deep (NREM) 72%
Längkvist et al. [79], 2012 EEG, EOG, EMG 1 DBN, HMM W, REM, NREM, L 72%
Dong et al. [34], 2018 EEG, EOG 1 LSTM W, REM, NREM, L 86%
Supratak et al. [121], 2017 EEG 1 1D-CNN + LSTM W, REM, NREM, L 86%
Chambon et al. [21], 2018 EEG, EOG, EMG 1 1D-CNN W, REN, NREM, L 87%
Table 4.3: Performance comparison between DeepSleep model and prior works that perform 4-class classification.
model performs better than the other studies. With respect to the classical machine learning-
based baselines, our model performs significantly better due to its robustness to noise and its
self-feature learning capabilities. The classical baseline models required hand-crafted HRV
features to perform classification. However, these features rely on the accurate identification
of heart peaks. Since the peak detection algorithm used in this work was mainly optimized
for ECG signals, it fails to identify peaks in our Dozee BCG data. This could have affected the
quality of the extracted features. Secondly, LDA and HMM were used as classifiers. These
classifiers lack the sequential prediction capability unlike RNN-based classifiers. In terms
of the deep neural net-based models, we argue that the model’s architecture and the design
choices have played an important role in obtaining a performance score. Dong et al. [34] and
Chambon et al. [21] have designed their model to work with the EEG signals. Their architec-
ture captures the brain activity’s frequency range of 8-24 Hz and treats rest of the zones as
sparse data. Hence, multilayer perceptron is used by Dong et al. to remove this sparseness
and a different filter size is set by Chambon et al. to reflect these properties. BCG signal
does not have such kind of discrete activity ranges. Thus when these models are applied
on our BCG dataset, either most of the frequency ranges were cleared or not represented
well. Supratak et al. [121] uses two branches of CNN to extract time-domain and frequency-
domain features. This design seems to apply for our dataset as well but after a certain depth
in the CNN layers, the CNN model begins to extract same and duplicate features. This is
again attributed to the fact that heart activity does not have a discrete frequency spectrum
unlike brain activity. Längkvist et al.’s [79] model is based on the Deep belief networks
(DBNs). Although these models can learn from the raw signal waveforms, they seem to lose
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Study Sensor type #Features Classifier Classes Accuracy
Fonseca et al. [39], 2015 BCG (ECG, RIP) 42 LDA W, REM, Deep, L 63% (69%)
Kortelainen et al. [73], 2010 BCG (BCG) 5 HMM, Autoregression W, REM, Deep, L 64%
Kortelainen et al. [73], 2010 BCG (BCG) 5 HMM, Autoregression REM, Deep (NREM) 70% (74%)
Längkvist et al. [79], 2012 BCG (EEG, EOG, EMG) 1 DBN, HMM W, REM, Deep, L 68% (72%)
Dong et al. [34], 2018 BCG (EEG, EOG) 1 LSTM W, REM, Deep, L 69% (86%)
Supratak et al. [121], 2017 BCG (EEG) 1 1D-CNN + LSTM W, REM, Deep, L 70% (86%)
Chambon et al. [21], 2018 BCG (EEG, EOG, EMG) 1 1D-CNN W, REM, Deep, L 71% (87%)
DeepSleep (proposed) BCG 1 1D-CNN + bi-LSTM W, REM, Deep, L 74%
Table 4.4: Comparison of different model architectures on the Dozee BCG dataset. These models have been reproduced in
this work to make this comparison. The original sensor types used in these models are mentioned in the brackets. The
accuracy scores stated in brackets for the baseline models denote the accuracies as reported in their original works.
their descriptive power when there is a big sequential input.
The confusion matrix in Figure 4.6 shows the misclassifications by the baseline model
(Fonseca et al.’s model). Unlike DeepSleep’s predictions, the baseline model misclassifies
Deep as REM and Wake and vice-versa. Even with 42 features, the model is not capable
to distinguish between the two largely different stages – Deep and REM. However, Table 4.5
shows that the precision for Light and Deep stages is significantly high. It suggests that the
HRV features extracted for this model have a discriminative ability towards Deep and Light
sleep. Interestingly, from Fig. 4.5, we can see that the baseline model’s predictions do not fol-
low the sequential nature of sleep stages. This could be explained by the linear classifier used
for the classification which does not take the temporal order into account. Because of this,
the baseline model does not learn the rules of sleep transitions. This shows that although
the extracted features could model the individual stages well, they could not represent the
transitional and sequential property of these stages. The baseline model directly predicts
Deep
Light
REM
Wake
Sleep Hypnograms - PSG (Ground truth) vs DeepSleep vs Baseline (Fonseca et al.)
Deep
Light
REM
Wake
S
le
ep
 s
ta
ge
s
0 200 400 600 800 1000
Epochs of 30s
Deep
Light
REM
Wake
PSG
DeepSleep
Fonseca et al.
Figure 4.5: Sleep hypnogram - PSG (Ground truth) vs DeepSleep vs Baseline (Fonseca et al. [39]) predictions.
4.2. Transfer learning 53
Deep Light REM Wake
Actual stages
D
ee
p
Li
gh
t
R
E
M
W
ak
e
P
re
di
ct
ed
 s
ta
ge
s
143 65 12 16
51 342 38 66
9 61 100 23
0 26 26 46
0
60
120
180
240
300
Figure 4.6: Confusion matrix depicting the classifications and misclassifications of the Baseline (Fonseca et al. [39]) model.
Wake immediately after Deep or REM (and, vice-versa) in many instances. This behaviour
is not useful for sleep tracking since it does not provide meaningful information. Also, by
predicting such erroneous transitions, it could mislead user into believing that they may be
suffering from disorders like insomnia (in which such kind of patterns can be seen [109]).
Having said that, the baseline model also seems to agree with DeepSleep model’s in pro-
ducing smoother transitions (around epoch 380). The hand-engineered features seem to
model the stages well, given the noisy nature of the BCG signal. The features for Deep and
Light sleep could be used as an external knowledge injection to the DeepSleep to further
improve the model’s classification abilities.
Therefore, with the help of above arguments and our model’s performances against prior
works, we believe that our model’s architecture is specifically suited for heart signals. More-
over, the representative capability of our model suggests that our model architecture could be
used for other heart-based problems such as irregular heart beat detection, apnea detection,
and heart-based biometrics.
4.2. Transfer learning
Table 4.6 shows the overall performance of the DeepSleep model on the different datasets. As
described in Section 3.3.2, the Dozee BCG was used to pre-train the model. The other three
datasets were trained and tested using the pre-trained model. Dozee ECG, MIT-BIH ECG and
precision recall f1-score support
Deep 0.70 0.61 0.65 236
Light 0.69 0.69 0.69 497
REM 0.57 0.52 0.54 193
Wake 0.30 0.47 0.37 98
avg / total 0.63 0.62 0.62 1024
Table 4.5: Precision, Recall and F1-score of the baseline (Fonseca et al. [39]) model.
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Dataset Sensor type #Features #Recordings Classifier Classes Accuracy
Dozee BCG BCG 1 51 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 74%
Dozee ECG ECG 1 51 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 77%
MIT-BIH ECG ECG 1 80 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 82%
Fitbit-PPG PPG 1 12 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 63%
Table 4.6: Performance of DeepSleep model on different datasets and sensor types
Dataset Sensor type #Features #Recordings Classifier Classes Accuracy
MIT-BIH ECG 1 80 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 86%
Dozee BCG BCG 1 51 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 80%
Dozee ECG ECG 1 51 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 84%
Fitbit-PPG PPG 1 12 1D-CNN + bi-LSTM W, L, REM, Deep (NREM) 67%
Table 4.7: DeepSleep model’s performance on different datasets when pre-trained using MIT-BIH ECG.
Fitbit-PPG were used to test the transfer learning setting of this model. It can be seen that
the DeepSleep model performs the best on the MIT-BIH dataset. This can be attributed to
the fact that around 80 full-night recordings containing high resolution of the ECG data is
used for inference testing. The low signal-to-noise ratio of the ECG signal has helped the
model to perform better. This is evident from the slightly better scores using the Dozee ECG
data. Also, it should be noted that both the Dozee ECG and the MIT-BIH contain almost
equal distribution of REM, Deep and Wake classes unlike the Dozee BCG data. Hence, there
is a lower effect of class imbalance when using these datasets. However, the performance
of the DeepSleep model is significantly low when tested on the Fitbit-PPG data. This could
be attributed to the fact that the resolution of the PPG signal was too low for the proposed
model. The sampling rate of the PPG data varied from 100-120 Hz whereas, the pre-trained
model had weights learned using an input signal that was sampled at 250 Hz. One way
to address this issue would be to oversample the PPG dataset, which we did in this work.
Although we could handle the resolution by oversampling, it did not provide any new signal
information. Due to this, the model was able to train and predict using this dataset but its
representative ability was lesser than the other signals. Possible ways to address this issue
could be to use generative networks to generate new samples from the source signal instead
of simply duplicating them. Alternatively, a different classification model could be designed
which has lesser depth and is based on the aggregated features rather than the raw signal
waveform.
According to Torrey and Shavlik, transfer learning could also be used to offset the prob-
lems posed by limited or unlabelled data [127]. To test this hypothesis, we have also pre-
trained our model using the MIT-BIH ’s ECG data as its size is significantly larger than the
other datasets. Later, we tested if our model, pre-trained using the MIT-BIH ECG, is able to
classify stages using the Dozee BCG data. Table 4.7 shows the performance of the DeepSleep
model on the Dozee BCG, Dozee ECG and the Fitbit-PPG dataset, when pre-trained using the
MIT-BIT ECG dataset.
4.3. Sleep quality correlation measurement
Table 4.8 shows the perceived sleep quality scores reported by the users, compared against
the objective scores calculated by the PSG study and by our model. The formula used by the
sleep experts to calculate the sleep quality is:
𝑆𝑄 = 𝑅𝐸𝑀(𝑚𝑖𝑛) + 𝑁𝑅𝐸𝑀(𝑚𝑖𝑛) − 𝐴𝑤𝑎𝑘𝑒𝑛𝑖𝑛𝑔(𝑚𝑖𝑛)Total sleep duration (min) (4.1)
We used the Pearson product-moment correlation test to compute the correlation coeffi-
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Subject ID Duration 1st Record Date SATED score 1 2nd Record Date SATED score 2 Mean SATED score NIMHANS score DeepSleep score
Subject_06_SA 7h 30min 6/8/2018 82 7/8/2018 84 83 86 80
Subject_07_SA 8h 7/8/2018 76 8/8/2018 77 76.5 79 72
Subject_10_SA 6h 14min 10/8/2018 74 11/8/2018 78 76 80 84
Subject_12_SA 6h 30min 12/8/2018 87 13/8/2018 84 85.5 83 80
Subject_14_SA 7h 10min 14/8/2018 86 14/8/2018 83 84.5 84 76
Subject_15_SA 6h 5min 15/8/2018 84 16/8/2018 85 84.5 80 79
Subject_16_SA 6h 50min 16/8/2018 82 17/8/2018 84 83 80 78
Subject_17_SA 6h 10min 17/8/2018 77 18/8/2018 82 79.5 82 84
Subject_20_SA 5h 55min 20/8/2018 64 21/8/2018 71 67.5 70 80
Subject_21_SA 6h 42min 21/8/2018 70 22/8/2018 73 71.5 70 75
Subject_22_SA 7h 24min 22/8/2018 92 23/8/2018 90 91 88 90
Subject_24_SA 7h 5min 24/8/2018 81 25/8/2018 81 81 83 88
Subject_25_SA 7h 10min 25/8/2018 79 26/8/2018 79 79 75 84
Subject_26_SA 6h 45min 26/8/2018 90 27/8/2018 92 91 92 84
Subject_30_SA 7h 5min 30/8/2018 88 31/8/2018 90 89 92 86
Table 4.8: SATED scores: Perceived sleep quality scores reported by users compared against the scores calculated by the
PSG and the DeepSleep model
cient between the mean SATED scores and the scores calculated by the DeepSleep model.
With a coefficient of 𝑟 = 0.43, it suggests that there is a positive correlation between the per-
ceived scores and the objective scores calculated by our model. However, the objective scores
of our model has a strong positive correlation with the objective scores of PSG (𝑟 = 0.48), sug-
gesting that the objective scores underestimate or do not account for some of the perceived
factors.
Initially, for the user study, we only asked the users to fill in the questionnaire few minutes
after waking up. We believed that the user would be able to score his sleep quality, w.r.t to
the SATED dimensions, if they have fresh memory of their sleep. Although it was true, by
following this method, we could not get a good indication of alertness and satisfaction. Almost
every user reported having a maximal score of 10 for alertness immediately after waking up.
Hence, we decided to collect another set of scores from the users after a day of their initial
recording. This way we had two sets of subjective scores - one immediately after waking
up and the other after a day of recording. This way we could see some changes in their
perceived scores for alertness and overall satisfaction. We noticed that some of the perceived
scores for alertness and satisfaction varied a lot from the original score. Feedback from some
of the users supported this fact as they felt that by the end of the day they had a better
understanding of their previous night’s overall sleep quality.
Although this user study helped us understand the factors affecting perceived sleep qual-
ity, it had some limitations. Only two of the five dimensions in the SATED framework actually
questioned the subjective quality of sleep. Most of the users reported high and similar scores
for duration, efficiency and timing. This, coupled with the limited size of the user study, did
not provide us with new or varied information. Secondly, the user study was conducted for
only a single night. It is difficult to encapsulate the overall subjective sleep quality with a
single night of PSG study. However, the need for ground truth data to base our predictions
upon limits our study to just one night. Moreover, since the subjects of this user study were
located in India, it was difficult to get their timely feedback and subjective answers related
to the study. Lastly, we used simple objective sleep metrics like time spent in REM, Deep
and Wake to calculate our objective scores. Factors like time to sleep, circadian rhythm,
time taken to sleep, habitual waking time and mean of weekly sleeping times have been used
in objective sleep quality measurement by some of the studies and sleep clinics. These fac-
tors have been shown to capture some of the dimensions in perceived sleep measurement
[76, 129]. However, we use the simple formulation of objective sleep quality measurement as
it is widely used by sleep clinics and also due to the limitation of our user study. Given the
small size of our user study, we could not experiment with different weights for each of the
sleep stages as recommended by Ohayon et al. [96].

5
Discussion and Future work
Driven by the motivation to provide a non-intrusive way of monitoring and quantifying sleep,
this thesis aimed to enable long-term sleep monitoring by improving the sleep classification
system using non-obtrusive wearable sensors [51, 62, 77]. In this thesis, we aimed to address
the following research question:
How can a sleep classification system be modelled, using BCG sensor data, in order to
achieve a performance comparable to medical standards?
In this chapter, we revisit the research questions and discuss how our model’s architecture
and our training strategies achieve the research goal. In addition, we provide future research
directions by identifying remaining open problems and improvements.
5.1. Discussion
In this section, we discuss our approach towards designing the classification model and how
it helped in addressing the research questions of this thesis. We further discuss how our
model is robust towards noise and the nature of the heart signals. We discuss about the
generalizable capability of our model in learning features from one type of source signal and
apply it on other signal types. We discuss how the model’s sequential learning ability helped
us in obtaining a positive correlation with the subjective sleep quality scores. Finally, we
point out the limitations of our work and the challenges that this classification system would
face while deploying it into a production environment.
In this thesis we designed a model architecture which is different from most of the related
works. The proposed model comprised of a representation and a sequential layer. Addi-
tionally, the model was first pretrained and then finetuned to obtain better results than the
random initialization of weight matrix. The main focus of this work was to identify sleep
stages using the BCG-based heart signal. Our proposed model was able to identify sleep
patterns from the BCG signal. By using 2-phase training technique, the model’s classifi-
cation performance was improved even with the limited amount of data. The first research
sub-question, introduced in section 1.3, laid focus on building a model robust to noise. By
using multiple stacks of CNN blocks in representation layer, our model was able to detect
sleep patterns from the noisy source of heart signal. BCG signals are characterised by the
presence of multiple J-peaks (explained in section 2.1.3) due to noise artefacts introduced
by breathing and movement. Even after being heavily influenced by external artefacts, the
DeepSleep model achieved an F1-score of 74%. Having said that, the model performs better
on the ECG data which could be owed to the fact that the ECG signal has a significantly lower
signal-to-noise ratio than a BCG signal. This shows that although our model is designed to
be robust to noise, it is not able to completely differentiate between the normal samples and
the noise artefacts. This could be addressed by adding more number of samples to the prob-
lem space and incorporating a noise-detection or anomaly detection model. By doing this,
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Figure 5.1: DeepSleep’s true and false prediction zones. The zones highlighted in red indicate the falsely predicted sleep stage
sequence.
we can increase the variance between the normal and the noisy signals. Eventually, usage of
large enough number of data points would also mean that the pre-training phase could then
be essentially bypassed.
The design choices of the model focuses on making it learn and predict from sequences
of heart signal to take the temporal nature into consideration. The sequential layer in our
proposed model handles this aspect of the problem. The bi-directional LSTM first learns the
sequences in the forward run and then approaches them in a backward direction. This way
the bi-LSTM learns the sleep patterns more efficiently. In addition to that, we implemented
a novel way to reset the states of the bi-LSTMs whenever it gets an input from a different
recording. By resetting states, we ensure that the bi-LSTMs treat the input signal as a signal
consisting of 41 different recordings and not as one long signal. This way the sequential
layer learns sleep patterns unique to each recording, just like the way a sleep expert would do.
Additionally, Figure 5.1 shows that the disagreement between the true and false predictions is
usually confined to the sequence of the transitional stages, like Light to Deep or Light to REM.
This disagreement gives a sudden or erratic transition of sleep stages in an otherwise smooth
sleep pattern. Interestingly, the DeepSleep model has supported some of these confusions
in the sleep pattern and in some cases, it has opted to stick with a smoother transitions
instead of erratic ones. This observation is quite interesting since it gives an indication that
the model is, sometimes, better at making decisions about the stage classification than the
human scorers, suggesting a reduced scoring bias introduced by the human scorers. This
gives an overall view about how well the model was able to generalize the sleep sequence,
even if the complete sequence was not predicted accurately. This shows that our model is
generalizable and this property could be helpful in sleep-monitoring applications, if not for
clinical applications.
Our DeepSleep model’s comparison with other deep neural net based models suggest that
although the task of sleep classification is common for all of these models, the architec-
ture and the design choices play an important role for different signal source. Deep neural
network-based studies described in Section 2.3.3 predominantly use the EEG signal type.
This signal is sometimes supported by EMG and EOG. Hence the model architecture re-
flect the type of signals used for training. For instance, Supratak et al. [121] designed a
2-branched CNN model for feature extraction followed by an LSTM for sequential learning.
The 2-branched CNN is highly reflective of the nature of the EEG signal since the EEG signal
is predominantly active in a specified frequency range of 8-20 Hz. This frequency range is
captured by the standalone frequency (or the spectral branch) modelled in Supratak et al.’s
work. This nature of the EEG is similarly captured in Dong et al.’s work as well [34]. The
multilayer perceptrons preceding the LSTM layer ensure that the sparse signal values lying
outside the active EEG frequency range is removed. Hence it is not surprising when these
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models perform quite well on the standard PSG signals but yield lower accuracy scores when
applied on the ECG and the BCG signal. In this matter, our DeepSleep model’s architecture
could be used as the starting point for training or designing other heart-related tasks.
Furthermore, the performance comparison of the reproduced traditional machine learning-
based baseline models with our DeepSleep model suggests some significant advantages of
using deep neural networks. While reproducing Kortelainen et al.’s and Fonseca et al.’s
models, we applied the standard beat detection algorithm, the Pan-Tompkins algorithm [98].
The Pan-Tompkins algorithms works better with the ECG signal due to its low signal-to-noise
ratio. The peaks are clearly distinguishable. However, when applied on the BCG data, many
of the peaks were left undetected. To obtain a better classification accuracy, we manually
checked every labelled beat and corrected them visually. This difficulty was also noted by
Kortelainen et al. [73] in their work owing to the contamination of the BCG signal with the
movement and breathing artefacts. After the manual inspection of the peaks, over 142 and 5
features were extracted for Fonseca et al.’s and Kortelainen et al.’s model. As these features
are extracted using the beat intervals, a wrongly detected beat introduced noisy features.
This could be attributed to the fact that the reproduced works fared poorly (Fonseca et al.:
63% vs 69% originally; Kortelainen et al.: 70% vs 74% originally for 2-classes) on our Dozee-
BCG dataset as compared to their original scores on the ECG dataset. Owing to the noisy
nature of the BCG signal, Kortelainen et al. performed only 2-class classification in their
work. Although the DeepSleep model requires way more training data and training time to
achieve similar scores on the BCG data, it allows for automatic feature extraction and noise
suppression without any requirement for manual inspection. In this aspect, the deep neural
net-based models could be used as alternatives to the more traditional models to design an
end-to-end classification system. Having said that, these deep neural net models lack the
explainability factor which is highly important in the healthcare domain.
The second sub-question focusses on building a transferable sleep classification model.
By using the pretraining and finetuning strategy to train the model, this work has enabled
the model to be reused for different sources of heart signal. The pretrain layer of the model
makes it possible to load the pretrained weights and apply the whole pipeline described in
this thesis to a heart signal obtained from ECG or PPG. The model’s performance on Dozee
ECG (77%), MIT-BIH ECG (82%) and the Fitbit-PPG (63%) shows that transfer learning is
possible with sleep scoring problem. The performance was better when applied on the ECG
signal than on the PPG signal. This could be attributed to the low signal-to-noise ratio in the
ECG when compared to the other non-invasive sensor signals. Moreover, the higher number
of recordings for the ECG signals has a positive effect on the model’s performance. It should
also be noted that the transfer learning setting in our scenario was too restrictive in terms
of signal parameters like sampling rate and number of samples. The model was primarily
pre-trained on the BCG dataset which was sampled at 250 Hz. Since, the Dozee ECG and the
MIT-BIH ECG were sampled at 250 Hz, the pre-trained model’s weights were able to adapt
and learn the features from the ECG signals with less preprocessing. However, the PPG signal
was sampled at an average sampling rate of 120 Hz. Hence, it would not entirely correct to
assume that the same pre-trained model would be able to learn features from the PPG signal.
For such lower sampled signal, a smaller model could have generalized the features better
than our default 16-layered CNN model.
Interestingly, the DeepSleep model performed better for the transfer learning setting when
trained using the MIT-BIH ECG data. This result is in line with one of the application of
transfer learning wherein a largely available dataset could be used to pre-train a model and
be used for classification for an intrinsically different data type. This aspect has been widely
employed in the fields of image recognition using ImageNet [58], NLP’s language models [115,
138] and speech recognition models [3]. Given the encouraging results in this work, the
highly and openly available ECG datasets could be used to train a robust neural net which
can be used as a base model for other heart-based sensor types.
Our third sub-question focussed on testing if the objective sleep quality or sleep efficiency
score correlates with the perceived sleep quality of the subjects. Our correlation test suggests
that there exists a positive correlation between the perceived scores and the objective scores
calculated by our model (𝑟 = 0.43). Additionally, the objective scores of our model has a
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strong positive correlation with the objective scores of PSG (𝑟 = 0.48). This suggests that the
objectives scores of the PSG and DeepSleep match. However, the calculation of the objective
scores takes only the measurable quantities like total time spent in REM and Deep sleep.
Hence, the correlation factor is affected by the model’s precision. The alertness, drowsiness
and the satisfiability factors are not accounted as their assessment can be done only after
the normal duration of sleep. Hence, these objective scores do not give much insight into
the perceived scores even though they have a positive correlation. It can be further improved
by accounting for short awakenings, ambience factors (like temperature, light and humidity)
and sleeping habits like average time to sleep and the usual time of sleeping. Additionally,
our user study was highly limiting in nature to make any conclusion regarding the correlation
between objective and perceived sleep measurement. With only 16 subjects and 5 dimensions
of subjective quality assessment, it is difficult to model user’s perception of sleep quality.
Other factors like time slept and time taken to sleep determine the circadian rhythm of a
user. This factor is important as it suggests the usual sleeping habits of a user. For instance,
a person who has been sleeping at 11 PM almost regularly and takes about 10 minutes to
fall asleep could be said to have a better night of sleep than an individual who sleeps at the
same time but takes around 20-30 minutes. As our SATED-based user study only considered
data from one night of sleep, it was difficult to consider such sleep rhythm patterns into our
objective scoring. Additionally, the user study could be improved by adding more dimensions
to the assessment and by considering user’s feedback alongwith their scores. Long-term
quality assessment frameworks like PSQI can be used in conjunction with SATED questions
to form a better understanding of the perceived sleep quality.
In addition to the above points, training a deep neural network from the ground-up is a
highly computationally intensive task. The pre-train phase takes about 15 hours of train-
ing time when run on a single GPU. By using distributed GPU computing, we reduced the
training time to around 9 hours. In addition to that, hyper-parameter tuning and search-
ing takes around 8 hours of computational time. This inhibits conducting the experiments
frequently with different architecture after every run. Hence, it is important to optimize the
size, complexity and the number of parameters of the deep neural network. Although this
has not been a main concern during this work, it is important to consider this factor for the
model to be easily deployable on portable devices or to be production-ready. Having said
that, to the best of our knowledge, no literature till date has provided a heart signal-based
pre-trained model or even a methodology to build one. With this work, we provide a way to
pre-train an end-to-end, sample-level model using BCG and ECG signals. We believe that
this could pre-trained model could be used to further improve the state of the art in sleep
monitoring tasks and also other heart-related problems like irregular heart-beat detection
[104], classification of heartbeats [30] and heartrate-based biometrics [87, 97, 139]
5.2. Future Work
The presented classification model is, to the best of our knowledge, the first model to use deep
learning algorithms to predict the sleep stages from a non-invasive BCG data. Most of the
prior works have worked on either the EEG or the ECG signals. Although their performances
were comparable to the clinical accuracy, their mode of data collection is invasive and not
suitable for daily home monitoring of sleep. This thesis attempts to address this shortcoming
by designing a model that can learn features and predict sleep stages from the non-invasive
BCG signal and is robust to noise. Having said that, the performance obtained by our pro-
posed model is in the right direction but not yet comparable to the clinical accuracy. In this
section, we identify some of the gaps in this work and present some improvements that could
definitely increase the performance of our model.
Oversampling technique
In this work, we adopted random oversampling as the sampling technique to perform pre-
training. By oversampling the data, we present equal distributions of all the classes to the
CNNs in the representation layer. We have shown how oversampling followed by pre-training
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improved the validation loss over normal pre-training (i.e pre-training on non-oversampled
dataset). However, it should be noted that the random or SMOTE-based oversampling tech-
nique randomly selects samples of the minority class and creates synthetic samples from the
original data. This way the temporal order of the heart signal gets disturbed. The disturbance
of the temporal order could bias CNNs into learning incorrect features. One of the improve-
ment in this direction could be to use a Seq2Seq autoencoder [122] to encode a signal length
of 30 seconds and create a new synthetic sequence of the signal length. The generative prop-
erty of the Seq2Seq network could retain a high amount of correlation and temporal order of
the original sequence and still generate a new sequence. This method is used quite widely in
the field of speech recognition where synthetic voice samples are generated to increase the
training data. This way we could retain the temporal property of the signal and also generate
higher amount of training data. Gong et al. [47] provide a novel way to oversample data for
sequence classification by using a generative Recurrent Neural Network (RNN). This genera-
tive RNN forms a kernel to capture the similarity between the sequences and then generates
new synthetic sequences.
Unsupervised and Semi-supervised learning
One of the biggest challenge in tackling a machine learning problem is obtaining high quality
of annotated data. However, labelling data, especially sensor data like the BCG signal that
are generated at a high sampling rate, is very expensive and complex. For sleep classification,
annotated data can only be obtained by conducting regular sleep studies in collaboration with
sleep doctors and hospitals. Having said that, the unlabelled BCG signal from the sensor
sheet is easily available as the users can record the data from the comfort of their home.
If these high volumes of unlabelled data can be used for training our model then it would
certainly improve its performance. Works like those of Dai et al.[29] and Ramachandran et al.
[105] state how autoencoders can be used to learn representations from the unlabelled data.
More importantly, Ramachandran et al. [105] in their study provide a novel way to pretrain
the sequential networks by using unsupervised seq2seq learning. Secondly, autoencoder
models could also be used as an annotation tool that would annotate the unlabelled data
and re-training (semi-supervised learning) them could improve the final classification.
Multi-Modality
Figure 5.2: Apnea instances identified from the respiratory signal of the Dozee BCG data.
In this thesis, we specifically used only the heart signal from the BCG data. However, it
has been explained in Section 2.1 and 2.1.2 that stages like Wake, Deep, and REM could be
further differentiated using movement signal and breathing signal. One improvement in this
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direction could be to use multiple modalities to train the sleep classification model. This way,
we can further capture the sleep patterns it its most truest form. Additionally, by incorporat-
ing different types of signals into model designing, we can build a multi-task model that can
identify periods of snoring, irregular breathing, irregular heart beat and wakefulness. Figure
5.2 shows the identification of an apnea instance from the respiratory signal by using simple
signal processing techniques. These additional predictions could further improve the model
in making a decision about the stage scoring. Lastly, hand-engineered HRV features could
be used to inject contextual knowledge into the model. A combination of expert’s knowledge
and a self-supervised end-to-end feature extractor and classification system could further im-
prove the prediction ability of the model. Other external factors such as room temperature,
luminosity and humidity could also be injected into the model’s knowledge base.
Effect analysis
This work could also be used as a starting point to study the effect of factors such as alcohol
consumption, smoking, physical activity and dietary-habits on the person’s heart activity.
Demographical and physiological studies like these could give the person a better insight
into his health. Since wearable signals are easily recordable and available, explanation and
recommendation could be incorporated to further guide people towards healthier lifestyle
[102]. Effect analysis could further be used to study the effect of ambience factors like light,
noise level, temperature and humidity on the overall quality of the sleep. This analysis could
also help in improving the correlation between the objective sleep quality scores and the
perceived scores and also help in treating serious sleep issues [8, 126].
Explainability
Visualization and explanation of classification steps of the model could give insights into
improving the development and accuracy of the model. This way we can reduce the black-box
nature of the deep learning models. One such implementation of explainability could be the
usage of attention-based LSTM models for sequential learning. Attention-based models help
us to selectively supervise the working of the RNN-based models by paying close attention
to the internal contextual state sequences. We can check which parts of the signal have got
higher attention from the sequential model. Attention mechanism is widely used in time-
series classification [35] tasks such as sentiment analysis [136], video captioning [42] and
speech recognition [69]. Using such attention mechanism we can understand why some of
the sleep stages were predicted with a higher probability than others.
The explainability factor is useful in the healthcare domain. The predictions have to be
accurate and should be able to explain why the model made a certain prediction. Apart from
tracking, wearable users would want to know why their model assigned a lower or higher
score to their sleep quality, for example. Explanation provides transparency into the model’s
working and makes it more reliable for health monitoring.
Privacy
Wearable signals are easily available owing to the sensors-in-the-wild paradigm. Although
this provides a great benefit in the application of healthcare monitoring, it should be noted
that this data is easily accessible too, raising privacy concerns. In our thesis, we faced
difficulty in accurately predicting sleep stages from the PPG signal as these signals were
obfuscated to preserve the privacy of the users. A different way of model designing and
training should be studied which can form a balance between preserving data privacy and
maintaining model’s training ability. Works like that of Shokri and Shmatikov [117] and Li
et al. [84] provide a way to perform machine learning while preserving privacy on the cloud
by using double key encryption on datasets and allowing training only on a subset of the
dataset.
Other ways to preserve privacy of the user data would be to run the machine learning
models inside the sensor devices. Currently, most of the machine learning models run on
large cloud servers. Because of this, it is required that the user data be transmitted and
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stored on the remote servers. Chances of stealing and illegal usage of data is higher if the
server itself becomes vulnerable to attacks. Hence, edge computing should be employed
wherein the models are deployed and run within the device (sensor device or mobile phone)
itself [9, 130, 138]. This way the data can be limited locally to the device, thus, providing the
users with more control over their data.
5.3. Conclusion
The goal of this study has been to model a sleep classification system using BCG sensor
data such that it achieves a performance comparable to the medical standards. Although
extensive studies have been performed in this field, several of the related works approached
this problem using EEG, ECG, EMG and EOG signals. The mode of collection of these signals
is highly obstructive and is not well suited for long-term sleep monitoring. Our proposed
DeepSleep model potentially provides a way for long-term sleep monitoring from the comfort
of one’s home.
Our model achieved the research objective by using different preprocessing, model design
and training strategies. Our hybrid model architecture enabled us to perform sleep classifi-
cation with least pre-processing and feature engineering. By using stacks of CNN layers to
learn features from the noisy BCG dataset, we were able to tackle the first research subques-
tion of modelling a robust subject-independent system. The shortcut connections along with
the sequential layer ensured that the model pools features common to all the subjects and
also differentiate them based on the bi-LSTM’s context state information. Finally, by employ-
ing a 2-phase training strategy, we were able to address our second research subquestion
of testing our model’s transferability to other sensor types. By pre-training and fine-tuning
our model using the BCG data, we were able to build a pre-trained model that has proved to
perform well on the ECG sensor signal. Our DeepSleep model achieved an accuracy of 82%,
77% and 63% when tested on the MIT-BIH ECG, Dozee ECG, and the Fitbit-PPG dataset.
With a correlation score of 𝑟 = 0.43, our SATED-based user study on perceived sleep quality
further showed that the subjective sleep quality is correlated to the objective sleep quality
measurement reported by our model. Since our model identifies the sequences of stages sig-
nificantly well, we show that with better objective scoring parameters and larger subjective
study, we can further understand user’s perception of his sleep quality.
The performance achieved by our DeepSleep model provides a first step towards sleep
monitoring using non-invasive heart signal. The results show that this model, with some
improvements, could be applied on ECG and PPG-based signals as well. With a mean f1-
score of 74%, and our model’s capability to learn the biological rules of sleep, we showed
that it is possible to monitor, if not diagnose, our sleep patterns. Through our work, we
provided a way to pre-train an end-to-end, sample-level model using BCG and ECG signals.
We believe that this pre-trained model could also be used to further improve the state of
the art in sleep monitoring tasks and other heart-related problems. This possibility could
be a positive step in the healthcare domain as we, could track, monitor and quantify our
sleep-health without having to forego our privacy and comfort.
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