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O controle preditivo, desde que passou a ser utilizado na indu´stria, vem se mostrando
uma importante te´cnica de controle avanc¸ado para processos, onde algumas carac-
ter´ısticas como a capacidade de tratar restric¸o˜es e utilizac¸a˜o de algoritmos que en-
contram soluc¸o˜es o´timas definem a grande vantagem de sua utilizac¸a˜o. Na indu´stria
petroqu´ımica ja´ existem diversas aplicac¸o˜es do controle preditivo, pore´m, devido a` ne-
cessidade de troca de informac¸o˜es com o processo, as vezes se torna invia´vel devido
ao esparsamento geogra´fico dos elementos da planta. Uma alternativa e´ a utilizac¸a˜o
de controles distribu´ıdos, que sa˜o implementados localmente e trabalham em conjunto
para que o desempenho final do controle seja igual ou ate´ mesmo superior ao controle
preditivo centralizado. Este trabalho propo˜e uma estrutura de controle preditivo dis-
tribu´ıdo, baseado no modelo de espac¸o de estados, para ser utilizada em redes dinaˆmicas
lineares onde restric¸o˜es de sa´ıda e entrada de controle sa˜o consideradas na formulac¸a˜o.
Me´todos de ponto-interior sa˜o utilizados para garantir que as soluc¸o˜es produzidas por
agentes de controle distribu´ıdos consigam convergir para a soluc¸a˜o o´tima global do
problema de controle do processo. Utilizando um modelo de coluna de destilac¸a˜o e de
uma rede de tra´fego urbano, o problema de regulac¸a˜o e´ estabelecido e a abordagem
distribu´ıda e´ aplicada. Atrave´s de comparac¸o˜es com outras configurac¸o˜es centralizadas
de controle alguns resultados teo´ricos e nume´ricos sa˜o obtidos.
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Model predictive control, since its first use in industry, has proven to be an effec-
tive technique for advanced control. Its advantages stem from the capacity to handle
constraints in a systematic way and the use of optimization algorithms that can find
optimal solutions. Although many applications are found in the petrochemical indus-
try, sometimes standart MPC become impractical due to the communications between
the control center and the sensors, that are geographically scattered over the plant.
An alternative is the use of distributed controls, which are locally implemented and
work together so that the end performance is comparable to the centralized predictive
control. This work proposes a distributed predictive control structure, based on the
state-space model, to be used in linear dynamic networks where constraints on output
and control-input are considered in the formulation. Interior-point methods are used
to guarantee that the solutions produced by the agents in the distributed control can
reach the global optimal solution of the control problem. Using a model of a distillation
column and of an urban traffic network, the regulation problem is established and the
distributed approach is applied. Through comparisons with other centralized control
schemes some theoretical and numerical results are obtained.
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Cap´ıtulo 1
Introduc¸a˜o
Desde que foram introduzidas na indu´stria, as te´cnicas de controle preditivo baseado
em modelo (MPC) proporcionaram muitos resultados positivos no desempenho do controle
de processos [14]. Estas te´cnicas avanc¸adas de controle multivaria´vel se tornaram tecnologias
importantes para a operac¸a˜o de sistemas dinaˆmicos mais complexos, com vantagens como a
capacidade de tratar restric¸o˜es explicitamente e o uso de algoritmos para conseguir soluc¸o˜es
o´timas.
De forma simplificada, o MPC converte um problema de otimizac¸a˜o dinaˆmica, com
varia´veis dependentes do tempo, em uma se´rie de problemas de otimizac¸a˜o esta´ticos, que
devem ser resolvidos por algoritmos de otimizac¸a˜o. Estas te´cnicas de controle utilizam mode-
los matema´ticos que representam o processo para estabelecer comportamentos futuros e com
esta predic¸a˜o calculam ac¸o˜es de controle que otimizam a resposta deste processo para algum
crite´rio de desempenho pre´-estabelecido, respeitando as restric¸o˜es impostas.
O desenvolvimento cont´ınuo de instrumentac¸a˜o, a necessidade de melhorias nos proces-
sos, a competic¸a˜o de mercado e a necessidade de soluc¸o˜es ambientalmente conscientes teˆm
feito com que os processos de controle se tornem ainda mais complexos. Com isto, a im-
plementac¸a˜o e manutenc¸a˜o de algoritmos MPC centralizados teˆm se tornado uma questa˜o
importante e, muitas vezes, complicada de ser tratada. Alguns dos principais obsta´culos en-
contrados quanto ao uso de te´cnicas de controle avanc¸ado, como o MPC, esta˜o na dificuldade
de comunicac¸a˜o entre sensores e unidades de processamento em sistemas geograficamente
distribu´ıdos e limitac¸o˜es computacionais para alguns problemas de otimizac¸a˜o.
Uma alternativa seria a utilizac¸a˜o de controladores preditivos com abordagem dis-
tribu´ıda, que dividem o problema de otimizac¸a˜o em subproblemas menores que devem ser
resolvidos por uma rede de agentes, preservando, ou ate´ mesmo melhorando, o desempenho
final [11]. Cada agente desta rede seria responsa´vel pelo ca´lculo das ac¸o˜es de controle de
um dos subproblemas, utilizando para isto a troca de informac¸o˜es com os outros agentes
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existentes. Este deve ser um processo iterativo, repetido diversas vezes antes que a ac¸a˜o de
controle final seja enviada para os atuadores da planta, ou seja, a ac¸a˜o de controle de todo o
processo e´ conseguida apo´s uma “negociac¸a˜o” entre a rede de agentes.
O controle preditivo distribu´ıdo e´ uma tecnologia em evoluc¸a˜o, e por causa disto existem
diversas pesquisas com os mais diversos objetivos, tais como a elaborac¸a˜o de algoritmos
para assegurar a cooperac¸a˜o da rede de agentes, te´cnicas para garantir a convergeˆncia dos
problemas distribu´ıdos e ate´ mesmo estudos para o tratamento de restric¸o˜es que acoplam os
agentes. Algumas plantas petroqu´ımicas sa˜o exemplos de grandes sistemas compostos por
subsistemas distribu´ıdos, contudo interligados por restric¸o˜es de operac¸a˜o e sa´ıda do processo.
Outros exemplos de mesma natureza sa˜o as redes de tra´fego urbano e redes de energia ele´trica.
1.1 Colunas de Destilac¸a˜o
A indu´stria petrol´ıfera continua sendo uma das indu´strias mais vitais para o desenvolvi-
mento econoˆmico dos pa´ıses. Quando se refere a` indu´stria petroqu´ımica, ficam subentendidas
todas as demais atividades envolvendo o petro´leo, ga´s natural e seus derivados, ou seja, desde
a explorac¸a˜o, transporte, passando pelo refino ate´ a distribuic¸a˜o.
Aprofundando um pouco mais sobre o refino realizado pelas indu´strias petroqu´ımicas,
este e´, basicamente, um conjunto de processos f´ısicos e qu´ımicos com o objetivo final de
transformac¸a˜o da mate´ria-prima em derivados, comec¸ando sempre por um fracionamento do
o´leo cru nas refinarias [4]. As te´cnicas mais utilizadas de refino sa˜o [56]:
• Destilac¸a˜o: que e´ a maneira mais antiga e comum de separar os va´rios componentes,
usando as diferenc¸as entre as temperaturas de ebulic¸a˜o do petro´leo. Esta operac¸a˜o e´
realizada em colunas de destilac¸a˜o;
• Craqueamento te´rmico: usado para quebrar cadeias longas em outras menores pela
ac¸a˜o de temperaturas elevadas. Permitindo, por exemplo, que uma refinaria transforme
gaso´leos em ga´s de cozinha e gasolina;
• Alquilac¸a˜o / Alcoilac¸a˜o: processo no qual e´ transferido um grupo alquila de uma
mole´cula para outra, visando obter mole´culas maiores (mais complexas) espec´ıficas;
• Craqueamento catal´ıtico: processo de quebra de mole´culas grandes em mole´culas
menores atrave´s de um catalisador.
Observando mais atentamente as colunas de fracionamento, estas sa˜o os elementos mais
importantes dentro de uma refinaria, recebendo investimentos relacionados a` automac¸a˜o e
controle visando garantir qualidade dos produtos e seguranc¸a do processo. Ale´m disso, por
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este ser um mercado muito competitivo, sempre se busca melhorar o desempenho operacio-
nal destes elementos, gerando novas tecnologias, incluindo melhorias no processo de refino,
visando assim aumentar o lucro [19].
Mas apesar de todos os avanc¸os obtidos na engenharia de controle e da tecnologia envol-
vida em refinarias, existem ainda diversas dificuldades quando se trata de controlar unidades
de destilac¸a˜o. Os processos possuem elevados transientes quando o sistema e´ perturbado,
gerando produtos fora da especificac¸a˜o, consequentemente de baixa qualidade, resultando em
desperd´ıcio para a refinaria.
Com estas dificuldades, se tem ainda grande necessidade de estudos para aprimorar as
te´cnicas ja´ existentes de controle de colunas de destilac¸a˜o, assim como o desenvolvimento de
novas te´cnicas para este controle. Neste ponto se insere a proposta deste trabalho, visando
contribuic¸o˜es no controle de unidades de destilac¸a˜o.
1.2 Controle de Fluxos de Tra´fego
O traˆnsito pode ser definido como a utilizac¸a˜o de vias por pessoas, ve´ıculos e animais,
conduzidos ou na˜o, em grupos ou isolados, em circulac¸a˜o ou parados, este u´ltimo podendo
ser para estacionamento ou operac¸a˜o de carga ou descarga [45].
Existem diversos meios de se promover o controle do traˆnsito, sendo um dos mais
utilizados a sinalizac¸a˜o semafo´rica, onde o principal objetivo do controle e´ impedir que o
fluxo de ve´ıculos chegue ao regime saturado, pois nesta condic¸a˜o sa˜o gerados os maiores
problemas, tais como baixas velocidades, maior tempo de permaneˆncia dos ve´ıculos nas vias,
problemas de seguranc¸a e ate´ mesmo problemas de sau´de, com o aumento de emissa˜o de
poluentes.
O nu´mero sempre crescente de ve´ıculos em circulac¸a˜o tem contribu´ıdo significantemente
para o aumento dos congestionamentos urbanos, e os investimentos em novas malhas via´rias
na˜o tem sido suficientes para reduzir estes impactos. Sendo assim, buscam-se novas te´cnicas
de controle semafo´rico que consigam, principalmente, aumentar a eficieˆncia da malha via´ria
existente.
As malhas via´rias podem ser tratadas como subsistemas acoplados, onde o controle
semafo´rico de um cruzamento afeta diretamente os cruzamentos e vias de sua vizinhanc¸a.
Este cena´rio, com distribuic¸a˜o geogra´fica e atualmente com controle descentralizado, e´ um
problema interessante de ser tratado por algoritmos de controle distribu´ıdos.
4 1. Introduc¸a˜o
1.3 Objetivos
Este trabalho propo˜e um algoritmo de controle preditivo distribu´ıdo, aplica´vel em re-
des de sistemas dinaˆmicos lineares com restric¸o˜es nas entradas de controle e acoplamento nas
sa´ıdas. O problema de otimizac¸a˜o do controle preditivo e´ tratado por uma rede de agen-
tes, de forma que as informac¸o˜es deixem de ficar concentradas em uma u´nica unidade de
processamento e os controles passem a ser calculados em n´ıvel local.
Apo´s o desenvolvimento destes algoritmos, resultados sa˜o obtidos atrave´s da aplicac¸a˜o
em um modelo de coluna de destilac¸a˜o e em uma rede de tra´fego urbano, com comparac¸o˜es
realizadas com outras te´cnicas de controle.
1.4 Estrutura
O trabalho comec¸a com a apresentac¸a˜o das caracter´ısticas de funcionamento de uma
coluna de destilac¸a˜o, assim como a apresentac¸a˜o de um modelo para estudos, dispostos no
cap´ıtulo 2. No cap´ıtulo seguinte esta´ o desenvolvimento de um controlador preditivo baseado
em modelo, com toda sua formulac¸a˜o voltada para aplicac¸a˜o no modelo da coluna de des-
tilac¸a˜o. Nesta parte, o ca´lculo das ac¸o˜es de controle e´ centralizado em uma u´nica unidade de
processamento.
No cap´ıtulo 4, o mesmo problema de controle preditivo e´ tratado, pore´m com uma
abordagem distribu´ıda, onde se tem a formulac¸a˜o dos subproblemas que sera˜o atribu´ıdos a
agentes responsa´veis por calcular as ac¸o˜es de controle. No cap´ıtulo seguinte esta˜o os resultados
obtidos apo´s a aplicac¸a˜o dos controladores preditivos na coluna de destilac¸a˜o, comparando
os resultados obtidos atrave´s das abordagens centralizada e distribu´ıda.
O cap´ıtulo 6 estende o tema tratado neste trabalho, onde a formulac¸a˜o sugerida do
controle preditivo distribu´ıdo e´ aplicada em uma rede de tra´fego urbano, estabelecendo com-
parac¸o˜es de desempenho com outras te´cnicas utilizadas. Neste cap´ıtulo tambe´m sa˜o apresen-
tados os resultados utilizando um simulador de tra´fego urbano.
Por fim, o cap´ıtulo 7 retoma os pontos importantes do trabalho, ressaltando as princi-
pais contribuic¸o˜es observadas e definindo sugesto˜es de trabalhos futuros.
Cap´ıtulo 2
Colunas de Destilac¸a˜o
No cap´ıtulo anterior foram apresentadas de forma geral as plantas petroqu´ımicas e
alguns de seus principais elementos, assim como sua importaˆncia na economia. Agora o
trabalho foca-se nas colunas de destilac¸a˜o, que sa˜o elementos de grande importaˆncia na
indu´stria petroqu´ımica. A separac¸a˜o das frac¸o˜es de petro´leo via destilac¸a˜o e´ a principal
operac¸a˜o que ocorre em uma refinaria de petro´leo [23].
A proposta deste cap´ıtulo e´ apresentar algumas das caracter´ısticas ba´sicas de uma
coluna de destilac¸a˜o referentes ao seu princ´ıpio de funcionamento, as principais restric¸o˜es
operacionais e a realizac¸a˜o do controle sobre a mesma. Um modelo linear de coluna de
destilac¸a˜o sera´ apresentado e transformado convenientemente para que nos cap´ıtulos seguintes
seja utilizado junto com a teoria de controle a ser desenvolvida.
2.1 Funcionamento de Colunas de Destilac¸a˜o
A palavra destilac¸a˜o e´ origina´ria do latim distillare, que significa gotejar e descreve o
esta´gio final do processo, quando do gotejamento de um l´ıquido de um condensador para um
recipiente de coleta [20].
Descrevendo em termos pra´ticos, a destilac¸a˜o e´ o processo no qual substaˆncias que
formam uma mistura l´ıquida sa˜o separadas atrave´s de processos de aquecimento, sendo ne-
cessa´rio que os elementos da mistura tenham pontos de ebulic¸a˜o diferentes [29]. Hoje, a
destilac¸a˜o e´ a tecnologia de separac¸a˜o mais importante na indu´stria qu´ımica e petroqu´ımica
[27, 41].
Uma coluna de destilac¸a˜o pode ser descrita como um complexo sistema de escoamento,
cuja finalidade e´ realizar a separac¸a˜o das misturas que sa˜o inseridas na mesma. Existem
diversos tipos de colunas de destilac¸a˜o, determinadas de acordo com o tipo de operac¸a˜o,
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podendo ser cont´ınua ou batelada, pelo nu´mero de componentes da mistura de entrada,
pelo nu´mero de produtos que sera˜o extra´ıdos, pela parte interna da coluna, entre outras
caracter´ısticas [39, 52].
Neste trabalho apenas a coluna de destilac¸a˜o cont´ınua sera´ utilizada, mais especifica-
damente as colunas com prato. Um prato consiste de um equipamento colocado ao longo
da coluna, onde uma camada de l´ıquido se acumula em sua parte superior enquanto os va-
pores ascendentes podem atravessa´-lo, permitindo assim trocas de calor e massa e gerac¸a˜o
de vapor o mais pro´ximo poss´ıvel do equil´ıbrio com o l´ıquido [52]. Este e´ o tipo de coluna
de destilac¸a˜o mais comum, constitu´ıdo de uma sequ¨eˆncia vertical de esta´gios que geralmente
utiliza vapor para fornecer o calor necessa´rio para o processo de destilac¸a˜o. Na Figura 2.1
esta´ representado este sistema.
T
T
T
T
T
A
A
Retirada
de topo
lateral
Retirada
u3 − refluxo da base
y3 − temperatura da base
u2 − vazão de saída lateral
Produto da
Base
y2 − composição do produto lateral
y1 - composição do produto do topo
u1 − vazão de saída do topo
válvula
sensor
manômetro
Figura 2.1: Coluna de destilac¸a˜o
A entrada da mistura e´ geralmente realizada na parte intermedia´ria da coluna, onde
enta˜o o l´ıquido comec¸a a percorrer os canais de descida em direc¸a˜o a` base da coluna, se opondo
ao sentido do vapor de aquecimento, que sobe borbulhando atrave´s do l´ıquido. Um vapor
quente da mistura e´ formado e comec¸a tambe´m a subir pela coluna, mas que vai perdendo
calor com o l´ıquido que encontra na subida e acaba condensando. Este l´ıquido que recebeu o
calor do vapor da mistura tambe´m recebe calor do vapor de aquecimento, formando tambe´m
vapores que tendem a ir para a parte mais alta da coluna [60].
Este ciclo ocorre diversas vezes, acumulando l´ıquidos e gases entre todos os pratos ao
longo da coluna de destilac¸a˜o, fazendo com que a fase de vapor da mistura va´ se enriquecendo
com os compostos mais vola´teis na parte superior da coluna ao mesmo tempo em que a fase
l´ıquida, na base da coluna, aumenta a concentrac¸a˜o de produtos com ponto de ebulic¸a˜o
mais elevado. Devido a este comportamento os escoadouros dos produtos geralmente esta˜o
localizados no topo e na base da coluna, mas podem existir escoadouros intermedia´rios para
produtos que sejam de interesse econoˆmico.
Para conseguir uma separac¸a˜o mais completa dos produtos e´ comum o uso do refluxo
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ou refervedor, onde o produto de partes inferiores da coluna de destilac¸a˜o e´ enviado por meio
de dutos para pratos mais altos.
Algumas caracter´ısticas inerentes ao processo de destilac¸a˜o sa˜o: elevados gradientes de
temperatura, tempo morto e um alto grau de acoplamento entre as varia´veis manipuladas
e controladas [41]. Associado a estas caracter´ısticas teˆm-se um consumo elevado de ener-
gia, devido ao grande consumo de vapor de aquecimento juntamente com a baixa eficieˆncia
termodinaˆmica do processo [46]. Estas caracter´ısticas indeseja´veis atraem pesquisadores e
empresas da a´rea a buscarem soluc¸o˜es para minimizar custos e otimizar os processos.
Por ter grande versatilidade, as colunas sa˜o amplamente utilizadas nas indu´strias. No
entanto, uma operac¸a˜o adequada e´ primordial para que a qualidade dos produtos seja sa-
tisfato´ria e se minimize os efeitos das caracter´ısticas citadas anteriormente e, por isto, uma
atenc¸a˜o especial ao controle aplicado se faz necessa´ria. A sec¸a˜o seguinte trata do sistema de
controle em colunas de destilac¸a˜o.
2.2 Controle de Uma Coluna de Destilac¸a˜o
O controle de uma coluna de destilac¸a˜o deve garantir a seguranc¸a do processo, a es-
pecificac¸a˜o dos produtos e respeitar as restric¸o˜es de operac¸a˜o e regulamentac¸a˜o ambiental,
tudo isto visando a economia no processo [55]. Em uma unidade de destilac¸a˜o, treˆs requisitos
ba´sicos devem ser atendidos [36]:
• balanc¸o de massa: onde se busca manter os n´ıveis na base e nos acumuladores de
maneira que na˜o ocorra inundac¸a˜o nem esvaziamento da coluna de destilac¸a˜o;
• especificac¸a˜o do produto: garantindo a qualidade dos produtos gerados, pois qual-
quer violac¸a˜o neste quesito conduz ao reprocessamento ou a degradac¸a˜o da mistura;
• restric¸o˜es de operac¸a˜o: que devem ser respeitadas, podendo estas ser relativas a`s
presso˜es e temperaturas ao longo da coluna.
Quando estes requisitos esta˜o sendo atendidos, diz-se que a coluna de destilac¸a˜o esta´
em operac¸a˜o normal. Os fatores que afetam a operac¸a˜o normal de uma coluna de destilac¸a˜o
sa˜o dos mais variados tipos, desde as condic¸o˜es de alimentac¸a˜o e refluxo, condic¸o˜es do vapor
de aquecimento e ate´ mesmo as condic¸o˜es do tempo.
Nas indu´strias petroqu´ımicas, quando a produc¸a˜o sai da operac¸a˜o normal, teˆm-se tran-
sientes muito elevados. Sendo assim, o controle deve ser projetado de tal forma que rejeite ou
minimize os efeitos das variac¸o˜es na˜o controladas, fazendo a coluna voltar a` operac¸a˜o normal
e, preferencialmente, minimizando a durac¸a˜o destes transientes [54].
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As varia´veis que devem ser controladas durante a operac¸a˜o de uma coluna de destilac¸a˜o
sa˜o geralmente relacionadas aos n´ıveis, a`s composic¸o˜es dos produtos e a`s presso˜es e tempera-
turas ao longo da coluna. Algumas das varia´veis que podem ser manipuladas para atingir os
objetivos do controle sa˜o aberturas de va´lvulas e ligamento de bombas, que regulam vazo˜es
de entrada/sa´ıda e refluxo [32]. Normalmente estes elementos esta˜o conectados ao topo e a`
base da coluna.
O controle da coluna de destilac¸a˜o para estas varia´veis controladas e manipuladas e´
de certa forma simples, pore´m ainda e´ amplamente estudado para que se possam utilizar
algoritmos e sistemas de controle cada vez mais avanc¸ados. Isto ocorre devido aos custos
envolvidos no processo de destilac¸a˜o, onde melhorias no desempenho representam ganhos
acumulados elevados. Esta busca por melhorias de desempenho pode ser colocada como uma
justificativa para a elaborac¸a˜o deste trabalho.
2.3 Modelo da Coluna de Destilac¸a˜o
Para a aplicac¸a˜o das teorias seguintes foi utilizado o modelo de uma coluna fracionadora
de o´leo pesado, conhecido como Shell heavy oil fractionator [7, 48]. Sua escolha foi devido
a` este ser um modelo bem difundido no meio acadeˆmico e, apesar de na˜o representar um
processo real, possuir uma dinaˆmica que pode ser utilizada de forma dida´tica para estudos
de controle para fracionadores reais, representando um processo multivaria´vel com algumas
restric¸o˜es f´ısicas e operacionais.
Neste modelo, as varia´veis controladas sa˜o a composic¸a˜o do produto no topo, com-
posic¸a˜o do produto na lateral e a temperatura da base, sendo representadas como y1, y2 e y3
respectivamente. As varia´veis que podem ser manipuladas sa˜o a vaza˜o de sa´ıda no topo (u1),
vaza˜o de sa´ıda lateral (u2), e o refluxo da base da coluna (u3).
A representac¸a˜o do sistema pode ser dada por um conjunto de func¸o˜es de transfereˆncia
que relacionam cada entrada com cada sa´ıda. A matriz de func¸o˜es de transfereˆncia do sistema
esta colocada na equac¸a˜o (2.1).


y1(s)
y2(s)
y3(s)

 =


4,05e−27s
1+50s
1,77e−28s
1+60s
5,88e−27s
1+50s
5,39e−18s
1+50s
5,72e−14s
1+60s
6,9e−15s
1+40s
4,38e−20s
1+33s
4,42e−22s
1+44s
7,2
1+19s

 ·


u1(s)
u2(s)
u3(s)

 (2.1)
Algumas restric¸o˜es sa˜o impostas para que o sistema trabalhe dentro de pontos econo-
micamente via´veis de operac¸a˜o. A Tabela 2.1 conte´m estas restric¸o˜es:
Neste trabalho e´ necessa´rio o modelo em tempo discreto da planta, para isto foi utilizado
um amostrador e um segurador de ordem zero para a discretizac¸a˜o do modelo da coluna de
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Restric¸o˜es: Variac¸a˜o:
refluxo da base (u3) de -0,5 a 0,5
vaza˜o do produto do topo (u1) de -0,5 a 0,5
vaza˜o do produto lateral (u2) de -0,5 a 0,5
Tabela 2.1: Restric¸o˜es de operac¸a˜o da coluna de destilac¸a˜o
destilac¸a˜o [24]. Com um per´ıodo de amostragem Ts definido como sendo de quatro minutos,
chega-se a uma matriz de func¸o˜es de transfereˆncias discretas como a que e´ mostrada na
equac¸a˜o (2.2).


y1(z)
y2(z)
y3(z)

 =


0,08(z−1+2,88z−2)
1−0,923z−1
z−6 0,114z
−1
1−0,936z−1
z−7
0,116(z−1+2,883z−2)
1−0,923z−1
z−6
0,211(z−1+,96z−2)
1−0,923z−1
z−4
0,187(z−1+0,967z−2)
1−0,936z−1
z−3
0,17(z−1+2,854z−2)
1−0,905z−1
z−3
0,5z
−1
1−0,886z−1
z−5 0,196z
−1
+0,955z
−2
1−0,913z−1
z−5 1,367z
−1
1−0,81z−1

 ·


u1(z)
u2(z)
u3(z)


(2.2)
Os atrasos foram considerados como po´los em z = 0 para que, depois da transformac¸a˜o em
varia´veis de estados, cada atraso corresponda a um estado do modelo, na˜o sendo perdida
esta informac¸a˜o durante a conversa˜o [24]. As equac¸o˜es (2.3) e (2.4) representam uma parcela
do modelo discreto em varia´veis de estado, onde cada grupo xij , Aij , Bij e Cij conte´m a
informac¸a˜o do acoplamento entre as sa´ıdas e controles da func¸a˜o de transfereˆncia localizada na
linha i e coluna j da matriz de func¸o˜es de transfereˆncia (2.1) e 0 possui dimenso˜es apropriadas.


x11(k + 1)
x21(k + 1)
x31(k + 1)

 =


A11 0 0
0 A21 0
0 0 A31

 ·


x11(k)
x21(k)
x31(k)

+


B11 0 0
B21 0 0
B31 0 0

 ·


u1(k)
u2(k)
u3(k)

 (2.3)
[y1(k + 1)] =
[
C11 0 0 C12 0 0 C13 0 0
]
·


x11(k)
x21(k)
...
x33(k)

 (2.4)
Para exemplificar o resultado da transformac¸a˜o do modelo para varia´veis de estado, um
conjunto de matrizes obtidas neste processo referentes a` entrada u3 e sa´ıda y2 e´ apresentado
na sequeˆncia.
A23 B23
C23 D23
=


0, 905 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0, 170 0, 486 0


(2.5)
Uma comparac¸a˜o entre as respostas a` um degrau de entrada e´ realizada entre os modelos
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cont´ınuo e espac¸o de estados discreto somente com a finalidade de verificar que o modelo
adquirido esta´ correto e conte´m informac¸o˜es como o atraso de transporte. A Figura 2.2
mostra a resposta obtida para a sa´ıda y3 quando e´ aplicado um degrau na entrada u2.
0 50 100 150 200 250
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Tempo (min)
A
m
p
li
tu
de
Figura 2.2: Verificac¸a˜o do modelo
Seguindo com o desenvolvimento do modelo, agrupam-se alguns termos semelhantes da
seguinte forma:
xi =


x1i
x2i
x3i

 , Ai =


A1i 0 0
0 A2i 0
0 0 A3i

 , Ci =


C1i 0 0
0 C2i 0
0 0 C3i

 (2.6)
B1 =


B11 0 0
B21 0 0
B31 0 0

 , B2 =


0 B12 0
0 B22 0
0 B32 0

 , B3 =


0 0 B13
0 0 B23
0 0 B33

 (2.7)
assim, um modelo com o formato da equac¸a˜o (2.8) pode ser obtido.


x1(k + 1)
x2(k + 1)
x3(k + 1)

 =


A1 0 0
0 A2 0
0 0 A3

 ·


x1(k)
x2(k)
x3(k)

+


B1 0 0
0 B2 0
0 0 B3

 ·


u1(k)
u2(k)
u3(k)

 (2.8a)


y1(k + 1)
y2(k + 1)
y3(k + 1)

 = [ C1 C2 C3 ] ·


x1(k)
x2(k)
x3(k)

 (2.8b)
O formato utilizado para representar o modelo possui a caracter´ıstica de facilitar a
decomposic¸a˜o do modelo obtido em uma rede dinaˆmica linear, tratando o sistema como um
conjunto de subsistemas interligados, como apresentado na Figura 3.1.
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Figura 2.3: Rede dinaˆmica linear representando a coluna de destilac¸a˜o
2.4 Suma´rio
Foram apresentados conceitos sobre colunas de destilac¸a˜o e seu controle, assim como um
modelo linear para ser utilizado nos cap´ıtulos seguintes no desenvolvimento dos algoritmos de
controle. No pro´ximo cap´ıtulo sera˜o apresentados conceitos sobre controle preditivo baseado
em modelo utilizando uma formulac¸a˜o centralizada.
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Cap´ıtulo 3
Controle Centralizado
No cap´ıtulo anterior foi apresentado um modelo linear usado para representar as dinaˆ-
micas de uma coluna de destilac¸a˜o [48]. Aprofundando o estudo, sera´ apresentada agora uma
base teo´rica para a formulac¸a˜o de um controlador preditivo baseado em modelos no espac¸o
de estados, passando pela func¸a˜o custo, restric¸o˜es, ate´ a obtenc¸a˜o da lei de controle. Um
me´todo de ponto interior sera´ descrito e com ele sera´ desenvolvido um algoritmo para ser
aplicado na busca da soluc¸a˜o do problema de controle da coluna de destilac¸a˜o.
3.1 Introduc¸a˜o
O controle preditivo baseado em modelo (MPC) refere-se aos me´todos de controle que
utilizam um modelo matema´tico para realizar uma predic¸a˜o da resposta futura de um dado
processo e com isto calcular a lei de controle [49]. O MPC integra uma extensa classe de
aplicac¸o˜es de controle tais como controle o´timo, controle estoca´stico, controle de processos
multivaria´veis e com tempo morto [7].
Desenvolvido originalmente para as necessidades espec´ıficas do controle de usinas gera-
doras de energia ele´trica e refinarias de petro´leo, a tecnologia do MPC pode ser encontrada
hoje em uma ampla variedade de aplicac¸o˜es, incluindo a´reas qu´ımicas, indu´stria de alimentos,
indu´stria automotiva, entre outras [49].
3.2 Definic¸o˜es
Visando facilitar o entendimento do que e´ proposto neste cap´ıtulo, sera˜o descritos a
seguir alguns dos elementos inerentes ao controlador [7] antes de formular o algoritmo MPC
que sera´ aplicado ao problema da coluna de destilac¸a˜o.
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Func¸a˜o Objetivo: Define o crite´rio de desempenho que sera´ utilizado para otimizac¸a˜o no
algoritmo de controle, podendo utilizar quaisquer varia´veis, relacionando-as das mais
diversas formas. O tipo mais comum possui formato quadra´tico, como na equac¸a˜o (3.1),
visando minimizar erros futuros de sa´ıda e o esforc¸o de controle.
J =
p∑
j=1
[yˆ(t+ j|t)− w(t+ j)]2 +
m∑
j=1
[u(t+ j − 1)]2 (3.1)
Nesta equac¸a˜o, p e´ o horizonte de predic¸a˜o, m e´ o horizonte de controle, yˆ refere-se
a` predic¸a˜o da sa´ıda da planta, w e´ a refereˆncia a ser seguida e u e´ o vetor de ac¸o˜es
de controle. Estas formulac¸o˜es podem ainda incluir ponderac¸o˜es em quaisquer dos
elementos utilizados.
Modelo de Predic¸a˜o: E´ o elemento principal do MPC podendo, em princ´ıpio, assumir
qualquer forma matema´tica. Existem diversos tipos de modelos que representam a
relac¸a˜o entrada/sa´ıda de processos, podendo ser a resposta ao impulso, resposta ao
degrau, modelo no espac¸o de estados, entre outros, e dependendo do modelo que se
dispo˜e escolhe-se o tipo de MPC mais apropriado.
Restric¸o˜es: Sa˜o elementos utilizados para representar as limitac¸o˜es do processo, mas na˜o
necessariamente aparecem na formulac¸a˜o do problema. Podem ser de igualdade e de-
sigualdade e relacionam quaisquer elementos do problema, tais como entrada, sa´ıda e
controle. Sa˜o adicionadas a` minimizac¸a˜o e e´ comum serem colocadas em uma matriz de
desigualdades envolvendo o vetor de entrada, assim o problema toma a forma padra˜o
de um problema de programac¸a˜o quadra´tica (QP).
Algoritmo de Controle: Define como funcionara´ o MPC, recebendo a predic¸a˜o do compor-
tamento futuro de um processo e suas restric¸o˜es para um dado horizonte e calculando
o melhor sinal de controle para este horizonte. A estrate´gia e´ enta˜o aplicar no processo
apenas a primeira ac¸a˜o de controle do horizonte, devido a`s impreciso˜es de predic¸a˜o, e
atualizar os paraˆmetros do problema para que um novo problema de otimizac¸a˜o seja
formado. Este processo funciona para um horizonte deslizante, ou seja, e´ repetido a
cada iterac¸a˜o. Outra raza˜o para evitar a aplicac¸a˜o de toda a sequeˆncia e´ que a refereˆncia
pode ser alterada nos pro´ximos intervalos.
3.3 Controle Preditivo Baseado em Modelo
O MPC e´ um me´todo baseado em controle o´timo, isto e´, que calcula as entradas de
controle visando minimizar uma func¸a˜o objetivo, utilizando tanto valores atuais de sa´ıdas do
processo quanto valores preditos por um modelo expl´ıcito do mesmo [5].
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Uma se´rie de vantagens fez com que o uso do MPC na indu´stria crescesse nos u´ltimos
anos [7]. Uma delas e´ que o MPC apresenta conceitos intuitivos, podendo ser usado desde o
controle de processos com dinaˆmicas relativamente simples ate´ as mais complicadas, incluindo
sistemas com grande tempo morto e na˜o lineares. A formulac¸a˜o pode incluir refereˆncias
futuras, quando estas sa˜o conhecidas, e pode ser estendida para problemas multivaria´veis.
Tem-se que o MPC e´ uma te´cnica de controle totalmente aberta que desenvolveu-se tanto na
indu´stria quanto no meio acadeˆmico [14, 30, 51] e e´ baseada em certos princ´ıpios ba´sicos que
permitem ainda muita pesquisa e futuras extenso˜es. Desde sua primeira formulac¸a˜o, muitos
tipos de algoritmos MPC foram desenvolvidos, alguns destes algoritmos sa˜o apresentados na
sequeˆncia.
IDCOM: A primeira vez que aplicac¸o˜es de controle foram descritas com o MPC foi em 1976
[50], onde foi referido como IDCOM, um acroˆnimo para identificac¸a˜o e comando. Este
controlador utilizava a resposta ao impulso da planta como modelo de predic¸a˜o, sua
func¸a˜o objetivo era quadra´tica, podia incluir restric¸o˜es de entrada e sa´ıda e especificava
um seguimento de refereˆncia como comportamento futuro da planta.
DMC: Engenheiros da Shell desenvolveram seu MPC no in´ıcio da de´cada de 70 ao qual
deram o nome de Dynamic Matrix Control (DMC), cujo algoritmo vem sendo utilizado
com sucesso na indu´stria ha´ va´rias de´cadas [30] e dentre suas principais caracter´ısticas
esta˜o a utilizac¸a˜o de um modelo baseado na resposta ao degrau da planta e func¸a˜o
objetivo quadra´tica para um horizonte finito de predic¸a˜o. Em verso˜es subsequentes, o
DMC passou a tratar restric¸o˜es como um problema de programac¸a˜o quadra´tica, e foi
chamado de QDMC [13].
GPC: O GPC foi proposto em 1987 [12] e desde enta˜o tem se tornado um dos me´todos
mais populares no aˆmbito do controle preditivo, podendo tratar plantas insta´veis e de
fase na˜o mı´nima. Este algoritmo utiliza o modelo CARIMA (Controlled Autoregressive
Integrated Moving Average) para representar a planta e perturbac¸o˜es e as predic¸o˜es de
sa´ıda sa˜o feitas utilizando preditores o´timos.
SMOC: No final dos anos 80, foi desenvolvido o Shell Multivariable Optimizing Controller
(SMOC) [37], o qual uniu o espac¸o de estados com os algoritmos do MPC. O algoritmo
SMOC incluiu diversos aspectos que sa˜o considerados essenciais para uma formulac¸a˜o
“moderna” do MPC [49], dentre as novas caracter´ısticas esta˜o os modelos de espac¸o de
estados, que podem representar uma grande variedade de dinaˆmicas lineares.
Aplicac¸o˜es de controle preditivo em colunas de destilac¸a˜o sa˜o amplamente estudadas
devido a sua facilidade de implementac¸a˜o e tratamento de restric¸o˜es de processo [2, 7, 21,
33, 43, 53, 61]. Existem estudos nesta a´rea que utilizam tanto o algoritmo DMC [3, 35]
bem como o GPC [28]. Neste trabalho o estudo do controle sobre a coluna de destilac¸a˜o usa
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o MPC baseado em modelos descritos por varia´veis de estado. Na sec¸a˜o seguinte teˆm-se o
desenvolvimento do algoritmo de controle.
3.4 Formulac¸a˜o do MPC Utilizando Varia´veis de Estado
A formulac¸a˜o sera´ realizada considerando um modelo gene´rico, como o representado na
Figura 3.1, representando sistemas dinaˆmicos lineares obtidos pela interligac¸a˜o de subsistemas
desacoplados onde as dinaˆmicas e os controles sa˜o locais e o acoplamento entre os subsistemas
e´ dado por restric¸o˜es na sa´ıda do processo. O modelo da coluna de destilac¸a˜o se encontra
dentro do conjunto abrangido por esta formulac¸a˜o.
1 2
3
4 5
6
Figura 3.1: Rede dinaˆmica linear gene´rica
Primeiramente denomina-se M = {1, . . . ,M} como o conjunto dos M subsistemas
desacoplados. Cada um destes subsistemas m possui uma dinaˆmica que pode ser descrita
pela equac¸a˜o:
xm(k + 1) = Amxm(k) +Bmum(k) (3.2)
onde xm ∈ R
nm representa o vetor de estados, um ∈ R
pm representa a entrada de controle e
Am e Bm sa˜o matrizes de dimenso˜es apropriadas. A sa´ıda de um dado subsistema m depende
dos estados de subsistemas pertencentes ao conjunto I(m) ⊆ M, que inclui os estados do
subsistema m, por exemplo para o subsistema 4, o conjunto e´ dado por I(4) = {1, 3, 4}. A
equac¸a˜o de sa´ıda dos subsistemas podem ser escritas como:
ym(k) =
∑
i∈I(m)
Cm,ixi(k) (3.3)
onde Cm,i sa˜o matrizes de dimenso˜es adequadas que relacionam os estados do conjunto I(m).
Restric¸o˜es na sa´ıda sa˜o impostas, pois sera˜o utilizadas mais adiante na aplicac¸a˜o da coluna
de destilac¸a˜o. Estas restric¸o˜es de sa´ıda podem ser colocadas como na equac¸a˜o:
yminm ≤ ym(k) ≤ y
max
m (3.4)
Optou-se por uma refereˆncia de entrada sempre em zero, a fim de facilitar a formulac¸a˜o do
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problema. Para o sistema, considerando restric¸o˜es na entrada de controle e sa´ıdas do sistema,
o problema de regulac¸a˜o pode ser descrito da seguinte forma:
min
1
2
M∑
m=1
∞∑
k=0
[
ym(k + 1)
′Qmym(k + 1) + um(k)
′Rmum(k)
]
(3.5a)
S.a: de m = 1, . . . ,M, k = 0, . . . ,∞ :
xm(k + 1) = Amxm(k) +Bmum(k) (3.5b)
ym(k + 1) =
∑
i∈I(m)
Cm,ixi(k + 1) (3.5c)
uminm ≤ um(k) ≤ u
max
m (3.5d)
yminm ≤ ym(k + 1) ≤ y
max
m (3.5e)
Onde Qm sa˜o matrizes sime´tricas positivas semi-definidas, Rm sa˜o matrizes sime´tricas po-
sitivas definidas e a func¸a˜o custo relaciona tanto a sa´ıda quanto o esforc¸o de controle. O
pro´ximo passo e´ aproximar este problema de tempo infinito para um horizonte finito para a
aplicac¸a˜o do MPC.
Dado o vetor x(k) = (x1(k), . . . ,xM (k)) para representar os estados do sistema no
tempo k, o problema pode ser definido como na equac¸a˜o:
P : min f =
1
2
M∑
m=1
T−1∑
j=0
[
yˆm(k + j + 1|k)
′Qmyˆm(k + j + 1|k)
+uˆm(k + j|k)
′Rmuˆm(k + j|k)
]
(3.6a)
S.a : De m = 1, . . . ,M, j = 0, . . . , T − 1 :
xˆm(k + j + 1|k) = Amxˆm(k + j|k) +Bmuˆm(k + j|k) (3.6b)
yˆm(k + j + 1|k) =
∑
i∈I(m)
Cm,ixˆi(k + j + 1|k) (3.6c)
uminm ≤ uˆm(k + j|k) ≤ u
max
m (3.6d)
yminm ≤ yˆm(k + j + 1|k) ≤ y
max
m (3.6e)
xˆm(k|k) = xm(k) (3.6f)
Onde uˆm(k+j|k) representa a predic¸a˜o da entrada de controle do subsistemam para o tempo
(k + j) com as informac¸o˜es obtidas ate´ o tempo k, e da mesma forma yˆm e xˆm sa˜o sa´ıdas
e estados preditos respectivamente. A varia´vel T foi utilizada para definir tanto o horizonte
de predic¸a˜o quanto o horizonte de controle a fim de tornar o desenvolvimento seguinte mais
simples.
A partir deste ponto a notac¸a˜o ′′|k′′ e´ retirada de todas as varia´veis para simplificar a
visualizac¸a˜o das equac¸o˜es. Visando simplificar varia´veis algumas substituic¸o˜es sera˜o realiza-
das. Primeiramente teˆm-se a possibilidade de obter o estado do subsistema m no tempo k
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usando apenas o estado inicial e os controles passados como verificado na equac¸a˜o (3.7), uma
vez que trata-se de um sistema dinaˆmico linear.
xm(1) = Amxm(0) +Bmum(0) (3.7a)
xm(2) = A
2
mxm(0) +AmBmum(0) +Bmum(1) (3.7b)
...
xm(k) = A
k
mxm(0) +
k∑
j=1
Aj−1m Bmum(k − j) (3.7c)
Para as predic¸o˜es pode-se usar o mesmo artif´ıcio, podendo enta˜o representar os estados
preditos e sa´ıdas futuras no tempo (k + t) de uma forma compacta como:
xˆm (k + j) = A
j
mxm (k) +
j∑
l=1
Al−1m Bmuˆm (k + j − l) (3.8a)
yˆm (k + l) =
∑
i∈I(m)
Cm,i
(
Ajixi (k) +
j∑
l=1
Al−1i Biuˆi (k + j − l)
)
(3.8b)
Agrupando agora os termos com a ajuda dos vetores xˆm, uˆm e yˆm para representar as
predic¸o˜es dos estados, controles e sa´ıdas respectivamente para todo o horizonte de predic¸a˜o,
e as matrizes CAm,i e CBm,i para agrupar as matrizes que definem as dinaˆmicas, teˆm-se
agora o seguinte conjunto de vetores e matrizes:
xˆm =


xˆm (k + 1)
...
xˆm (k + T )

 , uˆm =


uˆm (k)
...
uˆm (k + T − 1)


yˆm =


yˆm (k + 1)
...
yˆm (k + T )

 , CAm,i =


Cm,iAi
Cm,iA
2
i
...
Cm,iA
T
i


CBm,i =


Cm,iBi 0 · · · 0
Cm,iAiBi Cm,iBi · · · 0
...
...
. . . 0
Cm,iA
T−1
i Bi Cm,iA
T−2
i Bi · · · Cm,iBi


Utilizando os vetores e matrizes desenvolvidas pode-se escrever a equac¸a˜o da predic¸a˜o das
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sa´ıdas para todo o horizonte conforme a equac¸a˜o:
yˆm =
∑
i∈I(m)
(
CAm,ixi (k) + CBm,iuˆi
)
(3.9)
Define-se agora matrizes Q¯m e R¯m com dimenso˜es apropriadas e vetores uˆ
min
m , uˆ
max
m , yˆ
min
m , e
yˆmaxm como na sequeˆncia:
Q¯m =


Qm 0 · · · 0
0 Qm · · · 0
...
...
. . . 0
0 0 0 Qm

 , R¯m =


Rm 0 · · · 0
0 Rm · · · 0
...
...
. . . 0
0 0 0 Rm


uˆminm =


uminm
...
uminm

 , uˆmaxm =


umaxm
...
umaxm


yˆminm =


yminm
...
yminm

 , yˆmaxm =


ymaxm
...
ymaxm


O problema P pode ser representado por uma forma compacta conforme segue:
P : min f =
1
2
M∑
m=1
[
yˆ′mQ¯myˆm + uˆ
′
mR¯muˆm
]
(3.10a)
S.a : De m = 1, . . . ,M :
yˆm =
∑
i∈I(m)
(
CAm,ixi (k) + CBm,iuˆi
)
(3.10b)
uˆminm ≤ uˆm ≤ uˆ
max
m (3.10c)
yˆminm ≤ yˆm ≤ yˆ
max
m (3.10d)
Para esta formulac¸a˜o, teˆm-se o seguinte [9]:
Observac¸a˜o 3.1. O problema de otimizac¸a˜o P e´ um problema quadra´tico convexo.
Desenvolvendo em P a relac¸a˜o da equac¸a˜o (3.9), pode-se representar o problema utili-
zando apenas o estado atual e os controles. Primeiramente define-se fm como uma parte do
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problema P para um m espec´ıfico para realizar esta substituic¸a˜o:
fm =
1
2

 ∑
i∈I(m)
(
CAm,ixi (k) + CBm,iuˆi
)
′
Q¯m
·

 ∑
i∈I(m)
(
CAm,ixi (k) + CBm,iuˆi
)+ 1
2
uˆ′mR¯muˆm
=
1
2

 ∑
i∈I(m)
CAm,ixi (k)


′
Q¯m

 ∑
i∈I(m)
CAm,ixi (k)


+

 ∑
i∈I(m)
CAm,ixi (k)


′
Q¯m

 ∑
i∈I(m)
CBm,iuˆi


+
1
2

 ∑
i∈I(m)
CBm,iuˆi


′
Q¯m

 ∑
i∈I(m)
CBm,iuˆi


+
1
2
uˆ′mR¯muˆm (3.11a)
Novamente realiza-se um agrupamento de termos definindo os vetores gm,i,j para os termos
que dependem do estado atual e dos controles, as matrizes Hm,i,j para agrupar termos que
dependem somente do controle e cm para agrupar os termos constante de fm como segue:
gm,i,j = CB
′
m,iQ¯mCAm,jxj (k) for i, j ∈ I (m) (3.12a)
Hm,m,m = CB
′
m,mQ¯mCBm,m + R¯m (3.12b)
Hm,i,j = CB
′
m,iQ¯mCBm,j (3.12c)
for i, j ∈ I (m) , i 6= m or j 6= m
cm =
1
2
∑
i∈I(m)
∑
j∈I(m)
xi (k)
′CA
′
m,iQ¯mCAm,jxj (k) (3.12d)
E´ poss´ıvel assim redefinir o problema P como na formulac¸a˜o (3.13), onde agora a repre-
sentac¸a˜o fica somente em func¸a˜o dos controles.
P : min f(uˆ) =
1
2
M∑
m=1
∑
i∈I(m)
∑
j∈I(m)
[
uˆ′iHm,i,juˆj + g
′
m,i,juˆi
]
+
M∑
m=1
cm (3.13a)
S.a : De m = 1, . . . ,M :
uˆminm ≤ uˆm ≤ uˆ
max
m (3.13b)
yˆminm ≤
∑
i∈I(m)
(
CAm,ixi (k) + CBm,iuˆi
)
≤ yˆmaxm (3.13c)
Na formulac¸a˜o atual, pode-se dizer o seguinte [9]:
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Proposic¸a˜o 3.1. f e´ uma func¸a˜o estritamente convexa.
A convexidade estrita e´ uma propriedade que sera´ de grande ajuda no desenvolvimento
dos algoritmos na sequeˆncia deste trabalho. Foram definidos todos os elementos necessa´rios
para realizar a parte de experimentos usando a abordagem centralizada, pore´m existem alguns
aspectos que sera˜o tratados de forma diferente, como por exemplo, as restric¸o˜es da planta.
Existem diversos algoritmos que resolvem os problemas de controle preditivo com a
formulac¸a˜o quadra´tica atual, pore´m neste trabalho o objetivo e´ tratar as restric¸o˜es para que
P deixe de ser um problema de programac¸a˜o quadra´tica com restric¸o˜es e passe a ser um
problema de minimizac¸a˜o irrestrita, onde algoritmos mais simples podem ser utilizados [9].
Esta alterac¸a˜o sera´ importante quando a formulac¸a˜o distribu´ıda for utilizada, pois a resoluc¸a˜o
de subproblemas de programac¸a˜o quadra´tica com restric¸o˜es pode na˜o convergir para o ponto
o´timo global, dificuldade superada com a formulac¸a˜o de problemas de minimizac¸a˜o irrestrita.
Visando este objetivo, sera´ apresentado e aplicado em P o me´todo de barreira logar´ıtmica.
3.5 Me´todo de Barreira Logar´ıtmica
O me´todo de barreira foi proposto por Fiacco e McCormick nos anos sessenta [58],
quando foi chamado de te´cnica de minimizac¸a˜o sequencial irrestrita (SUMT). A ide´ia principal
do me´todo e´ transformar a busca da soluc¸a˜o de um problema de otimizac¸a˜o convexa com
restric¸o˜es em uma sequeˆncia de minimizac¸o˜es irrestritas de subproblemas, onde a soluc¸a˜o de
um subproblema na iterac¸a˜o atual sera´ considerada como o ponto inicial para o subproblema
da pro´xima iterac¸a˜o [22, 25].
Nestes subproblemas, as restric¸o˜es do problema original sa˜o incorporadas na func¸a˜o
objetivo atrave´s de alguma func¸a˜o matema´tica espec´ıfica, fazendo com que pontos pro´ximos
a`s fronteiras das restric¸o˜es tenham pesos elevados. Assim a soluc¸a˜o do problema tende a se
afastar das fronteiras dadas por estas restric¸o˜es.
O problema P pode ser representado de uma forma simplificada como:
P : min f (x) (3.14a)
S. a: Ax ≤ b, (3.14b)
onde Ax ≤ b pode representar o conjunto de todas as restric¸o˜es, tanto do controle quanto
da sa´ıda. Assume-se que o problema e´ resolv´ıvel, ou seja, um x⋆ o´timo existe, e as restric¸o˜es
delimitam um conjunto fechado1. O me´todo de barreira requer um ponto inicial estritamente
1Um conjunto S e´ dito fechado se todo ponto fora de S possui uma vizinhanc¸a disjunta de S [59].
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fact´ıvel e o domı´nio da func¸a˜o e´ o conjunto de pontos que satisfazem as restric¸o˜es de desi-
gualdade do problema (3.14) de forma estrita. Assim, uma func¸a˜o de barreira e´ qualquer
func¸a˜o B (x) : ℜn → ℜ que satisfaz:
• B (x) ≥ 0 para todo x que satisfaz Ax < b, e
• B (x)→∞ quando x se aproxima da fronteira de {x|Ax < b}
O me´todo da barreira logar´ıtmica e´ um dos tipos de me´todos de barreira utilizados
para resolver problemas de otimizac¸a˜o convexos com restric¸o˜es de desigualdade [6]. Sendo a′i
a i -e´sima linha de A, a ide´ia do me´todo e´ tratar as restric¸o˜es usando a func¸a˜o de barreira
logar´ıtmica como a seguir:
φ (x) = −
p∑
i=1
log
(
bi − a
′
ix
)
, dom φ = {x|Ax < b} (3.15)
onde p e´ o nu´mero de restric¸o˜es de P , ou seja, o nu´mero de linhas da matriz A. Aplicando
o me´todo de barreira em P , dado por (3.14), obte´m-se um problema de centralizac¸a˜o dado
por:
P (ǫ) : min g (x) = f (x) + ǫφ (x) (3.16)
onde ǫ > 0 e´ um paraˆmetro que ajusta a exatida˜o da aproximac¸a˜o. Quanto menor ǫ, mais
precisa a aproximac¸a˜o P (ǫ) se torna. A soluc¸a˜o o´tima x⋆ e´ alcanc¸ada resolvendo (3.16)
para uma sequeˆncia decrescente de ǫ → 0+, ou seja, limx
ǫ→0+
(ǫ) = x⋆. O algoritmo 1 possui
um pseudo-co´digo com a estrutura utilizada no me´todo de barreira e a Figura 3.2 ilustra o
resultado da utilizac¸a˜o do me´todo para um problema fict´ıcio.
Algoritmo 1: Me´todo de Barreira
entrada: um x estritamente fact´ıvel, ǫ inicial, taxa de decrescimento µ < 1, e
toleraˆncia γ
iniciar: k = −1 e ǫ(0) = ǫ
repeat
k = k + 1
calcular passo: obter xk resolvendo P (ǫk) com a soluc¸a˜o inicial x
if ǫk > γ/p then
x = xk e ǫk+1 = µǫk
until ǫ(k) ≤ γ/p ;
O me´todo de Newton pode ser utilizado dentro do algoritmo 1 para se alcanc¸ar a soluc¸a˜o
o´tima de x(ǫ) para cada ǫ utilizado, usando para este fim o gradiente e a Hessiana de φ(x) e
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Figura 3.2: Caminho gerado pelo me´todo de barreira
f(x). O algoritmo 2 mostra como utilizar o me´todo de Newton com backtracking line search
[6] para a escolha do tamanho do passo para cada iterac¸a˜o. Este me´todo e´ dependente de
dois paraˆmetros, 0 < α < 0.5 e 0 < β < 1, lembrando que o ajuste destes afeta fortemente o
nu´mero de passos de Newton necessa´rios para a convergeˆncia [6], pore´m esta discussa˜o na˜o
sera´ abordada neste trabalho. O gradiente e a Hessiana das restric¸o˜es, agrupadas em φ, sa˜o
dados por:
∇φ (x) =
p∑
i=1
1
(bi − a′ix)
ai, ∇
2φ (x) =
p∑
i=1
1
(bi − a′ix)
2aia
′
i (3.17)
P (ǫ) possui uma soluc¸a˜o u´nica x⋆(ǫ) para qualquer ǫ > 0 pois g(x) e´ estritamente
convexa. O caminho central P = {x⋆(ǫ) : ǫ > 0} e´ o conjunto de todos os pontos x⋆(ǫ), ǫ > 0,
que sa˜o chamados de pontos centrais. As seguintes condic¸o˜es de otimalidade de primeira
ordem caracterizam um ponto central porque sa˜o condic¸o˜es necessa´rias e suficientes:
∇g(x⋆(ǫ)) = ∇f(x⋆(ǫ)) + ǫ
p∑
i=1
1
(bi − a′ix
⋆)
ai = 0 (3.18)
Com a formulac¸a˜o desenvolvida se tem todos os elementos necessa´rios para enta˜o re-
solver o problema P com a abordagem centralizada.
Algumas observac¸o˜es podem ser feitas neste momento em relac¸a˜o ao Lagrangeano de
P , L(x,λ) = f(x)+
∑p
i=1 λi(a
′
ix− bi), onde λ e´ um vetor de multiplicadores de Lagrange. E´
va´lido dizer que minx L(x,λ), dados valores arbitra´rios de λ ≥ 0, fornece um limite inferior
para o valor objetivo o´timo f⋆ do problema original [38].
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Algoritmo 2: Me´todo de Newton para P (ǫ)
entrada: um ponto inicial x na iterac¸a˜o k, paraˆmetro de barreira ǫ, paraˆmetros do
backtracking α ∈ (0, 1/2) e β ∈ (0, 1), e toleraˆncia τ
while ‖∇g(x)‖ > τ do
obter o passo de Newton ∆x = −∇2g (x)−1∇g (x)
definir s = 1
while g (x+ s∆x) > g (x) + αs∇g (x)′∆x do
s = βs
x = x+ s∆x
sa´ıda: x
As condic¸o˜es (3.18) podem ser usadas para mostrar que todo ponto central fornece um
ponto dual fact´ıvel [9]. Dado x(ǫ), os multiplicadores de Lagrange sa˜o dados por:
λi(ǫ) = −
ǫ
(a′ix(ǫ)− bi)
, i = 1, . . . , p
onde λi(ǫ) > 0, pois (a
′
ix(ǫ) − bi) < 0 para todo i. Pode-se mostrar que (λi(ǫ),x(ǫ)) e´ um
par dual fact´ıvel, e assim:
min{L(x,λ(ǫ)) : x} = f(x(ǫ)) +
p∑
i=1
λi(ǫ)(a
′
ix(ǫ)− bi) = f(x(ǫ))− ǫp (3.19)
e por meio disto, pode-se fornecer uma barreira inferior para o custo o´timo de P da seguinte
forma:
f(x(ǫ))− f⋆ ≤ ǫp (3.20)
Para ilustrar o que foi dito, considere o seguinte problema:
min f = 0, 5u21 − u1u2 + u
2
2 − 4u2 (3.21a)
S.a :
− u1 + 2u2 ≤ 2 (3.21b)
− u1 ≤ −1 (3.21c)
u1 ≤ 8 (3.21d)
− u2 ≤ 0.5 (3.21e)
Este problema de minimizac¸a˜o foi resolvido utilizando o me´todo de barreira logar´ıtmica,
com ponto inicial em x1 = 1 e x2 = 3. Os paraˆmetros do algoritmo foram definidos como
ǫ(0) = 20, toleraˆncia γ = 10−3 e taxa de decrescimento µ = 0, 5. A Figura 3.3 ilustra a
aproximac¸a˜o do resultado o´timo, tanto pelo me´todo de barreira quanto pelo limite inferior
dado pelo Lagrangeano, mostrando como x(ǫ) converge para x⋆ quando ǫ→ 0.
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Figura 3.3: Convergeˆncia de f(x(ǫ))
3.6 Suma´rio
Nesse cap´ıtulo abordou-se o controle preditivo baseado em modelo, mais especificada-
mente usando modelos em varia´veis de estado, onde se desenvolveu uma formulac¸a˜o que sera´
aplicada no modelo da coluna de destilac¸a˜o. Ale´m disto, foi aplicado o me´todo de barreira
logar´ıtmica para tratar as restric¸o˜es do processo. Na sequeˆncia, uma formulac¸a˜o distribu´ıda
sera´ elaborada para o mesmo problema, sendo esta abordagem um dos focos principais do
trabalho.
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Cap´ıtulo 4
Controle Distribu´ıdo
No cap´ıtulo anterior foi elaborado um controlador preditivo baseado em modelos em
varia´veis de estado para que possa ser aplicado no modelo da coluna de destilac¸a˜o. No entanto
a abordagem utilizada foi centralizada, onde todas as informac¸o˜es dos sensores da planta sa˜o
levadas a uma u´nica unidade de processamento e esta e´ quem vai fornecer valores-alvo para
todos os controladores do processo.
Este cap´ıtulo trata do mesmo problema de controle preditivo baseado em modelos em
varia´veis de estado, pore´m com uma abordagem distribu´ıda, onde agentes sa˜o responsa´veis
por controles locais e trocam informac¸o˜es apenas com agentes vizinhos. Esta abordagem pode
ser uma maneira de resolver o problema da centralizac¸a˜o de informac¸o˜es/processamento do
processo.
Tambe´m sera´ apresentado um algoritmo iterativo para ser aplicado na formulac¸a˜o dis-
tribu´ıda a fim de garantir a qualidade dos resultados do ca´lculo de controle para o resultado
o´timo global.
4.1 Introduc¸a˜o
O controle preditivo distribu´ıdo (DMPC) e´ uma tecnologia atual e ainda em evoluc¸a˜o
cujas caracter´ısticas e objetivos sa˜o similares ao MPC, utilizando-se de modelos de predic¸a˜o,
tratando restric¸o˜es e usando algoritmos de otimizac¸a˜o [11]. Pore´m agora a tarefa do ca´lculo
da ac¸a˜o de controle deixa de ser realizada por apenas uma unidade de processamento e passa
a ser distribu´ıda ao longo do processo.
A ide´ia do controle distribu´ıdo e´ dividir o problema de otimizac¸a˜o esta´tico em sub-
problemas menores e mais simples, quando comparados ao problema original, para serem
resolvidos por uma rede de agentes. Cada subproblema seria referente a um controle local e
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cada agente seria responsa´vel em resolver um destes subproblemas, trocando as informac¸o˜es
sobre valores de sa´ıda e ac¸o˜es de controle com outros agentes. O controle resultante em toda
a planta seria obtido apo´s uma negociac¸a˜o entre os agentes, visando um desempenho igual
ao MPC centralizado.
Uma abordagem deste tipo pode trazer diversas vantagens, como por exemplo, durante
alguma modificac¸a˜o da planta, onde ao inve´s de modificar todo o algoritmo centralizado
seria suficiente adicionar novos agentes e modificar apenas os agentes que possu´ırem relac¸a˜o
com estes novos agentes, ou enta˜o durante alguma manutenc¸a˜o, devido aos algoritmos mais
simples dos agentes distribu´ıdos.
Os estudos do DMPC possuem duas frentes principais, uma mais focada na resposta da
aplicac¸a˜o do controle [34, 40, 57], tratando aspectos como estabilidade e desempenho, e outra
que estuda os algoritmos de otimizac¸a˜o [8, 10, 18, 31, 42] , tratando maneiras de se decompor
o problema original e projetando algoritmos para que a soluc¸a˜o o´tima dos subproblemas
distribu´ıdos seja alcanc¸ada. As pro´ximas sec¸o˜es se encaixam no segundo grupo, onde se teˆm
a formulac¸a˜o distribu´ıda do controlador preditivo e a elaborac¸a˜o de um algoritmo distribu´ıdo
para garantir o funcionamento deste controlador.
4.2 Formulac¸a˜o Distribu´ıda
Esta sec¸a˜o trata o problema da formulac¸a˜o distribu´ıda de P , dado pelo sistema de
equac¸o˜es (3.13), realizando a decomposic¸a˜o do problema em uma rede de subproblemas aco-
plados {Pm} [11]. Nesta formulac¸a˜o cada controle local tera´ um agente m, responsa´vel por
computar um vetor de controle uˆm. Considerando a rede de subsistemas da Figura 3.1, sera´
atribu´ıdo um agente para cada subsistema, como ilustrado na Figura 4.1.
Ag2
Ag3
Ag4 Ag5
Ag6
Figura 4.1: Rede de agentes
Para uma perfeita decomposic¸a˜o, cada agente m deve possuir toda a informac¸a˜o do
problema P que depende de uˆm, inclusive as restric¸o˜es. Antes da formulac¸a˜o da decomposic¸a˜o
de P deve-se definir alguns conjuntos especiais:
• O (m) = {i : m ∈ I (i) , i 6= m} para representar o conjunto de vizinhos de sa´ıda de m;
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• C (m) = {(i, j) ∈ I (m)× I (m) : i = m or j = m} para os pares de subsistemas cujos
termos quadra´ticos esta˜o presentes na func¸a˜o custo do subsistema m e utilizam uˆm.
• O (m, l) = {(i, j) ∈ I (l)× I (l) : i = m or j = m} para os pares de subsistemas cujos
termos quadra´ticos esta˜o presentes na func¸a˜o custo do subsistema l, l ∈ O (m) e utilizam
uˆm;
• N(m) = (I (m) ∪O (m) ∪ {i : (i, j) ∈ O (m, l) , l ∈ O (m)})− {m}, define a vizinhanc¸a
do agente m, incluindo os vizinhos de entrada e sa´ıda;
• wˆm = (uˆi : i ∈ N(m)), para o conjunto de sinais de controle dos vizinhos do agente m;
• zˆm = (uˆi : i ∈M−N(m) ∪ {m}), para o conjunto de todos os sinais de controle que
na˜o esta˜o em wˆm ou uˆm.
Para exemplificar a construc¸a˜o destes conjuntos foi utilizado como refereˆncia o agente
3 da rede representada na Figura 4.1. Os conjuntos do agente 3, neste caso, sa˜o dados por:
• I(3) = {1, 2, 3, 4};
• O(3) = {2, 4, 5};
• C(3) = {(1, 3), (3, 1), (2, 3), (3, 2), (3, 3), (3, 4), (4, 3)};
• O(3, 2) = {(2, 3), (3, 2), (3, 3)};
• O(3, 4) = {(1, 3), (3, 1), (3, 3), (3, 4), (4, 3)};
• O(3, 5) = {(3, 3), (3, 5), (5, 3), (3, 6), (6, 3)};
• N(3) = {1, 2, 3, 4, 5, 6}.
Continuando a formulac¸a˜o distribu´ıda, define-se um problema Pm para representar P
para um m qualquer, deixando o problema da seguinte forma:
Pm :
min fm(uˆ) =
1
2
∑
(i,j)∈C(m)
uˆ′iHm,i,juˆj +
∑
i∈I(m)
gm,m,iuˆm + cm
+
1
2
∑
l∈O(m)
∑
(i,j)∈O(m,l)
uˆ′iHl,i,juˆj +
∑
l∈O(m)
∑
(m,j)∈O(m,l)
gl,m,juˆm (4.1a)
S.a :
uˆminm ≤ uˆm ≤ uˆ
max
m (4.1b)
yˆmini ≤
∑
j∈I(i)
(
CAi,jxj(k) + CBi,juˆj
)
≤ yˆmaxi , i ∈ O (m) ∪ {m} (4.1c)
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com Hm,i,j , gm,i,j e cm definidos pelas equac¸o˜es (3.12a) a (3.12d). Neste problema existem
diversos termos que sa˜o relacionados a`s mesmas varia´veis, por isto e´ poss´ıvel simplificar a
representac¸a˜o do problema agrupando estes termos como a seguir:
Hm = Hm,m,m +
∑
l∈O(m)
Hl,m,m (4.2a)
gm =
1
2
∑
(i,m)∈C(m):i6=m
(
H ′m,i,m +Hm,m,i
)
uˆi +
∑
i∈I(m)
gm,m,i
+
1
2
∑
l∈O(m)
∑
(i,m)∈O(m,l):i6=m
(
H ′l,i,m +Hl,m,i
)
uˆi
+
∑
l∈O(m)
∑
(m,j)∈O(m,l)
gl,m,j (4.2b)
Com isto, o problema Pm pode ser reescrito como:
Pm(wˆm) :
min fm(uˆm,wˆm) =
1
2
uˆ′mHmuˆm + g
′
muˆm + cm (4.3a)
S.a :
uˆminm ≤ uˆm ≤ uˆ
max
m (4.3b)
yˆmini ≤
∑
j∈I(i)
(
CAi,jxj (k) + CBi,juˆj
)
≤ yˆmaxi , i ∈ O (m) ∪ {m} (4.3c)
Esta formulac¸a˜o e´ aplicada em cada controle local uˆm do processo e e´ atribu´ıda a cada
agente m. Para este caso, o termo cm e´ constante e poderia ser retirado do problema de
otimizac¸a˜o sem afetar o resultado.
Algumas propriedades e definic¸o˜es importantes da decomposic¸a˜o do problema sa˜o enun-
ciadas a seguir. As demonstrac¸o˜es sa˜o encontradas em [8]:
Corola´rio 4.1. fm(uˆm, wˆm) e´ uma func¸a˜o de uˆm estritamente convexa.
Demonstrac¸a˜o. fm e´ convexo pois suas parcelas yˆ
′
mQ¯myˆm e uˆ
′
mR¯muˆm sa˜o convexas, dado
que Q¯m sa˜o matrizes positivas semi-definidas e R¯m matrizes positivas definidas.
Definic¸a˜o 4.1 (Espac¸os fact´ıveis). Os espac¸os fact´ıveis definidos pelas restric¸o˜es de Pm sa˜o
dados por:
• Um e´ o espac¸o fact´ıvel dado pelas restric¸o˜es de Pm(wˆm);
• U = U1 × · · · × UM e´ o espac¸o fact´ıvel para P ;
• Wm = ×i∈N(m)Ui e´ o espac¸o fact´ıvel das varia´veis na vizinhanc¸a do agente m.
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Hipo´tese 4.1 (Compacidade). O espac¸o fact´ıvel U e´ um conjunto compacto.
Hipo´tese 4.2 (Factibilidade estrita). Existe um uˆ ∈ U tal que as restric¸o˜es de desigualdade
sejam atendidas de forma estrita para todo m ∈M.
Proposic¸a˜o 4.1 (Condic¸o˜es de Otimalidade). Como f e´ uma func¸a˜o convexa e U e´ um
conjunto convexo, uˆ⋆ e´ um mı´nimo local em U se e somente se:
∇f(uˆ⋆)′(uˆ− uˆ⋆) ≥ 0, ∀uˆ ∈ U (4.4)
Um ponto uˆ⋆ que satisfaz a condic¸a˜o (4.4) e´ chamado de ponto estaciona´rio.
Na auseˆncia de restric¸o˜es de acoplamento entre os subsistemas, uma soluc¸a˜o o´tima uˆ⋆
para o conjunto de subproblemas {Pm} seria uma soluc¸a˜o o´tima global, pois P e´ convexo [8].
No entanto, esta relac¸a˜o na˜o e´ va´lida para este trabalho, pois as restric¸o˜es dos subsistemas
acoplam as sa´ıdas do processo.
O problema 3.21 pode ser utilizado para ilustrar esta afirmac¸a˜o. Se simplesmente
for aplicada a teoria da decomposic¸a˜o estabelecida e for utilizada uma resoluc¸a˜o sequencial,
alternando na busca da soluc¸a˜o de u1 e u2 atrave´s de problemas estabelecidos P1 e P2, teˆm-se
um resultado como a trajeto´ria em linha cont´ınua encontrada na Figura 4.2. E´ poss´ıvel ver
que o resultado obtido atrave´s desta abordagem na˜o atinge o valor o´timo, ficando limitada
devido a`s restric¸o˜es existentes.
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Figura 4.2: Convergeˆncia de algoritmos distribu´ıdos.
Uma alternativa para contornar este problema e´ a utilizac¸a˜o de algoritmos de ponto-
interior, produzindo um caminho central ate´ a soluc¸a˜o o´tima do problema [9]. Assim, as
restric¸o˜es dos subproblemas sera˜o tratadas como no cap´ıtulo anterior, aplicando o me´todo de
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barreira logar´ıtmica, e sera´ desenvolvido um algoritmo espec´ıfico para coordenar os agentes
e garantir a convergeˆncia do ca´lculo de controle para o resultado o´timo global. O caminho
central ate´ a soluc¸a˜o o´tima do problema obtida desta forma pode ser visto na trajeto´ria
tracejada na Figura 4.2.
4.3 Algoritmo Distribu´ıdo
Esta sec¸a˜o descreve o algoritmo distribu´ıdo que sera´ utilizado para que cada agente
chegue a` soluc¸a˜o o´tima quando estes forem usados para calcular as ac¸o˜es de controle do
processo. Trata-se de um algoritmo iterativo, com a gerac¸a˜o de uma sequeˆncia de soluc¸o˜es
que tende a` soluc¸a˜o o´tima global. Primeiramente define-se o problema Pm(wˆm) para um ǫ
espec´ıfico como Pm(ǫ):
Pm (ǫ) = min gm(uˆm) = fm(uˆm) + ǫφm(uˆm) (4.5)
onde φm (uˆm) e´ a func¸a˜o barreira logar´ıtmica das restric¸o˜es do processo que dependem dire-
tamente de uˆm, como visto na sec¸a˜o anterior, ou seja, as desigualdades dadas pelas equac¸o˜es
(4.3b) e (4.3c).
A seguir define-se um vetor uˆk =
(
uˆk1, . . . , uˆ
k
M
)
para o conjunto de todas as deciso˜es de
controle do problema P na iterac¸a˜o k. O agente m produz a nova iterac¸a˜o uˆk+1m da seguinte
forma:
uˆk+1m = uˆ
k
m − s
k
m∇gm(uˆ
k
m) (4.6)
onde skm e´ o passo na direc¸a˜o −∇gm(uˆ
k
m), que e´ a direc¸a˜o de ma´ximo descenso. Uma maneira
de se calcular este passo e´ atrave´s do me´todo de backtracking line search [6], citado no cap´ıtulo
anterior e exposto na sequeˆncia no Algoritmo 3:
Algoritmo 3: Me´todo de backtracking
input: um uˆkm estritamente fact´ıvel, uma direc¸a˜o de descenso −∇gm(uˆ
k
m) e os
paraˆmetros do backtracking α ∈ (0, 1/2) e β ∈ (0, 1)
skm = 1
while gm(uˆ
k
m − s
k
m∇gm(uˆ
k
m)) > g(uˆ
k
m)− αs
k
m
∥∥∇gm(uˆkm)∥∥2 do
skm = βs
k
m
output: uˆk+1m = uˆ
k
m − s
k
m∇gm(uˆ
k
m)
Uma outra alternativa seria a utilizac¸a˜o da direc¸a˜o de Newton, dada pela expressa˜o
−∇2gm(uˆ
k
m)
−1∇gm(uˆ
k
m) que, para o caso de uma func¸a˜o gm convexa, tambe´m induz uma
direc¸a˜o de descenso. Neste caso ∇gm
′(−∇2gm(uˆ
k
m)
−1∇gm(uˆ
k
m)) < 0.
Para garantir a convergeˆncia da rede ate´ uma soluc¸a˜o estaciona´ria do problema de
caminho central P (ǫ), algumas suposic¸o˜es devem ser respeitadas ao resolver os problemas
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Pm(ǫ):
Hipo´tese 4.3 (Trabalho S´ıncrono). Se o agente m esta´ revendo sua decisa˜o na iterac¸a˜o k,
enta˜o:
(a) o agente m usa wˆkm para produzir uma aproximac¸a˜o da soluc¸a˜o uˆ
k+1
m para Pm(ǫ), uti-
lizando o passo na direc¸a˜o de descenso;
(b) uˆkm na˜o e´ uma soluc¸a˜o o´tima para Pm(ǫ);
(c) todos os agentes na vizinhac¸a do agente m devem manter suas deciso˜es na iterac¸a˜o k:
uˆk+1i = uˆ
k
i ∀i ∈ N (m).
Hipo´tese 4.4 (Trabalho Ma´ximo e Cont´ınuo). Se uˆk na˜o e´ um ponto estaciona´rio para P (ǫ),
enta˜o o agente m(k) = arg
i∈M
max
{∥∥∇gi(uˆki )∥∥} produz a nova iterac¸a˜o uˆk+1m(k).
Com a perfeita decomposic¸a˜o do problema, onde cada problema Pm(wˆm) e cada pro-
blema de barreira Pm(ǫ) abrangem todos os termos e restric¸o˜es do problema P original que
dependem de uˆm, pode-se dizer o seguinte:
Proposic¸a˜o 4.2. uˆ e´ um ponto estaciona´rio de P (ǫ) se, e somente se, o par (uˆm, wˆm) for
um ponto estaciona´rio para Pm(ǫ) para todo m ∈M.
Um pseudo-co´digo e´ dado no Algoritmo 4, representando o me´todo de barreira dis-
tribu´ıdo aplicado em uma rede. Neste co´digo pode-se observar dois ciclos que devem ser
executados na busca das soluc¸o˜es, sendo um deles para cada iterac¸a˜o k e o outro para a
sequeˆncia decrescente de ǫ. Comec¸ando com uma ac¸a˜o de controle fact´ıvel, os agentes trocam
informac¸o˜es localmente sobre suas deciso˜es, sincronizam seus ca´lculos para que na˜o trabalhem
em paralelo e iteram ate´ atingirem a convergeˆncia.
Ressaltando o problema P (ǫ) tratado com o algoritmo distribu´ıdo, este pode ser obser-
vado no lac¸o de repetic¸a˜o interior do Algoritmo 4. Neste ciclo, a cada iterac¸a˜o k os agentes
devem seguir a estrutura de comunicac¸a˜o estabelecida, fazendo com que o agente m com
maior direc¸a˜o de descenso itere, assim como os agentes, na˜o-vizinhos entre si, que na˜o esta˜o
na vizinhanc¸a de m, repetindo este processo ate´ chegar a` soluc¸a˜o uˆ(ǫ) de P (ǫ). Mediante o
que foi exposto ate´ agora, juntamente com as ana´lises de convergeˆncia encontradas em [9],
pode-se definir o seguinte:
Teorema 4.1. Atrave´s das Hipo´teses 4.3 e 4.4, o algoritmo distribu´ıdo com passo de descenso
por gradiente fornece uma sequeˆncia de iterandos uˆk convergente para a soluc¸a˜o uˆ(ǫ) do
problema de centralizac¸a˜o P (ǫ).
Assim, com tudo que foi exposto ate´ agora, se teˆm toda a teoria para a aplicac¸a˜o dos
controles centralizado e distribu´ıdo na coluna de destilac¸a˜o, podendo enta˜o comec¸ar a parte
de aplicac¸a˜o e ana´lise de resultados deste trabalho.
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Algoritmo 4: Me´todo de barreira distribu´ıdo
entrada: (uˆ01 · · · uˆ
0
M ) estritamente fact´ıveis, ǫ = ǫ
0 > 0, 0 < µ < 1, toleraˆncia
e > 0 e teste de parada δ = false.
repeat
repeat: (Soluc¸a˜o do problema de centralizac¸a˜o, P (ǫ))
calculam-se os passos de descenso, −∇gi(uˆ
k
i ), ∀i ∈M;
o agente m que tiver a maior taxa de decrescimento recebe wˆkm e calcula
uˆk+1m para o ǫ atual usando o me´todo de descenso com backtracking ;
os agentes i na˜o vizinhos entre si e que na˜o esta˜o na vizinhanc¸a do agente
m calculam uˆk+1i para o ǫ atual;
os demais agentes, j, mante´m uˆk+1j = u
k
j ;
uˆk+1 :=
{
uˆk+11 · · · uˆ
k+1
M
}
;
if uˆk for um ponto estaciona´rio para P (ǫ) then
δ := true;
else
k := k + 1;
until δ = true ;
ǫ := µǫ;
until ǫ < e ;
4.4 Suma´rio
Neste cap´ıtulo foi apresentada uma formulac¸a˜o distribu´ıda para o problema de controle
preditivo baseado em modelos no espac¸o de estados, juntamente com um algoritmo distribu´ıdo
para garantir bons resultados. Esta formulac¸a˜o sera´ aplicada mais adiante, a fim de comparar
a abordagem centralizada com a distribu´ıda.
No pro´ximo cap´ıtulo sera˜o aplicadas as formulac¸o˜es no modelo da coluna de destilac¸a˜o
e sera˜o expostos os resultados, comparando tempo de processamento, desempenho, entre
outros aspectos.
Cap´ıtulo 5
Resultados Experimentais
Com o conteu´do descrito nos cap´ıtulos anteriores ficaram definidos todos os elementos
teo´ricos do trabalho sobre os controles centralizado e distribu´ıdo. Parte-se agora para a
aplicac¸a˜o das formulac¸o˜es dos controladores preditivos no modelo da coluna de destilac¸a˜o.
O objetivo principal do cap´ıtulo e´ verificar o funcionamento do DMPC comparado
ao algoritmo centralizado, observando os ca´lculos de controle, sa´ıda do processo, tempo de
processamento, entre outros aspectos.
5.1 Aplicac¸a˜o das Formulac¸o˜es no Modelo
Retomando alguns aspectos do modelo da coluna de destilac¸a˜o, este e´ composto por treˆs
entradas (u1, u2 e u3) e treˆs sa´ıdas (y1, y2 e y3). O modelo no espac¸o de estados destaca os
grupos de matrizes que indicam os acoplamentos entre as entradas e sa´ıdas do processo. Para
este modelo, devido ao acoplamento direto entre todas as varia´veis, o conjunto de vizinhos
de entrada I (m) e´ igual a` {1, 2, 3} para qualquer m.
As matrizes de ponderac¸o˜es dos controladores, referentes a`s ac¸o˜es de controle e erro
de seguimento, foram definidas com valores unita´rios, pois este ajuste na˜o e´ o foco deste
trabalho. As restric¸o˜es utilizadas demarcam valores ma´ximo e mı´nimo de ac¸a˜o de controle e
sa´ıda do processo, e esta˜o no formato de programac¸a˜o quadra´tica, sendo expandidas conforme
o horizonte de predic¸a˜o.
Sera˜o comparados os resultados de treˆs algoritmos distintos, sendo dois deles com abor-
dagem centralizada e o outro sendo o distribu´ıdo. O primeiro algoritmo centralizado utiliza
a formulac¸a˜o de programac¸a˜o quadra´tica convencional, onde a soluc¸a˜o de P e´ obtida com a
ajuda do solver QUADPROG, espec´ıfico do Matlab R© para problemas na forma quadra´tica
com restric¸o˜es. Este me´todo sera´ denominado como centQP .
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O segundo algoritmo centralizado e´ baseado na teoria discutida no Cap´ıtulo 3, onde a
soluc¸a˜o de P e´ encontrada com a aplicac¸a˜o do me´todo de barreira logar´ıtmica para tratar as
restric¸o˜es do problema. Este me´todo sera´ chamado de centBr.
O terceiro algoritmo, distBr, trata da abordagem distribu´ıda usando o me´todo de bar-
reira. Para esta abordagem primeiramente se deve estabelecer quais sa˜o os elementos dos
conjuntos utilizados na formulac¸a˜o.
Ale´m de I (m) = {1, 2, 3} para qualquer m, a vizinhanc¸a e´ igual ao conjunto de sa´ıda
para cada agente m. Outros conjuntos sa˜o dados na Tabela 5.1.
Tabela 5.1: Conjuntos de cada agente
m O(m) C(m) O(m, k) wˆm
1 {2,3} {(1,1),(1,2),(2,1),(1,3),(3,1)} O(1,2) = O(1,3) = C(1) {uˆ2, uˆ3}
2 {1,3} {(1,2),(2,1),(2,2),(2,3),(3,2)} O(2,1) = O(2,3) = C(2) {uˆ1, uˆ3}
3 {1,2} {(1,3),(3,1),(2,3),(3,2),(3,3)} O(3,1) = O(3,2) = C(3) {uˆ1, uˆ2}
Os vetores zˆm sa˜o de dimensa˜o nula para todos os m. Com estes vetores estabelecidos,
pode-se montar cada um dos problemas Pm do algoritmo distribu´ıdo. Outros elementos,
referentes a`s varia´veis e crite´rios de convergeˆncia dos algoritmos, foram definidos como a
seguir:
• O crite´rio de convergeˆncia do me´todo de Newton, utilizado no centBr e distBr, foi
adotado como τ ≤ 10−5;
• A toleraˆncia do me´todo de barreira foi escolhida como γ ≤ 10−4;
• O crite´rio de convergeˆncia adotado no algoritmo distribu´ıdo foi e ≤ 10−4;
• Dez pontos iniciais aleato´rios foram utilizados nos experimentos, deixando-os primeira-
mente fact´ıveis. Estes pontos se encontram na Tabela 5.2;
• O valor inicial de ǫ, usado no me´todo de barreira, foi de 103;
• Os horizontes de predic¸a˜o analisados foram T = {1, 2, 5, 10, 15, 20, 25, 30};
• As taxas de decaimento para os me´todos de ponto-interior foram µ ∈ {0, 05; 0, 1; 0, 3; 0, 5}.
As soluc¸o˜es passadas sobre o controle poderiam ser utilizadas como uma aproximac¸a˜o
inicial do problema de otimizac¸a˜o (hot start), pore´m isto na˜o foi feito para enfatizar o que
seria o pior caso poss´ıvel. Os experimentos foram realizados variando os tipos de algoritmos,
horizonte de predic¸a˜o e taxa de decaimento. Na pro´xima sec¸a˜o esta˜o os resultados obtidos.
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Tabela 5.2: Condic¸o˜es iniciais
Sa´ıda C.I.1 C.I.2 C.I.3 C.I.4 C.I.5 C.I.6 C.I.7 C.I.8 C.I.9 C.I.10
y1 0,500 -0,500 -0,201 -0,379 0,171 -0,082 -0,265 0,178 -0,044 0,334
y2 0,212 0,121 0,297 0,015 0,338 0,273 -0,010 0,149 -0,014 0,028
y3 -0,241 -0,079 -0,500 -0,212 -0,438 0,353 -0,500 -0,492 0,500 0,412
5.2 Resultados Nume´ricos
Em etapas iniciais do estudo foram obtidos resultados com o DMPC sem o uso de
restric¸o˜es, apenas averiguando o funcionamento da distribuic¸a˜o do problema P . Apesar de a
aplicac¸a˜o ser muito semelhante a` teoria estabelecida, existem algumas diferenc¸as que devem
ser expostas.
Ale´m de se omitirem as restric¸o˜es, a formulac¸a˜o do controle preditivo utilizada e´ baseada
na resposta ao degrau da coluna de destilac¸a˜o (DMC) [30] e o controle tem como objetivo
o seguimento de uma refereˆncia, diferente da formulac¸a˜o estabelecida neste trabalho. Mais
detalhes sobre esta formulac¸a˜o podem ser encontradas em [47].
Os resultados obtidos das sa´ıdas e ac¸o˜es de controle das abordagens centralizada e
distribu´ıda esta˜o na Figura 5.1.
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Figura 5.1: Comparac¸a˜o entre controles aplicados na coluna de destilac¸a˜o
O comportamento observado com a abordagem distribu´ıda foi semelhante ao resultado
obtido com o controle centralizado, sendo este um ind´ıcio de que a formulac¸a˜o distribu´ıda
funciona ta˜o bem quanto a` centralizada.
Os pro´ximos resultados sa˜o referentes a` teoria demonstrada neste trabalho, onde o
objetivo agora e´ levar as sa´ıdas para zero. A func¸a˜o objetivo dada em (3.10) e´ usada para
comparac¸o˜es nos experimentos computacionais, sendo referenciada como custo. A Tabela
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5.3 possui a me´dia dos resultados dos custos obtidos com os dez pontos iniciais e os quatro
valores diferentes de µ para cada horizonte de predic¸a˜o considerado.
Tabela 5.3: Me´dias dos custos da coluna de destilac¸a˜o, para todos os µ
T centQP centBr distBr
1 0,1405 0,1405 0,1405
2 0,2892 0,2892 0,2892
5 1,0140 1,0140 1,0140
10 1,8297 1,8297 1,8297
15 2,1495 2,1495 2,1495
20 2,2807 2,2807 2,2807
25 2,3428 2,3428 2,3428
30 2,3766 2,3766 2,3766
A comparac¸a˜o entre os custos dos algoritmos centralizados serve para comprovar que
o me´todo de barreira funciona adequadamente para calcular as ac¸o˜es de controle, pois a
diferenc¸a existente e´ somente devido aos crite´rios de convergeˆncia adotados.
A diferenc¸a entre o custo do distBr e dos algoritmos centralizados e´ menor que 3 ×
10−3, assim como a diferenc¸a entre os valores de controle calculados, o que significa que
resolver o conjunto de problemas distribu´ıdos {Pm} e´ equivalente a resolver o problema P ,
demonstrando a funcionalidade do algoritmo distribu´ıdo estabelecido.
As Tabelas 5.4 a` 5.6 conte´m os resultados relacionados ao tempo gasto nos experi-
mentos, comparando centQP , centBr e distBr. Um computador com um processador AMD
TurionTM 64x2 1.60 GHz e 2048 MB de memo´ria foi usado para a realizac¸a˜o destes experi-
mentos. O tempo e´ dado em segundos e representa o tempo me´dio, juntamente com o desvio
padra˜o, necessa´rio no ca´lculo das ac¸o˜es de controle de grupos de experimentos, compostos por
dez condic¸o˜es iniciais e variac¸o˜es da taxa de decaimento. Estes resultados incluem o tempo
de negociac¸a˜o entre os agentes na abordagem distribu´ıda.
Comparando os tempos dos algoritmos centralizados, percebe-se que o algoritmo de
barreira e´ mais lento, pore´m esta diferenc¸a na˜o e´ de tal forma que inviabilizaria a utilizac¸a˜o
deste algoritmo. E´ importante notar que o centQP resolve o problema com um algoritmo
espec´ıfico, que na˜o se teˆm acesso para modificac¸o˜es ta˜o facilmente, enquanto que centBr e´
de fa´cil implementac¸a˜o, podendo este ser um dos motivos da adoc¸a˜o do me´todo de barreira,
sacrificando um pouco o tempo de processamento.
Comparando os resultados do distBr com os demais, pode-se perceber, como esperado,
que quanto maior o valor do horizonte de predic¸a˜o, mais tempo e´ necessa´rio para atingir a
soluc¸a˜o. Pore´m o tempo necessa´rio sempre foi menor que um segundo, o que e´ um resultado
promissor, visando aplicac¸o˜es reais. Neste ponto e´ va´lido lembrar que, devido ao modelo
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Tabela 5.4: Tempo me´dio de processamento, para µ = 0, 1
T centQP centBr distBr
1 0, 0065± 0, 0047 0, 0072± 0, 0027 0, 0173± 0, 0024
2 0, 0068± 0, 0051 0, 0136± 0, 0172 0, 0244± 0, 0047
5 0, 0045± 0, 0009 0, 0256± 0, 0208 0, 0412± 0, 0126
10 0, 0244± 0, 0306 0, 0376± 0, 0332 0, 1224± 0, 0321
15 0, 0147± 0, 0221 0, 0621± 0, 0316 0, 2220± 0, 0854
20 0, 0515± 0, 0219 0, 0875± 0, 0510 0, 2726± 0, 1206
25 0, 0635± 0, 0169 0, 1487± 0, 0412 0, 4029± 0, 0857
30 0, 0716± 0, 0109 0, 2423± 0, 0409 0, 5388± 0, 0593
Tabela 5.5: Tempo me´dio de processamento, para µ = 0, 3
T centQP centBr distBr
1 0, 0051± 0, 0005 0, 0077± 0, 0006 0, 0247± 0, 0035
2 0, 0057± 0, 0015 0, 0148± 0, 0127 0, 0364± 0, 0096
5 0, 0052± 0, 0001 0, 0152± 0, 0010 0, 0626± 0, 0065
10 0, 0152± 0, 0190 0, 0414± 0, 0234 0, 1483± 0, 0528
15 0, 0171± 0, 0206 0, 0753± 0, 0100 0, 2623± 0, 0801
20 0, 0483± 0, 0030 0, 1128± 0, 0517 0, 3453± 0, 0608
25 0, 0723± 0, 0405 0, 2954± 0, 1748 0, 6940± 0, 2504
30 0, 1159± 0, 0741 0, 4346± 0, 1531 0, 7320± 0, 1552
utilizado da coluna de destilac¸a˜o, na˜o houve paralelismo no ca´lculo das ac¸o˜es de controle, o
que seria um ponto favora´vel na utilizac¸a˜o do algoritmo distribu´ıdo.
Um ponto a ser discutido e´ a utilizac¸a˜o de horizontes de predic¸a˜o menores que o atraso.
Em situac¸o˜es reais isto na˜o deveria acontecer, pore´m como o objetivo era demonstrar que a
formulac¸a˜o distribu´ıda atua da mesma maneira que a centralizada, enta˜o estes experimentos
podem ser considerados va´lidos.
O nu´mero de iterac¸o˜es entre os agentes para troca de informac¸o˜es tambe´m foi contabi-
lizado. A Figura 5.2 representa os valores me´dios obtidos nos experimentos, para variac¸o˜es
no horizonte de predic¸a˜o e taxa de decaimento do me´todo de barreira, onde em cada gra´fico
variou-se um dos paraˆmetros enquanto se usavam todas as possibilidades do outro paraˆmetro.
Pode-se notar que a escolha de µ e´ mais cr´ıtica para o nu´mero total de iterac¸o˜es, que e´ um
fator extremamente importante para objetivos de aplicac¸o˜es pra´ticas.
A Figura 5.3 pode ser usada para reforc¸ar as concluso˜es a respeito do paraˆmetro µ.
Cada curva nesta Figura representa a curva me´dia da convergeˆncia do algoritmo para um
horizonte de predic¸a˜o fixo em T = 15 e para as dez condic¸o˜es iniciais estabelecidas. As
variac¸o˜es de µ utilizadas ilustram a importaˆncia do ajuste deste paraˆmetro como crite´rio de
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Tabela 5.6: Tempo me´dio de processamento, para µ = 0, 5
T centQP centBr distBr
1 0, 0074± 0, 0090 0, 0108± 0, 0007 0, 0465± 0, 0082
2 0, 0063± 0, 0052 0, 0289± 0, 0302 0, 0636± 0, 0245
5 0, 0195± 0, 0253 0, 0264± 0, 0109 0, 1112± 0, 0545
10 0, 0063± 0, 0004 0, 0570± 0, 0034 0, 3003± 0, 2854
15 0, 0272± 0, 0254 0, 1076± 0, 0226 0, 2807± 0, 0376
20 0, 0479± 0, 0026 0, 1672± 0, 0447 0, 4924± 0, 0604
25 0, 0773± 0, 0247 0, 5150± 0, 1976 0, 8130± 0, 1939
30 0, 0794± 0, 0332 0, 6295± 0, 1524 0, 9078± 0, 1459
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Figura 5.2: Iterac¸o˜es do algoritmo variando T e µ, respectivamente.
convergeˆncia do algoritmo.
Outra abordagem poderia ser a de utilizar um nu´mero ma´ximo de iterac¸o˜es entre
agentes juntamente com os crite´rios de convergeˆncia, a fim de garantir o cumprimento dos
prazos entre os intervalos de amostragem, mas toda a modificac¸a˜o estabelece um compromisso
entre velocidade e qualidade.
O modelo se mostrou um pouco inadequado para os objetivos do estudo, devido ao
forte acoplamento entre as varia´veis. Modelos mais esparsos devem ser utilizados, onde a
abordagem distribu´ıda pode mostrar resultados mais competitivos comparados aos algoritmos
centralizados.
Finalizando as ana´lises, pode-se dizer que o MPC centralizado pode ser modificado em
uma rede de agentes, calculando as ac¸o˜es de controle de forma distribu´ıda, sem grandes perdas
de desempenho e ate´ mesmo fornecendo vantagens, uma vez que o esforc¸o computacional
necessa´rio na resoluc¸a˜o de cada problema distribu´ıdo e´ menor.
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5.3 Suma´rio
Neste cap´ıtulo foram aplicados e comparados os controles MPC e DMPC no modelo
da coluna de destilac¸a˜o, os resultados obtidos foram de experimentos nume´ricos, observando
as diferenc¸as entre os controles, tempo de processamento, entre outros aspectos.
No pro´ximo cap´ıtulo sera´ apresentada uma aplicac¸a˜o do DMPC em malhas via´rias
urbanas. Os resultados a serem comparados foram obtidos com a ajuda de um simulador
profissional de tra´fego veicular, a fim de validar o funcionamento do controle preditivo dis-
tribu´ıdo.
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Cap´ıtulo 6
Controle de Tra´fego Urbano
Este cap´ıtulo trata da aplicac¸a˜o do controle preditivo distribu´ıdo em uma malha via´ria
urbana (MVU), visando o controle de tra´fego veicular. Estes foram estudos realizados pa-
ralelamente ao estudo na coluna de destilac¸a˜o, podendo ser colocado como uma extensa˜o
de outra pesquisa de mestrado sobre aplicac¸a˜o de controle preditivo distribu´ıdo aplicado em
redes veiculares [15].
Para o trabalho atual, a MVU foi estendida e a te´cnica utilizada para o ca´lculo das
ac¸o˜es de controle foi modificada. Os resultados foram promissores, por isto optou-se por
incorporar este cap´ıtulo nesta dissertac¸a˜o.
No cap´ıtulo esta˜o to´picos relacionados a` modelagem de redes de tra´fego urbano, for-
mulac¸a˜o do controle preditivo baseado em modelo e a ana´lise dos resultados nume´ricos e
simulados obtidos.
6.1 Introduc¸a˜o
O nu´mero crescente de ve´ıculos faz com que os sistemas de tra´fego funcionem perto dos
seus limites, invariavelmente aumentando o congestionamento, ocasionando atrasos, aumen-
tando o n´ıvel de emisso˜es de poluentes, e reduzindo a seguranc¸a e o conforto de motoristas e
viajantes habituais [44].
Alterar fisicamente as MVUs pode resolver estes problemas, pore´m esta nem sempre
e´ uma soluc¸a˜o poss´ıvel ou economicamente via´vel. Uma alternativa sa˜o os estudos de es-
trate´gias que aperfeic¸oam o desempenho da infra-estrutura existente, principalmente atrave´s
do controle dos tempos de verde de sema´foros [17].
Uma rede de tra´fego urbana e´ formada por va´rias vias interligadas por cruzamentos
onde os sinais luminosos podem ser instalados para coordenar correntes de tra´fego conflitan-
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Figura 6.1: Exemplo de uma intersec¸a˜o urbana.
tes. Cada via pode ser subdividida em aproximac¸o˜es, onde cada aproximac¸a˜o define quais
partes dessa via podem atravessar o cruzamento ao mesmo tempo. Esta divisa˜o e´ feita por-
que e´ poss´ıvel que existam partes de uma mesma via com direito de passagem em momentos
diferentes. O conceito de fluxo, utilizado quando se tratam problemas de tra´fego veicular, se
refere a` quantidade total de ve´ıculos que passam pelo cruzamento partindo de uma mesma
aproximac¸a˜o. Estes fluxos podem ser compat´ıveis ou incompat´ıveis, devido a` possibilidade
de atravessarem o cruzamento simultaneamente.
Considerando a Figura 6.1, que representa um cruzamento de duas vias de quatro
pistas cada uma, pode-se ilustrar o conceito de aproximac¸a˜o. Analisando por exemplo a via
horizontal no sentido leste-oeste, existem duas aproximac¸o˜es nesta via, uma onde os ve´ıculos
permanecem na via horizontal e outra onde os ve´ıculos realizam a conversa˜o para a via
vertical. As setas podem ser entendidas como os fluxos.
Alguns conceitos ba´sicos quando se trata de tra´fego urbano esta˜o listado a seguir e
tambe´m esta˜o representados na Figura 6.1.
• Capacidade do cruzamento: e´ o nu´mero de ve´ıculos por unidade de tempo que
podem atravessar o cruzamento;
• Fluxo de saturac¸a˜o: e´ definido como o fluxo me´dio que atravessa a faixa de parada
de um cruzamento, quanto este possui o direito de passagem (r.o.w.);
• Ciclo: define a repetic¸a˜o da sequeˆncia de indicac¸o˜es do sema´foro em um cruzamento;
• Esta´gio: e´ dado por uma porc¸a˜o do ciclo em que as indicac¸o˜es semafo´ricas permanecem
constantes;
• Tempo perdido: e´ o tempo adicionado entre cada esta´gio para evitar interfereˆncias
entre fluxos incompat´ıveis.
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Figura 6.2: Rede de tra´fego urbano
Retornando a` discussa˜o sobre os sema´foros, estes influenciam o fluxo veicular atrave´s
de quatro caracter´ısticas principais [17]:
• Especificac¸a˜o dos esta´gios: Definindo quais vias tera˜o direito de passagem em cada
esta´gio. Para cruzamentos mais complexos esta pode na˜o ser uma tarefa trivial;
• Tempo de ciclo: E´ o tempo total somando as frac¸o˜es de verde e os tempos perdidos
entre as transic¸o˜es de esta´gios;
• Porcentagens de verde: Define o tempo efetivo que sera´ atribu´ıdo a cada esta´gio. E´
o elemento principal do problema de otimizac¸a˜o dos estudos realizados;
• Offset: Define a diferenc¸a temporal entre ciclos de junc¸o˜es consecutivas. Quando bem
ajustado este elemento pode ocasionar ondas verdes.
A rede apresentada na Figura 6.2 ilustra uma MVU e sera´ utilizada para os estudos
seguintes, sendo que esta rede possui sema´foros em todos os cruzamentos.
6.2 Modelagem de MVUs
A modelagem utilizada e´ conhecida como store-and-forward [26], onde o modelo mate-
ma´tico descreve como as filas em cada via evoluem no tempo, de acordo com a fila inicial e as
caracter´ısticas f´ısicas da MVU. Se o tra´fego urbano for modelado como um sistema bina´rio,
que assume o valor do fluxo de saturac¸a˜o quando possui direito de passagem e zero quando for
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o contra´rio, pode-se dizer que a modelagem store-and-forward simplifica este modelo bina´rio
como um fluxo me´dio ao longo do ciclo de um cruzamento.
Primeiramente representa-se a MVU como um grafo direcionado, estabelecendo o con-
junto de vias v ∈ V e cruzamentos h ∈ H. Conjuntos Ih e Oh sa˜o utilizados para representar
as vias de chegada e sa´ıda da intersec¸a˜o h, respectivamente. Sa˜o estabelecidos os seguintes
paraˆmetros:
• Ch, para o tempo de ciclo de cada cruzamento h (s);
• Lh, para tempo total perdido em cada cruzamento (s);
• Sv, v ∈ Ih, para os fluxos de saturac¸a˜o, que sa˜o modelados como constantes e conhecidos
(ve´ı/h);
• tv,w, v ∈ Ih, w ∈ Oh, para as taxas de conversa˜o dos ve´ıculos que saem da via v e se
dirigem a via w;
• O controle da intersec¸a˜o h possui um nu´mero fixo de esta´gios, dados pelo conjunto Fh,
cujo subconjunto Gh,v ⊆ Fh representa os esta´gios em que a via v possui direito de
passagem;
• uh,i denota o tempo de verde alocado ao esta´gio i do cruzamento h (s).
Duas restric¸o˜es sera˜o impostas de modo que a sincronizac¸a˜o entre os cruzamentos seja
preservada, fazendo com que o controle de frac¸o˜es de verde na˜o modifique os ciclos nominais
da rede. Estas restric¸o˜es sa˜o:
Restric¸a˜o 1: A soma dos tempos de verde e dos tempos perdidos deve ser igual ao ciclo do
cruzamento ao qual pertencem,
∑
i∈Fh
uh,i + Lh = Ch;
Restric¸a˜o 2: uh,i ∈ [u
min
h,i , u
max
h,i ], onde u
min
h,i e u
max
h,i representam os tempos mı´nimo e ma´ximo
de verde de cada esta´gio.
Considere a rede ilustrativa da Figura 6.3. Nesta rede, uma via v interliga dois cru-
zamentos A e B. Uma expressa˜o no tempo discreto para representar a dinaˆmica da via v e´
dada por:
xv(k + 1) = xv(k) + κ[qv(k) + dv(k)− pv(k)− sv(k)], (6.1)
onde xv representa o nu´mero de ve´ıculos na via v, os elementos qv e pv sa˜o os fluxos de entrada
e sa´ıda da via v durante o per´ıodo [kκ, (k + 1)κ], k e´ um ı´ndice de tempo discreto, κ e´ o
intervalo de controle, e dv e sv representam as demandas de entrada e sa´ıda, respectivamente.
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Figura 6.3: Exemplo de via urbana
As taxas de sa´ıda podem ser substitu´ıdas pela igualdade sv(k) = tv,0qv(k), desde que
estas taxas sejam consideradas conhecidas. Pode-se tambe´m definir o fluxo de entrada da via
v como qv(k) =
∑
w∈IA
tw,vpw(k), onde tw,v, define as taxas de conversa˜o da via v partindo
das vias w encontradas em IA.
Assumindo que os fluxos de sa´ıda das vias sa˜o iguais ao fluxo de saturac¸a˜o ponderados
pela raza˜o entre o tempo de ciclo e o tempo de verde no qual estas possuem direito de
passagem, isto e´ :
pv(k) = Sv
∑
i∈Gh,v
uh,i(k)
Ch
,
para toda a intersec¸a˜o h para qual v pertenc¸a a Ih e assumindo que Ch = C para todas as
intersec¸o˜es h ∈ H, chega-se em uma nova representac¸a˜o da equac¸a˜o (6.1), dada pela seguinte
equac¸a˜o de estado:
xv(k + 1) = xv(k) + κ
[
dv(k)−
Sv
C
∑
i∈GB,v
uB,i(k)
+ (1− tv,0)
∑
w∈IA
tw,vSw
C
∑
i∈GA,w
uA,i(k)
]
, (6.2)
onde xv(k) representa o nu´mero de ve´ıculos na via v no instante k e os termos uB,i(k) e
uA,i(k) representam os sinais de controle no instante k.
Generalizando a equac¸a˜o (6.2) para todas as vias v ∈ V , pode-se formar uma notac¸a˜o
matricial para a rede do tipo:
x(k + 1) = Ax(k) +Bu(k) + Td(k), (6.3)
onde x(k) e´ o vetor com as quantidades de ve´ıculos de todas as vias, u(k) e´ o vetor contendo
os sinais de controle uh,i, para todo h ∈ H, para todo i ∈ Fh, d(k) e´ o vetor contendo as
demandas de entrada dv, para todo v ∈ V e A = I, B e T sa˜o respectivamente as matrizes
de estado, entrada e perturbac¸a˜o do sistema.
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Outra abordagem seria calcular tempos-fixos de verde previamente, e defini-los como
verdes nominais, permitindo a utilizac¸a˜o de uma formulac¸a˜o incremental, onde apenas va-
riac¸o˜es no valor nominal de verde seriam fornecidos ao sema´foro. E´ importante notar que,
independentemente da formulac¸a˜o utilizada, as matrizes do sistema permanecem iguais, pois
dependem unicamente de caracter´ısticas f´ısicas como a topologia da rede, especificac¸a˜o dos
esta´gios, tempos de ciclo, fluxos de saturac¸a˜o e taxas de conversa˜o.
Desprezando as perturbac¸o˜es e estendendo a modelagem para toda a rede da Figura
6.2 chega-se ao modelo que sera´ utilizado pelos controladores, onde x(k) = (x1, . . . , x17)(k) e
u(k) = (u1, . . . , u17)(k).
Este trabalho leva em considerac¸a˜o restric¸o˜es de limitac¸o˜es dos estados, que sa˜o tra-
duzidas como restric¸o˜es inferiores e superiores de capacidade das vias, xv ≥ 0 e xv ≤ x
max
v
respectivamente. Pore´m, a utilizac¸a˜o destas restric¸o˜es pode gerar pontos infact´ıveis, devido
a`s restric¸o˜es ja´ existentes no modelo store-and-forward utilizado.
Para evitar este problema, a restric¸a˜o do somato´rio dos tempos de verde ser igual ao
tempo de ciclo em cada cruzamento sera´ relaxada, permitindo que esta soma resulte em
valores menores que o tempo de ciclo. A estrate´gia utilizada sera´ de distribuir de forma
proporcional, ao final do ca´lculo do controle, os tempos de verde restantes para que o tempo
de ciclo fique com o valor nominal.
6.3 Controle de Tempos de Verde
O controle de tempos de verde geralmente e´ feito por estrate´gias de tempo-fixo, com os
valores calculados previamente e colocados em planos nos sema´foros [17]. No entanto, este
trabalho trata de estrate´gias que respondem a`s variac¸o˜es do tra´fego e calculam os tempos de
verde a cada tempo de ciclo, visando otimizar algum crite´rio de desempenho.
Uma estrate´gia que sera´ utilizada como base para comparac¸o˜es e´ a traffic-responsive
urban control (TUC), que resolve um problema linear quadra´tico de regulac¸a˜o (LQR) para
obter os valores de tempos de verde [17]. Esta estrate´gia na˜o leva em considerac¸a˜o as restric¸o˜es
da rede. Por isto, ao final de cada ca´lculo de ac¸a˜o de controle, deve-se resolver um problema
de otimizac¸a˜o para achar um ponto fact´ıvel que seja o mais pro´ximo do valor LQR calculado.
As demais estrate´gias sa˜o baseadas em me´todos de controle de horizonte deslizante
[1, 16], aplicando o controle preditivo para calcular as frac¸o˜es de verde de cada esta´gio em
cada cruzamento.
O controle de frac¸o˜es de verde pode ser aproximado como um problema de regulac¸a˜o,
pois o objetivo principal e´ esvaziar as vias. Considerando o modelo obtido na sec¸a˜o anterior,
o problema de otimizac¸a˜o P que sera´ usado no MPC e´ formulado como:
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min f =
1
2
M∑
m=1
ψm (6.4a)
onde o objetivo local do subsistema m e´ dado por:
ψm =
T−1∑
l=0
[xˆm(k + l + 1|k)
′Qmxˆm(k + l + 1|k) + uˆm(k + l|k)
′Rmuˆm(k + l|k)] (6.4b)
Sujeito a:
xˆm(k + l + 1|k) = Amxˆm(k + l|k) +
∑
i∈I(m)
Bmiuˆi(k + l|k) (6.4c)
uminm ≤ uˆm(k + l|k) ≤ u
max
m (6.4d)
xminm ≤ xˆm(k + l + 1|k) ≤ x
max
m (6.4e)
xˆm(k|k) = xm(k) (6.4f)
d′muˆm(k + l|k) ≤ Cm − Lm (6.4g)
para m = 1, . . . ,M, l = 0, . . . , T − 1, onde uˆm(k + l|k) e´ a predic¸a˜o da entrada de controle
calculada no tempo k para o subsistema m, e da mesma forma, xˆm e´ a predic¸a˜o dos estados.
T e´ o horizonte de predic¸a˜o e de controle, Qm e Rm sa˜o matrizes sime´tricas positivas semi-
definidas e sime´tricas positivas definidas, respectivamente. A restric¸a˜o 6.4g indica a relaxac¸a˜o
em relac¸a˜o aos tempos de verde que foi utilizada, onde sua soma pode ser menor que o valor
efetivo de ciclo.
As formulac¸o˜es dos controladores preditivos, centralizado e distribu´ıdo, seguem da
mesma forma que a`quela realizada nos cap´ıtulos anteriores para o modelo da coluna de
destilac¸a˜o. Devido a esta semelhanc¸a, optou-se por omitir esta parte do desenvolvimento,
pore´m mais detalhes sobre esta formulac¸a˜o podem ser encontrados em [9].
Nas sec¸o˜es seguintes esta˜o os resultados da aplicac¸a˜o dos algoritmos em redes de tra´fego
urbano. O cena´rio utilizado e´ a MVU de oito junc¸o˜es apresentada na Figura 6.2. Usando o
modelo store-and-forward desta rede chega-se em uma rede de sistemas dinaˆmicos lineares,
com subsistemas em cada junc¸a˜o.
Primeiramente sera˜o apresentados alguns resultados nume´ricos, comparando o desem-
penho do algoritmo distribu´ıdo com outros centralizados. Apo´s, sera˜o fornecidos alguns
resultados obtidos com a ajuda de um simulador espec´ıfico para tra´fego urbano.
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6.4 Resultados Nume´ricos
Da mesma forma que foi feito com o modelo da coluna de destilac¸a˜o, sera˜o comparados
os resultados dos treˆs algoritmos desenvolvidos nos cap´ıtulos anteriores, centQP , centBr e
distBr.
Para os resultados nume´ricos, a implementac¸a˜o do modelo e dos algoritmos foi feita
com a ajuda do Matlab. Um conjunto de experimentos foram realizados, com variac¸o˜es no
horizonte de predic¸a˜o T , taxa de decrescimento µ do me´todo de barreira e condic¸o˜es inicias
da rede.
A Tabela 6.1 apresenta a me´dia dos custos dos resultados obtidos nestes experimentos,
onde para cada horizonte de predic¸a˜o esta˜o atribu´ıdos 40 experimentos obtidos com as va-
riac¸o˜es de dez condic¸o˜es iniciais e para as taxas de decrescimento µ ∈ {0, 1; 0, 2; 0, 4; 0, 6}. O
custo representa a soma das func¸o˜es objetivo para todos os experimentos.
Tabela 6.1: Custos me´dios do controle de tra´fego
T centQP centBr distBr
1 8,4224e6 8,4224e6 8,4225e6
2 8,6068e6 8,6068e6 8,6068e6
3 8,6586e6 8,6586e6 8,6586e6
4 8,6922e6 8,6922e6 8,6923e6
5 8,7292e6 8,7291e6 8,7292e6
6 8,7666e6 8,7666e6 8,7666e6
7 8,7700e6 8,7700e6 8,7700e6
10 8,7407e6 8,7407e6 8,7407e6
12 8,7232e6 8,7231e6 8,7232e6
15 8,6982e6 8,6979e6 8,6982e6
Os resultados nume´ricos demonstram que, em func¸a˜o dos custos, todas as estrate´gias
conseguem calcular os pontos o´timos, onde a diferenc¸a no resultado esta´ somente nos crite´rios
de convergeˆncia.
As Tabelas 6.2 a` 6.5 possuem os resultados dos tempos necessa´rios no coˆmputo dos
tempos de verde. O tempo e´ dado em segundos e define o tempo total que cada algoritmo
utilizou para calcular as ac¸o˜es de controle. Cada resultado indica a me´dia de um grupo de ex-
perimentos considerando dez condic¸o˜es iniciais aleato´rias, onde foram consideradas variac¸o˜es
na taxa de decrescimento do me´todo de barreira e horizonte de predic¸a˜o.
Em relac¸a˜o ao tempo medido, percebe-se com os resultados comportamentos interes-
santes. Para pequenos horizontes de predic¸a˜o, o algoritmo distBr sempre foi mais lento que
os demais, pore´m esta caracter´ıstica se inverte quando este horizonte e´ aumentado. Isto
6.5. Resultados Simulados 51
Tabela 6.2: Tempo me´dio de processamento, para µ = 0, 1
T centQP centBr distBr
1 0, 0833± 0, 1611 0, 0661± 0, 1048 0, 2581± 0, 0888
2 0, 0566± 0, 0092 0, 0387± 0, 0054 0, 3415± 0, 0192
3 0, 0895± 0, 0182 0, 0956± 0, 0111 0, 4776± 0, 0575
4 0, 2547± 0, 1032 0, 2618± 0, 0893 0, 7995± 0, 2240
5 0, 3243± 0, 1225 0, 3104± 0, 0518 0, 8973± 0, 2053
6 0, 3591± 0, 0333 0, 4624± 0, 0786 1, 1566± 0, 1164
7 0, 5117± 0, 0371 0, 9213± 0, 0845 1, 1201± 0, 0706
10 1, 8808± 0, 1075 1, 8535± 0, 1252 1, 0090± 0, 1470
12 2, 2297± 0, 3581 3, 1207± 0, 1772 1, 1294± 0, 0876
15 4, 1764± 0, 0584 6, 4727± 0, 9292 1, 6990± 0, 1446
Tabela 6.3: Tempo me´dio de processamento, para µ = 0, 2
T centQP centBr distBr
1 0, 0249± 0, 0064 0, 0371± 0, 0067 0, 2884± 0, 0165
2 0, 0541± 0, 0049 0, 0473± 0, 0035 0, 4250± 0, 0301
3 0, 1228± 0, 0373 0, 1572± 0, 0400 0, 7060± 0, 1070
4 0, 2427± 0, 0427 0, 2701± 0, 0519 0, 9563± 0, 1481
5 0, 2255± 0, 0165 0, 4010± 0, 0756 1, 2238± 0, 1869
6 0, 3354± 0, 0149 0, 6059± 0, 0408 1, 4385± 0, 0799
7 0, 5056± 0, 0240 1, 2490± 0, 1149 1, 1704± 0, 0796
10 1, 8403± 0, 2306 2, 5181± 0, 3434 1, 2653± 0, 3636
12 2, 1131± 0, 0282 3, 8939± 0, 5058 1, 4522± 0, 2158
15 4, 1775± 0, 0525 6, 7514± 0, 8459 2, 0013± 0, 2382
pode significar competitividade do algoritmo distribu´ıdo em redes maiores, comparado aos
algoritmos centralizados.
A Figura 6.4 possui os resultados dos tempos ma´ximos que ocorreram em cada grupo
de experimentos, evidenciando as concluso˜es obtidas com os resultados nume´ricos.
6.5 Resultados Simulados
Apesar de importantes, somente os resultados nume´ricos na˜o garantem que o algo-
ritmo tenha um bom desempenho, pois o modelo na˜o representa ta˜o bem o comportamento
do tra´fego em uma MVU. Visando comparar a abordagem TUC-LQR com o DMPC, os
respectivos algoritmos foram implementados para calcular as frac¸o˜es de verde de uma rede
constru´ıda no simulador de tra´fego urbano Aimsun c©, que dispo˜e de um ambiente usado para
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Tabela 6.4: Tempo me´dio de processamento, para µ = 0, 4
T centQP centBr distBr
1 0, 0245± 0, 0062 0, 0426± 0, 0057 0, 4111± 0, 0306
2 0, 0543± 0, 0053 0, 0543± 0, 0033 0, 6157± 0, 0404
3 0, 1428± 0, 0133 0, 2103± 0, 0206 1, 0544± 0, 0870
4 0, 2035± 0, 0742 0, 2440± 0, 0165 1, 3101± 0, 1449
5 0, 2280± 0, 0308 0, 4204± 0, 0174 1, 6290± 0, 1337
6 0, 3357± 0, 0137 0, 6575± 0, 0518 1, 7998± 0, 1067
7 0, 5292± 0, 0405 1, 4479± 0, 0916 1, 4592± 0, 1161
10 1, 8871± 0, 0911 2, 7078± 0, 1019 1, 5915± 0, 1061
12 2, 1120± 0, 0218 4, 6417± 0, 4029 1, 9515± 0, 4326
15 4, 1656± 0, 0232 9, 4817± 0, 2324 2, 7432± 0, 5022
Tabela 6.5: Tempo me´dio de processamento, para µ = 0, 6
T centQP centBr distBr
1 0, 0225± 0, 0059 0, 0621± 0, 0244 0, 6620± 0, 0430
2 0, 0670± 0, 0154 0, 1361± 0, 0268 1, 1609± 0, 1326
3 0, 1434± 0, 0194 0, 2919± 0, 0391 1, 4813± 0, 0927
4 0, 1481± 0, 0388 0, 4230± 0, 0202 2, 0881± 0, 1033
5 0, 2199± 0, 0121 0, 7150± 0, 0232 2, 2846± 0, 1448
6 0, 3522± 0, 0349 1, 3318± 0, 0787 2, 1408± 0, 1516
7 0, 5105± 0, 0422 2, 2740± 0, 0680 1, 9411± 0, 1605
10 1, 9245± 0, 1331 4, 4160± 0, 1049 2, 4764± 0, 3057
12 2, 1250± 0, 0279 7, 3633± 0, 1283 2, 7986± 0, 2860
15 4, 1611± 0, 0391 15, 4932± 0, 5861 4, 1292± 0, 7811
modelar e simular redes de traˆnsito com as mais diversas caracter´ısticas e complexidade. A
Figura 6.5 apresenta a implementac¸a˜o do cena´rio no simulador Aimsun c©.
Como os resultados nume´ricos demonstraram que os algoritmos centBr, distBr e centQP
produziram ac¸o˜es de controle praticamente ideˆnticas, enta˜o sera˜o implementados no simulador
e comparados apenas o me´todo distBr com a estrate´gia TUC-LQR [17].
Os paraˆmetros das simulac¸o˜es foram definidos como a seguir:
• Tempo de ciclo fixo em 120 segundos;
• Per´ıodo de amostragem igual ao tempo de ciclo;
• Taxa de decrescimento do me´todo de barreira µ = 0, 1;
• Tempo perdido entre esta´gios fixo em 6 segundos;
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Figura 6.4: Tempo ma´ximo de processamento
• Horizonte de predic¸a˜o de um passo;
• Pesos do controle e sa´ıda unita´rios, tanto para o controle LQR quanto para o DMPC.
O horizonte foi definido como sendo de um passo apenas pois o modelo store-and-
forward usado para predic¸a˜o se mostrou um pouco inconsistente com o modelo do simulador.
Isto acontece devido algumas de suas limitac¸o˜es, como por exemplo o fato de um ve´ıculo na˜o
passar por duas junc¸o˜es consecutivas em um mesmo intervalo de tempo.
Dez simulac¸o˜es de uma hora de durac¸a˜o com condic¸o˜es iniciais diferentes foram rea-
lizadas. As me´dias das estat´ısticas de tra´fego dos resultados da simulac¸a˜o esta˜o na Tabela
6.6. Pode-se perceber uma pequena melhoria que o DMPC fornece em relac¸a˜o a` estrate´gia
TUC-LQR, mas mais importante que isto e´ a verificac¸a˜o de que o algoritmo distribu´ıdo com
me´todo de barreira funciona de maneira satisfato´ria em ambientes simulados.
Tabela 6.6: Resultados de simulac¸a˜o
Caracter´ıstica Estrate´gia
LQR DMPC
Me´dia do Atraso (s/km) 144,59 142,92
Me´dia de Densidade (veh/km) 20,31 20,18
Me´dia de Fluxo (veh/h) 6210,67 6216,00
Me´dia de Velocidade (km/h) 22,24 22,25
Me´dia do Tempo Total de Viagem (h) 164,30 163,60
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Figura 6.5: Ambiente do simulador Aimsun
6.6 Suma´rio
Este cap´ıtulo abordou o trabalho realizado com controle de tra´fego urbano. As sec¸o˜es
deram uma breve descric¸a˜o sobre redes de tra´fego urbano, sua modelagem e controle. No
final foram realizados experimentos nume´ricos e com a ajuda de um simulador.
Somando este conteu´do ao que foi exposto nos cap´ıtulos anteriores, teˆm-se todos os
resultados teo´ricos e pra´ticos obtidos. A seguir esta˜o as concluso˜es finais deste trabalho.
Cap´ıtulo 7
Conclusa˜o
Devido a` importaˆncia do setor de refinarias de petro´leo, o controle de colunas de des-
tilac¸a˜o continua sendo um foco de muitas pesquisas e investimentos, pois ale´m de fatores
como seguranc¸a e garantia de qualidade, quaisquer melhorias no processo representam maior
lucratividade para o setor. Visando contribuir nos aspectos de controle e otimizac¸a˜o, neste
trabalho foram desenvolvidos algoritmos para serem utilizados em controladores preditivos,
que foram aplicados em um modelo de coluna de destilac¸a˜o visando resolver o problema de
regulac¸a˜o.
Uma metodologia de decomposic¸a˜o de problemas foi descrita e aplicada, gerando uma
estrutura para a implementac¸a˜o do controle preditivo distribu´ıdo em redes dinaˆmicas linea-
res. No desenvolvimento do trabalho, foram adotadas algumas restric¸o˜es operacionais com
o objetivo de criar ambientes um pouco mais pro´ximos dos encontrados em situac¸o˜es reais.
Com a distribuic¸a˜o do problema, va´rios subproblemas menores foram gerados, onde para
cada um destes foi atribu´ıdo um agente, responsa´vel por trocar informac¸o˜es com os agentes
vizinhos e calcular as ac¸o˜es de controle do subsistema ao qual foi designado.
As restric¸o˜es foram tratadas atrave´s de me´todos de ponto-interior, de tal forma que o
conjunto de subsistemas trabalhasse em conjunto e conseguisse encontrar a ac¸a˜o de controle
o´tima para todo o sistema, e na˜o somente a soluc¸a˜o o´tima de cada subsistema. Neste trata-
mento das restric¸o˜es, o me´todo de barreira foi utilizado de tal forma que a minimizac¸a˜o com
restric¸o˜es que devia ser resolvida por cada agente, passou a ser uma sequeˆncia de resoluc¸o˜es
de problemas de minimizac¸a˜o irrestrita, que podem ser resolvidos por me´todos mais simples,
como o me´todo de Newton por exemplo.
Uma estrutura de coordenac¸a˜o entre os agentes foi proposta a fim de garantir que a
soluc¸a˜o iterativa da rede de subproblemas consiga convergir para ac¸o˜es de controle o´timas
para o processo. Esta estrutura indica alguns dos procedimentos que devem ser respeitados,
como por exemplo, evitar o trabalho paralelo de um agente com outro que esteja em sua
vizinhanc¸a.
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Como resultados obtidos, primeiramente se podem avaliar as aplicac¸o˜es dos controla-
dores preditivos distribu´ıdo e centralizado ao cena´rio da coluna de destilac¸a˜o. Desta ana´lise
verificam-se desempenhos similares entre as abordagens, confirmando que resolver o problema
distribu´ıdo e´ equivalente a resolver o problema inicial centralizado e que o me´todo utilizado
para o tratamento de restric¸o˜es funcionou adequadamente, onde as diferenc¸as observadas
foram somente devido aos crite´rios de convergeˆncia utilizados.
Uma constatac¸a˜o importante foi em relac¸a˜o ao custo computacional necessa´rio para o
ca´lculo das ac¸o˜es de controle. Resolver o subproblema de cada agente e´ mais simples que re-
solver o problema do caso centralizado, pois cada subproblema conte´m apenas as informac¸o˜es
de sua vizinhanc¸a, o que geralmente corresponde a uma diminuic¸a˜o do tamanho do problema
original. Esta vantagem poderia, por exemplo, permitir a utilizac¸a˜o de ma´quinas com me-
nores recursos computacionais ao longo do processo, realizando a mesma tarefa que uma
unidade de processamento mais poderosa que centraliza as informac¸o˜es do processo.
Deve-se enfatizar que o controle preditivo distribu´ıdo e´ mais apropriado para sistemas
multivaria´veis onde os acoplamentos sa˜o mais esparsos, justamente para se beneficiar de sim-
plificac¸o˜es nos subproblemas. Este fato acabou na˜o acontecendo com o modelo da coluna de
destilac¸a˜o escolhido, onde o sistema possui um forte acoplamento entre todas as varia´veis.
Entretanto, o estudo continua sendo va´lido, considerando que a maioria dos problemas mul-
tivaria´veis na˜o possui uma interac¸a˜o completa entre as varia´veis de controle e sa´ıda, o que
favorece a utilizac¸a˜o da abordagem distribu´ıda desenvolvida.
Outros resultados importantes foram colocados no cap´ıtulo 6, onde uma abordagem
semelhante do controle preditivo distribu´ıdo foi utilizada no controle de tra´fego urbano. No-
vamente foram comparados os resultados das abordagens distribu´ıda e centralizada, pore´m,
neste caso foi poss´ıvel observar melhor as vantagens do controle distribu´ıdo. A rede utilizada
era mais esparsa, e os subproblemas na˜o precisavam de toda a informac¸a˜o do problema ori-
ginal. Isto foi traduzido em velocidade no ca´lculo das ac¸o˜es de controle, assim como agentes
que puderam trabalhar paralelamente sem afetar o desempenho final do controle. Resultados
foram obtidos com a ajuda de um simulador de tra´fego urbano, validando o funcionamento
do algoritmo desenvolvido.
Ale´m das vantagens expostas, um grande benef´ıcio com a utilizac¸a˜o de sistemas dis-
tribu´ıdos de controle seria em relac¸a˜o a` manutenc¸a˜o, pois ao inve´s de rever todo o algoritmo
centralizado do controle preditivo aplicado ao processo, bastariam adicionar novos agentes e
revisar os controles apenas dos agentes na vizinhanc¸a destes novos agentes.
Como direc¸o˜es para trabalhos futuros indicam-se os seguintes aspectos:
• Inclusa˜o de observadores de estado, visando aproximar mais a teoria desenvolvida ao
controle utilizado em situac¸o˜es reais, onde nem sempre se tem acesso fa´cil a todos os
estados do sistema;
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• Controle de seguimento de refereˆncia, que e´ um objetivo comum na aplicac¸a˜o de con-
trole, pore´m analisando atentamente como seria esta implementac¸a˜o de uma forma
distribu´ıda;
• Outros cena´rios maiores e mais esparsos poderiam ser analisados, onde a abordagem
distribu´ıda ficaria mais evidenciada;
• Utilizac¸a˜o de simuladores de colunas de destilac¸a˜o. Resultados preliminares ja´ esta˜o
sendo obtidos, pore´m ainda necessitam de amadurecimento antes de fornecerem alguma
contribuic¸a˜o significativa ao tema de estudo;
• Outros me´todos de tratamento de restric¸o˜es poderiam ser estudados e comparados ao
me´todo de barreira utilizado;
• A robustez do algoritmo a eventuais falhas de agentes ou de comunicac¸a˜o tambe´m
poderia ser estudada mais profundamente, sendo este um ponto importante visando
aplicac¸o˜es reais onde estes problemas provavelmente ocorreriam;
• Para implementac¸o˜es no simulador, seria interessante a elaborac¸a˜o de mo´dulos mais
consistentes para o sincronismo entre os agentes, evitando quaisquer conflitos na troca
de informac¸o˜es;
• Por u´ltimo, seria interessante estabeler ana´lises mais criteriosas em relac¸a˜o a` comu-
nicac¸a˜o entre os agentes, visando sempre reduzir a quantidade de troca de mensagens
realizada na rede.
Estudos aprofundados e a implementac¸a˜o destes to´picos certamente gerariam resultados
inovadores, que agregariam muito conhecimento ao tema discutido neste trabalho.
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