The Zakharov-Kuznetsov equation in space dimension d ≥ 3 is considered. It is proved that the Cauchy problem is locally well-posed in H s (R d ) in the full subcritical range s > (d − 4)/2, which is optimal up to the endpoint. As a corollary, global well-posedness in L 2 (R 3 ) and, under a smallness condition, in H 1 (R 4 ), follow.
Introduction
We consider the Zakharov-Kuznetsov equation with the quadratic nonlinearity
where u = u(t, x, y) is real-valued and ∆ denotes the Laplacian with respect to (x, y) ∈ R × R d−1 . The equation (1.1) arises as an asymptotic model wave propagation in a magnetized plasma [4, 32] . It was introduced in [33] in d = 2, 3, see also [23] for a formal derivation. More recently, it was rigorously derived from the Euler-Poisson system as a long-wave and small-amplitude limit, see [24, Section 10.3.2.6 ]. The Zakharov-Kuznetsov equation (1.1) generalizes the Korteweg-de Vries equation (which is the case d = 1). In particular, it has solitary wave solutions. Recently, their asymptotic stability has been proven in [10] . Real-valued solutions of (1.1) conserve the L 2 -norm and the energy 1 2 R d |∇ x,y u(t, x, y)| 2 dxdy + 1 3 R d u(t, x, y) 3 dxdy.
If u is a solution, then for any λ > 0 the function u λ (t, x, y) = λ 2 u(λ 3 t, λx, λy) also solves (1.1) . This implies that s c := (d − 4)/2 is the critical Sobolev regularity for (1.1) in the sense that the corresponding (homogeneous) Sobolev norm is invariant under the rescaling described above.
In this paper, we will focus on the case of spatial dimensions d ≥ 3 and prove local well-posedness of the Cauchy problem associated with (1.1) in the full sub-critical range. Let H s (R d ) denote the Sobolev space of tempered distributions on R d all derivatives up to order s in L 2 (R d ), see Subsection 2.1 for a precise definition. Note that the energy-subcritical dimensions are d ≤ 5, and the L 2 -subcritical dimensions are d ≤ 3. From the conservation laws mentioned above and the Gagliardo-Nirenberg inequality we deduce Corollary 1.2. If d = 3, the Cauchy problem for (1.1) is globally well-posed for real-valued initial data in L 2 (R 3 ). If d = 4, the Cauchy problem for (1.1) is globally well-posed for real-valued initial data in H 1 (R 4 ) with sufficiently small L 2 (R 4 )-norm. (1 + |ξ| 2 + |η| 2 ) s |F x,y f (ξ, η)| 2 dξdη 1 2 < +∞.
We define frequency and modulation projections P N , Q L as (F x,y P N u) := ψ N (| · |)(F x,y u), Q L u(τ, ξ, η) := ψ L (τ − ξ(ξ 2 + |η| 2 )) u(τ, ξ, η).
Let B r (p) ⊂ R d denote the open ball with radius r > 0 and center p ∈ R d , and define the spatial Fourier multiplier P Br (p) f = F −1
x,y 1 Br(p) F x,y f , where 1 Br(p) denotes the characteristic function of B r (p). We now define X s,b (R d+1 ) spaces. Let s, b ∈ R.
For convenience, we define the set in frequency as 2.2. Strichartz type estimates and transversal estimates. We start with a Strichartz or (dual) restriction type estimate, where curvature properties of the characteristic set of the differential operator are used. [17] and [16] . The Littlewood-Paley theorem implies that it suffices to show the claim under the condition supp F x,y f ⊂ {(ξ, η) | 2 k ≤ |ξ| ≤ 2 k+1 } ∩ B r (p), (2.1) where k is an arbitrary integer. Let ψ : R d−1 → C. We recall the classical (non-endpoint) Strichartz estimate of the Schrödinger equations on R d−1 , i.e. e it∆y ψ L p t L q y ψ L 2 y , where (p, q) is an admissible pair satisfying 2 < p ≤ ∞ and 2/p = (d−1)(1/2−1/q). Let (4, q 0 ) be admissible. Since f satisfies (2.1), if we fix ξ ∈ R, by using the Sobolev inequality and the above Strichartz estimate, we easily get
Therefore, it follows from Plancherel's theorem in x, Hölder's inequality, we get
Now, we use (2.2) and continue with U (t)P Br(p) f 2
x . This completes the proof for s = 0. Here we used 2 k ≤ |ξ ′ | ≤ 2 k+1 and 2 k ≤ |ξ − ξ ′ | ≤ 2 k+1 . Similarly, we have
x,y , where we used (2.1) again.
Next, we recall the standard bilinear estimate which exploits transversality, see e.g. [9, Lemma 2.6] for a proof with a general phase function and for references. We also provide a proof in the appendix.
and there exists K which satisfies K rN 1 and |∇ϕ(ξ 1 , η 1 ) − ∇ϕ(ξ 2 , η 2 )| K, for all (ξ 1 , η 1 ), (ξ 2 , η 2 ) in the spatial Fourier support of u N1,L1 and v N2,L2 , respectively. Then, we have u N1,L1 v N2,L2 L 2 t,x,y r d−1
3)
In particular, if N 2 ≤ 2 −3 N 1 and supp u N1,L1 ⊂ G N1,L1 , supp v N2,L2 ⊂ G N2,L2 , we have u N1,L1 v N2,L2 L 2 t,x,y
4)
A trilinear estimate based on transversality is the following generalization of the classical Loomis-Whitney inequality, which is Corollary 1.5 in [3] , see also [5, 22] . Proposition 2.3. Assume that for i ∈ {1, 2, 3} the surface S i ⊂ R 3 is an open and bounded subset of S * i which satisfies the following three conditions:
The unit normal vector field n i on S * i satisfies the Hölder condition
(iii) There exists δ > 0 such that diam(S i ) δ and the matrix N (λ 1 , λ 2 , λ 3 ) = (n 1 (λ 1 ), n 2 (λ 2 ), n 3 (λ 3 )) satisfies the transversality condition δ ≤ |detN (λ 1 , λ 2 , λ 3 )| ≤ 1, for all (λ 1 , λ 2 , λ 3 ) ∈ S * 1 × S * 2 × S * 3 . 4 Then, for functions f ∈ L 2 (S 1 ) and g ∈ L 2 (S 2 ), the restriction of the convolution f * g to S 3 is a well-defined L 2 (S 3 )-function which satisfies f * g L 2 (S3) δ − 1 2 f L 2 (S1) g L 2 (S2) .
The key bilinear estimate
The main contribution of this paper is the following:
The remainder of the paper will be devoted to its proof. By a duality argument and dyadic decompositions, we observe that
We will use the shorthand notations
Obviously, (3.2) follows from
For brevity, we write L max 012 := max(L 0 , L 1 , L 2 ), N max 012 := max(N 0 , N 1 , N 2 ), N min 012 := min(N 0 , N 1 , N 2 ).
3.1.
Reductions. Here, we prove (3.3) in the following relatively simple cases: 
for some small ε > 0. Clearly, this inequality gives (3.3). Here we only consider the case L 0 (N max 012 ) 3 . The other two cases L 1 (N max 012 ) 3 and L 2 (N max 012 ) 3 can be treated similarly. By the almost orthogonality, we may replace u N1,L1 and v N2,L2 by P B u N1,L1 and P B ′ v N2,L2 where P B and P B ′ denote the spatial frequency localization operators for some fixed balls B and B ′ with radius N min 012 , respectively. It follows from the Hölder's inequality and Proposition 2.1 that
which completes the proof of (3.4). Next we deal with the case N min 012 ∼ 1 and L max 012 ≪ (N max 012 ) 3 . If 1 ∼ N 0 ∼ N 1 ∼ N 2 , by using the L 4 Strichartz estimate, we get
which implies (3.3). Thus, by symmetry, we only need to consider 1 ∼ N 0 ≪ N 1 ∼ N 2 and 1 ∼ N 2 ≪ N 0 ∼ N 1 . The both cases are treated by Proposition 2.2. First we assume 1 ∼ N 0 ≪ N 1 ∼ N 2 and show the following.
We deduce from N 0 ∼ 1 and the almost orthogonality, we can replace u N1,L1 by P B u N1,L1 with a fixed ball of spatial frequency B whose radius is 1. Thus, by the Hölder's inequality and Proposition 2.2, we observe
which completes the proof of (3.5). Similarly, if 1 ∼ N 2 ≪ N 0 ∼ N 1 , by replacing u N1,L1 with P B u N1,L1 , it follows from the Hölder's inequality and Proposition 2.2 that
which verifies (3.3).
As a consequence, we can assume L max 012 ≪ (N max 012 ) 3 and 1 ≪ N min 012 in the sequel.
Proof of the key bilinear estimate: Case 1
The goal of this section is to establish (3.3) under the following assumptions.
where dσ j = dτ j dξ j dη j and * denotes (τ, ξ, η) = (τ 1 + τ 2 , ξ 1 + ξ 2 , η 1 + η 2 ).
3) under the same assumptions as above.
We divide the proof of Proposition 4.1 into the three cases.
First, we consider the case (Ia): Note that the assumptions 1 ≪ N 0 N 1 ∼ N 2 and max(|η 1 |, |η 2 |) ≪ N 1 imply |ξ 1 | ∼ |ξ 2 | ∼ N 1 .
6
Following [2] , for A ∈ N we choose a maximally separated set {ω j A } j∈ΩA of spherical caps of S d−1 of aperture A, i.e. the angle ∠(θ 1 , θ 2 ) between any two vectors in θ 1 , θ 2 ∈ ω j A satisfies |∠(θ 1 , θ 2 )| ≤ A −1 . and the characteristic functions
Further, we define the function
A which measures the minimal angle between any two straight lines through the spherical caps ω j1 A and ω j2 A , respectively. It is easily observed that for any fixed j 1 ∈ Ω A there exist only a finite number of j 2 ∈ Ω A which satisfies α(j 1 , j 2 ) ∼ A −1 . Based on the above construction, for each j ∈ Ω A we define
and the corresponding localization operator
In addition, we define
In addition, if |ξ| ≫ A −1 N 1 , we get
Proof. First, we show (4.5). We observe that L max 012 ≪ N 3 1 yields |ξ| ≪ N 1 . Indeed, we calculate that
Since j 1 , j 2 ∈ Ω A,(Ia) and L max 012 ≪ N 3 1 , |ξ 1 | ∼ |ξ − ξ 1 | ∼ N 1 and |η 1 | ≪ N 1 , |η − η 1 | ≪ N 1 , the above inequality implies |ξ| ≪ N 1 . By following the standard Cauchy-Schwarz argument, we get
Clearly, for fixed (ξ 1 , η 1 ), it holds
A simple calculation yields
, the above inequality and (4.8), (4.9) yield
, which implies that r 1 is confined to a set of measure ∼ A max(L 1 , L 2 )/N 2 1 for fixed θ 1 , θ ′ 1 since, as we saw above, it holds that
Therefore, we get
This and (4.7) give (4.6). Next, we consider (4.3). By the same argument it suffices to prove
where
We compute |∂ ξ2 Φ
ξ1,η1 (ξ 2 , η 2 )| ≪ N 2 1 , and with the same notation for polar coordinates as above , we obtain
, then for a fixed angular part (θ 2 , θ ′ 2 ) of (ξ 2 , η 2 ), the radial direction r 2 is confined to an interval of length max(L 0 , L 2 )/N 2 1 . By the analogue of (4.7) we conclude (4.10) and the proof of (4.3) is complete.
Finally, (4.4) follows by symmetry.
(4.11)
Proof. In the proof of Proposition 4.3 we proved |η| |ξ|+A −1 N 1 A −1 N 1 . Thus, by almost orthogonality, we may assume that η j is confined to a ball whose radius is comparable to A −1 N 1 . We write η j = (η j , η ′ j ). Further, without loss of generality, we can assume max(|η ′ 1 |, |η ′ 2 |) A −1 N 1 . Indeed, we can apply a rotation in the η-subspace, since the phase function is invariant under such rotations.
Since
We first consider the case
where dσ j = dτ j dξ j dη j and * denotes (τ, ξ, η)
where we used the support conditions in the last step. Now, we prove (4.12). We use the shorthand notation
(4.13)
Applying the transformation τ 1 = ξ 1 (ξ 2 1 + η 2 1 + |η ′ 1 | 2 ) + c 1 and τ 2 = ξ 2 (ξ 2 2 + η 2 2 + |η ′ 2 | 2 ) + c 2 and Fubini's theorem, we find that it suffices to prove
We use the scaling (τ, ξ, η) → (N 3
τ ξη , Note that |η j | A −1 and we easily see |ξ j | ∼ 1, |η j | ≪ 1 and
.
By density and duality, it suffices to show that for continuousf
where S 1 , S 2 denote the following surfaces
for any fixed c ′ 0 ∈ [c 0 , c 0 + 1]. Since diam(S 3 ) A −1 , by the almost orthogonality and harmless decompositions, we may assume diam(S i ) ≪ A −1 for i = 1, 2, 3. (4.17) For any λ i ∈ S i , there exist (ξ 1 , η 1 ), (ξ 2 , η 2 ), (ξ, η) such that λ 1 = φη 1 ,c1 (ξ 1 , η 1 ), λ 2 = φη 2 ,c2 (ξ 2 , η 2 ), λ 3 = (ψη(ξ, η), ξ, η), and the unit normals n i on λ i are written as
for i = 1, 2, and the same for n 3 (λ 3 ). Clearly, the surfaces S 1 , S 2 , S 3 satisfy the following Hölder condition. sup λi, λi∈Si
We may assume that there exist ( ξ 1 , η 1 ), ( ξ 2 , η 2 ), ( ξ, η) such that ( ξ 1 , η 1 ) + ( ξ 2 , η 2 ) = ( ξ, η),
otherwise the left-hand side of (4.16) vanishes. Let λ 1 = φη 1 ,c1 ( ξ 1 , η 1 ), λ 2 = φη 2 ,c2 ( ξ 2 , η 2 ), λ 3 = (ψη( ξ, η), ξ, η). For any i = 1, 2, 3 and λ i , λ i ∈ S i (4.17) implies that
From (4.17) and (4.18), once the following transversality condition
is verified, we obtain the desired estimate (4.16) by applying the nonlinear Loomis-Whitney inequality from
which implies (4.20) due to (4.19) . In the above computation, we used multi-linearity in the columns to separate the contributions ofη 1 ,η 2 andη from the main one corresponding to the first line above.
Next, we treat the case
are the first components of η ′ 1 and η ′ 2 , respectively. By replacing the role of (η 1 , η 2 ) with that of (η ′ 1 , η ′ 2 ) in the proof in the previous case, it suffices to show *
. Similarly to the previous case, (4.21) is established by the nonlinear Loomis-Whitney inequality. To avoid redundancy, we here only consider the transversality condition, which is given by
Since L max 012 |Φ(ξ 1 , η 1 , ξ 2 , η 2 )|, this and Proposition 4.3 verify (4.22). Recall that the assumptions j 1 ,
Proof of (4.1) in the case (Ia). Assume that (ξ j , η j )/|(ξ j , η j )| ∈ C (Ia) . Define
Thus, the former term is estimated by using Proposition 4.5 as
By using (4.3) in Proposition 4.3 for the latter term, we completes the proof.
Next, we treat the case (Ib) min(
Recall that this function F (ξ 1 , η 1 , ξ 2 , η 2 ) appeared in the proof of Proposition 4.4 and provided a transversality of the three hypersurfaces.
We use the function Φ(ξ 1 , η 1 , ξ 2 , η 2 ) which was defined in the proof of Proposition 4.5. It follows from |η 2 | ≪ N 1 and (4.24) that there is 0 < c ≪ 1 such that
Lemma 4.6 suggests that we can obtain (4.1) by the same argument as in the proof of Proposition 4.4. We omit the details.
Lastly, we consider the case (Ic) |η 1 | ∼ |η 2 | ∼ N 1 .
In this case, we perform an angular decomposition in the η-space. In the same way as above (see [2] ), for A ∈ N we choose a maximally separated set {ω j A } j∈ΩA of spherical caps of S d−2 of aperture A −1 , i.e. the angle ∠(θ 1 , θ 2 ) between any two vectors in θ 1 ,
For each j ∈ Ω A we define
Proof. After rotation, we can assume
Recall that η j and η ′ j are first and second components of η j , respectively. For simplicity, we useη j ∈ R d−3 which satisfies
Similarly to the proof of Proposition 4.4, for fixed ξ 1 ,
where dσ j = dτ j dη j dη ′ j and * denotes (τ, η,
. We follow the proof of Proposition 4.4. Assume that ξ 1 , ξ 2 ,η 1 ,η 2 are fixed. We use the functionsf ξ1,η1 ,g ξ2,η2 on R 3 that are defined as
, and show the following estimate:
, the surfaces are given as
We easily confirm that S 1 , S 2 , S 3 satisfy the necessary regularity and diameter conditions to use the nonlinear Loomis-Whitney inequality. Thus, here we only confirm that S 1 , S 2 , S 3 satisfy the suitable transversality condition. We define λ i ∈ S i as
The unit normals n i on λ i are described explicitly as
for i = 1, 2, and the same for n 3 (λ 3 ). Letting
|, which means the transversality of S 1 , S 2 , S 3 and completes the proof. We observe
Here we used the assumptions
Before we state a proof, let us see that Proposition 4.8 establishes (4.1) in the case (Ic).
Proof of (4.1) in the case (Ic). For convenience, we use
For the former term, by using Proposition 4.8 and the almost orthogonality of j 1 , j 2 which satisfyᾱ(j 1 , j 2 ) ∼ A −1 , we get
14 For the latter term, since the size of the set
which completes the proof of (4.1) in the case (Ic).
The next subsection is devoted to the proof of Proposition 4.8. Note that, as in the proof of Proposition 4.4, by rotating η 1 , η 2 , we can assume
, it is easily observed that Proposition 4.8 is equivalent to Proposition 4.9 below. 4.1. Proof of Proposition 4.8. As justified by the above discussion, in this subsection we assume the following:
Proposition 4.9. In addition to Assumption 1', suppose that
We consider Proposition 4.9 instead of Proposition 4.8. The advantage in this way is that we can reuse the propositions and lemmas that were established in the paper by the second author [20] which was concerned with the 2D Zakharov-Kuznetsov equation. In [20] , the following symmetrized 2D Zakharov-Kuznetsov equation was considered.
This equation is equivalent to the original 2D Zakharov-Kuznetsov equation, which can be seen by applying the above linear transformation (ξ j , η j ) → (ξ j + η j , √ 3(ξ j − η j )) to the original 2D Zakharov-Kuznetsov equation. See [15] . Now we turn to Proposition 4.9. Note that the assumptions in Proposition 4.9 suggest that we can assume A −1 N 1 N 0 . We divide the proof into the two cases 
Definition 4.11 (Whitney type decomposition). Let A, M , M be dyadic such that 1 ≪ M ≤ M ≤ A and
We define
and a set of pairs of integer pair
We easily see that Z ′ M is uniquely defined and
Lastly, we define
By the same argument as for the 2D case in [20] , we can obtain the following estimate.
30)
where dσ j = dτ j dξ j dη j and * denotes (τ, ξ, η) = (τ 1 + τ 2 , ξ 1 + ξ 2 , η 1 + η 2 ). (4.31) is established by the same argument as for Propositions 3.3-3.5 in [20] which considered the Cauchy problem of the 2D Zakharov-Kuznetsov equation. The only difference is that, in [20] it was assumed that f N1,L1 , g N2,L2 , h N0,L0 satisfy
instead of (4.29). We will see that, because of the assumptions M ≤ A and |η ′ j | A −1 N 1 , the proofs of Propositions 3.3-3.5 in [20] can be transferred. Firstly, either |Φ(ξ 1 , η 1 , ξ 2 , η 2 )| ≥ M −1 N 3 1 or |F (ξ 1 , η 1 , ξ 2 , η 2 )| ≥ M −1 N 2 1 holds under the assumption (ℓ 1 , ℓ 2 ) ∈Z M . We first assume |Φ(ξ 1 , η 1 , ξ 2 , η 2 )| ≥ M −1 N 3 1 and show (4.31). For simplicity, we use
1 , the following estimates which correspond to Proposition 3.3 in [20] immediately yields (4.31).
Here we sketch the proof of (4.32) only. The other estimates (4.33) and (4.34) can be obtained in the same way as for (4.32). We first observe that the assumptions imply
If (4.35) does not hold, we can assume one of the following.
(1) and (4) contradict the angular assumption | sin ∠ ((ξ 1 , η 1 ), (ξ − ξ 1 , η − η 1 )) | 1. We show (2) contradicts one of the assumptions. Clearly, max(|ξ 1 |, |ξ − ξ 1 |) N 1 holds because of the angular condition | sin ∠ ((ξ 1 , η 1 ), (ξ − ξ 1 , η − η 1 )) | 1. Without loss of generality, we can assume |ξ 1 | N 1 . This and the in-
which contradicts L max 012 ≪ N 3 1 . Similarly, we can show that (3) contradicts at least one of the assumptions. Without loss of generality, we assume |ξ 2 1 − (ξ − ξ 1 ) 2 | N 2 1 .
We turn to show (4.32). By the Cauchy-Schwarz inequality, we get
For fixed (ξ 1 , η 1 ), we easily have
(4.39)
The estimates (4.37)-(4.39) complete the proof of (4.36). Next we show (4.31) under the assumption |F (ξ 1 , η 1 , ξ 2 , η 2 )| ≥ M −1 N 2 1 by following the proof for Proposition 3.5 in [20] . By Fubini's theorem, (4.31) reduces to [20] . Similarly to the proof of Proposition 4.4, we definef
Clearly, S 1 , S 2 , S 3 satisfy necessary regularity and diameter conditions to apply the nonlinear Loomis-Whitney inequality. Define λ i ∈ S i as
then the unit normals n i on λ i can be described explicitly as
for i = 1, 2, and the same for n 3 (λ 3 ). We define
for i = 1, 2, and the same for n 0
Here we used | sin ∠ ((ξ 1 , η 1 ), (ξ 2 , η 2 )) | 1, and (ξ 1 ,
The key ingredient to show (4.28) is the almost orthogonality of ℓ 1 and ℓ 2 which satisfy (ℓ 1 , ℓ 2 ) ∈Z M . However, in [20] it was found that there exist pairs of tiles which do not satisfy the almost orthogonality. Thus we perform the decompositions which was introduced in [20] , see [20, 
We define the subsets of R 2 × R 2 and R d+1 × R d+1 as
, and their complements as
and Z M as the collection of (ℓ 1 , ℓ 2 ) ∈ Z 2 × Z 2 which satisfies
Lemma 4.14 (Lemma 3.7 in [20] ). For fixed ℓ 1 ∈ Z 2 , the number of ℓ 2 ∈ Z 2 such that (ℓ 1 , ℓ 2 ) ∈ Z M is finite (uniformly bounded). Furthermore, the same claim holds true if we replace Z M by Z M . 
Now we show (4.28) under the assumption (ξ
1 , η 1 ) × (ξ 2 , η 2 ) ∈ (K) c ∩ (K ′ ) c .((ξ 1 , η 1 ), (ξ 2 , η 2 )) | 1 and (ξ 1 , η 1 ) × (ξ 2 , η 2 ) ∈ (K) c ∩ (K ′ ) c . Then we have * h N0,L0 (τ, ξ, η)f N1,L1 (τ 1 , ξ 1 , η 1 )g N2,L2 (τ 2 , ξ 2 , η 2 )dσ 1 dσ 2 A − d−3 2 N d−6 2 1 (L 0 L 1 L 2 ) 1 2 f N1,L1 L 2 g N2,L2 L 2 h N0,L0 L 2 ,(4.
42)
where functions f N1,L1 , g N2,L2 , h N0,L0 satisfy (4.29).
Proof. By the definitions of Z M and Z
Therefore, we get (LHS) of (4.42)
For the former term, we deduce from Proposition 4.12 and Lemma 4.14 that (ℓ1,ℓ2)∈ ZM
Consequently, we obtain M ≤M≤A (ℓ1,ℓ2)∈ ZM
Next we consider the latter term. The assumption |η ′ j | A −1 N 1 implies that space variables of supp(f N1,L1 |T A ℓ 1 ) and supp(g N2,L2 |T A ℓ 2
) are confined to regular cubes which side lengths are comparable to A −1 N 1 , respectively.
Since the linear transformation (ξ j , η j ) → (ξ j + η j , √ 3(ξ j − η j )) is invertible, Proposition 4.7 yields
Hence, by Lemma 4.14, we get (ℓ1,ℓ2)∈ZA
This completes the proof.
Next we deal with the case (ξ 1 , η 1 ) × (ξ 2 , η 2 ) ∈ (K ∪ K ′ ). The strategy of proof is the same as for the case (ξ 1 , η 1 ) × (ξ 2 , η 2 ) ∈ (K) c ∩ (K ′ ) c . By symmetry, it suffices to show the estimate (4.28) for the case 
We will perform the Whitney type decomposition by using the above sets instead of simple square tiles. We define for i = 1, 2 that
Furthermore, we define M ′ M,i ⊂ M M,i as the collection of (m, ℓ) ∈ (N × Z) × Z 2 such that
We easily see that 
43)
Proof. To avoid redundancy, we only treat the case (ξ 1 , η 1 ) × (ξ 2 , η 2 ) ∈ K 1 × K 0 . The case (ξ 1 , η 1 ) × (ξ 2 , η 2 ) ∈ K 2 ×K 0 can be dealt with in the similar way. Similarly to the proof of Lemma 4.15, by the following inclusion
we get (LHS) of (4.43)
M ≤M≤A (m,ℓ)∈ ZM,1
The former term is estimated by Proposition 4.12 and Lemma 4.17 as (m,ℓ)∈ ZM,1
which yields M≤M≤A (m,ℓ)∈ ZM,1
We deal with the latter term in the same manner as that for the proof of Proposition 4.15. The assumption
is contained in a regular cube which side length is comparable to A −1 N 1 . Thus, by the almost orthogonality and Proposition 4.7, we obtain
Hence, it follows from Lemma 4.17 that (m,ℓ)∈ZA,1
Next, we consider the case | sin ∠ ((ξ 1 , η 1 ), (ξ 2 , η 2 )) | ≪ 1. Similarly to the case | sin ∠ ((ξ 1 , η 1 ), (ξ 2 , η 2 )) | 1, we follow the proof for the 2D Zakharov-Kuznetsov equation. 
Let I, (I) c ⊂ R 2 × R 2 be defined as follows:
Note that
We begin with the case (ξ 1 , η 1 ) × (ξ 2 , η 2 ) ∈ (I) c . Note that max(|ξ 1 + η 1 |, |ξ 2 + η 2 |) ≥ 2 −5 N 1 in Assumption 1' allows us to assume (ξ 1 , η 1 ) × (ξ 2 , η 2 ) / ∈ D 2 11 2 9 ×3 × D 2 11 2 9 ×3 . where dσ j = dτ j dξ j dη j and * denotes (τ, ξ, η) = (τ 1 + τ 2 , ξ 1 + ξ 2 , η 1 + η 2 ). where dσ j = dτ j dξ j dη j and * denotes (τ, ξ, η) = (τ 1 +τ 2 , ξ 1 +ξ 2 , η 1 +η 2 ). As we saw in the proof of Proposition 4.12, since M ≤ A and |η ′ j | A −1 N 1 , we can show (4.46) by following the proof of Proposition 3.14 in [20] . We omit the proof. Proposition 4.21. In addition to the hypothesis of Proposition 4.9, assume that | sin ∠ ((ξ 1 , η 1 ), (ξ 2 , η 2 )) | ≪ 1, (4.44) and (ξ 1 ,
Proof. It suffices to show
Proof. We define that
We perform the Whitney type decomposition as (I) c ∩ D 2 11 2 9 ×3 × D 2 11
Note that | sin ∠ ((ξ 1 , η 1 ), (ξ 2 , η 2 )) | ≪ 1 implies M ≫ 1. We observe (LHS) of (4.47)
The former term is dealt with by Proposition 4.20 as follows.
For the latter term, we only consider the case |(ξ, η)| ≫ A −1 N 1 . The case |(ξ, η)| A −1 N 1 can be treated by Proposition 4.7. By Lemma 3.12 in [20] and |η ′ j | A −1 N 1 , we easily observe that
Thus, it suffices to show the following bilinear estimates.
that are verified by showing
respectively. These estimates are established in the same manner as for Proposition 3.13 in [20] . We omit the details.
Next we treat the case (ξ 1 , η 1 )×(ξ 2 , η 2 ) ∈ I. By symmetry, we may assume (ξ 1 , η 1 )×(ξ 2 , η 2 ) ∈ D 2 11 0 ×D 2 11 0 and show the following. where functions f N1,L1 , g N2,L2 , h N0,L0 satisfy (4.29).
We note that the proof is almost the same as that for Proposition 3.18 in [20] . Therefore, we only give a sketch of the proof here.
In addition to the above assumptions, (1) assume N 0 ≫ M −1 N 1 , then we have
(4.51)
(2) assume k 1 ∈ K K M , then we have
(4.52)
(3) assume M ≪ A, k 1 ∈ K M and either 16 ≤ |k 1 − k 2 | ≤ 32 or |ξ| ≥ M −3/2 N 1 , then we have
Proof. (4.49) and (4.50) are given by
respectively. These estimates are obtained in the same manner as for (4.33) and (4.34) in Proposition 4.12, respectively. We omit the proof.
Next we consider (4.51). We will show
We write (ξ 1 , η 1 ) = r 1 (cos θ 1 , sin θ 1 ), (ξ − ξ 1 , η − η 1 ) = r 2 (cos θ 2 , sin θ 2 ). Similarly to the proof of (4.32), it suffices to show |∂ r1 (ξξ 1 (ξ − ξ 1 ) + ηη 1 (η − η 1 ))| N 0 N 1 . (4.55) We may assume |(ξ, η)| ≥ N 0 /2 ≫ M −1 N 1 . By the assumption |k 1 − k 2 | ≤ 32, we easily confirm that |η| ≤ 2|ξ| ∼ N 0 which implies (4.55).
Lastly, we consider (4.52) and (4.53). It suffices to show [20] . Thus, here we only confirm that it holds if 2/p + 2/q = 1, p > 2. We can establish (4.59) by applying Theorem 3.1 in [18] . Employing (4.58) with p = q = 4, we can show (4.56) and (4.57) by the same argument as that for (3.67) and (3.68) in Proposition 3.19 in [20] , respectively.
First we consider the case
60)
Proof. We easily confirm that |Φ(ξ 1 , η 1 , ξ 2 , η 2 )| N 0 N 2 1 holds. This and Proposition 4.24 immediately yield (4.60).
Proof. It suffices to show
for fixed η ′ 1 , η ′ 2 . By using Proposition 4.24 and smallness of |η ′ 1 | and |η ′ 2 |, (4.61) can be obtained in the same way as for Proposition 3.20 in [20] . We omit the details.
Next we deal with the case (k 1 , k 2 ) ∈ K M × K M . (1) , m (2) ) ∈ Z 2 . We define rectangle-tiles {T M,ν m } m∈Z 2 whose short side is parallel to ξ-axis and its length is M −3/2 ν −1 N 1 , long side length is M −1 ν −1 N 1 and prisms {T M,ν m } m∈Z 2 as follows.
Recall that
Similarly, we define Z 2 M,ν,k as the set of (m 1 ,
It is clear that
Clearly, Z k M,ν is uniquely defined and
where ν 0 ≥ 2 is dyadic. Lastly, we define Z k M,ν as the collection of (m 1 ,
Proposition 4.28. Assume |η ′ j | A − 1 N 1 and (4.29) . Let M and ν be dyadic such that 1
62)
Proof. It suffices to show the following inequality. *
Similarly to the proof of Proposition 4.12, since |η ′ j | A −1 N 1 , we can reuse the proofs of Propositions 3.22 and 3.23 in [20] with slight modifications to get the estimate (4.63). We omit the proof. 
64)
Proof. First we consider
Then, by using (4.53) in Proposition 4.24, we obtain *
which completes the proof for the case |ξ 1 + ξ 2 | ≫ M −3/2 N 1 . We consider the case |ξ 1 +ξ 2 | M −3/2 N 1 . For simplicity, we assume supp f N1,L1 ⊂D M k1 and supp g N2,L2 ⊂ D M k2 , and use 
which gives
Since |ξ 1 + ξ 2 | M −3/2 N 1 , we can assume N 0 ∼ M −1 N 1 . Then this completes the desired estimate for the first term. For the second term, we first note that T M,ν0 m ⊂ R 2 is a rectangle set whose short-side length is ∼ A −1 and long-side length is ∼ A −1 M 1/2 . Then we can decompose T M,ν0 m into ∼ M 1/2 number of square tiles whose side length is A −1 . Thus, by Proposition 4.7 and the almost orthogonality, we observe
Consequently, by Lemma 4.29, we obtain
which completes the proof.
Proof of Proposition 4.22. We should recall that we can assume A −1 N 1 N 0 . Let M be dyadic such that 1 ≪ M ≤ A 2/3 and M 0 be the maximal dyadic number which satisfies M 0 ≤ A 2/3 . We define
Let us write
We calculate that * h N0,L0 (τ, ξ, η)f N1,L1 |D 2 11
We consider the former term. Since M ≤ A 2/3 and 16 ≤ |k 1 − k 2 | we may assume A −2/3 N 1 N 0 . This and 2 10 
For the latter term, letting 2 10 ≤ K ≤ 2 −10 M 0 , we first assume
We next consider the latter term. If N 0 ≫ N 1 /M ′ Proposition 4.25 yields
Next we assume N 0 N 1 /M ′ . We divide the proof into the two cases. First we assume |ξ| ≫ M
Thus, by (4.52) in Proposition 4.24 and N 0 N 1 /M ′ , we obtain
Next we treat the case |ξ| A −1 N 1 . Since N 0 N 1 /M ′ ∼ A −1 K 1/2 N 1 , |(ξ, η)| is confined to a rectangle set whose long-side length is ∼ A −1 K 1/2 N 1 and short-side length is ∼ A −1 N 1 . Therefore, after decomposing |(ξ, η)| into ∼ K 1/2 square tiles whose side length is A −1 , we utilize Proposition 4.7 and get
Collecting the above estimates, we obtain
(4.66)
Lastly, we assume k 1 ∈ K M0 . In the same way as the proof for the latter term of (4.65), we can obtain
(4.67)
Consequently, since K ≤ A 2/3 , (4.66) and (4.67) complete the proof as follows. Assumption 2. Let α be dyadic such that 2 5 ≤ α ≤ N 3 1 and we assume that
We first note that max(|ξ 1 |, |ξ 2 |) ≤ 
, k (i) + 1) for i = 2, . . . , d, ,
. Then, (5.5) can be rewritten as
Now we verify that the hypersurfaces S α 1 , S α 2 , S α 3 satisfy the suitable conditions to utilize the nonlinear Loomis-Whitney inequality. Let
We can write the unit normals n 1 (λ 1 ), n 2 (λ 2 ), n 3 (λ 3 ) on λ 1 , λ 2 , λ 3 as
and n 3 (λ 3 ) accordingly. Since |ξ 1 | ≤ 2α −1 , |ξ 2 | ≤ 2α −1 , we easily observe that the hypersurfaces satisfy the necessary regularity conditions, and the diameters of hypersurfaces are all comparable to A −1 α −1 . Thus, we consider the transversality here. Let (
We have
Here we used the assumptions α −1 N 1 ≤ max(|ξ 1 |, |ξ 2 |) ≤ 2α −1 N 1 which implies |ξ 2 1 +ξ 1ξ2 +ξ 2 2 | ∼ α −2 , and
Proposition 5.4. Assume Assumption 2. Let 16 ≤ |j 1 − j 2 | ≤ 32. Then we obtain *
Proof. In the case A ∼ 1, since |ξ| α −1 N 1 and N 0 ∼ N 1 ∼ N 2 , Proposition 5.3 immediately gives (5.7). Therefore, we assume A ≫ 1. Furthermore, without loss of generality, we can assume
Let M be dyadic such that 2 ≤ M ≤ A and suppose that k 1 , k 2 satisfy 16 ≤ |k 1 − k 2 | ≤ 32. We first show the following inequality. * |ξ| w N0,L0 (τ, ξ, η) u N1,L1 |DαM 
We first observe that
To see this, we assume M ≫ 1 since M ∼ 1 is a trivial case. If we write (ξ 1 , η 1 ) = (r 1 cos θ 1 , r 1 sin θ 1 ), (ξ 2 , η 2 ) = (r 2 cos θ 2 , r 2 sin θ 2 ), by the assumptions, we easily check |r 1 − r 2 | M −1 N 1 , | cos θ 1 + cos θ 2 | α −1 M −1 and | cos θ 1 | α −1 . Therefore,
(5.10)
To show (5.10), we apply a dyadic decomposition to |η 1 + η 2 |. Let m ∈ N 0 and define
Therefore, for fixed m ∈ Z, we only need to
(5.11)
By employing the nonlinear Loomis-Whitney inequality, we can establish (5.11) in the same manner as that for Proposition 4.4. We omit the details. 
(5.13) 35 We observe that the conditionM −1
To see this, we first observe
Here we usedM −1
This observation also implies that we can assume |η 1 + η 2 | ≪ N 1 since L max 012 ≪ α −1 N 1 . Thus we assumẽ M ≫ 1 hereafter. By using the assumptionsM −1 N 1 ≤ |η 1 + η 2 | = |η| ≤ 2M −1 N 1 and |η ′ j | A −1 N 1 , we show the following bilinear estimates. These estimates, combined with L max 012 |Φ(ξ 1 , η 1 , ξ 2 , η 2 )| ≥ (αM ) −1 N 3 1 , imply (5.13) . We only consider first estimate (5.14) here. The other estimates can be handled in the similar way since |η 1 | ∼ |η 2 | ≫ |η 1 + η 2 |. By the same argument as for the proof of Proposition 4.3, the following estimates establish the claim (5.14) .
We recall the function Φ ξ,η (ξ 1 , η 1 ) which was defined in the proof of Proposition 4.3 as
Let (τ 1 , ξ 1 , η 1 ) ∈ E(τ, ξ, η). Since |ξ| ≪ |η| and |η ′ | A −1 N 1 , |η ′ 1 | A −1 N 1 , for fixed η 1 , it is easily observed |∂ ξ1 Φ ξ,η (ξ 1 , η 1 )| = |3ξ(ξ − 2ξ 1 ) + η(η − 2η 1 )| + O(A −2 N 2 1 ) |η|N 1 ∼M −1 N 2 1 .
This, |η| ∼M −1 N 1 and |η ′ 1 | A −1 N 1 complete the proof of (5.15).
36
Next we assume |k 1 − k 2 | ≤ 16 and show * |ξ| w N0,L0 (τ, ξ, η) u N1,L1 |DαA
16)
Similarly to the proof of (5.8), we divide the proof into the two cases. Case |η 1 + η 2 | A −1 N 1 As we saw above, we may assume |ξ 1 + ξ 2 | (Aα) −1 N 1 . Thus Proposition 5.3 implies (5.16). Case |η 1 + η 2 | ≫ A −1 N 1
We only need to follow the proof of (5.8) in the case |η 1 + η 2 | ≫ M −1 N 1 . We omit the details. We now see that the two estimates ( 
which completes the proof of (5.7).
In the same manner as in the proof of (4.1) in the case (Ic) (see p.14), Proposition 5.4 gives Proposition 5.1. We omit the proof.
Proof of the key bilinear estimate: Case 3
Next we deal with 1 ≪ N 2 N 1 ∼ N 0 . Assumption 3. Let α be dyadic such that 2 5 ≤ α ≤ N 3 1 and we assume that (1) 1 ≪ N 2 N 1 ∼ N 0 , (2) α −1 N 1 ≤ max(|ξ 1 |, |ξ 2 |) ≤ 2α −1 N 1 . Proposition 6.1. Assume Assumption 3. Then we get * |ξ| w N0,L0 (τ, ξ, η) u N1,L1 (τ 1 , ξ 1 , η 1 ) v N2,L2 (τ 2 , ξ 2 , η 2 )dσ 1 dσ 2
Since |ξ| α −1 N 1 , (6.1) is given by the following estimate. 
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By exchanging the roles of w N0,L0 and v N2,L2 , we can establish Proposition 6.2 in the same manner as Proposition 5.4. In addition, by following the proof of (4.1) in the case (Ic), Proposition 6.2 yields Proposition 6.1. We omit the details. Now we show (3.3) with the condition supp u N1,L1 ∪ supp v N2,L2 ⊂ {(τ, ξ, η) ∈ R × R × R d−1 | |ξ| ≤ 2 −5 N max 012 }. (6.2)
Proof of (3.3) under (6.2). By symmetry, we can assume N 2 ≤ N 1 . Let us consider 1 ≪ N 0 N 1 ∼ N 2 . We define E α := {(ξ 1 , ξ 2 ) | α −1 N 1 ≤ max(|ξ 1 |, |ξ 2 |) ≤ 2α −1 N 1 }, F := {(ξ 1 , ξ 2 ) | max(|ξ 1 |, |ξ 2 |) ≤ N −2 1 }. Applying dyadic decomposition to max(|ξ 1 |, |ξ 2 |), we see (∂ x w N0,L0 ) u N1,L1 v N2,L2 dtdxdy 2 5 ≤α≤N 3 1 * |ξ| w N0,L0 (τ, ξ, η)1 Eα (ξ 1 , ξ 2 ) u N1,L1 (τ 1 , ξ 1 , η 1 ) v N2,L2 (τ 2 , ξ 2 , η 2 )dσ 1 dσ 2 + * |ξ| w N0,L0 (τ, ξ, η)1 F (ξ 1 , ξ 2 ) u N1,L1 (τ 1 , ξ 1 , η 1 ) v N2,L2 (τ 2 , ξ 2 , η 2 )dσ 1 dσ 2 .
The first term can be handled by Proposition 5.1 as follows. implies |ξ| ≤ 2N −2 1 . Therefore, the L 4 Strichartz estimate is enough to verify the claim.
By using Proposition 6.1, the case 1 ≪ N 2 N 0 ∼ N 1 can be treated in the similar way. We omit the details.
Appendix A. Proof of Proposition 2.2 First we consider (2.3). SetB r (p) = R × B r (p) and ζ = (ξ, η), ζ j = (ξ j , η j ). By Plancherel's theorem, it suffices to show
By performing a harmless decomposition, we may replace r with r ′ such that r ′ ≪ d −1 r in the above. Furthermore, by the almost orthogonality, we can assume that there exists p ′ ∈ R d such that ζ − ζ 1 ∈ B r ′ (p ′ ). Since ϕ is a cubic polynomial, we deduce from N 2 ≤ N 1 that sup 1≤i,j≤d (|∂ i ∂ j ϕ(ζ 1 )| + |∂ i ∂ j ϕ(ζ − ζ 1 )|) N 1 .
Therefore, because K rN 1 , we easily observe |∇ϕ(ζ) − ∇ϕ(ζ ′ )| ≪ K if ζ, ζ ′ ∈ B r ′ (p).
This implies that there exists j ∈ N such that 1 ≤ j ≤ d and |∂ j ϕ(ζ 1 ) − ∂ j ϕ(ζ 2 )| K, (A.2) 38 for all ζ 1 , ζ 2 which satisfy that there exist τ 1 and τ 2 such that (τ 1 , ζ 1 ) ∈ supp u N1,L1 ∩B r ′ (p) and (τ 2 , ζ 2 ) ∈ supp v N2,L2 ∩B r ′ (p ′ ), respectively. Now we turn to show (A.1). By the Cauchy-Schwarz inequality, we get u N1,L1 |B r (p) (τ 1 , ζ 1 ) v N2,L2 (τ − τ 1 , ζ − ζ 1 )dτ 1 dζ 1
where E(τ, ζ) ⊂ R d+1 is defined by
Thus, it suffices to show |E(τ, ζ)| r Next, if we fix (ζ 1,1 , . . . , ζ 1,j−1 , ζ 1,j+1 , . . . , ζ 1,d ), since max(L 1 , L 2 ) |ϕ(ζ 1 ) + ϕ(ζ − ζ 1 )|, the inequality (A.2) implies that ζ 1,j is confined to an interval whose length is comparable to max(L 1 , L 2 )/K. This, combined with (A.4) and ζ 1 ∈ B r ′ (p), yields (A.3). To see (2.4) , it suffices to show
which is immediately verified by |∂ ξ ϕ(ξ, η)| = |3ξ 2 + |η| 2 | ≥ |(ξ, η)| 2 and |∂ ξ1 ϕ(ξ 1 , η 1 )| ≤ 3|(ξ 1 , η 1 )| 2 .
