Boundary value problems in spaces of distributions on smooth and polygonal domains  by Babuška, Ivo & Nistor, Victor
Journal of Computational and Applied Mathematics 218 (2008) 137–148
www.elsevier.com/locate/cam
Boundary value problems in spaces of distributions
on smooth and polygonal domains
Ivo Babuškaa,1, Victor Nistorb,∗,2
aInstitute for Computational Engineering and Sciences, University of Texas at Austin, Austin, TX 78712-0027, USA
bMathematics Department, Pennsylvania State University, University Park, PA 16802, USA
Received 2 February 2007
Abstract
We study boundary value problems of the form −u=f on and Bu=g on the boundary , with either Dirichlet or Neumann
boundary conditions, where  is a smooth bounded domain in Rn and the data f, g are distributions. This problem has to be ﬁrst
properly reformulated and, for practical applications, it is of crucial importance to obtain the continuity of the solution u in terms
of f and g. For f = 0, taking advantage of the fact that u is harmonic on , we provide four formulations of this boundary value
problem (one using nontangential limits of harmonic functions, one using Green functions, one using the Dirichlet-to-Neumann
map, and a variational one); we show that these four formulations are equivalent. We provide a similar analysis for f = 0 and
discuss the roles of f and g, which turn to be somewhat interchangeable in the low regularity case. The weak formulation is more
convenient for numerical approximation, whereas the nontangential limits deﬁnition is closer to the intuition and easier to check in
concrete situations. We extend the weak formulation to polygonal domains using weighted Sobolev spaces. We also point out some
new phenomena for the “concentrated loads” at the vertices in the polygonal case.
© 2007 Elsevier B.V. All rights reserved.
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0. Introduction
Let  be a smooth, bounded domain in Rn. Motivated in part by some problems in engineering [19], we want to
study distributional boundary value problems of the form
−u = f on , Bu = g on , (1)
where the data f, g are distributions in suitable Sobolev spaces and Bu denotes either the “restriction” of u to the
boundary or the “normal derivative” u of u to the boundary (they have to be properly deﬁned). Since u will not be
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a function, in general, but only a distribution with low regularity, one of the main issues is to make sense of the above
boundary value problem.
The distributions f and g are also called concentrated loads or concentrated couples in the engineering literature if
they are given by Dirac distributions (i.e., point measures) or suitable derivatives of such distributions. A motivation
for their study comes from problems in Structural Mechanical, where one investigates, for instance, forces that are
acting on a very small surface and are thus idealized with Dirac distributions. Then − needs to be replaced with the
Lamé (or elasticity) operator whose behavior is similar to that of  for the type of problems that we are considering
in this paper. For this approach to have physical meaning, however, the continuous dependence of u (the solution of
Eq. (1)) on the data f and g is crucial, because the delta distribution appears in practice as a limit of a suitable sequence
of functions. See [19] for a discussion of the continuity issue.
Problems similar to Eq. (1) (in spaces of distributions) were studied before by Lions and Magenes [14], Schechter
[17], and Roitberg and his collaborators [16] and many others. Aziz and Kellogg [3] have extended the approach of
Roitberg to the case of a polygonal domains and the usual Sobolev spaces. The solution then fails to be unique in
their setting. The case f = 0 was studied also by Seeley [18]. In all these approaches to the distributional boundary
value problem (1), one has to ﬁrst appropriately reformulate it. This problem was studied from a numerical point of
view—looking for interior approximations—in [5], where a weak formulation was used. This paper is a sequel of [5],
and it helps, among other things, make a connection between the weak formulation of Eq. (1) from [5] and some strong
formulations of Eq. (1) that are closer to the intuition.
The weak formulation is more convenient for numerical approximation, whereas the nontangential limits deﬁnition
is closer to the intuition and easier to check in concrete situations. The strong formulations are also closer in form to
the case when the data f and g consist of smooth functions. These strong formulations of Eq. (1) also suggest a possible
treatment of similar boundary value problems on a polygon. Knowing that the weak and strong formulations coincide
will help us compare the approximate solutions to the exact solution.
In this paper, we treat the Neumann problem (Bu= u) in detail, and we just mention some of the changes needed
to treat the Dirichlet problem (Bu = u). If f = 0, the solution u of Eq. (1) is a harmonic function in any formulation
of Eq. (1), and hence it is smooth on . This allows us then to provide four approaches (or formulations) to Eq. (1).
A ﬁrst formulation is the weak formulation from [5] using duality, which is similar in spirit to the approach of [16]
and is reviewed in Section 1. A second approach is using the Neumann function (the Green function for the Dirichlet
problem), taking advantage of the smoothness of the Neumann function on the boundary, which allows us to evaluate
any distribution on the restriction of the Neumann function to the boundary. A third approach is to restrict u to surfaces
 near the boundary , such that  approaches the boundary if  → 0. Then a result of Seeley guarantees that
the restrictions u| form a convergent family in a negative order Sobolev space H−r (), r > 0. The limit will be
then the deﬁnition of u|. The normal derivative u| can be deﬁned similarly. Finally, the last approach is to use
Green’s representation formula for u in terms of u| and u|, which are related by the Dirichlet-to-Neumann map.
This is done for the Neumann problem. The Dirichlet problem is completely similar, so we do not treat it in detail,
but we nevertheless occasionally mention the changes needed to deal with this problem. The ﬁrst and last approaches
generalize to the case f = 0.
All these four formulations of boundary value problems with distributional data were considered in similar forms
before. The main point of this paper is to show that they are equivalent to the weak formulation of [5] and to investigate
some of the problems that arise when we try to extend these formulations to nonsmooth domains.
A motivation for our paper is to understand the so-called “Carother’s paradox,” which deals with the traction
problem in linear elasticity for an angular domain (a wedge) with opening  [7,19]. The boundary condition is the
“delta”-distribution at the vertex of the angle. An explicit solution for this equation then becomes inﬁnite every-
where for a suitable value of , which is certainly unacceptable from a physical point of view. The question then
is to what extend this explicit solution is the right solution. This paper is a step in the direction of understanding
this question as part of a general theory of boundary value with distributional data on a polygonal domain. In [3],
Aziz and Kellogg have studied the homogeneous Poisson problem (−u = f with Dirichlet or Neumann boundary
conditions Bu = 0 on the boundary). Their approach is also based on the work of Roitberg. Their results are for
u ∈ L2(), which is a borderline case in our approach. Moreover, we concentrate on the Dirichlet or Neumann prob-
lems (−u = 0, Bu = g on ), which for nonsmooth domains is not so directly relate to the homogeneous Poisson
problem.
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1. The homogeneous Neumann problem
The main result of this section is to establish the equivalence of four formulations of the homogeneous Neumann
problem with distributional data. The ﬁrst formulation is a variational formulation introduced in [5], the second for-
mulation is in terms of the Neumann function, the third formulation is in terms of nontangential limits, and the last
formulation is in terms of Green’s formula and the Dirichlet-to-Neumann map. The order in which we introduce these
formulations is that of increasing levels of abstractness. The last formulation is introduced mostly for technical rather
than practical reasons, because it helps us to establish the properties and, ultimately, the equivalence of the other three
formulations. All these formulations were considered in similar forms before. The main point is to show that they are
equivalent to the weak formulation of [5] and to see how they extend to nonsmooth domains.
1.1. Sobolev spaces
Let fˆ (x)=∫Rn e−™x·t f (t) dt denote the Fourier transform on Rn. In the following, byHs(Rn), s0, we shall denote
the usual Sobolev spaces on Rn, namely
Hs(Rn) = {f ∈ L2(Rn), fˆ ()(1 + ||2)s/2 ∈ L2(Rn)}. (2)
Throughout this paper,  ⊂ Rn will denote an open, connected, bounded subset with smooth boundary . (That
is,  is a smooth, bounded domain.) We shall denote by  the directional derivative in the direction of the unit outer
normal  to . (The only nonsmooth domains considered in this paper are curvilinear polygonal domains in the plane,
which will be denoted generically by P.)
If s0, thenHs() is the space of restrictions of distributionsu ∈ Hs(Rn) to.We shall denote byHs0 () ⊂ Hs()
the closure of C∞c () in Hs(). Our convention is that the negative order Sobolev space H−s(), s > 0, is the dual
of Hs(). Then H−s() identiﬁes with the distributions in H−s(Rn) that vanish on C∞c (Rn\) (that is, distributions
with support in ). If u ∈ Hs() and v ∈ H−s(), we shall denote by 〈v, u〉 = v(u), the value of the functional v on
the function u.
The dual of Hs0 () will be denoted H
−s
0 (). There is a natural, continuous, surjective map (projection) 0 :
H−s() → H−s0 () that is dual to the inclusion Hs0 () → Hs(). Any u ∈ H−s0 () deﬁnes a linear map on Hs0 (),
and hence a distribution on  since C∞c () ⊂ Hs0 (). This is consistent with [16,17]. The Sobolev spaces Hs(),
s > 0, on the boundary can be deﬁned by restriction, as the boundary values of the harmonic functions u ∈ Hs+1/2().
For s < 0 we deﬁne the space Hs() as the dual of H−s() (with pivot L2()).
Let g ∈ Hs(), with s ∈ R arbitrary. Then g is a distribution on , i.e., a continuous linear map C∞() → C.
We shall denote by 〈g,	〉 ∈ C the value of g on the smooth function 	. If 〈g, 1〉 = 0, then we shall say that g has
mean zero. We shall endow  with the induced surface measure dS.
We shall denote by (u, v) := ∫ u(x)v(x) dx the L2-inner product on  and by (u, v) :=
∫
 u(x)v(x) dS(x) the
L2-inner product on . Also, we shall denote by  the derivative in the direction of the outer normal unit vector to
the boundary of .
1.2. The Neumann problem
We shall consider the Neumann problem
−u = 0 on , u = g on  (3)
with g ∈ Hs(), s ∈ R. If s > 0, it is known that this boundary value problem has a unique solution u ∈ Hs+3/2()
satisfying 〈u, 1〉 := ∫ u(x) dx = 0 for any g such that 〈g, 1〉 :=
∫
 g(x) dS(x) = 0 [9]. (The last two conditions
will be referred to as the vanishing mean conditions.) Moreover, there is a constant C,s depending only on  and
s > 32 such that, under the conditions above, we have
‖u‖Hs+3/2()C,s‖g‖Hs(). (4)
Any solution u ∈ H 3/2+s(), s > 0, of Eq. (3) (homogeneous Neumann problem), will be called a classical solution
of Eq. (3).
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The main goal of this section is to study several generalizations of the homogeneous Neumann problem (Eq. (3)) and
of the above results to the case when g ∈ H−s() with s > 32 . We shall show again that a solution u ∈ H−s+3/2()
exists and is unique (under the vanishing integral conditions) and satisﬁes an analogue of the estimate of Eq. (4). One
of the main issues is to make sense of Eq. (3) for s < 0. To this end, we provide four equivalent formulations of the
homogeneous Neumann problem (3).
1.3. The weak formulation
Our ﬁrst formulation of the homogeneous Neumann problem (3) is a weak formulation. This weak formulation of the
homogeneous Neumann problem was introduced earlier in [5], using the “inf–sup” condition and an idea of Roitberg
and his collaborators [16]. We now recall this weak formulation and some additional results from [5].
For our proof of the existence of the weak solution, we need the well posedness of the classical Neumann problem
and then we proceed by duality. For this reason, we shall need to assume that s > 32 in order to prove the existence of the
weak solution. Better estimates on the regularity of the solution of the homogeneous Neumann problem (3) will follow
from the following sections, once we shall establish the equivalence of our four formulations of the homogeneous
Neumann problem (Theorems 1.12 and 1.15).
Let us deﬁne H˜ 3/2−s() := H 3/2−s() ⊕ H 1−s(), where s ∈ R. Intuitively, the second component u1 of an
element u = (u0, u1) in H˜ 3/2−s() should be thought of as some sort of trace of u at the boundary. We then deﬁne
B˜ : H˜ 3/2−s() × H 1/2+s() → C (5)
by B˜(u, v) = −〈u0,v〉 + 〈u1, v〉, where u = (u0, u1) ∈ H˜ 3/2−s().
With these preliminaries, we can now introduce weak solutions of Eq. (3) for g ∈ H−s().
Deﬁnition 1.1. Let g ∈ H−s(), s ∈ R. We say that u = (u0, u1) ∈ H˜ 3/2−s() satisﬁes Eq. (3) in weak sense (or
that u is a weak solution of Eq. (3)) if B˜(u, v) = 〈g, v〉 for all v ∈ C∞().
Remark 1.2. Similarly, the equation B˜(u, v)= 〈f, v〉 + 〈g, v〉 provides a weak formulation of the inhomogeneous
Neumann problem (Eq. (1) with Bu = u).
Let X ⊂ H˜ 3/2−s() := H 3/2−s() ⊕ H 1−s() consist of the pairs u = (u0, u1) satisfying 〈u0, 1〉 = 0. (In
fact, any linear condition deﬁning a codimension one subspace X ⊂ H˜ 3/2−s() that ensures (1, 1) /∈X will work,
in [5], the condition 〈u0, 1〉 + 〈u1, 1〉 = 0 was used.) Also, let Y ⊂ H 1+k() consist of the functions V such that
〈V, 1〉 := ∫ V (x) dx = 0. Then the restriction of the form B˜ of Eq. (5) to X × Y satisﬁes the “inf–sup” condition for
s > 32 (see [4] for details on the “inf–sup” condition). This was proved in [5, Proposition 4.8] using the usual solvability
results (i.e., well posedness) for the Neumann problem. We therefore obtain that the homogeneous Neumann problem
has a weak solution, which we shall denote by u = (uW, u1) in what follows. This leads to the following theorem
from [5].
Theorem 1.3. Let s > 32 . Let g ∈ H−s() satisfy 〈g, 1〉=0.Then there exists u=(uW, u1) ∈ H˜ 3/2−s() satisfying
Eq. (1) in weak sense. This solution is uniquely determined if it has vanishing mean: 〈uW, 1〉 = 0. The solution with
vanishing mean satisﬁes
‖uW‖H 3/2−s () + ‖u1‖H 1−s ()C,s‖g‖H−s (), (6)
for a constant that depends only on  and s.
We continue with some simple remarks from [5].
Remark 1.4. Let u0 ∈ Hr(), r > 32 , and u1 := u0| ∈ Hr−1/2() be the restriction of u0 to the boundary. Then,
for any s > 32 , (u0, u1) is a weak solution of Eq. (1) if, and only if, it is a classical solution of Eq. (1). This gives the
following.
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Let (uW, u1) ∈ H˜ 3/2−s() be a weak solution of the homogeneous Neumann problem (3) in the sense of the above
deﬁnition with s > 32 . If, in fact, g ∈ Hr(), r > 0, then it follows from the uniqueness of the weak solutions (up to a
constant) that uW is a classical solution of the homogeneous Neumann problem (3) and that u1 is the restriction of uW
to the boundary.
Remark 1.5. If u= (uW, u1) is a solution of Eq. (3) in weak sense (Deﬁnition 1.1) then u0 = 0 in distribution sense
and u1 is uniquely determined by u. In particular, uW ∈ C∞(). Moreover, if v = (vW, v1) is another solution of
Eq. (1), then uW − vW = c and u1 − v1 = c, where c is a constant.
The last remark implies, in particular, that if (uW, u1) and (uW, u′1) are two weak solutions of Eq. (3), then u′1 = u1.
Therefore, it is justiﬁed to say that uW ∈ H 3/2−s() is a weak solution of Eq. (3) if there exists u1 ∈ H 1/2−s() such
that u = (uW, u1) is a weak solution of that equation.
Remark 1.6. For the Dirichlet problem we do not have to consider proper subspaces X and Y, see [6] for details. The
Dirichlet problem in weighted Sobolev spaces on curvilinear polygonal domains is discussed in Section 3.
1.4. Strong formulations of the homogeneous Neumann problem
The other three formulations of the homogeneous Neumann problem (Eq. (3)) for g ∈ H−s() will be called strong
formulations of the homogeneous Neumann problem. We now introduce these remaining three formulations of the
homogeneous Neumann problem (using the Neumann function, nontangential limits, and the Dirichlet-to-Neumann
map, respectively),whichwill lead to solutions denoteduN,uL, anduD, respectively. The new feature of the formulations
considered in this paper is that we consider them in the spaces H−s() instead of H−s0 (), as is usually done.
We shall show in Theorem 1.12 that uW = uN = uL = uD as smooth functions on , that is, as elements of
H
3/2−s
0 (). In what follows, the most important deﬁnition of a strong solution will be the one using the Neumann
function (respectively, using the Green function for the Dirichlet problem).
A common feature of the strong formulations of the homogeneous Neumann problem is that the resulting solutions
uN, uL, and uD are naturally deﬁned only as elements of H 3/2−s0 () (recall that Hr0 () is the closure of C∞c () in
Hr() if r0 and Hr0 () := H−r0 () if r < 0). This is not a big loss of generality, as we shall show in Section
1.6 that any harmonic function in H 3/2−s0 (), s >
3
2 , has a canonical extensions to an element in H
3/2−s() and that
the canonical extension of uN = uL = uD is uW, the solution obtained from the weak formulation. Also, the strong
formulation distinguish themselves from the weak formulation in that they are naturally deﬁned for all s ∈ R (not only
for s > 32 , like the weak solution). Since the weak solution and the strong solutions turn out eventually to coincide, this
provides us with additional regularity for the weak solution of the homogeneous Neumann problem (3).
1.4.1. Deﬁnition of the solution uN using the Neumann function
Let 
(x)= cn|x|2−n be the fundamental solution of  [9] (
(x)= c2 log |x| if n= 2). Let ∗ denote the convolution
product:

 ∗ 	(x) =
∫
Rn

(x − y)	(y) dy. (7)
The constants cn are chosen so that (
 ∗ 	) = 	 for any 	 ∈ C∞c (Rn).
Let N(x, y) be the Neumann function of . That is,
N(x, y) := 
(x − y) − 	x(y), y	x(y) = c and yN(x, y) = 0. (8)
The constant c above is chosen such that a solution to the Neumann problem yN(x, y) = 0 exists. Moreover,
we chose the solution 	x such that
∫
N(x, y) dy = 0 for all x. This can be achieved by adding a constant to the
function 	x .
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The solution u of Eq. (3) is then given by
u(x) = −
∫

N(x, y)g(y) dS(y). (9)
(This follows fromGreen’s representation formula,Eq. (14), by subtracting ∫(	x(y)u(y)−	x(y)u(y)) dS(y)=0.
See [10] for details.)
We now observe that the function N(x, y) is smooth as a function of y ∈  for any ﬁxed x ∈ . Therefore the
formula of Eq. (9) still makes sense, provided that we replace integration over with the pairing between distributions
and functions. We can therefore deﬁne
uN(x) = −〈g,N(x, ·)〉, (10)
which deﬁnes a harmonic function u0N ∈ C∞().
Remark 1.7. For the homogeneous Dirichlet problem u = 0 on  and u = g at the boundary, we just replace the
Neumann function N with the Green function G. See [9,10], for instance, for the deﬁnition of the Green function. Let
K(x, y) = yG(x, y). Then uG(x) = 〈g,K(x, ·)〉. A detailed discussion of the Dirichlet problem will be included
in [6].
1.4.2. Deﬁnition of the solution uL using nontangential limits
We now introduce a formulation of the homogeneous Neumann problem (3) with g ∈ H−s() using nontangential
limits of the solution u, taking advantage that u is a smooth function on , since it is harmonic. Let  be the set of
points of  at distance >  to . Then, for  small enough,  is an open set with smooth boundary   . The
isomorphism can be chosen to associate to x ∈  the closest point on  (for  small enough).
Let Hr0 () be the closure of C
∞
c () in Hr() and H
−r
0 () := Hr0 ()∗, r > 0, as before. Let us deﬁne
K(−r) = {u ∈ H−r0 () := Hr0 ()∗, u = 0}, r > 0. (11)
Here u= 0 is in distribution sense, that is, 〈u,	〉= 0 for all 	 ∈ C∞c (). The following theorem is a particular case
of the results in [18] (especially Theorem 7 in page 807). We shall still denote by  the directional derivatives in the
direction of the normal to the boundary to .
Theorem 1.8 (Seeley). For any u ∈ K( 32 − s) ⊂ H 3/2−s0 (), s > 32 , the restrictions gt := u|t converge in
H−s() to a distribution Ru = g ∈ H−s() as t → 0. There exists a continuous linear map P : H−s() →
K( 32 − s) with image the distributions u ∈K( 32 − s) with vanishing integral on . We have RPg = g if, and only if,〈g, 1〉 = 0. Similarly, PRu = u if, and only if, 〈u, 1〉 = 0.
For any g ∈ H−s() with 〈g, 1〉 = 0, we shall then denote
uL := P(g) ∈ H 3/2−s0 (). (12)
Remark 1.9. It is interesting to mention here that it was proved by Straube [20] that a harmonic function has distribu-
tional boundary values if, and only if, close to the boundary, it grows no faster than some power of −1, where  is the
distance to the (smooth) boundary.
1.4.3. Deﬁnition of the solution uD using the Dirichlet-to-Neumann map
We now introduce the Dirichlet-to-Neumann map using the Cauchy space C() of . The Cauchy space C() of
 is deﬁned as the set of limits at t = 0 of pairs (ht , gt ), where ht is the restriction of u to t and gt is the normal
derivative of u on t . Then C() consists of pairs of the form (h,N(h)), with h a suitable distribution on  andN
the Dirichlet-to-Neumann map, which is recalled in the next deﬁnition. In particular, we have that g := Ru = 0 only
if u is a constant (the map R is as in Theorem 1.8). The continuity of P shows that
‖uL‖H 3/2−s0 ()C,−s‖g‖H−s () (13)
if
∫
 u(x) dx = 0. Then, in Seeley’s notation, P(g) = P(N−1g, g) if 〈g, 1〉 = 0, with P a “multi-layer potential.”
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Let us now recall the deﬁnition of the Dirichlet-to-Neumann map used in the paragraph above and necessary for our
last formulation of the homogeneous Neumann problem with distributional data.
Deﬁnition 1.10. The Dirichlet-to-Neumann mapN : Hr() → Hr−1(), r > 1, is deﬁned byN(h)=u,where
u ∈ Hr+1/2() is the unique function satisfying u = 0 and u = h on .
It is known [21] thatN is an elliptic pseudodifferential operator of order 1, so it extends by continuity to a map
N : Hr() → Hr−1() for all r ∈ R. Moreover,N(g) = 0 if, and only if, u is constant andN has the space
of distributions with mean zero as the range. If we deﬁneN−1 to be 0 on constants and to be the inverse ofN on
distributions with mean zero, thenN−1 will also be a pseudodifferential operator (of order −1 this time), so it also
extends to a mapN−1 : Hr−1() → Hr() for any r ∈ R.
In particular, if u is a classical solution of the homogeneous Neumann problem (3), the Dirichlet-to-Neumann map
determines u =N−1(g) at the boundary (with the usual assumptions that the means of u and g vanish). Green’s
representation formula [9] then allows us to recover u inside :
u(x) =
∫

(
(x − y)u(y) − 
(x − y)u(y)) dS(y), (14)
where 
(x) is the fundamental solution of .
Formula (14) extends to distributions (with the integral replaced by a pairing), which suggests to deﬁne for every
g ∈ H−s(),
uD(x) = 〈N−1(g), 
(x − ·)〉 − 〈g,
(x − ·)〉. (15)
In this formula, 
(x − ·) denotes the smooth function y → 
(x − y), where y ∈  and x ∈ . Similarly, 
(x − ·)
denotes the normal derivative of 
(x − y), regarded as a function of y alone (x is ﬁxed) deﬁned on the boundary. In
particular, the normal derivative  is in the y variable. This formula reduces to Eq. (14) if g is a (distribution given by
a) function.
Eq. (15) deﬁnes uD ∈ C∞(). The following proposition shows that, in fact, we obtain an element uD ∈ H 3/2−s().
Proposition 1.11. Let s > 0. Then for any g ∈ H−s() with zero mean, we have uD ∈ H 3/2−s0 (), uD = 0 inside
, and
‖uD‖H 3/2−s ()C,s‖g‖H−s (), (16)
for a constant C,s depending only on  and s > 0. A similar statement with H 3/2−s0 () replaced by H 3/2−s() holds
true for s0.
Proof. Let s > 0 ﬁrst. Also, let g ∈ H−s(). Then
C∞(Rn)  	 →
∫

g(y)	(y) dS(y) ∈ C (17)
deﬁnes a distribution g ⊗  ∈ H−s−1/2(Rn), as in [15], for example. Similarly, if h =N−1(g) ∈ H 1−s(), the
linear map
C∞(Rn)  	 →
∫

	(y)h(y) dS(y) ∈ C (18)
deﬁnes a distribution h ⊗ ′ ∈ H−s−1/2(Rn). Let  ∈ C∞c (Rn) be equal to 1 in a neighborhood of . We deﬁne
Qu(x) := (x)[
∗u(x)]. Then one can explicitly identify the distribution kernel of Q as (x)
(x−y). The character-
ization of the kernels of pseudodifferential operators [21] then shows right away that Q is a pseudodifferential operator
of order −2. Formula (14) then can be reformulated as u=Q(g⊗+h⊗′). Therefore u ∈ H 3/2−s(Rn) because
Q deﬁnes a continuous linear map Hr(Rn) → Hr+2(Rn) for any r ∈ R (this can also be seen also directly using the
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Fourier transform, as in [5, Lemma 3.10], without making appeal to the fact that Q is a pseudodifferential of order −2).
The continuous restriction map H 3/2−s(Rn) → H 3/2−s0 () then completes the proof in the case s < 0.
For s > 0, we see from the classical Green representation formula that u is the unique solution with mean zero of
the homogeneous Neumann problem (3). The result then follows from the well posedness of the Neumann problem.
Finally, for s = 0, the result follows by interpolating between −r and r for some small r > 0. 
1.5. The equalities uW = uN = uL = uD
We now prove the main theorem of this section, stating that the four formulations of the homogeneous Neumann
problem with distributional data coincide, and hence uW = uN = uL = uD, where uW was introduced in Theorem 1.3,
uN was introduced in Eq. (10), uL was introduced in Eq. (12), and uD was introduced in Eq. (15).
We are now ready to prove our main theorem. The interesting case is when s > 32 , because otherwise it is a classical
result. Recall that 0 : H−s() → H−s0 () is the natural projection for s > 0.
Theorem 1.12. Let s ∈ R. Then for any g ∈ H−s(), we have uN = uL = uD for any x ∈ . If s > 32 , then we also
have uN = uL = uD =0(uW). In particular, denoting by u the common value, we have the estimate
‖u‖H 3/2−s ()C,−s‖g‖H−s () if s
3
2
(19)
and
‖u‖
H
3/2−s
0 ()
C,−s‖g‖H−s0 () if s >
3
2
. (20)
Proof. For g ∈ C∞(), it is known that uW(x)=uN(x)=uL(x)=uD(x). For arbitrary g ∈ C∞(), these relations
follow by continuity. Indeed, the estimate of Theorem 1.12 was established for u = uW in Theorem 1.3. For u = uN,
uL, or uD, this estimate follows from Eq. (10), from Theorem 1.8, and from Proposition 1.11. This shows that all these
functions have the same restriction in the interior (which is an element of H 3/2−s()). This is enough to show that
uW = uN = uL = uD, since they are the canonical extensions of their restrictions to the interior, by Proposition 1.14
and by deﬁnition of uN and uL. 
The common function u of Theorem 1.12 will be the unique solution of the homogeneous distributional Neumann
problem (3). For s > 32 we have u ∈ H 3/2−s0 (), which is slightly inconvenient. However, we shall next extend the
solution u in this case to an element in u ∈ H 3/2−s() that coincides with uW.
1.6. Canonical extensions
We ﬁrst deﬁne a canonical extension u˜ ∈ H 3/2−s() of a harmonic function u ∈ H−r0 (). We use the ideas used to
deﬁne uD.
Proposition 1.13. Let u ∈ H 3/2−s0 (), s > 32 , be such that u = 0 on . Let  be the characteristic function of the
set  := {x ∈ , dist(x, )> }, as before. Then u ∈ L1(Rn) and
∫
Rn (x)u(x)	(x) dx converges as  → 0 for
any 	 ∈ Hs−3/2(Rn). The limit u˜ := lim→0u ∈ H 3/2−s() maps to u in H 3/2−s0 () in the sense that 0(u˜) = u,
and we have ‖u˜‖H 3/2−s ()C‖u‖H 3/2−s0 ().
Proof. Let h be the restriction of u to  and g = u on , as before. Then (h, g) → (h, g) in H 1−s() ⊕
H−s(), after we identify  with  using the closest point, by Seeley’s results [18, Theorem 7]. Let Q be as in the
proof of Proposition 1.11. Then g ⊗  + h ⊗ ′ → g ⊗  + h ⊗ ′ in H
−1/2−s
0 (R
n) for  → 0, and hence
u˜ := Q(g ⊗  + h ⊗ ′) = lim→0Q(g ⊗  + h ⊗ 
′
) = lim→0 u (21)
by the continuity of Q.
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For any 	 ∈ C∞c (), we have 〈u,	〉= 〈u,	〉 for  small enough, so u˜ maps to u in H 3/2−s0 (). Finally, it follows
from [18] that ‖g‖H−s ()C‖u‖H 3/2−s0 (). This implies the last inequality. 
We are interested in the canonical extension u˜ because of the following result.
Proposition 1.14. Let u0W := 0(uW) ∈ C∞() ∩ H 3/2−s0 () be the canonical image of uW. Then uW = u˜0W, the
canonical extension of u0W.
Proof. If the data g are smooth enough, then uW is a continuous function on , and hence uW = lim→0uW =: u˜0W
in H 3/2−s(), the limit being taken in this space. For general g, the result follows by the continuity of the canonical
extension and of the projection 0. 
In particular, Theorem 1.12 and Proposition 1.14 give the following result.
Theorem 1.15. Let s > 32 . Then u˜N = u˜L = u˜D = uW.
2. Examples
We now illustrate the results obtained in the previous sections and point out to some further developments.
2.1. The half-space
Let us consider  = Rn+ = Rn−1 × [0,∞). This is not a bounded domain and the Laplace operator  : H 2() →
L2() is not invertible. Nevertheless, this is a domain for which we can easily write the Green function G(x, y),
x= (x1, . . . , xn), y= (y1, . . . , yn) using the reﬂection principle, which leads toG(x, y)=cn(|x−y|2−n−|x˜−y|2−n),
where x˜ = (x1, . . . , xn−1,−xn). Then K(x, y) := G(x, y) is
K(x, y) = c
′
nxn
|x − y|n , x ∈ , y ∈ , c
′
n = 2(n − 2)cn. (22)
The boundary value problem u = 0, u = p on the boundary  then has the solution u(x) = K(x, p). Let p = 0
and consider gt to be the restriction of u(x) = c′nxn|x|−n to xn = t , t > 0. Then
∫
xn=t gt (x
′) dx′ = 1, u0, and∫
|x′|> u(x
′) dx′ → 0 as t → 0. This veriﬁes that gt → 0 in distribution sense.
If we replace the boundary value p with p, then we obtain the solution u = (−1)||K(x, p).
Similarly, a solution of the homogeneous Neumann problem u = 0, u = p at the boundary, is obtained by
replacing the function K(x, y) with the Neumann function N(x, y) = cn(|x − y|2−n + |x˜ − y|2−n).
2.2. An angle
Let us now look at the case of the angle P := {(r, ), 0< < }, in polar coordinates (r, ) ∈ [0,∞) × [0, 2). Let
s =/. Then the map z → zs maps P conformally onto the half-space H := {I(z)> 0}, where I(z) := b denotes the
imaginary part of z=a+bi ∈ C. Taking into account that the fundamental solution for the plane is
(z)=(1/2) log |z|,
the reﬂection principle gives G1(z, w)=
(z−w)−
(z−w) and N1(z, w)=
(z−w)+
(z−w) for the Green and
Neumann functions of the half-plane H. Therefore, the Green and Neumann functions of P are G(z,w)=G1(zs, ws)
and N(zs, ws), which gives the explicit formulas N(z,w) = (2)−1 log |(zs − ws)(zs − ws)| and
G(z,w) = 1
2
log
∣∣∣∣z
s − ws
zs − ws
∣∣∣∣ . (23)
(We chose the branch of zs that is obtained by removing the positive reals.)
Let us consider now the Neumann problem uN = 0 on P and uN = w, the Dirac distribution concentrated at the
point w on the boundary P. Then the solution is given by uN(z)=N(z,w). If w= 0, this gives uN(z)=−−1 log |z|.
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Let r be the intersection of P with the disc of radius r centered at the origin (i.e., at 0). Then the “conservation
property”
∫
r
uN(z) dS(z) of this solution is immediately checked.
On the other hand, the solution of Dirichlet problem
uD = 0 in P and uD = w on the boundary (24)
is given by K(z,w)=±r−1G(z,w), where z=r(cos + i sin ) and we have the sign −forw real and + otherwise
(i.e., for w on the upper half of the boundary). Explicitly, if w ∈ R+, then
K(z,w) = sw
s−1I(zs)
|zs − ws |2 . (25)
Then, if we let w → 0 (w ∈ R+), we obtain K(z, 0)=0 if <  and K(z, 0)=∞ if > . Thus the Dirichlet problem
(24) seems not to be well posed for w at the angle (or corner), unlike the corresponding Neumann problem.
The problems encountered in this example are not completely unexpected, given the nonuniqueness of solutions
with low regularity studied in [3].
3. Polygonal domains
Let P ⊂ R2 be a (curvilinear) polygonal domain. Then it is possible to extend to this case the deﬁnitions of the
weak solutions. In view of the problems pointed out in the preceding section, it is convenient to use weighted Sobolev
spaces. Let us recall ﬁrst the deﬁnitions of the weighted Sobolev spacesKma (P) on P [13] and of the weighted Sobolev
spacesKma (P) on the boundary P [1]. See also [8,11,12] for a discussion of similar Sobolev spaces. See also Aziz
and Kellogg [3] for a discussion using the standard Sobolev spaces.
Let us denote by ϑ(x) the distance from a point x ∈ P to the closest vertex of P. Let m ∈ Z+ and a ∈ R. Then
Kma (P) := {u : P → C, ϑ||−au ∈ L2(P), ||m}. (26)
Similarly,
Kma (P) := {u : P → C, ϑ||−au ∈ L2(P), ||m}, (27)
where only derivatives tangent to the boundary are to be used. More precisely, let us notice that we can identify
each edge with [0, 1]. Then Kma (P) consists of the functions f : P → C that, on each edge, are such that
tk(1 − t)kf (k) ∈ L2([0, 1]), 0km, after we identify that edge with [0, 1]. This last condition is equivalent to
[t (1 − t)t ]kf ∈ L2([0, 1]), 0km.
The spacesKsa(P), s0, are deﬁned by interpolating in s (for a ﬁxed). The negative order weighted Sobolev spaces
K−s−a(P), s0, andK−m−a (P), m ∈ Z+, are deﬁned by duality (with pivot L2), for instanceK−m−a (P)  Kma (P)∗
with the duality map extending the L2-inner product. The following result are classical results of Kondratiev (with the
additional identiﬁcation of the Sobolev spaces at the boundary from [1]). Let us denote by j ∈ (0, 2) the angles of
the (curvilinear) polygonal domain P.
Theorem 3.1. Let m ∈ Z+, then the map
D :Km+1a+1 (P) →Km−1a−1 (P) ⊕Km+1/2a+1/2 (P), Du = (u, u|P) (28)
is Fredholm for a = k/j , k ∈ Z, k = 0. Similarly, the operator
N :Km+1a+1 (P) →Km−1a−1 (P) ⊕Km−1/2a−1/2 (P), Nu = (u, u|P) (29)
is Fredholm for a = k/j , k ∈ Z.
Note that k = 0 for the Dirichlet problem, while k = 0 is allowed for the Neumann problem. In fact, the map D
turns out to be an isomorphism for |a|< /Max, where Max = max j . On the other hand, N is not an isomorphism
for a = 0 (it is not even Fredholm for this value of the weight a).
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Theorem 3.1 can then be used to formulate a deﬁnition and prove the existence of weak solutions of the Dirichlet
or Neumann problem with data in the spacesKsa along the lines of the ones in the preceding sections. Let us outline
this procedure (using the method from [6]) for the Dirichlet problem and |a|< /Max, for which we do not have to
consider subspaces.
Let K˜1−sa+1(P) := K1−sa+1(P) ⊕K−1/2−sa−1/2 (P) and D : K˜1−sa+1(P) ×K1+sa+1(P) → C be the bilinear functional
deﬁned by
−D(u, v) := 〈u0,v〉 + 〈u1, v〉P, (30)
where u = (u0, u1) ∈ K˜1−sa+1(P).
Consider the inhomogeneous Dirichlet problem
−u = f in P, u = g on P, (31)
with g ∈K1/2−sa+1/2(P) and f ∈K−1−sa−1 (P), s ∈ R, |a|< /Max.
Deﬁnition 3.2. Let g ∈K1/2−sa+1/2(P) and f ∈K−1−sa−1 (P) , s ∈ R+. We say that u = (u0, u1) ∈ K˜1−sa+1(P) satisﬁes
Eq. (31) in weak sense, or that u is a weak solution of the Dirichlet problem (31) if D(u, v)= 〈f, v〉 − 〈g, v〉P, for
all v ∈Ks+1a+1(P).
Then Theorem 3.1 and the fact that we get an isomorphism for |a|< /Max for the Dirichlet problem and the
“inf–sup” condition from [4] give the following result that is proved similarly to Proposition 4.8 in [5], or to the
corresponding result in [6].
Theorem 3.3. Let g ∈K1/2−sa+1/2(P) and f ∈K−1−sa−1 (P), s0, |a|< /Max.Then there exists a uniqueweak solution
u = (u0, u1) ∈ K˜1−sa+1(P) for Eq. (31) and ‖u0‖K1−sa+1(P) + ‖u1‖K−1/2−sa−1/2 (P)C0(‖g‖K1/2−sa+1/2(P) + ‖f ‖K−1−sa−1 (P)), for
a constant C0 that depends only on P, s, and a.
The above theorem is satisfactory in that the problems that we encountered in Section 2.2 do not arise anymore.
However, there is no compatibility at the angle for the functions in the “trace Sobolev space” K1/2−sa+1/2(P) on the
boundary, in general. Therefore, it is not clear how to formulate a boundary condition involving the delta distribution
at the angle in our setting. That would be possible in the framework of the usual Sobolev spaces, but the trace space at
the boundary is then much more difﬁcult to characterize [2] and the uniqueness of the solutions is also lost [3]. Further
investigation is therefore needed in the polygonal case.
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