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摘 要: 本文针对传统的基于启发式搜索的多标记特征选择算法时间复杂度高的问题，提出一种简单、快速、有效的多
标记特征选择方法（Easy and Fast Multi-Label Feature Selection, EF-MLFS）。该方法首先使用互信息衡量每个维度的
特征与每一维标记之间的相关性，然后将所得相关性相加并排序，最后按照总的相关性大小进行特征选择。本文与六种现有
的比较有代表性的多标记特征选择方法，例如最大依赖性最小冗余性（Max-Dependency and Min-Redundancy, MDMR）算法，
基于朴素贝叶斯的多标记特征选择方法（Multi-Label Naive Bayes, MLNB）等。实验结果表明，使用本文方法进行特征选择
并分类后的实验结果在平均准确率（Average Precision）、覆盖率（Coverage）、海明损失（Hamming Loss）等常见的多标
记分类评价指标上均可达最优，同时该方法无需进行全局搜索，因此时间复杂度相较于 MDMR、PMU 等方法也有明显降低,可以
极大的降低时间复杂度。
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Fast feature selection method based on mutual information in
multi-label learning
Xu Hongfeng 1,2*, Sun Zhenqiang 2
（1 School of Economic and Management, Guizhou Normal University, Guiyang 550001, China
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Abstract: Aiming at the high time complexity of traditional heuristic search-based multi-label feature selection algorithm, A
simple, fast and effective multi-label feature selection method (EF-MLFS) is proposed. Firstly, mutual information is used to measure
the correlation between the features of each dimension labels of each dimension, Then, adds up and ranks the correlations, and makes
feature selection according to the total correlation. Six representative multi-label feature selection methods are selected for comparing,
Such as Max-Dependency and Min-Redundancy (MDMR) algorithm, Multi-Label Naive Bayes (MLNB) method which based on Naive
Bayes, and so on. The experimental results show that the average accuracy (Average Precision), Coverage (Coverage), Hamming Loss
(Hamming Loss) and other common multi-label classification indicators are optimal after feature selection and classification using our
method. At the same time, the method does not need to perform global search, so the time complexity is significantly reduced compared
with MDMR, PMU and other methods, which can greatly reduce the time complexity.
Keywords: multi-label learning; feature selection; mutual information; label-correlation
0 引言
在传统的监督学习任务中，每个样本被默认为只具有一
种语义信息，也就是只包含一种分类标签。然而，这样的假
设往往与现实世界的真实情况不符，例如，在图片分类任务
中，一张沙滩风景图片往往同时包含“大海”、“轮船”、
“落日”等景物，由此可见，使用单一标记无法充分表达其
语义信息，同样使用传统的单标记分类方法将很难对这种情
况进行准确的分类。因此，多标记学习（Multi-label Learning）
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2 计算机应用
[1]应运而生，并在信息检索[2]，生物信息[3]，药物研发[4]以及
传统中医诊断[5-6]等领域取得了出色的效果。
与传统监督学习相比，多标记学习的输入输出空间维度
更大。在大多数情况下，相较于单标记数据集，为了支持多
个标记的学习任务，多标记数据的特征往往更加冗余和稀疏。
然而，过高的特征维度将会导致维度灾难的发生，这将使得
多标记学习任务变的低效和困难。因此，有效的解决多标记
学习任务中的维度灾难问题变的十分关键。
特征选择方法由于直接从原始特征空间选择特征子集，
因此其保留了原始特征的物理含义，具有极强的可解释性和
易操作性，尤其在高维数据集和有限数据集的数据预处理任
务中具有十分重要的地位。特征选择方法根据一定的评价标
准，从原始特征空间中选择一组最优特征子集，从而降低特
征维度，提高分类性能。目前比较常见的评价标准有：依赖
性度量、距离度量，和信息度量。同时，区分多标记学习任
务与传统学习框架的特点就是其不同标记之间往往具有相关
性，而对这些相关性的有效利用将会有效减小学习任务的难
度。根据朱越等人[1]的描述，目前标记相关性可以分为一阶
相关性，二阶相关性，以及三阶相关性。
但之前大部分工作均为对特征选择过程中使用的“最大
相关性，最小冗余性”标准中的相关性和冗余性进行相关分
析，从而导致不必要的计算资源的浪费。本文在进行一系列
实验时观察到，大多数多标记数据集由于其特征空间的高维
性和稀疏性，其特征与特征之间的冗余程度往往很小。因此
在多标记特征选择问题当中，冗余性的加入往往无法提升特
征选择的效果，反而会增加不必要的计算资源的浪费。本文
提出了一种只利用特征-标记相关性的极简但是效果很好的
特征选择算法，并进行大量实验验证上述想法的正确性。
1 相关工作
在多标记特征选择发展的几十年里，涌现出了许多杰出
的工作。为了更好的区分每种方法的相似和不同之处，相关
工作者对已有的特征选择方法进行了分类，目前广泛认可的
分类方法有两种。第一种分类方法从特征选择的策略角度出
发，将特征选择方法分为封装（wrapper）方法[7]，过滤（filter）
方法[8]，和嵌入（embedded）方法[9]。第二种分类方法从标
记利用角度出发，将特征选择方法分为有监督（supervised）
[10]、无监督（unsupervised）[11]和半监督（semi-supervised）
[12]特征选择方法。
本文主要利用互信息（Mutual Information）和标记相关
性（Label Correlation），因此接下来将简要介绍与上述两者
相关的特征选择工作。在利用信息论进行特征选择的众多方
法中，最经典的两种方法被称为互信息特征选择[13] (Mutual
Information Feature Selection, MIFS)和最小冗余最大相关性
[14]（Maximum Relevance Minimum Redundancy, mRMR），
在MIFS方法中利用互信息估计某一维特征的信息量，并利
用“贪心”搜索方法选择最优特征子集；在 mRMR方法中选
择出的特征子集具有“最大相关性，最小冗余性”的特点，
并提出了相关算法。除此之外，还有许多利用信息论进行特
征选择的优秀工作，例如 Lin等人[15]提出最大独立性最小冗
余性算法（MDMR）；Lee等人[16]利用多元互信息提出一种
多标记特征选择方法（Pairwise Mutli-label Utility, PMU）；
宋国杰等人[8]提出一种基于最大熵原理特征选择方法；朱颢
东等人[17]提出一种优化的互信息特征选择算法等。
除此之外，近几年利用标记信息进行特征选择的方法
也不断涌现。例如，Jun Wang等人[18]通过最大化非独立分
类信息进行特征选择；G.Brown等人[19]提出一种针对信息
论的联合特征选择框架；蔡亚萍等人[20]提出一种利用局部
标记相关性的特征选择方法；杨明等人[21]提出一种结合标
记相关性的半监督特征选择方法；Braytee等人[22]提出一种
基于非负矩阵分解的特征选择方法；Liu等人[23]提出一种
基于标记相关性的加权特征选择方法；Monard等人[24]提出
了一种根据原始标记相关性进行标记空间重构的方法。
2 相关知识
2.1 互信息与最大相关性最小冗余性（mRMR）
信息论起源于 1948年香农[25]的一篇论文， ，信息论已
经被广泛应用于诸多领域。作为信息理论的重要组成部分，
互信息是一种衡量相关性的有效手段，描述了两组变量之间
信息共享的程度。例如，两组随机变量 A和 B之间的互信息
可以定义如下：
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式中 ),( bap 为 A,B的联合概率分布。
mRMR 作为特征选择的经典算法，已经演变出许多变
种，本文方法也是收到 mRMR方法启发，因此本文将简单介
绍 mRMR的核心思想以便读者更好的理解本文方法。mRMR
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的作者认为“前 m个最好的特征不一定是最好的 m个特征”，
因为前m个特征可能是高度相关的，即携带大量相似的信息，
因此作者提出 mRMR框架，并将其形式化描述为：
RDRD  ),(max
其中 D和 R分别代表独立性（Dependence）和冗余性
（Redundancy），同时 D和 R计算如下：
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其中 S为选择的特征子集，c为对应的标记。
2.2 评价指标
本文选择了五种基本评价指标作为对比本文方法和其它
方法的标准，并简单予以介绍。在下文中，本文将统一使用
Liy 表示真实标记，
'yi 表示对特征向量 ix 的预测标签，
N表示样本数量，m表示标记维度。
Hamming loss:
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其中为异或运算，该指标计算的是在所有 N*m 个预
测标记中犯错的比例，其值在 0到 1之间，并且得分越小表
示性能越好。
One-error:
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该指标计算预测结果中最可能的标记预测错误比例，其
值在 0到 1之间，取值越小越好。
Coverage:
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该指标反映的是在预测的标记序列中，要覆盖所有的相
关标记需要的搜索深度，其值越小表示所有相关标记均被排
在比较靠前的位置。
Ranking loss:
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其中 iy 和 iy 分别表示 ix 的相关标记集和无关标记集，
该指标计算相关与无关标记对出现错误的比例，该指标越小
越好。
Average precision:
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该指标衡量的是按照预测值排序的标记序列中，被排在
相关标记之前的标记仍是相关标记的情况，其值越大越好。
3 EF-MLFS(Easy and Fast Multi-Label
Feature Selection)
在经过上一章第一节介绍后可知，在多标记特征选择问
题中，“最大相关性，最小冗余性”是一个十分经典且经过
大量实验证实有效的特征选择标准。然而，目前已有的基于
该标准的改良方法均为对该假设的有效性进行过讨论，均是
针对相关性或冗余性提出性能上改进方法，或是计算过程的
优化算法框架还是以“最大相关性，最小冗余性”为主。但
在目前公开的主要多标记数据集上进行实验时发现，特征间
的冗余性或许并不是特征选择过程中所必须考虑到的因素，
而特征与标记相关性衡量可能对特征选择结果起到决定性作
用。同时，忽略特征间冗余性的影响，将会大大简化算法运
算过程，从而提高算法性能。根据“奥卡姆剃刀”原则忽略
特征冗余度的影响，不仅不会降低算法性能，反而在大多数
数据集上大大提升了特征选择的效果。
在多数的多标记数据集中，标记-特征相关性往往可以提
供重要信息，利用这些信息将有效减少学习任务的难度，同
时提升学习结果的鲁棒性。如何衡量特征-标记之间的相关性
将对最后的特征选择结果产生决定性的影响，考虑到多标记
特征空间是高维且稀疏的，利用复杂的数据挖掘过程并一定
会产生好的结果。因此本文从最简单设想切入，利用互信息
来衡量特征-标记相关性，同时忽略掉冗余性的影响，最后依
据特征-标记相关性的大小来进行特征选择。
因为在多标记数据集中，特征往往是连续或高度离散的，
同时十分稀疏。因此，无论是像之前方法中使用互信息，还
是欧式距离之类的方法衡量特征间的冗余度，特征与特征间
的冗余性几乎为零，其效果往往微乎其微甚至对特征-标记相
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关性的使用产生负面影响。同时，多标记得监督学习中最重
要的就是对标签的有效利用，因此本文忽略掉冗余性的影响
是合理且高效的。
本文方法之所以叫 EF-MLFS（Easy and Fast），是因为
对比之前的算法，其核心思想十分简单，计算过程也很快捷。
下面对该算法的计算过程进行介绍：
首先，本文使用互信息计算每一维特征-标记之间的相关
性矩阵 R:
);(R , jiji lfI
其中 Ri，j为相关性矩阵的每一个元素，fi表示第 i维特征
向量，lj表示第 j维标记向量。假设所选数据集中有 N维特
征向量，K维标记向量，则矩阵 R 为一个 N*K 的矩阵。该
矩阵中蕴含的就是特征-标记相关性信息，数字越大代表特征
与标记之间的相关性越强。
如何对矩阵 R进行处理从而得到想要的特征选择结果
呢。EF-MLFS使用了最简单直观的计算方法，本文认为如果
某一维度特征与所有标记相关性的总和最大，则其就为最重
要的特征，然后根据重要性进行排序，将会得到一个特征重
要性的有序向量。
根据以上假设，本文将矩阵 R按列相加，得到特征重要
性向量 I：
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最后根据向量 I的大小从大到小进行排序并记录相应的
特征维度标记，得到最后的特征重要性排序向量 I-Rank。
4 实验设置与结果比较
为了评测 EF-MLFS 算法的性能，本文将在 6 个真实数
据集上与其它 4种特征选择算法进行对比实验，采用多标记
最近邻(Multi-Lable K Nearest Neighbor, ML-KNN)[26]作为分
类算法对特征选择后的数据集进行评估，并将近邻数量 k设
置为 15，对比算法的参数设置依照原论文给出的推荐参数进
行设置，最后对实验结果进行简要分析。ML-KNN相关代码
可以在 LAMDA实验室主页进行下载。
4.1 实验数据及设置
本实验数据主要来自于公开多标记数据集网站MULAN
（ http://mulan.sourceforge.net）， 其中 Arts、 Business、
Education、Health、Science五个网页数据集属于 Yahoo数据
集，每个数据集含有 5000个样本，提取的特征表示不同的词
在文本中的频率，标记表示文本的类别信息；Yeast 为生物
数据集，包含 2417例提取好的 103维特征。表格 1列出所使
用数据集的详细信息。同时，为比较 EF-MlFS算法的性能，
实 验 将 与 MLNB[27] 、 PMU[16] 、 MDDMspc(Mutli-lable
Dimensionality Reduction via Dependecnce Maximization with
Uncorrelated Feature Constraint) [28]、MDDMproj(Multi-label
Dimension Reduction via Dependence Maximization with
Uncorrelated Projection Constraint)[28] 、 MDMR[15] 以 及
COMI(Convex Optimization and Mutual-Information)[29]6 种多
标记特征选择算法在上述评价指标上进行比较，其中 COMI
方法为 Lim 等人于 2017年提出的一种基于互信息与凸优化
的方法，该方法改进了以往基于启发式搜索的=特征选择策
略，在 mRMR 方法的基础上利用互信息计算相关性与冗余
性，是目前基于互信息进行特征选择的众多方法中比较有代
表性的一种。
表 1 标记数据集详细信息
Tab.1 The detail information of multi-label data
4.2 实验结果与分析
Data Samples Features Classes Training Test Domains
Arts 5000 462 26 2000 3000 Text
Business 5000 438 30 2000 3000 Text
Education 5000 550 33 2000 3000 Text
Health 5000 612 32 2000 3000 Text
Science 5000 743 40 3000 2000 Text
Yeast 2417 103 14 918 1499 Biology
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为对比各算法所能达到的最好分类效果，本文实验将最优特征子集维度从 1调整至最大并绘制得分曲线，其中MLNB 算
法最大特征数量与其他算法不同，但仍具有可比性。
图 1-图 5分别展示了七种方法在不同数据集上的特征选择结果。在下图所示中，横轴数值表示特征选择数量，纵轴数值
表示各指标得分情况。其中，海明损失、覆盖率、排序损失、1-错误率四项指标数值越小表示分类性能越优，准确率指标数值
越大表示分类性能越优。
图 1每种方法在平均准确率指标上的实验结果对比
Fig.1 Experimental comparison result of each method for Average Precision
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图 2每种方法在覆盖率指标上的实验结果对比
Fig.2 Experimental comparison result of each method for Coverage
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图 3每种方法在海明损失指标上的实验结果对比
Fig.3 Experimental comparison result of each method for Hamming loss
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图 4每种方法在 1-错误率指标上的实验结果对比
Fig.4 Experimental comparison result of each method for One Error
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图 5每种方法在排序损失指标上的实验结果对比
Fig.5 Experimental comparison result of each method for Ranking loss
根据图 1-5所示：
（1）实验曲线在前几个特征呈明显上升或下降趋势，在
达到最优值后呈相反趋势变化，说明特征选择算法对大多数
数据集有效，并且可以选择出效果明显好于使用所有特征进
行分类的特征子集。
（2）EF-MLFS方法在 Arts、Business、Education、Health、
Science、Yeast 共 6个数据集上的 5种评价指标均可以达到
最优的效果，同时在 Arts与 Health等文本数据集上效果也非
常显著，说明本文方法泛化效果与选择结果均优于其他方法。
（3）MDDM是一种基于矩阵分解的方法，因此其在时
间性能上有明显优势。考虑到 EF-MLFS方法几乎不需要任
何复杂的矩阵运算，大部分时间消耗来自于计算特征-标记相
关性矩阵，因此 EF-MLFS方法相较于MDMR、MLNB、PMU
三种方法在时间性能上均有三个量级的提升效果。
（4）EF-MLFS方法具有最高的性能时间比，可以在提
高性能的前提下，大大提高算法效率。
（5）COMI方法虽然也是一种基于互信息的多标记特征
选择方法，但原文中并未对其数据预处理进行详细描述，同
时其特征选择过程中涉及到全局优化的过程，虽然较传统的
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启发式搜索方法在时间性能上有较大提升，但在性能和时间
上均未达到最优效果。因此本文所提方法虽然简单，但是仍
可达到较优的性能。
总体来讲，EF-MLFS算法在上述对比指标下均有不错的
表现，尤其 EF-MLFS算法是一种快速有效的特征选择方法，
该方法具有更强的鲁棒性和更好的泛化性，可以适应多个应
用场景并找到最优特征子集。同时，上述实验也验证了第三
章中关于特征空间冗余性的假设。
5 结语
本文在针对经典特征选择框架“最大相关性，最小冗余
性”进行研究时发现，大多数公开的多标记数据集中，冗余
性的加入并不能有效提高多标记特征选择的效果，反而会加
大特征选择过程的运算量，降低选择效率。因此，根据“奥
卡姆剃刀”的核心原则“如无必要，勿增实体”的思想，大
胆将冗余性去掉，只利用特征-标记相关性进行多标记特征选
择，并得到了很好的结果。
但是，本文仍有诸多不足之处，需要在未来的工作当中
进行改进。例如，如何有效定量验证数据当中冗余性是否必
要，如何更加准确的衡量特征标记相关性，以及如何更加有
效的挖掘特征-标记相关性当中蕴含的信息。同时针对标记相
关性的研究工作也日益增多，对如何有效利用标记之间的相
关性也是未来的研究方向。
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