Preffi 2.0 is an evidence-based Dutch quality assessment instrument for health promotion interventions. It is mainly intended for both planning and assessing one's own projects but can also be used to assess other people's projects (external use). This article reports a study on the reliability of Preffi as an external quality assessment instrument. Preffi is used to assess quality at three levels: (i) specific criteria, (ii) clusters of criteria and (iii) entire projects. The study compared Preffi-based assessments of 20 projects by three practitioners with their intuitive assessments of the same projects and with assessments by three experts, which were to be used as external criteria. The intuitive assessments only related to the cluster and project levels. Our main hypothesis was that intuitive assessments by practitioners would be less reliable and accurate than their Preffi-based assessments and the experts' assessments. On the whole, we failed to confirm this hypothesis: the experts' assessments proved less reliable and accurate than the practitioners' intuitive and Preffi-based assessments and differed too much from each other to be used as external criteria. The Preffi-based assessments by the practitioners had an acceptable generalizability coefficient (G) and accuracy (standard error of measurement). At the level of the entire project, two assessors are needed to produce sufficiently reliable and accurate assessments, whereas three are needed for assessment at cluster level. The study also showed that different assessors use different perspectives and base their assessment on a variety of aspects. This was regarded as inevitable and even useful by the assessors themselves. Discussions between assessors are important to achieve consensus. The article suggests some improvements to Preffi to further increase its reliability.
Introduction
The Preffi (Health Promotion Effect Management Instrument) is a Dutch quality assessment instrument for health promotion (HP) interventions, based on research findings about programme and project aspects affecting effectiveness and quality. It allows users, mostly HP practitioners, to assess to what degree a programme incorporates conditions and aspects that are generally acknowledged to contribute to effectiveness and to suggest improvements. Effectiveness is one of the important aspects of quality; other aspects usually distinguished include ethics and client satisfaction. Preffi was developed in the mid-1990s, after detailed and lengthy consultations with researchers and practitioners. In the early 2000s, it was thoroughly revised and updated into a new version, the Preffi 2.0. The revision process was once again undertaken in close collaboration with researchers and practitioners, and was partly based on research into the instrument's usefulness and reliability. Both these development processes have been described in detail elsewhere [1] [2] [3] [4] . Preffi is the most elaborate quality assessment instrument in this domain and has received considerable attention both in the Netherlands and internationally [5] [6] [7] [8] [9] . In the Netherlands, the Preffi will be used as a key document for the National Quality System for Health Promotion. Next to a Dutch version, the Preffi 2.0 is also translated in English, French and Hungarian and a Norwegian translation is under construction.
Preffi 2.0 consists of 39 quality criteria (for criteria see Table II ), subdivided into eight clusters: problem analysis, determinants of behaviour and environment, target group, objectives, intervention development, implementation, evaluation and contextual conditions and feasibility. The names of the first seven clusters show that Preffi 2.0 is based on planning models [10, 11] , whereas the final cluster emphasizes the importance of project management.
In the Preffi 2.0 version, the assessment aspect is more fully specified than in the 1.0 version, which did not clearly indicate when a project satisfied a particular quality criterion [12] . To this end, specific operationalizations and norms were developed for each of the criteria in the 2.0 version (see Box 1 and www.preffi.nl). These were expected to provide users with clear instructions and thus make their assessments more in agreement and, therefore, more reliable. This assumption is tested and reported in this paper.
The instrument is mainly intended and used in HP practice as a planning tool and as an (internal) assessment tool, to assess one's own projects. However, since we were interested in the agreement between assessors, but practitioners work on different projects, Preffi was in this research used as an external quality assessment instrument: to assess other people's projects.
A preliminary test of the feasibility of a draft 2.0 version showed that users appreciated the specificity of the operationalizations and norms [6, 13, 14] . The test also provided some indications of the instrument's reliability, as well as suggestions for improving the descriptions in Preffi, and allowed us to design a follow-up study into the reliability by providing indications for aspects like the number of assessors needed and the need to include a variety of projects, write a clear manual and train Preffi users. The present paper reports on the design and results of this follow-up study, concentrating on the reliability of assessing other people's HP projects with or without the use of Preffi, and on comparisons between the assessments made by practitioners using Preffi and those made by experts assessing the same projects.
The present study aims to answer a number of research questions. (1) Do quality assessments of HP projects by different experts show sufficient agreement to be used as a criterion to evaluate Preffi-based assessments of the same projects by practitioners? We hypothesized that experts, because of their experience as professional assessors on assessment committees, would share the same quality standards and hence show greater agreement in their assessment of projects (i.e. be more reliable) than practitioners. (2) Are the practitioners' Preffi-based assessments more reliable than their intuitive assessments of the same projects? (3) How reliable are the Preffi-based assessments and how many assessors are required for a sufficiently reliable and accurate assessment? (4) Do the experts' greater experience and clearer standards lead to stricter and, therefore, more negative judgements than those of the practitioners? (5) Are Preffi-based assessments by practitioners stricter than their intuitive assessments of the same projects? The Preffi criteria were deliberately made rather strict, with the aim of stimulating practitioners to adopt a critical attitude and to identify aspects of the projects that could be improved. (6) Are there notable aspects in the project scoring and how useful is a consensus meeting in the process of achieving consensus in the project quality rating?
Methods
The present study examined the possible differences in quality assessments of 20 projects in three different conditions: (i) experts giving an intuitive judgement based on their expertise and experience, without any further guidelines; (ii) practitioners giving an intuitive judgement and (iii) the same practitioners assessing the same projects using Preffi 2.0. Before their Preffi-based assessment, the practitioners attended a one-day training session on using Preffi 2.0. After the results of the various assessments had been collected and analysed, they were discussed in a consensus meeting with the experts, the practitioners and the Preffi project team.
Study population
The preliminary test of the draft version of Preffi 2.0 had shown that three assessors would allow the reliability to be determined with sufficient precision or accuracy [14] . We, therefore, decided to use three experts and three practitioners to assess the projects.
The three experts we selected had for many years been professionally involved in the allocation of grants for research, development or implementation projects for HP. Their respective backgrounds were in research, policymaking and HP practice. The experts were familiar with Preffi 1.0 and knew that a new version was being developed; one of them was also familiar with the content of the new version.
Of the three practitioners, one was employed by a municipal health service, one by a mental health and addiction care institute and one by a national health education agency. They had had 6, 4 and 1 years of work experience, respectively. All were university educated, with degrees in, respectively, medical biology, educational theory and HP. The practitioners had some knowledge of Preffi 1.0, and knew that Preffi 2.0 was being developed but were unaware of its content until the training session.
Project selection
Various sources were used to collect 32 project descriptions: entries for the Preffi Award, a national project database and direct contacts with a number of HP or prevention practitioners. The projects related to the various domains of HP practice in the Netherlands (general health, mental health, addiction and home care). All project descriptions had the same structure: background; choice of objectives, target groups and interventions; implementation; organization and evaluation. Two members of the Preffi project team used Preffi 2.0 to assess all projects as good, moderate or poor. From these 32 projects, we ultimately selected 20, based on three criteria: (i) the availability of a sufficiently informative project description, allowing a large number of Preffi criteria to be scored; (ii) sufficient coverage of the various HP domains and themes and (iii) sufficient numbers of good, moderate and poor projects, so that they would yield enough variance to allow a realistic reliability assessment.
Project quality rating with Preffi 2.0
Measurement instruments Intuitive assessments by experts and practitioners
The practitioners and experts were invited to assess the projects by reading the 20 project descriptions, which were offered in a different order to each of the three assessors, and to fill in a scoring form for each project. This scoring form asked for intuitive marks between 1 (low quality) and 10 (high quality) to be given for the eight general aspects of each project (problem analysis, determinants, target group, objectives, intervention development, implementation, evaluation and contextual conditions) as well as an overall mark for the project as a whole. Since these aspects correspond to the clusters used in Preffi, they will be referred to below as intuitive cluster assessment. In addition, the assessors were asked to indicate how much time they required to assess a project and whether and to what extent they had already been familiar with each project and whether this had influenced their assessment in a negative or positive sense.
Preffi assessments by practitioners
After the intuitive assessments, each of the practitioners assessed an example project with the Preffi score form. The practitioners attended a 6-hour training session in which the Preffi 2.0 was discussed in depth and the assessment of the example project and difficulties with the scoring procedure were discussed, such as how to deal with information that was lacking. Next, the practitioners assessed the 20 projects once more, this time using Preffi 2.0. Once again, the projects were offered in different order to the three participants. They were asked to indicate how much time they required to assess a project with the Preffi.
Preffi has three levels of scores.
(i) Criterion score: each of the 39 quality criteria has been operationalized as one or more yes/ no questions, which together yield a rating of 'weak', 'moderate' or 'strong' for that particular criterion (see Box 1 for an example). In addition, 12 of the criteria allow users to select the option 'not assessable'.
(ii) Cluster score: each cluster is given a report mark between 1 and 10, which we recommended to be based on the scores ('weak', 'moderate' and 'strong') for the criteria in that cluster. Thus, a cluster with three criteria could be given a 9 or 10 mark if all three criteria had been assigned a 'strong' score. (iii) Project score: the project as a whole is given a score between 1 and 10, comparable to the intuitive assessment. It is suggested that the project score is the (round off) mean of the eight cluster scores.
Practitioners were told that they could deviate from the general rule for calculating cluster and project scores, when they wanted to give greater importance to certain criteria or clusters.
In the consensus meeting, first the scoring of the projects was discussed. Notable aspects of project scoring included the time required to assess a project, the influence of familiarity with projects, the use of the 'not assessable' option and the use of the opportunity of the practitioners to deviate from the calculation rule for cluster scores. Then, there was a critical dialogue between all the assessors to reach consensus on the different scores on the projects.
Data analysis
The reliability (Research Questions 1, 2 and 3) was assessed using generalizability theory [15] . Cronbach's a could not be used as a reliability estimate as both raters and items may contribute to the measurement error. While Cronbach's a is only applicable in situations where there is only one source of measurement error, generalizability theory accommodates complex measurement designs with more sources of error.
Generalizability theory tries to assess the influence of the various sources of error in a measurement. In an ideal situation, the differences in scores can be attributed to differences between the objects assessed, in this case the projects, but they may also be caused by various error sources, like different views of the assessors or the interaction between projects and assessors. The variance components G. R. M. Molleman et al.
were estimated with the Varcomp procedure of SPSS by means of the restricted maximumlikelihood estimation method [16] .
These were then used to calculate the generalizability coefficient (G) and the standard error of measurement (SEM). G is very similar to Cronbach's a and is interpreted the same way. SEM can be used to compute a confidence interval for a score. The conventional minimum reliability threshold for reliability coeffficients like G or a is 0.70 [17] . There is no generally accepted maximum value for SEM. A reasonable requirement would seem to be that the confidence interval of the score remains within the rounding zone for the score category, that is, half a point above or below the category. In other words, the confidence interval around a score of 2 does not include scores <1.5 or >2.5. To achieve this level of precision, SEM needs to be <0.26. Subsequently, we estimated the values for G and SEM for a single assessor and calculated the minimum number of assessors needed to achieve these minimum and maximum values.
G and SEM were computed on different levels of aggregation: for individual Preffi criteria, for the clusters of criteria and for all the criteria. G and SEM were also computed for the intuitive cluster assessments, the cluster scores and the project score. The criteria and clusters are regarded as exhaustive and hence as a fixed facet. If individual criteria or (intuitive) cluster/project scores are analysed, there are three variance components: projects, raters and the interaction of raters and projects. If several criteria/clusters are analysed, there is also a criterion/cluster variance component as well as the interactions of criteria/clusters with projects and raters. As we considered the criteria and cluster facets as fixed, its main effect was not taken into consideration when computing G and SEM.
Apart from calculating the actual values of G and SEM, generalizability theory can also be used to estimate these coefficients for alternative measurement design, e.g. more or less raters. This is analogous to the application of the Spearman Brown formula in classical test theory. We computed the minimum number of raters necessary to achieve adequate reliability.
Research Questions 4 and 5 were analysed with t-test.
Results

Reliability and accuracy of the intuitive assessments (Research Question 1)
Combining all intuitive cluster assessments by the three experts yielded acceptable values for the generalizability coefficient and the SEM (see Table I ). The minimum value for G (0.70) and the maximum value for SEM score (0.26) were not achieved using one assessor (G = 0.65; SEM = 0.45, data not shown in Table I ).
At the level of individual clusters, the experts did not obtain any G values above the minimum (0.70) or SEM values <0.26 for any of the aspects.
The experts showed lower levels of agreement (G) and precision (higher SEM values) than practitioners for nearly all clusters.
Reliability of Preffi-based assessments compared with intuitive assessments (Research Question 2)
As was explained in Methods, Preffi scores for clusters and projects in this section are computed at two levels of aggregation: as report marks (no aggregation) and as aggregated criteria scores. When only non-aggregated scores are considered (middle columns of Table I ), reliability is generally higher and more often acceptable (G > 0.70) when Preffi is not used than when it is used. This is true for scores on entire projects and for specific clusters, and also when cluster scores are combined. Accuracy is unacceptable (SEM > 0.26) in all these cases, except when practitioners' intuitive cluster scores are combined. When aggregated Preffi scores are considered (right column of Table I ), reliability and accuracy values of Preffi cluster scores are comparable to practitioners' intuitive (non-Preffi) cluster scores. In fact, the aggregated Preffi scores are reliable for seven out of eight clusters, one more than the intuitive non-Preffi-based scores.
Reliability and accuracy of Preffi-based assessments (Research Question 3) Table II shows the reliability and accuracy of the assessments by the three practitioners across the 20 projects. It shows the relative size of the variance estimates for each source of variance (project, assessor and interaction effect between project and assessor) for each criterion and cluster and for all the Preffi criteria together. 'Project' as a source of variance is an estimate of the true score variance, which ideally should be as high as possible. The projects showed large enough differences for most criteria. Four of the five criteria which produced little or no variance between the projects were frequently given a 'not assessable' score.
The variance attributable to differences in views between the assessors should be as low as possible, since this is a source of error. A number of criteria yielded low values in this respect, such as the criteria of 'theoretical model', 'objectives fitting in with the analysis', 'timing of the intervention' and 'effective techniques', which may indicate that differences in the amount of experience might play a role in assessing these aspects.
The G and SEM values in this table for all the Preffi criteria together and at cluster level have also been included in the column headed Preffi Criteria Scores in Table I . A combined analysis for the criteria per cluster yielded acceptable reliability (G) and accuracy (SEM) values for all clusters except that for target group, indicating that, at this level, Preffi is sufficiently reliable and accurate using three assessors. Table II also shows for each criterion the number of assessors needed to obtain an acceptable SEM, that is, a sufficiently accurate assessment. This number ranges from 4 to 12 for the various criteria, with an average of 6.36 assessors per criterion.
Strictness of assessments: level of scores (Research Questions 4 and 5)
As Table III shows, mean project scores of the experts were significantly lower than those of the practitioners (5.6 versus 6.2). Also, at cluster level, experts had lower mean scores than practitioners, but the difference was only significant for the cluster intervention development.
The mean project score of practitioners was just as high with or without using Preffi. Cluster scores did differ, but not in any particular positive or negative direction, and differences were not significant. G. R. M. Molleman et al. Project quality rating with Preffi 2.0
Notable aspects of project scoring (Research Question 6)
The time required for Preffi-based assessment was initially about twice as long as for an intuitive assessment. After the assessors has assessed ;10 projects with Preffi, this time difference had disappeared, with both types of assessment requiring an average of 50 min per project. Prior knowledge about a project could have a clear impact on the assessment scoring. The respondents indicated that prior knowledge played a major role in the project score in 10% of all projects. In half of these cases, prior knowledge led to a higher score, and in the other half to a lower score. The consensus meeting confirmed that some of the striking deviations in scores were based on this phenomenon.
The practitioners differed in the extent to which they used the 'not assessable' option in assessing projects with Preffi. This option can be used, for instance, on items relating to aspects of project management and implementation and evaluation. These aspects are often difficult to assess on the basis of project descriptions. Although the training sessions had paid considerable attention to scoring these aspects, the three assessors differed in their use of this option, with assessors with greater experience using it less frequently than those with less experience.
Preffi suggests a scoring method to calculate cluster scores from criteria scores. The practitioners were allowed to deviate from this scoring method and to attach differential weights to criteria, according to perceived importance of criteria. Practitioners' comments in the consensus meeting and additional analyses (data not shown) indicated that practitioners indeed made use of this opportunity.
Consensus meeting (Research Question 6)
The consensus meeting was used to discuss the assessments and the participants' experiences. They exchanged arguments for the various scores, with the intention of achieving consensus. The following experiences and insights emerged.
The participants had often found it hard to assess a project on the basis of a project description alone. They would have preferred to talk with the project leader to get more information on aspects not included in the project description. They also reported that having prior knowledge about a project made it easier to assess it. In addition, the practitioners preferred the Preffi-based assessment over the intuitive assessment, as they felt it produced a more balanced assessment and provided them with a clear instrument to assess and improve projects.
The participants were aware that people have their own assessment strategies and may attach greater importance to certain aspects than others, often based on their own profession, background and experience. One practitioner may feel more strictly bound to use the Preffi operationalizations than another, who may prefer to include the project's intentions in his or her assessment.
One of the experts emphasized that assessment processes in groups tend to seek consensus on the In cases where clusters of criteria are analysed the reported percentages of the components refer to the so-called estimated variance components in which the variance components of the criteria are incorporated; see [15] .
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better projects [18] . Comments on shortcomings in a project quickly result in the project being dropped.
The interpersonal differences we found were deemed to be unavoidable and were even regarded as a positive aspect, since they may help the group achieve a balanced judgement. All participants felt that consensus meetings ought to be a regular feature of the process used to arrive at a final judgement on projects. The discussions during the meeting led to rapid agreement on all projects.
In most cases, the other participants eventually tended to agree with the expert whose assessments differed most from those of the group. This expert's arguments focused on applying the right theory and/or achieving a good fit between the intervention and its intended objective. Even though the participants felt that it was important to use various perspectives, content-oriented arguments proved most decisive at this meeting. It was clear that less experienced practitioners had in some cases been swayed by well-written project descriptions. Research in other occupations has also shown that experience and expert opinions play important roles in assessments [19] .
The meeting clearly showed that assessing projects is not a simple matter, and one involving many aspects. Nevertheless, there was a clear consensus that Preffi helps to identify weak aspects of a project and indicates points that could be improved.
Discussion and conclusions
This study assumed that expert assessments could be used as an external criterion with which the reliability of Preffi-based assessments could be compared. The findings show that, as far as experts are concerned, at least three assessors are needed to achieve reliable and accurate assessments. Agreement between the experts was weaker than between the practitioners. The intuitive assessments by practitioners and those based on Preffi criteria produced considerably more reliable and accurate project assessments, which more than met the required values of G and SEM defined in advance. The practitioners preferred the Preffi-based assessment.
The study showed that project assessment involves a multitude of aspects, some of which are revealed by the analyses of the scores. The practitioners attached different weights to the various Preffi criteria that have to be combined in a cluster score. Aspects like prior knowledge about a project also play a major part in project assessments and could have a positive or a negative influence.
The respondents found it hard to assess a project purely on the basis of a project description, as descriptions often lack certain information. Preffi criteria requiring an assessment of project management aspects, such as the appropriateness of the supplier (7.1.c), adequate support (1.1), capacity (1.2), acceptable and realistic objectives (5.3, 5.4), Project quality rating with Preffi 2.0 tailoring to the 'culture' of the target group (6.3b) and practical feasibility (6.5), are particularly hard to assess. This finding fits in with those of an earlier study of the draft version of Preffi 2.0 [13, 14] . Hence, we would recommend including a discussion with the project leader in the assessment procedure. The consensus meeting revealed the importance of a discussion between assessors to achieve consensus and a final assessment. Consensus was achieved without great problems, and the participants recognized that a project could be looked at from different perspectives. This should not be regarded as a 'source of error', as the generalizability theory would have it: the participants regarded different perspectives among assessors not only as useful but also as essential. The meeting showed how complex an adequate assessment can be. The expert whose opinions deviated most from those of the others actually managed to sway most of the others. This also indicated that Preffi includes a number of items [e.g. theory (3.1), determinants (3.2), the fit between analysis, objective and intervention (5.1 and 6.1a) and coherence (6.6)] that require more than an assessment by practitioners. They also require an expert opinion to assess whether the justifications given are correct; the least-experienced practitioner found it hard to see through the favourable project descriptions.
As expected, the experts gave stricter assessments of projects than practitioners. Our hypothesis that the use of the strictly worded Preffi criteria would result in practitioners also giving more negative judgements than in their intuitive assessments was not confirmed. Although the practitioners themselves thought they had been stricter when using Preffi, the empirical data did not bear this out (data not shown).
Our findings show that the practitioners' Preffibased cluster scores (report marks) resulted in a low G value and a high SEM value, which were much poorer than their intuitive assessments of the same aspects. A possible explanation is that Preffi induces people to examine certain aspects more specifically, leading to more differentiated assessments with greater variation. This effect is further increased by the different weights attached to the criteria scores used to calculate cluster scores. This means that the calculation of cluster scores from criteria scores does not contribute to the instrument's reliability.
An important underlying question of the present study is that of the reliability of assessments based on Preffi 2.0. As regards the overall assessment of a project, 2 assessors should be enough to produce a sufficiently reliable and accurate judgement, while 3 assessors would be required at the cluster level and between 4 and 12 assessors (average 6.36) would be needed at the criterion level.
A sufficiently accurate assessment of a criterion leads to an acceptable G coefficient (>0.70) for 17 of the 39 criteria. Although this is not yet enough, the findings of the present study are better than those for the draft version. The present version includes 29 criteria that require fewer assessors to achieve an SEM < 0.26 than the draft version. The average number of assessors needed per criterion has dropped from 8.13 for the draft version to 6.36 for the present version. This may have been caused by improvements made to the draft version (since all revised criteria produced better scores), by the training provided to the assessors or by the fact that the present study used a larger number of projects, allowing the respondents more practice with the instrument.
Our overall conclusion is that the reliability and accuracy of Preffi 2.0 are not yet sufficient to allow a project to be assessed by one assessor. In fact, the participants of the consensus meeting, and we ourselves, question whether this would ultimately be desirable.
Certain improvements can be introduced to increase Preffi's reliability. Firstly, assessors should discuss their assessments in a consensus meeting. Secondly, a consultation with the project leader should be included in the assessment procedure in order to supply information that was lacking in the project description, especially on project management aspects. Finally, adequate scoring of some Preffi criteria requires an expert's opinion. This aspect cannot be adequately addressed in a list of general guidelines like Preffi; it means that the general insights produced by Preffi will have to G. R. M. Molleman et al.
be specified for certain themes. Such studies can then indicate the relevant theories for the specific domain, the suitable interventions and the specific success and failure factors. In the future, expert systems on the Internet, linked to a digital version of Preffi, could provide this.
Further research will have to show whether this will actually improve the reliability of the Preffi instrument.
