Some properties of the four-parameter beta-Cauchy distribution such as the mean deviation and Shannon's entropy are obtained. The method of maximum likelihood is proposed to estimate the parameters of the distribution. A simulation study is carried out to assess the performance of the maximum likelihood estimates. The usefulness of the new distribution is illustrated by applying it to three empirical data sets and comparing the results to some existing distributions. The beta-Cauchy distribution is found to provide great flexibility in modeling symmetric and skewed heavy-tailed data sets.
Introduction
Eugene et al. 1 introduced a class of new distributions using beta distribution as the generator and pointed out that this can be viewed as a family of generalized distributions of order statistics. Jones 2 studied some general properties of this family. This class of distributions has been referred to as "beta-generated distributions". 3 This family of distributions provides some flexibility in modeling data sets with different shapes. Let F(x) be the cumulative distribution function (CDF) of a random variable X, then the CDF G(x) for the "beta-generated distributions" is given by
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where ( , ) ( ) ( ) / ( ) B α β α β α β = Γ Γ Γ + . The corresponding probability density function for the beta family of distributions is
Eugene et al. 1 investigated the beta-normal distribution where they presented some properties of the distribution and highlighted its ability to model skewed unimodal data as well as bimodal data. From the beta-family members which have been studied, the shape parameters α and β were able to model different shapes by controlling skewness and the tail weight. The ability of the beta-family to model skewed and heavy tailed data as well as bimodal data, in some cases, has inspired studying many beta-family distributions. For a review of beta family distributions, see Ref. 4 . Alshawarbeh et al. 5 defined the four parameter beta-Cauchy distribution by taking F(x) in Eq.
(1) to be the CDF of the Cauchy distribution. The probability density function ( ) g x for the beta-Cauchy distribution is given by 
where , 0 , , , . x α β λ θ −∞ < < ∞ < < ∞ −∞ < < ∞ Alshawarbeh et al. 5 derived various properties of beta-Cauchy distribution including the non-central moments and the hazard function and also showed that the distribution is unimodal. The parameters α and β are shape parameters that control the skewness and kurtosis. The parameter θ is a location parameter while λ is a scale parameter that stretches out or shrinks the distribution. In this article, we derive some additional properties of the beta-Cauchy distribution and discuss maximum likelihood estimation of the parameters. Unlike Cauchy distribution, which is rarely applied to model data, the beta-Cauchy distribution is capable of modeling various shapes of data distributions. To illustrate the flexibility of the beta-Cauchy distribution, we analyze three real data sets and compare the fit with some existing distributions in the beta family. In these applications, the beta-Cauchy performs better than the other distributions in the beta family. In Sec. 2, we derive some properties of the beta-Cauchy distribution such as the quantile function, the mean deviation and the Shannon's entropy. In Sec. 3, we address the maximum likelihood estimation of the parameters. A simulation study is carried out in Sec. 4 to examine the performance of the maximum likelihood estimates. In Sec. 5, the flexibility of the beta-Cauchy distribution is demonstrated through its applications to real data sets and its comparison to other betafamily distributions. Conclusions are given in Sec. 6.
Some Properties of Beta-Cauchy Distribution

Quantile function
In this sub-section, we derive the quantile function for the beta-Cauchy random variable.
Lemma 1. The quantile function, Q(u), of the beta-Cauchy random variable is given by
where
, is the quantile function of the beta distribution.
Proof. If Y is a beta random variable with parameters α and β, then the random variable 
For some values of α and β , the values of Galton's skewness and Moors' kurtosis are computed and presented in Table 1 . The following are some observations based on Table 1 : When α β > (or α β < ), the beta-Cauchy distribution is positively (or negatively) skewed. For fixed value of α , the skewness is a decreasing function of β ; the kurtosis is a decreasing function of β when α β > ; and the kurtosis first decrease and then increase as β increases when α β < .
For fixed β , the skewness is an increasing function of α ; the kurtosis is a decreasing function of α when α β < ; and the kurtosis first decrease and then increase as α increases when α β > .
By using the quantile function in Eq. Published by Atlantis Press Copyright: the authors 
The mean deviation
The deviation from the mean or deviation from the median can be used as a measure of spread in a population. Let X be a beta-Cauchy random variable with mean µ and median m. The mean deviation from the mean is defined as
Similarly, the mean deviation from the median can be defined as Published by Atlantis Press Copyright: the authors
where ζ is the Riemann zeta function defined as
Proof. The proof is given in the Appendix.

Shannon's entropy
The entropy of a random variable is a measure of variation of uncertainty. Entropy has various applications in many fields including science and engineering. For more details, see Refs. 9 and 10. Shannon's entropy is defined as ( ln ( ))
The following Lemma gives the Shannon's entropy for beta-Cauchy random variable.
Lemma 3. The Shannon's entropy for beta-Cauchy distribution is given by
where ψ is the digamma function.
Proof. By using Eq. (2), the Shannon's entropy is given by
[ ] 
where ( )
To complete the result we need to evaluate ( ) ( ) 
is the descending factorial. Using the definition of the Bernoulli numbers, we have
Hence, we obtain , ,..., n X X X be a random sample from a beta-Cauchy distribution, defined in Eq. (3), with unknown parameters α, β, θ and λ. The log-likelihood function ( , , , )
The first partial derivatives of the log-likelihood function with respect to the four parameters are
( )
where ψ is the digamma function. Published by Atlantis Press Copyright: the authors
Simulation
In this section, the relation between beta-Cauchy and beta random variables in Eq. (5) Table 2 . The results show that the maximum likelihood estimation method performs well. In general, the estimates of the parameters and their standard deviations are reasonable. They also show that the standard deviations of the estimates decrease as the sample size increases. However, the biases, which are somewhat small, do not show a clear decreasing trend as sample size increases. For fixed  ,  and θ the bias and the standard deviation for the estimate of  increases as  increases. Similarly, for fixed  ,  and θ the bias and the standard deviation for the estimate of  increases as  increases. The results from this study, suggest that the ML method can be used to estimate the parameters of the betaCauchy distribution.
Applications of the Beta-Cauchy Distribution
In this section, we present some applications of the beta-Cauchy distribution using three data sets to demonstrate the flexibility of the distribution to model leptokurtic, skewed (left or right) and heavy-tailed data when compared to the Cauchy and other beta family distributions.
In these applications we obtain the maximum likelihood estimates of the parameters of the fitted distributions and the values of the following statistics: AIC (Akaike Information Criterion), BIC (Bayesian Information Criterion) and AICC (Akaike Information Corrected Criterion). In addition, we compute some goodness of fit statistics in order to verify which distribution provides the best fit to the data sets. We apply Kolmogorov-Smirnov (K-S), Anderson-Darling (A-D) and Cramer-von Mises (C-M) statistics. These statistics are described in details in Refs. 12 and 13. In general, the smaller the value of these statistics, the better the fit of the data by the distribution. To conserve space, only the AIC and the K-S statistics are reported in this paper since other statistics show similar results. In addition, the empirical CDF and the CDF of any fitted model with four parameters are presented for graphical illustration of the goodness of fit.
The Wheaton river data
The data set on the exceedances of flood peaks (m 3 /s) of the Wheaton River in Yukon Territory, Canada is from Choulakian and Stephens
14
. They applied the generalized Pareto distribution to fit the data. Akinsete et al. 15 fitted the beta-Pareto distribution to the data set. The Cauchy and the beta-Cauchy distributions are applied to fit the data. The MLEs and the goodness of fit statistics are presented in Table 3 . The results of Pareto and beta-Pareto distributions are taken from Ref. 15 . Fig. 2 displays the empirical CDF and the fitted CDF's for the beta-Cauchy and beta-Pareto distributions. The goodness of fit statistics indicate that the beta-Cauchy distribution provides the best fit among these distributions since it has the smallest AIC and K-S statistics, and the largest log-likelihood value.
The beta-Cauchy distribution provides the best fit for the exceedances of flood peaks followed by the beta-Pareto distribution. The parameter estimates of  and  indicate that the distribution is highly skewed to the right as    . A closer look at the distribution of the data indicates the distribution is excessively skewed to the right (skewness = 1.50 and kurtosis = 3.19) with one extreme outlier. It is noted that the Cauchy distribution is not appropriate due to the skewness of the data. The Wheaton river data appears to have excessive long tail. This example suggests that the beta-Cauchy fits well a data set that is excessively right skewed with long-tailed distribution. 15 and no standard errors were reported.
Strength of 1.5 cm glass fibres data
In this subsection we fit the Cauchy and the beta-Cauchy distributions to the data set on the strength of the 1.5 cm glass fibres obtained from Ref. 16 . Barreto-Souza et al. 17 analyzed the data using the beta-generalized-exponential distribution.
In their paper, the parameter estimates and the maximized log-likelihood values for the beta-exponential and the betageneralized exponential distributions were reported. The beta-Cauchy distribution is applied to fit the data and compared to the beta-exponential and the beta-generalized exponential distributions. The log-likelihood, K-S, and AIC statistics are reported in Table 4 .
The beta-Cauchy distribution has the largest log-likelihood value and the smallest K-S and AIC statistics. This indicates that the beta-Cauchy distribution provides a much better fit than any other distribution in Table 4 . Furthermore, the adequacy of the fit is illustrated graphically in Fig. 3 by comparing the fitted CDFs with the empirical CDF. Both the beta exponential and the beta-generalized exponential distributions have lighter tails than the beta-Cauchy distribution. A closer look at the shape of the data distribution shows that the empirical data is left-skewed (skewness = -.92). This example indicates that the beta-Cauchy distribution also fits left-skewed data well, while other distributions do not. 17 and no standard errors were reported.
Breaking stress of carbon fibers (GPa)
The data set on the breaking stress of carbon fibers of 50 mm in length (GPa) is from Ref. 18 . The Cauchy and the betaCauchy distributions are applied to fit the data. The fits are compared with Birnbaum-Saunders and beta-BirnbaumSaunders distributions studied by Cordeiro and Lemonte
19
. For more details about the Birnbaum-Saunders distribution and its properties, see Ref. 20 . Table 5 lists the MLEs of the parameters and the goodness of fit statistics. The MLEs of Birnbaum-Saunders and beta-Birnbaum-Saunders distributions are from Ref. 19 . Fig. 4 displays the empirical CDF and the fitted CDFs for the beta-Cauchy and beta-Birnbaum-Saunders distributions.
The beta-Cauchy distribution provides a better fit to the data than the Cauchy distribution. The LR statistic for testing the null hypothesis in (15) is 17.2690 (p-value 0.000178). Hence, we reject the null hypothesis in favor of the betaCauchy distribution. The beta-Cauchy distribution has the smallest K-S and AIC statistics and the largest log-likelihood value among the fitted distributions. A closer look at the distribution of the data indicates that the data set is approximately symmetric (skewness = -.13, and kurtosis = . 
Conclusions
In this paper, we study some properties of the beta-Cauchy distribution, including the quantile function, the mean deviations from the mean and from the median, and the Shannon's entropy. The maximum likelihood estimation method is applied to estimate the parameters of the beta-Cauchy distribution. A simulation study is conducted to investigate the performance of the MLE for different parameter values and different sample sizes. The simulation showed that the MLE performed well for finite samples. Finally, applications to real data sets are given to illustrate the flexibility of the betaCauchy distribution for fitting a variety of skewed (left or right), and long-tailed as well as high peak (leptokurtic) data sets. These applications indicate that the beta-Cauchy distribution provides more adequate fit to these data sets than other four parameter beta family members such as the beta-Birnbaum-Saunders and the beta-Pareto distributions. These applications suggest that the beta-Cauchy distribution can be a good model to fit skewed data with heavy tails. We do not have an example of platykurtic distribution. However, we anticipate that the beta-Cauchy distribution will also fit well for such type of distributions. 
