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1. Introduction
In matrix analysis, many matrix inequalities are derived from their scalar counterparts, especially
for Hermitian matrices. Two examples are the Hölder inequality and Minkowski inequality [9], which
state that for arbitrarym × m positive semideﬁnite Hermitian matrices A and B,
tr
(
A1/pB1/q
)
 (tr A)1/p (tr B)1/q
and

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(
tr (A + B)p)1/p  (tr Ap)1/p + (tr Bq)1/q ,
inwhich1 < p < ∞ and 1
p
+ 1
q
= 1.However,wenote that inmany cases, the derivation is not trivial.
In thispaper,weconsider theHardy–Littlewood–Pólya rearrangement inequality [5, p. 261].Namely
for two real sequences {an} and {bn}, if
anan−1  · · · a1,
bnbn−1  · · · b1,
then
n∑
i=1
aibn−i+1 
n∑
i=1
aibti 
n∑
i=1
aibi, (1)
in which {t1, t2, . . . , tn} is an arbitrary permutation of {1, 2, . . . , n} (this notation is used in the rest of
the paper). Rearrangement inequalities have numerous applications [2–4]. Since Hermitian matrices
are generalizations of real numbers and positive deﬁnite matrices are generalizations of positive real
numbers [6, p. 469], a natural question is: Can the inequality (1) be extended to Hermitian matrices?
In this paper, we extend (1) in matrix formwith respect to determinant, trace, Kronecker product, and
Hadamard product, in the sense of the Löwner partial ordering [8]. In this way, matrix inequalities are
obtained that generalize several classical real number inequalities.
Notation:
Hm: The set of allm × m Hermitian matrices.
T1, T2: T1, T2 ⊂ Hm are two commutative sets, i.e.,
∀A ∈ T1, B ∈ T2, AB = BA.
A > ()B: (A − B) is a positive (semi)deﬁnite matrix. Unless otherwise stated, any matrix men-
tioned always belongs to Hm.
A
{
B
C
}
D : A BD and A C D hold simultaneously.
AT , AH: AT denotes the transpose of A, and AH denotes the conjugate transpose of A.
λ1(A) · · · λm(A): The eigenvalues of a matrix A ∈ Hm are always assumed to be in decreasing
order.
A1/r: If A 0 and r is a positive integer, then A1/r denotes the unique positive semideﬁnite rth root
of A.
I: The identity matrix of appropriate dimension.
⊗: The Kronecker product; A⊗n denotes the n-fold product A ⊗ A ⊗ · · · ⊗ A.
◦: The Hadamard product; A◦n denotes the n-fold product A ◦ A ◦ · · · ◦ A.
2. Main results
In this section, we extend the rearrangement inequality (1) to Hermitian matrices. We present
several theorems and corollaries. Only the ﬁrst of these theorems requires commutativity.
2.1. Generalizationof the rearrangement inequalitywith respect toHermitianmatricesunder commutativity
Lemma 1. If A ∈ T1, B ∈ T2 with A 0, B 0, then AB 0.
Proof. A ∈ T1, B ∈ T2 ⇒ AB = BA ⇒ (AB)H = AB. Since A 0, B 0, we have
λ (AB) = λ
(
A
1
2 BA
1
2
)
 0 ⇒ AB 0. 
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Theorem 1. Let Ai ∈ T1, Bi ∈ T2, for i = 1, 2, . . . , n, and suppose that
AnAn−1  · · · A1,
BnBn−1  · · · B1.
Then
n∑
i=1
AiBn−i+1 
n∑
i=1
AiBti 
n∑
i=1
AiBi,
with equality if (but not only if) either A1 = · · · = An−1 = An or B1 = · · · = Bn−1 = Bn.
The proof is omitted; using Lemma 1 it is similar to the proof of (1) in [5].
Corollary 1. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 1. Then
n
n∑
i=1
AiBn−i+1 
n∑
i=1
Ai
n∑
i=1
Bi  n
n∑
i=1
AiBi.
Using Theorem 1 yields the conclusion.
Remark 1. The assumption of commutativity in Theorem 1 is made to ensure that the product of two
Hermitian matrices is still Hermitian. Without this assumption one may naturally pose the question
as to whether the inequality
n∑
i=1
A
1
2
i Bn−i+1A
1
2
i

n∑
i=1
A
1
2
i BtiA
1
2
i

n∑
i=1
A
1
2
i BiA
1
2
i (2)
is correct, inwhichweassumeAi, Bi ∈ Hmwith0 An  An−1  · · · A1 andBn  Bn−1  · · · B1 only.
The answer is no. Let A1  A2  0, B1 = A1, B2 = 0. Then if (2) is valid, we have
A
1
2
1 B1A
1
2
1 + A
1
2
2 B2A
1
2
2 = A21  A
1
2
2 A1A
1
2
2 = A
1
2
1 B2A
1
2
1 + A
1
2
2 B1A
1
2
2 . (3)
However, using the matrices
A1 =
[
2 1
1 1
]
, A2 =
[
1 0
0 0
]
in (3) gives the false inequality
A21 =
[
5 3
3 2
]

[
2 0
0 0
]
= A
1
2
2 A1A
1
2
2 .
2.2. Generalization of the rearrangement inequality with respect to determinant
Lemma 2.1 [1, Section I.5]. For any m × mmatrix X deﬁned on a space S,
det X = tr
(
X⊗mPasym
)
,
in which Pasym is the projector on the totally anti-symmetric subspace of S
⊗m.
Lemma 2.2. Let A, B, C ∈ Hm, and suppose that A, B, C  0. Then
(A + B + C)⊗k + A⊗k  (A + B)⊗k + (A + C)⊗k (4)
for any positive integer k, and
det (A + B + C) + det A det (A + B) + det (A + C) . (5)
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Proof. For anym × mmatrices X, Y , we see that (X + Y)⊗k can be written as a sum of 2k terms; each
term consists of a tensor product of k factors. That is,
(X + Y)⊗k=X⊗k +
(
X⊗k−1 ⊗ Y + X⊗k−2 ⊗ Y ⊗ X
+ · · · + Y ⊗ X ⊗ Y⊗k−2 + X ⊗ Y⊗k−1
)
+ Y⊗k
X⊗k +
[(
2k − 2
)
kthdegree permutations of X, Y
]
+ Y⊗k.
Therefore, we have
(A + B + C)⊗k + A⊗k
= (A + B)⊗k + [(2k − 2) kthdegree permutations of (A + B), C] + C⊗k + A⊗k
(A + B)⊗k + [(2k − 2) kthdegree permutations of A, C] + C⊗k + A⊗k
= (A + B)⊗k + A⊗k + [(2k − 2) kthdegree permutations of A, C] + C⊗k
= (A + B)⊗k + (A + C)⊗k,
in which the inequality follows from the fact that, for Xi  Yi  0, i = 1, 2, . . . , l, one has X1 ⊗ X2 ⊗· · · ⊗ Xl  Y1 ⊗ Y2 ⊗ · · · ⊗ Yl . Then, by applying Lemma 2.1, (5) follows immediately from (4) with
k = m. 
Remark 2.1. Inequality (5) is equivalent to the following inequality: If A
{
B
C
}
D 0 with A + D =
B + C, then
det A + det D det B + det C. (6)
Indeed, (6) holds for A + D B + C as
det A + det D  det (A + D − C) + det C
= det (B + (A + D − B − C)) + det C
 det B + det (A + D − B − C) + det C
 det B + det C.
Theorem 2.1. Let Ai, Bi ∈ Hm, for i = 1, 2, . . . , n, and suppose that
An  An−1  · · · A1,
Bn  Bn−1  · · · B1,
An + Bn  0. (7)
Then
n∑
i=1
det (Ai + Bn−i+1)
n∑
i=1
det
(
Ai + Bti
)

n∑
i=1
det (Ai + Bi) , (8)
with equality if (but not only if) either A1 = · · · = An−1 = An or B1 = · · · = Bn−1 = Bn.
Proof. Without loss of generality, assume that in the middle term of (8), tj = 1 for some j /= 1. Since
A1 + B1 
{
A1 + Bt1
Aj + B1
}
 Aj + Bt1  0,
from (6) we have
det (A1 + B1) + det (Aj + Bt1) det (A1 + Bt1)+ det (Aj + B1) .
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Therefore, we do not diminish
n∑
i=1
det
(
Ai + Bti
)
by exchanging B1(= Btj) and Bt1 , and a ﬁnite number of such exchanges leads to an ascending order
of {Btn}, so that
n∑
i=1
det
(
Ai + Bti
)

n∑
i=1
det (Ai + Bi) .
The ﬁrst inequality in (8) can be proved in the same way. 
We call inequality (8) theMatrix Determinant Rearrangement Inequality.
Remark 2.2. We give an example to show that the equality condition that either A1 = · · · = An−1 =
An or B1 = · · · = Bn−1 = Bn is sufﬁcient, but not necessary. Letting
A1 = B1 = I, A2 = B2 =
[
1 0
0 0
]
,
we have det(A1 + B1) + det(A2 + B2) = det(A1 + B2) + det(A2 + B1), while neither A1 = A2 nor
B1 = B2. However, if the condition (7) is strengthened toAn < An−1 < · · · < A1, Bn  Bn−1  · · · B1,
An + Bn  0, then (8) is an equality if and only if B1 = · · · = Bn−1 = Bn.
Lemma 2.3. Let A, B, C ∈ Hm, and suppose that A, B, C  0. Then
det (A + B) det (A + C) det (A + B + C) det A. (9)
Proof. We need only consider A > 0. Then (9) is equivalent to
det (I + D) det (I + E) det (I + D + E) , (10)
in which D = A− 12 BA− 12 , E = A− 12 CA− 12 . Inequality (10) is in [1, p. 281, Problem IX.8.11]. 
Remark 2.3. Lemma 2.3 is equivalent to the statement: If A
{
B
C
}
 D 0 with A + D = B + C, then
det BC  det AD. (11)
For four real numbers, one checks that if
a
{
b
c
}
 d, a + d = b + c,
then bc  ad. Consequently, (11) can be thought of as a generalization of this scalar inequality.
Lemma 2.4. For four positive real numbers a1, a2, b1, b2, if a1 
{
a2
b1
}
 b2 with a1 + b2  a2 + b1,
then
ak1 + bk2  ak2 + bk1
for any nonnegative integer k.
Proof. The case k = 0 is trivial. If k 1, we can see that
a1Ik 
{
a2Ik
b1Ik
}
 b2Ik, a1Ik + b2Ik  a2Ik + b1Ik.
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According to Remark 2.1,
det (a1Ik) + det (b2Ik) det (a2Ik) + det (b1Ik) ,
i.e.,
ak1 + bk2  ak2 + bk1. 
Theorem 2.2. Let Ai, Bi ∈ Hm, for i = 1, 2, . . . , n, and suppose that
An  An−1  · · · A1,
Bn  Bn−1  · · · B1,
An + Bn > 0.
Then
n∑
i=1
det (Ai + Bn−i+1)k 
n∑
i=1
det
(
Ai + Bti
)k  n∑
i=1
det (Ai + Bi)k (12)
for any integer k.
Proof. As shown in Theorem 2.1, we have
det (A1 + B1) + det (Aj + Bt1) det (A1 + Bt1)+ det (Aj + B1) . (13)
Furthermore, from Remark 2.3,
det
(
A1 + Bt1
)
det
(
Aj + B1) det (A1 + B1) det (Aj + Bt1) .
Therefore,
det (A1 + B1) + det (Aj + Bt1)
det (A1 + B1) det (Aj + Bt1) 
det
(
A1 + Bt1
)+ det (Aj + B1)
det
(
A1 + Bt1
)
det
(
Aj + B1) ,
i.e.,
det (A1 + B1)−1 + det (Aj + Bt1)−1  det (A1 + Bt1)−1 + det (Aj + B1)−1 . (14)
In view of (13) and (14), applying Lemma 2.4 we have
det (A1 + B1)k + det (Aj + Bt1)k  det (A1 + Bt1)k + det (Aj + B1)k
for any integer k, which implies (12). 
Remark 2.4. In Lemma 2.2, the counterpart of (5)
det (A + B + C)−1 + det A−1  det (A + B)−1 + det (A + C)−1
is correct. One might conjecture that if A > 0 and B, C  0, then[
(A + B + C)−1
]⊗k + (A−1)⊗k  [(A + B)−1]⊗k + [(A + C)−1]⊗k (15)
as a counterpart of (4). However, (15) is not valid. An example with k = 1 is as follows. Letting
A =
[
1 0
0 1
]
, B =
[
1 1
1 1
]
, C =
[
1 0
0 0
]
,
we have
(A + B + C)−1 + A−1 =
[
7
5
− 1
5− 1
5
8
5
]
, (A + B)−1 + (A + C)−1 =
[
7
6
− 1
3− 1
3
5
3
]
,
and
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⎡
⎣ 75 − 15
− 1
5
8
5
⎤
⎦−
⎡
⎣ 76 − 13
− 1
3
5
3
⎤
⎦ =
⎡
⎣ 730 215
2
15
− 1
15
⎤
⎦
which is not positive semideﬁnite. For counterexamples to (15)with k > 1, replaceA, B, C bydiag(1, A),
diag(1, B), diag(1, C), respectively. Then every tensor power contains the original A, B, C as a principal
submatrix.
Remark 2.5. It is of interest to point out the followingMatrix Permanent Rearrangement Inequality
n∑
i=1
per (Ai + Bn−i+1)
n∑
i=1
per
(
Ai + Bti
)

n∑
i=1
per (Ai + Bi) ,
in which A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 2.1.Matrix Permanent Rearrange-
ment Inequality can be deduced from
per (A + B + C) + perA per (A + B) + per (A + C) ,
which follows from inequality (4) by noting the fact that per X = tr(X⊗mPsym), in which Psym is the
projector on the totally symmetric subspace of S⊗m. In addition, from Lemma 2.4 it also follows that
n∑
i=1
[per (Ai + Bn−i+1)]k 
n∑
i=1
[
per
(
Ai + Bti
)]k  n∑
i=1
[per (Ai + Bi)]k
for any nonnegative integer k, but not for any integer k as in (12). The reason is that, unlike the
determinant inequality in Remark 2.4, the permanent inequality
[per (A + B + C)]−1 + (perA)−1  [per (A + B)]−1 + [per (A + C)]−1
is not valid. An example is as follows. Letting
A =
[
1 1
1 1
]
, B = C =
[
0.5 −0.5
−0.5 0.5
]
,
we have
[per (A + B + C)]−1 + (perA)−1 = 0.75 < 0.8
= [per (A + B)]−1 + [per (A + C)]−1 .
Unlike (9),
per (A + B) per (A + C) per (A + B + C) perA
is not valid. Thus the following theorem is not valid for the permanent.
Theorem 2.3. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 2.1. Then
n∏
i=1
det (Ai + Bi)
n∏
i=1
det
(
Ai + Bti
)

n∏
i=1
det (Ai + Bn−i+1) . (16)
Proof. For
n∏
i=1
det
(
Ai + Bti
)
, (17)
we assume that tj = n for some j /= 1 without loss of generality. Note that
A1 + Bt1 
{
A1 + Bn
Aj + Bt1
}
 Aj + Bn  0.
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According to Remark 2.3, we have
det (A1 + Bn) det (Aj + Bt1) det (A1 + Bt1) det (Aj + Bn) .
Therefore, we do not diminish (17) by exchanging Bt1 and Bn(= Btj). A ﬁnite number of such exchanges
leads to
n∏
i=1
det
(
Ai + Bti
)

n∏
i=1
det (Ai + Bn−i+1) .
Similarly, we can ﬁnish the rest of the proof and obtain (16). 
We call inequality (16) theMatrix Determinant Product Rearrangement Inequality.
In the end of this section, we present a more general conclusion for inequality (5). We note that if
A > 0 in (5), then immediately A can be assumed to be I and hence (5) is equivalent to
m∏
i=1
(1 + γi) + 1
m∏
i=1
(1 + λi) +
m∏
i=1
(1 + μi) , (18)
in which λi,μi, γi are, respectively, the ith eigenvalue of positive semideﬁnite matrices B, C, (B + C).
Inequality (18) is a special case of the following theorem.
Theorem 2.4. Suppose that λi,μi, γi are, respectively, the ith eigenvalue of positive semideﬁnite matrices
B, C, (B + C) ∈ Hm. Then
m∏
i=k
(1 + γi) + 1
m∏
i=k
(1 + λi) +
m∏
i=k
(1 + μi) (19)
for each 1 km.
Proof. Since
I + (I + B + C) = (I + B) + (I + C) ,
we may assume that B + C = diag(γ1, . . . , γm). Then
I + diag (1 + γ1, . . . , 1 + γm)
=
⎡
⎢⎢⎣
1 + b11 · · · ∗
...
. . .
...
∗ · · · 1 + bmm
⎤
⎥⎥⎦+
⎡
⎢⎢⎣
1 + c11 · · · ∗
...
. . .
...
∗ · · · 1 + cmm
⎤
⎥⎥⎦ ,
in which (1 + bii), (1 + cii) are the main diagonal entries of (I + B), (I + C), respectively. Note that
I + diag (1 + γk, . . . , 1 + γm)
= diag (1 + bkk, . . . , 1 + bmm) + diag (1 + ckk, . . . , 1 + cmm) ,
in which
diag (1 + γk, . . . , 1 + γm)
{
diag (1 + bkk, . . . , 1 + bmm)
diag (1 + ckk, . . . , 1 + cmm)
}
 I.
From Remark 2.1 we have
m∏
i=k
(1 + γi) + 1
m∏
i=k
(1 + bii) +
m∏
i=k
(1 + cii) .
Let b1, . . . , bm be the permutation of b11, . . . , bmm such that b1  · · · bm and let c1, . . . , cm be the
permutation of c11, . . . , cmm such that c1  · · · cm. Since B, C are positive semideﬁnite, we have the
multiplicative majorization [10, p. 223]
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m∏
i=k
(1 + bi)
m∏
i=k
(1 + λi) ,
m∏
i=k
(1 + ci)
m∏
i=k
(1 + μi) .
Therefore,
m∏
i=k
(1 + γi) + 1 
m∏
i=k
(1 + bii) +
m∏
i=k
(1 + cii)
m∏
i=k
(1 + bi) +
m∏
i=k
(1 + ci)

m∏
i=k
(1 + λi) +
m∏
i=k
(1 + μi) . 
2.3. Generalization of the rearrangement inequality with respect to trace
Lemma 3. If A, B ∈ Hm with A 0, B 0, then tr(AB) 0.
Proof. A 0, B 0 implies that
tr (AB) = tr
(
A
1
2 BA
1
2
)
 0. 
Theorem 3. Let Ai, Bi ∈ Hm, for i = 1, 2, . . . , n, and suppose that
An  An−1  · · · A1,
Bn  Bn−1  · · · B1.
Then
tr
⎛
⎝ n∑
i=1
AiBn−i+1
⎞
⎠ tr
⎛
⎝ n∑
i=1
AiBti
⎞
⎠ tr
⎛
⎝ n∑
i=1
AiBi
⎞
⎠ (20)
and
n∑
i=1
tr (AiBn−i+1)
n∑
i=1
tr
(
AiBti
)

n∑
i=1
tr (AiBi) , (21)
with equality if (but not only if) either A1 = · · · = An−1 = An or B1 = · · · = Bn−1 = Bn.
Proof. As in the proof of Theorem 2.1, we need only prove
tr
(
A1B1 + AjBt1
)
 tr
(
A1Bt1 + AjB1
)
, (22)
in which j and t1 are assumed to be as in Theorem 2.1. Since
A1B1 + AjBt1 − A1Bt1 − AjB1 =
(
A1 − Aj) (B1 − Bt1) ,(
A1 − Aj) 0, (B1 − Bt1) 0,
(22) follows from Lemma 3. Therefore, the same process as in the proof of Theorem 2.1 can be used to
deduce
tr
⎛
⎝ n∑
i=1
AiBti
⎞
⎠ tr
⎛
⎝ n∑
i=1
AiBi
⎞
⎠
as well as the ﬁrst inequality of (20). The inequalities (21) are equivalent to (20). Furthermore, the
sufﬁcient condition for equality is not a necessary one, since tr(AB) = 0 does not in general imply
A = 0 or B = 0. For example, consider
A =
[
1 0
0 0
]
, B =
[
0 1
1 0
]
. 
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The Hardy–Littlewood–Pólya rearrangement inequality is the one-dimensional case of Theorem 1
or Theorem 3. However, Theorem 1 requires the commutativity of matrices while Theorem 3 does not.
We call inequality (20) or (21) theMatrix Trace Rearrangement Inequality.
Corollary 3.1. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 3, and suppose
that An  0, Bn  0. Then
n∑
i=1
[tr (AiBn−i+1)]k 
n∑
i=1
[
tr
(
AiBti
)]k  n∑
i=1
[tr (AiBi)]
k
for any nonnegative integer k.
Remark 3.1. Corollary 3.1 follows from Theorem 3 and Lemma 2.4. Consider the inequality
n∑
i=1
tr (AiBn−i+1)k 
n∑
i=1
tr
(
AiBti
)k  n∑
i=1
tr (AiBi)
k , (23)
in which A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Corollary 3.1 and k is a positive integer.
Since trAk1  trA
k
2 whenever A1  A2  0, it is natural to conjecture that (23) is correct. The following
counterexample shows that (23) is not valid. For A1  A2  0, B1  B2  0 with k = 2, it follows from
(23) that
tr (A1B1)
2 + tr (A2B2)2  tr (A1B2)2 + tr (A2B1)2
⇒ tr (A1B1 − A1B2) (A1B1 + A1B2) tr (A2B1 − A2B2) (A2B1 + A2B2)
⇒ tr (A1 (B1 − B2) A1 (B1 + B2)) tr (A2 (B1 − B2) A2 (B1 + B2))
⇒ tr ((A1 (B1 − B2) A1 − A2 (B1 − B2) A2) (B1 + B2)) 0.
We now construct a counterexample. Let
A1 =
[
2 1
1 1
]
, A2 =
[
1 0
0 0
]
, B1 = Q
[
1 0
0 50.5
]
QT , B2 = Q
[
0 0
0 49.5
]
QT ,
in which Q is an orthogonal matrix such that
QT
(
A21 − A22
)
Q = QT
[
4 3
3 2
]
Q =
[
3 + √10 0
0 3 − √10
]
.
Then we have
tr ((A1 (B1 − B2) A1 − A2 (B1 − B2) A2) (B1 + B2))
= tr
((
A21 − A22
)
(B1 + B2)
)
= tr
([
3 + √10 0
0 3 − √10
]
QT (B1 + B2)Q
)
= tr
([
3 + √10 0
0 3 − √10
] [
1 0
0 100
])
< 0.
Corollary 3.2. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 3. Then
n∑
i=1
tr (Ai + Bn−i+1)2 
n∑
i=1
tr
(
Ai + Bti
)2  n∑
i=1
tr (Ai + Bi)2
and
n∑
i=1
tr (Ai − Bi)2 
n∑
i=1
tr
(
Ai − Bti
)2  n∑
i=1
tr (Ai − Bn−i+1)2 .
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Corollary 3.3. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 3. Then
n
n∑
i=1
tr (AiBn−i+1) tr
⎛
⎝ n∑
i=1
Ai
n∑
i=1
Bi
⎞
⎠ n n∑
i=1
tr (AiBi) . (24)
Corollaries 3.2 and 3.3 follow from Theorem 3. We call (24) the Chebyshev Matrix Trace Inequality.
Corollary 3.4. Let Ai ∈ Hm, for i = 1, 2, . . . , n, and suppose that A1  · · · An−1  An > 0. Then
n∑
i=1
tr
(
AiA
−1
ti
)
mn. (25)
Proof. Using Theorem 3, we obtain
n∑
i=1
tr
(
AiA
−1
ti
)

n∑
i=1
tr
(
AiA
−1
i
)
= ntr (I) = mn. 
Remark 3.2. Inequality (25) is a natural generalization of the following real number inequality. If
a1  · · · an−1  an > 0, then
n∑
i=1
a1
ati
 n. (26)
In fact, the restriction on the order of A1, . . . , An can be dropped. That is, for any positive deﬁnite
matrices A1, . . . , An, (25) is correct. This can be veriﬁed by using the Neumann inequality [10, p. 249].
Since
tr
(
AiA
−1
ti
)
 λ1 (Ai) λm
(
A−1ti
)
+ λ2 (Ai) λm−1
(
A−1ti
)
+ · · ·
+ λm (Ai) λ1
(
A−1ti
)
= λ1 (Ai)
λ1
(
Ati
) + λ2 (Ai)
λ2
(
Ati
) + · · · + λm (Ai)
λm
(
Ati
)
m m
√√√√ λ1 (Ai) λ2 (Ai) · · · λm (Ai)
λ1
(
Ati
)
λ2
(
Ati
) · · · λm (Ati ) = m
m
√√√√ det Ai
det Ati
,
we have
n∑
i=1
tr
(
AiA
−1
ti
)
m
n∑
i=1
m
√√√√ det Ai
det Ati
mn mn
√√√√ n∏
i=1
det Ai
det Ati
= mn.
2.4. Generalizations of the rearrangement inequality with respect to Kronecker product and Hadamard
product
The Kronecker product and Hadamard product of any two Hermitian matrices are Hermitian (and
moreover, the Hadamard product is commutative). The rearrangement inequality can be generalized
with respect to the Kronecker product and Hadamard product. Therefore, the proofs of most of the
following statements are omitted.
Theorem 4.1. Let Ai ∈ Hm, Bi ∈ Hr , for i = 1, 2, . . . , n, and suppose that
An  An−1  · · · A1,
Bn  Bn−1  · · · B1.
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Then
n∑
i=1
Ai ⊗ Bn−i+1 
n∑
i=1
Ai ⊗ Bti 
n∑
i=1
Ai ⊗ Bi,
with equality if and only if either A1 = · · · = An−1 = An or B1 = · · · = Bn−1 = Bn.
Theorem 4.2. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 2.1. Then
n∑
i=1
(Ai + Bn−i+1)⊗k 
n∑
i=1
(
Ai + Bti
)⊗k  n∑
i=1
(Ai + Bi)⊗k
for any positive integer k, with equality if and only if either A1 = · · · = An−1 = An or B1 = · · · =
Bn−1 = Bn.
Corollary 4.1. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 4.1. Then
n
n∑
i=1
Ai ⊗ Bn−i+1 
n∑
i=1
Ai ⊗
n∑
i=1
Bi  n
n∑
i=1
Ai ⊗ Bi.
Corollary 4.2. Let Ai ∈ Hm, for i = 1, 2, . . . , n, and suppose that A1  · · · An−1  An > 0. Then
n∑
i=1
tr (Ai) tr
(
A−1ti
)

n∑
i=1
tr (Ai) tr
(
A
−1
i
)
 nm2. (27)
Proof. Using Theorem 4.1, we obtain
n∑
i=1
tr (Ai) tr
(
A−1ti
)
=
n∑
i=1
tr
(
Ai ⊗ A−1ti
)

n∑
i=1
tr
(
Ai ⊗ A−1i
)
=
n∑
i=1
tr (Ai) tr
(
A
−1
i
)
.
Since
tr (Ai) tr
(
A
−1
i
)
=
m∑
j=1
λj (Ai)
m∑
j=1
1
λj (Ai)
m2,
(27) follows. 
Remark 4.1. For any positive deﬁnite matrices A1, . . . , An (no order assumption), we have
n∑
i=1
tr (Ai) tr
(
A−1ti
)
 nm2,
because
tr (Ai) tr
(
A−1ti
)
=
m∑
j=1
λj (Ai)
m∑
j=1
1
λj
(
Ati
)
m2 m
√√√√ λ1 (Ai) λ2 (Ai) · · · λm (Ai)
λ1
(
Ati
)
λ2
(
Ati
) · · · λm (Ati ) = m
2 m
√√√√ det Ai
det Ati
⇒
n∑
i=1
tr (Ai) tr
(
A−1ti
)
m2
n∑
i=1
m
√√√√ det Ai
det Ati
 nm2 mn
√√√√ n∏
i=1
det Ai
det Ati
= nm2.
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Theorem 5.1. Let Ai, Bi ∈ Hm, for i = 1, 2, . . . , n, and suppose that
An An−1  · · · A1,
Bn Bn−1  · · · B1.
Then
n∑
i=1
Ai ◦ Bn−i+1 
n∑
i=1
Ai ◦ Bti 
n∑
i=1
Ai ◦ Bi,
with equality if (but not only if) either A1 = · · · = An−1 = An or B1 = · · · = Bn−1 = Bn.
Theorem 5.2. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 2.1. Then
n∑
i=1
(Ai + Bn−i+1)◦k 
n∑
i=1
(
Ai + Bti
)◦k  n∑
i=1
(Ai + Bi)◦k
for any positive integer k, with equality if (but not only if) either A1 = · · · = An−1 = An or B1 = · · · =
Bn−1 = Bn.
Corollary 5.1. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 5.1. Then
n
n∑
i=1
Ai ◦ Bn−i+1 
n∑
i=1
Ai ◦
n∑
i=1
Bi  n
n∑
i=1
Ai ◦ Bi.
Remark 5.1. Theorems 4.1 and 5.1 can be proved in the same way as Theorem 2.1 by noting the fact
that for any A, B 0 we have A ⊗ B 0, A ◦ B 0. Furthermore, A ⊗ B = 0 implies A = 0 or B = 0,
while A ◦ B = 0 does not in general imply A = 0 or B = 0. Theorem 4.2 is proved by Lemma 2.2. In
particular, Theorem 5.1 is a corollary of Theorem 4.1 since the Hadamard product A ◦ B is a principal
submatrix of the Kronecker product A ⊗ B. Therefore, Theorem 5.2 and Corollary 5.1 are corollaries of
Theorem 4.2 and Corollary 4.1, respectively.
Corollary 5.2. Let Ai ∈ Hm, for i = 1, 2, . . . , n, and suppose that A1  · · · An−1  An > 0. Then
n∑
i=1
Ai ◦ A−1ti  nI. (28)
Proof. By using Theorem 5.1 and the inequality Ai ◦ A−1i  I [7, 5.4.8], we obtain
n∑
i=1
Ai ◦ A−1ti 
n∑
i=1
Ai ◦ A−1i  nI. 
Corollary 5.3. Suppose that A1, . . . , An and B1, . . . , Bn satisfy the hypotheses of Theorem 5.1, and suppose
that An  0, Bn  0. Then
n∑
i=1
det (Ai ◦ Bn−i+1)k 
n∑
i=1
det
(
Ai ◦ Bti
)k  n∑
i=1
det (Ai ◦ Bi)k
for any nonnegative integer k.
Proof. See Remark 2.1 and Lemma 2.4. 
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