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Abstract
For a binormal space X, the space C(X) of continuous real-valued functions on X under the graph topology is a topological
group that is a subspace of a certain hyperspace L(X) under the Vietoris topology. Conditions are given showing when a positive
topological group isomorphism from C(X) onto C(Y ) has an extension to an ordered homeomorphism from L(X) onto L(Y ). It
is then shown how such an ordered homeomorphism can be uniquely factored through a homeomorphism from X onto Y . Finally,
the existence of such an extension and the existence of such a factorization (restricted to C(X)) are shown to be equivalent.
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1. Introduction
The set C(X) of continuous real-valued functions on a Hausdorff space X can be considered as a subset of the
hyperspace CL(X × R) of nonempty closed subsets of X × R, where R is the space of real numbers. Then each
hyperspace topology applied to CL(X ×R) induces a topology on C(X) as a subspace.
One of the more commonly used hyperspace topologies is the Vietoris topology. The topology on C(X) as a
subspace of CL(X ×R) with the Vietoris topology is the same as the graph topology on C(X), where the basic open
sets are {f ∈ C(X): f ⊆ W } for open subsets W of X ×R. The space C(X) with the graph topology is a topological
group under usual addition of real-valued functions.
An interesting general problem is to characterize the closure of C(X) in CL(X×R) for various hyperspace topolo-
gies on CL(X ×R). This was done using the Hausdorff metric in [3,8,9]. This was also recently done for the Vietoris
topology when X is a locally connected, locally compact, paracompact space [11]. However, this “Vietoris closure”
of C(X) involves a rather unusual connectedness condition.
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for locally connected, locally compact, binormal (i.e., countably paracompact normal) spaces X given in [10,12]. In
particular, for such spaces X that have no isolated point, the “locally finite closure” of C(X) is the space L(X) of
locally bounded closed subsets A of X ×R with A(x) = {t : (x, t) ∈ A} nonempty and connected for all x in X. The
members of L(X) can be considered as multifunctions, and as such, are called cusco maps [5,10]. Approximations of
multifunctions by continuous multifunctions can be found, for example, in [6].
Now the locally finite topology is finer than the Vietoris topology, so that if X is a locally connected, locally
compact, binormal space that has no isolated point, then C(X) is also dense in L(X) with the Vietoris topology. For
this reason, the Vietoris topology is an appropriate topology to use on L(X), and for the rest of this paper L(X) will
have the Vietoris topology and C(X) will be considered as a subspace of L(X).
It is natural to ask which maps from C(X) to C(Y ) extend to maps from L(X) to L(Y ). In general, even a
homeomorphism may not extend. So for binormal spaces X and Y , one might ask when does a topological group
isomorphism from C(X) onto C(Y ) extend to a homeomorphism from L(X) onto L(Y )?
A partial answer to this “extension question” is given in the third section for topological group isomorphisms λ that
are “positive”; that is, λ(f ) 0 if and only if f  0. In particular, if X and Y are binormal spaces that are either both
realcompact or both E0-spaces (i.e., singleton sets are Gδ-sets), then every positive topological group isomorphism
λ from C(X) onto C(Y ) extends to a homeomorphism Λ from L(X) onto L(Y ). In this case, Λ has the additional
property that it is “ordered”; that is, Λ(A) ⊆ Λ(B) if and only if A ⊆ B .
The fourth section gives a characterization of the ordered homeomorphisms from L(X) onto L(Y ) for normal
spaces X and Y , by showing how they can be uniquely factored through a homeomorphism from X onto Y . This
is then applied to obtain a unique factorization of a positive topological group isomorphism from C(X) onto C(Y )
whenever this isomorphism extends to an ordered homeomorphism from L(X) onto L(Y ), as it does, for example, if
X and Y are both regular Lindelöf or both metrizable.
In fact, in the last section an equivalence is given between the extending and the factoring of positive topological
group isomorphisms. This leads to an example of a binormal space X and a positive topological group automorphism
on C(X) that does not extend to an ordered homeomorphism from L(X) onto itself.
2. Preliminaries
We refer to Engelking [7] for basic notions about general topology and to Beer [4] for basic notions about hyper-
spaces. Let X be a Hausdorff space, and let R be the space of real numbers. For each subset A of X × R and each
x ∈ X, define
A(x) = {t : (x, t) ∈ A}.
A subset A of X × R is locally bounded provided that for every x ∈ X there exist a neighborhood U of x and a
positive b ∈R such that for all x′ ∈ U , A(x′) ⊆ [−b, b]. Then L(X) denotes the set of locally bounded closed subsets
of X ×R such that A(x) is nonempty and connected for all x in X.
For each A ∈ L(X), the lower and upper boundaries, respectively, for A are the real-valued functions a1 and a2
defined by A(x) = [a1(x), a2(x)] for all x ∈ X.
Lemma 2.1. Real-valued functions a1 and a2 defined on X are the lower and upper boundaries, respectively, for an
A in L(X) if and only if a1  a2 and a1 and a2 are lower and upper semicontinuous, respectively.
Proof. Let a1 and a2 be the lower and upper boundaries for an A ∈ L(X). Let x ∈ X. We will show that a2 is upper
semicontinuous at x. The argument that a1 is lower semicontinuous at x is similar. Since A is locally bounded at x,
there exists a neighborhood U ′ of x and a positive b ∈ R such that for every x′ ∈ U ′, A(x′) ⊆ [−b, b]. Suppose that
a2 were not upper semicontinuous at x. Then there exists an ε > 0 such that for every neighborhood U of x contained
in U ′ there is some xU ∈ U with a2(xU )  a2(x) + ε. Then the net (a2(xU )) is contained in [a2(x) + ε, b], so it
has a cluster point t  a2(x) + ε. Therefore, (x, t) is an accumulation point of A, so that t ∈ A(x). This means that
t  a2(x), which is a contradiction; showing that a2 is upper semicontinuous at x.
Conversely, let a1 and a2 be lower and upper semicontinuous functions such that a1  a2. Define
A = {(x, t) ∈ X ×R: a1(x) t  a2(x)}.
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every x′ ∈ U , a1(x)− 1 < a1(x′) a2(x′) < a2(x)+ 1, which shows that A is locally bounded at x. Finally, to show
that A is closed, let (xi, ti ) be a net in A that converges to (x, t) in L(X). If (x, t) were not in A, then either t < a1(x)
or a2(x) < t ; say the latter. Let s ∈ R be such that a2(x) < s < t . Then x has a neighborhood U such that for every
x′ ∈ U , a2(x′) < s. But the net (xi) is cofinally in U , so that t  s, which is a contradiction. Therefore, A is closed
and is hence a member of L(X) having a1 and a2 as its lower and upper boundaries. 
The space L(X) has the Vietoris topology, for which the basic open sets are of the form
W+ ∩W−1 ∩ · · · ∩W−n ,
where W,W1, . . . ,Wn are open subsets of X ×R, and where
W+ = {A ∈ L(X): A ⊆ W},
and each
W−i =
{
A ∈ L(X): A∩Wi = ∅
}
.
Now the space C(X) of continuous real-valued functions on X is contained in L(X) and has the subspace topology
inherited from L(X).
The following lemma shows that this “Vietoris” topology on C(X) is the same as the “graph” topology.
Lemma 2.2. For a Hausdorff space X, the basic open sets in C(X) are W+ ∩C(X) for open subsets W of X ×R.
Proof. Let f ∈ W+ ∩W−1 ∩ · · · ∩W−n ∩C(X). For each i = 1, . . . , n, let (xi, f (xi)) ∈ Wi . We can assume that each
Wi = Ui × (f (xi)− ε,f (xi)+ ε). Then define
W0 = W ∩
{
(x, t) ∈ X ×R: f (x)− ε < t < f (x)+ ε}.
Now f ∈ W+0 ∩C(X) ⊆ W+ ∩W−1 ∩ · · · ∩W−n ∩C(X). 
Proposition 2.3. If X is a binormal space, then the closure of C(X) in L(X) consists of those A in L(X) such that
A(x) is a singleton for all isolated x in X. Consequently, if X has no isolated point, then C(X) is dense in L(X).
Proof. Let DX be the derived subspace of X consisting of the nonisolated points in X, and let IX = X \ DX . The
proof that C(X) is dense in L(X) when IX = ∅ is given by the proof of Theorem 4.4 in [10]. It is easily shown that if
A is in the closure of C(X) in L(X), then A(x) is a singleton for all x ∈ IX .
Let A ∈ L(X) be such that A(x) is a singleton for all x ∈ IX . We sketch the proof that A is in the closure of C(X)
in L(X). Let
B = W+ ∩W−1 ∩ · · · ∩W−n
be a basic neighborhood of A in L(X). From Lemma 4.3 in [10], we may assume that W(x) is connected for all
x ∈ X. We may also assume that for i = 1, . . . , n, either Wi ⊆ DX ×R or Wi = {xi} × (ai, bi) ⊆ W for some xi ∈ IX
and some interval (ai, bi) in R.
Let A′ be the restriction of A to L(DX); that is, A′ = A ∩ DX ×R. Also let B ′ be the restriction of B to L(DX)
in the natural way. Now B ′ is a basic neighborhood of A′ in L(DX), so there exists an f ′ ∈ C(DX)∩B ′ because DX
has no isolated point. By the normality of X, f ′ has an extension to an f ∈ C(X). Since IX is open in X, f ′ can be
considered as a closed subset of X × R that is contained in W . There exists an open subset W0 of X × R such that
f ′ ⊆ W0 and W0 ⊆ W .
We now modify f to get a g ∈ C(X) as follows. For each x ∈ IX , let α(x) be that single element of A(x). Then de-
fine g(x) = α(x) if (x, f (x)) /∈ W0, and g(x) = f (x) if (x, f (x)) ∈ W0. We therefore have g ∈ C(X)∩W+. A slight
further modification may be required to obtain g ∈ C(X)∩B , using those Wi that are contained in W ∩ IX ×R. 
Proposition 2.4. For a Hausdorff space X, C(X) is a topological group under usual addition of real-valued functions.
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Ux of x and an open interval Vx = (f (x) + g(x) − εx, f (x) + g(x) + εx) for 0 < εx < 1 such that Ux × Vx ⊆ W
and (f + g)(Ux) ⊆ Vx . Define W0 =⋃{Ux × Vx : x ∈ X}, which is an open subset of X × R such that for every
x ∈ X, W0(x) =⋃{Vz: z ∈ X and x ∈ Uz} ⊆ (f (x)+g(x)− 2, f (x)+g(x)+ 2). So the lower and upper boundaries
w1 and w2 of W0 are upper and lower semicontinuous functions, respectively. Let a = 1/2(w1 − (f + g)) and b =
1/2(w2 − (f + g)), which are also upper and lower semicontinuous, respectively. Now define
W1 =
{
(x, t) ∈ X ×R: f (x)+ a(x) < t < f (x)+ b(x)}
and
W2 =
{
(x, t) ∈ X ×R: g(x)+ a(x) < t < g(x)+ b(x)},
which are open subsets of X ×R such that f ∈ W+1 and g ∈ W+2 . Also if h ∈ W+1 and k ∈ W+2 , then h + k ∈ W+0 ⊆
W+, showing that addition is continuous in C(X).
Finally, let f ∈ C(X), and let −f ∈ W+ for W open in X ×R. By using the same argument as above, we can find
an open subset W0 of X ×R such that for each x ∈ X, W0(x) is a bounded open interval, and −f ∈ W+0 ⊆ W+. Let
w1 and w2 be the lower and upper boundaries of W0. Then the set
W1 =
{
(x, t) ∈ X ×R: −w2(x) < t < −w1(x)
}
is an open subset of X×R with f ∈ W+1 . Also if g ∈ W+1 , then −g ∈ W+0 ⊆ W+, showing that negation is continuous
in C(X). 
If f,g ∈ C(X), we will write f  g (or f < g) to mean that f (x) g(x) (or f (x) < g(x)) for all x ∈ X. Also the
constant zero function and the constant one function will be denoted by 0 and 1. For f ∈ C(X), we say f is positive
provided that f > 0 and we say f is non-negative provided that f  0.
For Hausdorff spaces X and Y , a topological group isomorphism λ from C(X) onto C(Y ) is positive provided that
for each f ∈ C(X), λ(f ) is non-negative if and only if f is non-negative.
Lemma 2.5. Let X and Y be Hausdorff spaces, and let λ be a positive topological group isomorphism from C(X)
onto C(Y ). Then the following statements are true for all f,g ∈ C(X).
(a) λ(f ) λ(g) if and only if f  g;
(b) If X and Y are binormal spaces, then λ(f ) < λ(g) if and only if f < g;
(c) λ(max{f,g}) = max{λ(f ),λ(g)} and λ(min{f,g}) = min{λ(f ),λ(g)};
(d) λ(|f |) = |λ(f )|;
(e) For binormal spaces X and Y , if f and g are non-negative, then λ(f )−1(0) ∩ λ(g)−1(0) = ∅ if and only if
f−1(0)∩ g−1(0) = ∅.
Proof. For part (a) we have f  g if and only if g − f  0 if and only if λ(g − f ) 0. But λ(g − f ) = λ(g)− λ(f ),
so that f  g if and only if λ(f ) λ(g).
The proof of part (b) is similar to that of part (a) provided that we first show that for every h ∈ C(X), h > 0 if and
only if λ(h) > 0. Both directions have the same proof, so suppose h > 0. Now define W = {(x, t) ∈ X×R: |t | < h(x)},
which is an open subset of X ×R containing the constant function 0; so that 0 ∈ W+ in C(X). By the continuity of
λ−1, there exists a basic neighborhood G+ of 0 in C(Y ) such that λ−1(G+) ⊆ W+. Because Y is binormal, there exists
a k ∈ C(Y ) with 0 < k ∈ G+ (see Lemmas 4.1 and 4.3 in [10]). But then λ−1(k) < h, so that by part (a), k  λ(h).
Since k > 0, it follows that λ(h) > 0.
For part (c), let h = max{f,g} and let k = max{λ(f ),λ(g)}. Using part (a) and the fact that f  h and g  h, we
have λ(f ) λ(h) and λ(g) λ(h); and thus k  λ(h). A similar argument shows that h λ−1(k), so that λ(h) k.
The proof for min{f,g} is similar.
For part (d), let f+ = max{f,0} and let f− = max{−f,0}. Then |f | = f+ + f−. Now by part (c), λ(f+) =
max{λ(f ),0} = λ(f )+ and λ(f−) = max{λ(−f ),0} = max{−λ(f ),0} = λ(f )−. Therefore, |λ(f )| = λ(f+) +
λ(f−) = λ(f+ + f−) = λ(|f |).
For part (e), suppose f−1(0)∩ g−1(0) = ∅. Then f + g > 0, so that λ(f )+ λ(g) = λ(f + g) > 0 by part (b). But
this implies that λ(f )−1(0)∩ λ(g)−1(0) = ∅. The proof of the reverse direction is similar. 
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The theorem in this section gives a partial answer to the question of which topological group isomorphisms between
C(X) and C(Y ) extend to homeomorphisms between L(X) and L(Y ). In this theorem, a function Λ from L(X) onto
L(Y ) is ordered provided that for all A,B ∈ L(X), Λ(A) ⊆ Λ(B) if and only if A ⊆ B . Recall that a space X is an E0-
space if and only if every singleton in X is a Gδ-set; that is, a space X is an E0-space if and only if its pseudocharacter
ψ(X) (see [7]) is countable. For details on E0-spaces, see [1,2,13].
Theorem 3.1. Let X and Y be binormal spaces. If X and Y are either both realcompact or both E0-spaces, then every
positive topological group isomorphism λ from C(X) onto C(Y ) extends to an ordered homeomorphism from L(X)
onto L(Y ).
A way to obtain the extension in Theorem 3.1 is to construct a bijection φ from X onto Y that is compatible with
λ on zero-sets, meaning that for each non-negative f ∈ C(X) and x ∈ X, f (x) = 0 if and only if λ(f )(φ(x)) = 0.
Before proving this method of extension in the next proposition, it will be helpful to establish a lemma about the
compatibility on zero-sets condition.
Lemma 3.2. Let φ be a bijection from X onto Y that is compatible with λ on zero-sets. Then for each f ∈ C(X) and
x ∈ X, λ(f )(φ(x)) > 0 if and only if f (x) > 0, and λ(f )(φ(x)) = 0 if and only if f (x) = 0.
Proof. Let f ∈ C(X) and x ∈ X. Define f+ = max{f,0} and f− = −min{f,0}. Then f+ and f− are non-negative
members of C(X), and f = f+ − f−. Also by the positivity of λ, λ(f+) and λ(f−) are non-negative members of
C(Y ). Now suppose f (x) > 0. Then since f+(x) = f (x) > 0, it follows that λ(f+)(φ(x)) > 0 by the necessity of the
compatibility on zero-sets condition. Also f−(x) = 0, so that λ(f−)(φ(x)) = 0 by the sufficiency of the compatibility
on zero-sets condition. Therefore, λ(f )(φ(x)) = λ(f+ − f−)(φ(x)) = λ(f+)(φ(x)) − λ(f−)(φ(x)) > 0. A similar
argument shows that if f (x) < 0 then λ(f )(φ(x)) < 0. Finally, if f (x) = 0, then f+(x) = 0 and f−(x) = 0, so that
λ(f )(φ(x)) = λ(f+)(φ(x))− λ(f−)(φ(x)) = 0 by the sufficiency of the compatibility on zero-sets condition. 
Proposition 3.3. Let X and Y be binormal spaces, and let λ be a positive topological group isomorphism from C(X)
onto C(Y ). If there exists a bijection φ from X onto Y that is compatible with λ on zero-sets, then λ can be extended
to an ordered homeomorphism Λ from L(X) onto L(Y ).
Proof. Let A ∈ L(X), and let a1 and a2 be the lower and upper boundaries for A. Since X is binormal, a1(x) =
sup{f (x): f ∈ C(X) and f  a1} and a2(x) = inf{f (x): f ∈ C(X) and f  a2} for all x in X. Now define the
upper and lower semicontinuous functions b1 and b2 by b1(y) = sup{λ(f )(y): f ∈ C(X) and f  a1} and b2(y) =
inf{λ(f )(y): f ∈ C(X) and f  a2} for all y in Y , and define Λ(A)(y) = [b1(y), b2(y)] for all y in Y . Then by
Lemma 2.1, Λ(A) is in L(Y ). Also note that if A = f ∈ C(X), then Λ(A) = λ(f ), so that Λ is a well-defined
function on L(X) that extends λ.
First we shall show that{
f ∈ C(X): f  a2
}= {λ−1(g): g ∈ C(Y ) and g  b2}.
By definition of b2, it is clear that if f  a2 then λ(f )  b2. Now let g ∈ C(Y ) with g  b2. Suppose, by way
of contradiction, that there exists some x ∈ X such that λ−1(g)(x) < a2(x). Because λ−1 is continuous, we can
assume that g(φ(x)) > b2(φ(x)). By definition of b2, there exists some f1 ∈ C(X) with a2  f1 and b2(φ(x)) 
λ(f1)(φ(x)) < g(φ(x)). Then λ(λ−1(g)−f1)(φ(x)) > 0, so that by Lemma 3.2, (λ−1(g)−f1)(x) > 0. Thus f1(x) <
λ−1(g)(x) < a2(x), which is a contradiction. It follows that if g  b2, then λ−1(g) a2, and hence we have our two
sets equal. A similar argument shows that{
f ∈ C(X): f  a1
}= {λ−1(g): g ∈ C(Y ) and g  b1}.
Now the properties that Λ is one-to-one, maps L(X) onto L(Y ), and is ordered follow directly from these two equal-
ities.
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a non-negative member of C(Y ) be such that φ(x) ∈ g−1(0) ⊆ V , and let f = λ−1(g). Then f is a non-negative
member of C(X) because λ is positive, and f (x) = 0 by the compatibility on zero-sets condition. Choose any r > 0
and consider the open neighborhood
G = ({(y, t) ∈ Y ×R: 0 < t < g(y)+ r}∪ V × (−r, r))+
of g in C(Y ). Since λ is continuous, there exists an open neighborhood W+ of f such that λ(W+) ⊆ G. Now
(x,0) ∈ W , so that there is a neighborhood U × I of (x,0) contained in W . To show that φ(U) ⊆ V , let z ∈ U . Then
there exists a non-negative h ∈ C(X) such that h(z) = 0 and h ∈ W+. So λ(h) ∈ G, which implies that φ(z) ∈ V . This
shows the continuity of φ. A similar argument shows that φ−1 is continuous.
Finally, we shall show that Λ is continuous; a similar argument shows that Λ−1 is continuous. For this argument,
for each real number c, let Fc denote the constant c function. The first thing to note is that from Lemma 3.2, for each
f ∈ C(X), g ∈ C(Y ), x ∈ X, and y ∈ Y , it is true that
λ(f )
(
φ(x)
)= λ(Ff (x))(φ(x)) and λ−1(g)(φ−1(y))= λ−1(Fg(y))(φ−1(y)).
Now let A ∈ L(X), and let W = W+ ∩ W−1 ∩ · · · ∩ W−n be a basic neighborhood of Λ(A) in L(Y ). For each i, let
(φ(xi), ti) ∈ Wi ∩Λ(A). We can assume that each Wi = Vi × (ti − ε, ti + ε), where Vi is a neighborhood of φ(xi) and
ε is some positive real number. For each i, let V ′i be a neighborhood of φ(xi) such that V ′i ⊆ Vi . Since λ is continuous,
for each i, there exists a basic open set O+i of λ−1(Fti ) in C(X) such that
λ
(
O+i
)⊆ (Wi ∪ (Y \ V ′i )×R)+.
Also for each i, let si = λ−1(Fti )(xi), and let Gi = Ui × (si − δ, si + δ) be a neighborhood of (xi, si) contained in Oi
such that φ(Ui) ⊆ V ′i , where δ is some positive real number.
From the binormality of Y , there exist g1, g2 ∈ W+ ∩C(Y ) such that g1 < a′1 and a′2 < g2 where a′1 and a′2 are the
lower and upper boundaries for Λ(A). Let G be the open subset of X ×R defined by
G = {(x, s) ∈ X ×R: λ−1(g1)(x) < s < λ−1(g2)(x)}.
For all g ∈ C(Y ) with g  a′2, g(φ(xi))  a′2(φ(xi))  ti = Fti (φ(xi)). So by Lemma 3.2, λ−1(g)(xi) 
λ−1(Fti )(xi) = si . Since this is true for all such g, it follows that a2(xi) si where a2 is the upper boundary for A.
A similar argument shows that a1(xi) si where a1 is the lower boundary for A. Then
G = G+ ∩G−1 ∩ · · · ∩G−n ,
defines a basic neighborhood of A in L(X).
To show that Λ(G) ⊆W , let B ∈ G. Let b1 and b2 be the lower and upper boundaries for B , and let b′1 and
b′2 be the lower and upper boundaries for Λ(B). Since B ∈ G+, it follows that Λ(B) ∈ W+. Now for each i, let
(zi , ri) ∈ B ∩ Gi ; and let fi ∈ O+i ∩ C(X) be such that fi(zi) = ri . Since each λ(fi) ∈ (Wi ∩ (Y \ V ′i ) × R)+ and
φ(Ui) ⊆ V ′i , it follows that φ(zi) ∈ V ′i ⊆ Vi and λ(fi)(φ(zi)) ∈ (ti − ε, ti + ε). For all f ∈ C(X) with f  b2, we
have f (zi) b2(zi) ri = fi(zi), so that λ(f )(φ(zi)) λ(fi)(φ(zi)) by Lemma 3.2. Because this is true for all such
f , we can conclude that for each i, b′2(φ(zi))  λ(fi)(φ(zi)) > ti − ε. A similar argument shows that for each i,
b′1(φ(zi)) λ(fi)(φ(zi)) < ti + ε. Therefore, Λ(B) is in each W−i , so that Λ(B) ∈W , and thus Λ is continuous. 
The hypotheses of realcompact and E0-space in Theorem 3.1 are properties that can be characterized using z-
ultrafilters. In particular, they involve the following concepts.
Let Z be a z-ultrafilter in a space X. So the members of Z are zero-sets in X; that is, sets of the form f−1(0) for
f ∈ C(X). Then Z is fixed provided that ⋂Z = ∅. We will also say that Z is countably fixed provided that ⋂Z ′ = ∅
for every countable subfamily Z ′ of Z , and we will say that Z is completely fixed provided that ⋂Z ∈Z . Then if Z
is completely fixed, it is fixed; and if Z is fixed, it is countably fixed.
Now a space X is realcompact if and only if every countably fixed z-ultrafilter in X is fixed [7], and X is an
E0-space if and only if every fixed z-ultrafilter in X is completely fixed.
If λ is a positive topological group isomorphism from C(X) onto C(Y ) and if Z is a z-ultrafilter in X, then define
λ(Z) = {λ(f )−1(0): f−1(0) ∈Z for some non-negative f ∈ C(X)},
which we now show is a z-ultrafilter in Y .
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onto C(Y ). If Z is a z-ultrafilter in X, then λ(Z) is a z-ultrafilter in Y . Furthermore, for every z-ultrafilter Z in X,
λ−1(λ(Z)) =Z .
Proof. Let λ(f )−1(0), λ(g)−1(0) ∈ λ(Z) where f−1(0), g−1(0) ∈ Z for non-negative f,g ∈ C(X). Then f + g is
a non-negative member of C(X), and (f + g)−1(0) = f−1(0) ∩ g−1(0) ∈ Z . Now λ(f ) and λ(g) are non-negative
members of C(Y ), and λ(f + g) = λ(f )+ λ(g). Then λ(f )−1(0)∩ λ(g)−1(0) = λ(f + g)−1(0) ∈ λ(Z).
Next, let λ(f )−1(0) ∈ λ(Z) where f−1(0) ∈ Z for non-negative f ∈ C(X), and let h ∈ C(Y ) with λ(f )−1(0) ⊆
h−1(0). Define k = min{λ(f ), |h|}, so that 0  k  λ(f ) and k−1(0) = h−1(0). Then 0  λ−1(k)  f , and hence
f−1(0) ⊆ (λ−1(k))−1(0). Therefore, (λ−1(k))−1(0) ∈Z , and thus h−1(0) = k−1(0) ∈Z .
We now have λ(Z) as a z-filter. To show that it is a z-ultrafilter, let h−1(0) /∈ λ(Z) for h ∈ C(Y ). Since |h|−1(0) =
h−1(0), we may assume that h is non-negative. Then if g = λ−1(h), we have g a non-negative member of C(X),
so that g−1(0) /∈ Z . Since Z is a z-ultrafilter in X, there exists a non-negative f ∈ C(X) such that f−1(0) ∈ Z and
g−1(0)∩ f−1(0) = ∅. But then by Lemma 2.5(e), λ(f )−1(0)∩ λ(g)−1(0) = ∅, so that λ(f )−1(0)∩ h−1(0) = ∅. This
implies that λ(Z) is a z-ultrafilter.
To prove the last statement, let f−1(0) ∈ Z for non-negative f ∈ C(X). Then λ(f )−1(0) ∈ λ(Z). Now λ(f ) is
a non-negative member of C(Y ), so that f−1(0) = (λ−1(λ(f )))−1(0) ∈ λ−1(λ(Z)). Therefore Z ⊆ λ−1(λ(Z)). For
the reverse containment, let (λ(g))−1(0) ∈ λ−1(λ(Z)) where g−1(0) ∈ λ(Z) for some non-negative g ∈ C(Y ). To
show that (λ−1(g))−1(0) ∈ Z , let f be a non-negative member of C(X) with f−1(0) ∈ Z . Since g−1(0) ∈ λ(Z),
g−1(0) ∩ λ(f )−1(0) = ∅. Then by Lemma 2.5(e), (λ−1(g))−1(0) ∩ f−1(0) = ∅. Now f is arbitrary and Z is a
z-ultrafilter, so that (λ−1(g))−1(0) ∈Z . 
Although λ does not preserve a z-ultrafilter being fixed, it does preserve it being countably fixed and being com-
pletely fixed, as shown in the next lemma.
Lemma 3.5. Let X and Y be binormal spaces, let λ be a positive topological group isomorphism from C(X) onto
C(Y ), and let Z be a z-ultrafilter in X. Then the following are true.
(a) Z is countably fixed if and only if λ(Z) is countably fixed.
(b) Z is completely fixed if and only if λ(Z) is completely fixed.
Proof. Because of the last sentence in Lemma 3.4, we only need to prove each of these statements in one direction.
For part (a), suppose that Z is countably fixed. Let (fn) be a sequence of non-negative members of C(X) such that
each f−1n (0) ∈Z . We need to show that
∞⋂
n=1
λ(fn)
−1(0) = ∅.
Since (min{fn,1})−1(0) = f−1n (0), λ(1) > 0 and λ(min{fn,1}) = min{λ(fn), λ(1)}, we can assume that fn  1.
For each n, let gn = min{λ(fn),1}, and hence g−1n (0) = λ(fn)−1(0). Now λ−1(1) > 0, and each λ−1(gn) =
λ−1(min{λ(fn),1}) = min{fn,λ−1(1)}, so that each (λ−1(gn))−1(0) = f−1n (0). The function
h =
∞∑
n=1
1
2n
λ−1(gn)
is a non-negative member of C(X). Also
h−1(0) =
∞⋂
n=1
(
1
2n
λ−1(gn)
)−1
(0) =
∞⋂
n=1
f−1n (0),
which is nonempty because Z is countably fixed. By continuity and additivity of λ,
λ(h) =
∞∑ 1
2n
gn,n=1
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∞⋂
n=1
λ(fn)
−1(0) =
∞⋂
n=1
g−1n (0) = λ(h)−1(0).
But Lemma 2.5(b) ensures that λ(h)−1(0) = ∅ because h−1(0) = ∅.
For part (b), suppose that Z is completely fixed. Then ⋂Z = {x} ∈ Z for some x ∈ X. That means there is
a non-negative f ∈ C(X) with f−1(0) = {x}. Then by Lemma 2.5, λ(f )  0 but it is not true that λ(f ) > 0,
so that λ(f )−1(0) = ∅. Suppose, by way of contradiction, that there exist y1, y2 ∈ λ(f )−1(0) with y1 = y2. Then
there exist non-negative g1, g2 ∈ C(Y ) with each gi(yi) = 0 and g−11 (0) ∩ g−12 (0) = ∅. For i = 1,2, define ki =
max{gi, λ(f )}. Then each ki(yi) = 0 and λ(f ) ki . Therefore, for i = 1,2, ∅ = (λ−1(ki))−1(0) ⊆ f−1(0) = {x}, so
that (λ−1(k1))−1(0) ∩ (λ−1(k2))−1(0) = {x}. But by Lemma 2.5(e), k−11 (0) ∩ k−12 (0) = ∅. This contradicts the fact
that k−11 (0)∩ k−12 (0) = ∅. It follows that λ(f )−1(0) = {y} for some y ∈ Y , so that λ(Z) is completely fixed. 
Proof of Theorem 3.1. By Proposition 3.3, we need to define a bijection φ from X onto Y that is compatible with λ
on zero-sets. To this end, let x ∈ X. Let Zx be the fixed z-ultrafilter in X consisting of all zero-sets in X that contain x.
We now use Lemma 3.5. If Y is realcompact, then since λ(Zx) is countably fixed, it is fixed. If X is an E0-space, then
Zx is completely fixed, and so is λ(Zx). In either case,
⋂
λ(Zx) is a singleton, whose element we take to be φ(x).
This defines function φ from X into Y .
In a similar way using λ−1, define function ψ from Y into X. Note that the λ(Zx) above is the z-ultrafilter in Y
consisting of all zero-sets in Y that contain φ(x). Since λ−1(λ(Zx)) =Zx , it follows that ψφ is the identity on X. But
also for each y ∈ Y , λ(λ−1(Zy)) =Zy , and hence φψ is the identity on Y . Therefore φ is a bijection.
It remains to show that φ is compatible with λ on zero-sets. So let f be a non-negative member of C(X) and let
x ∈ X. Then f (x) = 0 if and only if f−1(0) ∈Zx if and only if λ(f )−1(0) ∈ λ(Zx) if and only if λ(f )(φ(x)) = 0. 
Regular Lindelöf spaces are binormal realcompact spaces and metrizable spaces are binormal E0-spaces, so The-
orem 3.1 applies to a large class of spaces. One might wonder whether having X and Y merely binormal spaces is
sufficient in Theorem 3.1. Example 5.11 in the last section shows that this is not the case.
4. The factorization theorem
The theorem in this section shows how ordered homeomorphisms between L(X) and L(Y ), for normal spaces X
and Y , can be uniquely factored into two homeomorphisms, one of which is induced from a homeomorphism between
X and Y .
The following proposition gives a way of constructing an ordered homeomorphism. Here we let H(X,Y ) denote
the set of homeomorphisms from X onto Y .
Proposition 4.1. Let X and Y be Hausdorff spaces. For each φ ∈ H(X,Y ), define φ∗ :L(X) → L(Y ) by φ∗(A) =
{(φ(x), t): (x, t) ∈ A} for all A ∈ L(X). Then the following are true for all such φ.
(a) The function φ∗ is an ordered homeomorphism from L(X) onto L(Y ).
(b) When restricted to C(X), φ∗ maps C(X) onto C(Y ), and can be written as
φ∗(f ) = f φ−1 for all f ∈ C(X).
(c) The function φ∗ restricted to C(X) is a topological group isomorphism from C(X) onto C(Y ).
Proof. To show that φ∗ is well-defined, consider the homeomorphism φ˜ :X × R → Y × R defined by φ˜(x, t) =
(φ(x), t) for all (x, t) ∈ X × R. Then for each A ∈ L(X), we have φ∗(A) = φ˜(A), which is closed in Y × R. Let
y ∈ Y , and note that φ∗(a)(y) = A(φ−1(y)) is a nonempty connected set. Since A is locally bounded at φ−1(y), there
is a neighborhood U of φ−1(y) and a positive b ∈ R such that for every x′ ∈ U , A(x′) ⊆ [−b, b]. Let V = φ(U),
which is a neighborhood of y. If y′ ∈ V , then φ−1(y′) ∈ U , so that φ∗(A)(y′) = A(φ−1(y′)) ⊆ [−b, b]. Therefore,
φ∗(A) is locally bounded at y, and it follows that φ∗(A) ∈ L(Y ).
2686 R.A. McCoy et al. / Topology and its Applications 154 (2007) 2678–2696For part (a), it can be easily checked that φ∗ is a bijection and is ordered. To show that φ∗ is continuous,
let A ∈ L(X) and let W+ ∩ W−1 ∩ · · · ∩ W−n be a basic neighborhood of φ∗ in L(Y ). Now the sets φ˜−1(W),
φ˜−1(W1), . . . , φ˜−1(Wn) are open in X ×R, and
A ∈ φ˜−1(W)+ ∩ φ˜−1(W1)− ∩ · · · ∩ φ˜−1(Wn)−.
Also
φ∗
(
φ˜−1(W)+ ∩ φ˜−1(W1)− ∩ · · · ∩ φ˜−1(Wn)−
)⊆ W+ ∩W−1 ∩ · · · ∩W−n ,
showing that φ∗ is continuous. A similar argument shows that (φ∗)−1 = (φ−1)∗ is continuous.
For part (b), note that for every f ∈ C(X), φ∗(f ) = f φ−1 ∈ C(Y ). But also for every g ∈ C(Y ), (φ∗)−1(g) =
(φ−1)∗(g) = gφ ∈ C(X). Therefore, φ∗ maps C(X) onto C(Y ). For part (c), it can be easily checked that φ∗ and
(φ∗)−1 preserve addition and negation. 
The next proposition gives another way to construct an ordered homeomorphism. Define a fiber homeomorphism
over X to be a homeomorphism ψ from X × R onto itself such that ψ({x} × R) = {x} × R for all x ∈ X. Then let
FH(X) be the set of fiber homeomorphisms over X.
Proposition 4.2. Let X be a Hausdorff space. For each ψ ∈ FH(X), define ψ∗ :L(X) → L(X) by ψ∗(A) =
{ψ(x, t): (x, t) ∈ A} for all A ∈ L(X). Then the function ψ∗ is an ordered homeomorphism from L(X) onto itself ;
and when restricted to C(X), ψ∗ maps C(X) onto itself.
Proof. To see that ψ∗ is well-defined, let A ∈ L(X), and let x ∈ X. Since ψ is a homeomorphism on X×R, ψ∗(A) =
ψ(A) is closed in X × R. Also since {x} × A(x) is a nonempty compact connected set, so is ψ∗(A)(x) = ψ({x} ×
A(x)). Let b be a positive element of R such that ψ∗(A)(x) is contained in the open interval (−b, b). Then the set
ψ−1(X × (−b, b)) is an open subset of X × R containing the compact set {x} × A(x). So there exists an open set
U × V in X × R such that {x} × A(x) ⊆ U × V ⊆ ψ−1(X × (−b, b)). Now by Lemma 2.1, the lower and upper
boundaries of A are lower and upper semicontinuous, respectively. Therefore, x has a neighborhood U ′ contained in
U such that A(x′) ⊆ V for all x′ ∈ U ′. Then for every x′ ∈ U ′, ψ∗(A)(x′) ⊆ (−b, b). Hence ψ∗(A) is locally bounded
at x, and it follows that ψ∗(A) ∈ L(X).
It can be easily seen that ψ∗ is a bijection and is ordered. To show that ψ∗ is continuous, let A ∈ L(X) and let
W+ ∩ W−1 ∩ · · · ∩ W−n be a basic neighborhood of ψ∗ in L(Y ). Now the sets ψ−1(W),ψ−1(W1), . . . ,ψ−1(Wn) are
open in X ×R, and
A ∈ ψ−1(W)+ ∩ψ−1(W1)− ∩ · · · ∩ψ−1(Wn)−.
Also
ψ∗
(
ψ−1(W)+ ∩ψ−1(W1)− ∩ · · · ∩ψ−1(Wn)−
)⊆ W+ ∩W−1 ∩ · · · ∩W−n ,
showing that ψ∗ is continuous. A similar argument shows that (ψ∗)−1 = (ψ−1)∗ is continuous. Finally, it is clear that
ψ∗ maps C(X) onto itself. 
We point out that the ψ∗ in Proposition 4.2, when restricted to C(X), need not be an isomorphism on C(X) because
ψ may not be linear on each {x} × R. Therefore, not every ordered homeomorphism on L(X) is an extension of a
topological group isomorphism on C(X).
Our main theorem now shows that these two constructions and their compositions are the only ways to obtain
ordered homeomorphisms between L(X) and L(Y ).
Theorem 4.3. Let X and Y be normal spaces. Then a function Λ from L(X) into L(Y ) is an ordered homeomorphism
if and only if Λ = φ∗ψ∗ for some φ ∈ H(X,Y ) and ψ ∈ FH(X). Furthermore, the φ and ψ in this factorization are
unique.
The proof of Theorem 4.3 will follow from the next eight lemmas. We first introduce some terminology.
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A and if b1 and b2 are the lower and upper boundaries for B , then the lower and upper boundaries for max{A,B} are
min{a1, b1} and max{a2, b2}. Clearly, if A,B ⊆ C for some C ∈ L(X), then A∪B ⊆ max{A,B} ⊆ C.
Let A ∈ L(X) with lower and upper boundaries a1 and a2, let x ∈ X, and let r > 0. Then the sets A ∪ {x} ×
[a1(x), a2(x) + r] and A ∪ {x} × [a1(x) − r, a2(x)] belong to L(X). We will call these two sets the positive (x, r)-
extension of A and the negative (x, r)-extension of A, respectively. In addition, an A′ ∈ L(X) will be called a positive
(negative) x-extension of A if there is some r > 0 such that A′ is a positive (negative) (x, r)-extension of A. Also A′
will be called an x-extension of A if it is either a positive x-extension of A or it is a negative x-extension of A.
Lemma 4.4. Let Λ be an ordered function from L(X) onto L(Y ). Then for each x ∈ X there exists a unique y(x) ∈ Y
such that for every A ∈ L(X), the image of any positive x-extension of A under Λ is a y(x)-extension of Λ(A).
Proof. Let A ∈ L(X), and let b1 and b2 be the lower and upper boundaries for Λ(A). Also let x ∈ X, let r > 0, and let
A′ be the positive (x, r)-extension of A. Since A ⊂ A′ and Λ is one-to-one and ordered, Λ(A) ⊂ Λ(A′). Thus there
is at least one y ∈ Y such that Λ(A)(y) ⊂ Λ(A′)(y).
If possible, suppose that there are y1, y2 ∈ Y with y1 = y2 and Λ(A′)(yi) = [b1(yi), b2(yi)] for i = 1,2. Let U1 and
U2 be disjoint neighborhoods of y1 and y2, respectively. If b′1 and b′2 are the lower and upper boundaries for Λ(A′),
we can assume that b2(yi) < b′2(yi) for i = 1,2. Then for i = 1,2, define
Wi =
{
(y, t) ∈ Y ×R: y ∈ Ui and t > b2(y)
}
.
Since b2 is upper semicontinuous, each Wi is open in Y ×R. Also the sets Bi = Λ(A′) \Wi for i = 1,2 are in L(Y ).
Because Λ is ordered and maps onto L(Y ), for each i = 1,2, there exists ri with 0 < ri < r such that Λ−1(Bi) is the
positive (x, ri)-extension of A. Without loss of generality, we can assume that r1  r2. But this implies that B1 ⊆ B2,
which is not possible. Hence there exists a unique y ∈ Y such that Λ(A′)(y) = [b1(y), b2(y)].
If possible, suppose that b′1(y) < b1(y) and b2(y) < b′2(y). Then define
G1
{
(z, t) ∈ Y ×R: t < b1(z)
}
and
G2 =
{
(z, t) ∈ Y ×R: t > b2(z)
}
,
which are open subsets of Y ×R. Now by taking the sets Ci = Λ(A′) \ Gi for i = 1,2, and arguing as above for the
sets Bi , we obtain a similar contradiction. Therefore, either b′1(y) = b1(y) or b′2(y) = b2(y). This shows that for each
x ∈ X and A ∈ L(X), there exists a unique y ∈ Y (dependent on x and A) such that the image of a positive x-extension
of A under Λ is a y-extension of Λ(A).
Now let A1,A2 ∈ L(X) be such that A1 ⊆ A2, and let x ∈ X. From above we can find y1, y2 ∈ Y such that the
Λ-images of any positive x-extensions of A1 and A2 are y1-extensions and y2-extensions of Λ(A1) and Λ(A2),
respectively. For each i = 1,2, let ai2 be the upper boundary for Ai . Take any r > 0, and let A′1 be the positive
(x, a22(x) − a12(x) + r)-extension of A1 and let A′2 be the positive (x, r)-extension of A2. Since A′1 ⊆ A2, Λ(A′1) ⊆
Λ(A2), and consequently Λ(A′1)(y1) ⊆ Λ(A2)(y1). Also since A′1 ⊆ A′2, Λ(A′1)(y1) ⊆ Λ(A′2)(y1). This shows that
y1 = y2.
Finally, let x ∈ X. Let A1 and A2 be any two members of L(X), and let A = max{A1,A2}. From above, for each
i = 1,2, there is a unique yi ∈ Y such that the images of any positive x-extensions of Ai and A under Λ are yi -ex-
tensions of Λ(Ai) and Λ(A). Then by the uniqueness for Λ(A), y1 = y2; call this point y. Thus the images of any
positive x-extensions of A1 and A2 under Λ are y-extensions of Λ(A1) and Λ(A2). Since A1 and A2 are arbitrary, we
obtain the same point y for any other member of L(X). This y then depends only on x, and is the desired y(x). 
An argument similar to that of the previous lemma establishes the next lemma.
Lemma 4.5. Let Λ be an ordered function from L(X) onto L(Y ). Then for each x ∈ X there exists a unique y′(x) ∈ Y
such that for every A ∈ L(X), the image of any negative x-extension of A under Λ is a y′(x)-extension of Λ(A).
Let us denote by φ (and φ′) the functions from X to Y such that for every x ∈ X the Λ-image of any positive (neg-
ative) x-extension of A is a φ(x)-extension (φ′(x)-extension) of Λ(A) for all A ∈ L(X). Equivalently, the function φ
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φ(x)-extension (φ′(x)-extension) of Λ(0).
Note that for x ∈ X and the φ defined above, the image of a positive (x, r)-extension of A under Λ is either a
positive φ(x)-extension of Λ(A) for all A ∈ L(X) and all r > 0 or is a negative φ(x)-extension of Λ(A) for all
A ∈ L(X) and all r > 0. An analogous observation can be made for a negative (x, r)-extension.
Another observation is that for each y ∈ Y , there exists an x ∈ X such that either φ(x) = y or φ′(x) = y.
For the next six lemmas, Λ denotes an ordered homeomorphism from L(X) onto L(Y ), and φ (and φ′) denotes the
function from X to Y that satisfies the condition: for each x ∈ X, the Λ-image of any positive (negative) x-extension
of 0 is a φ(x)-extension (φ′(x)-extension) of Λ(0).
In the next lemma, we need to have the lower (upper) boundary a of a member of L(X) be in L(X). Although this
is not true for a semicontinuous function like a, We can modify a by taking the “closed convex hull” 〈a〉 of a, where
〈a〉 = {(x, t) ∈ X ×R: s1  t  s2 for some s1, s2 ∈ a(x)}
and where a is the closure of a in X ×R. Then 〈a〉 is in L(X).
Lemma 4.6. Let X and Y be regular spaces, let A ∈ L(X) have lower and upper boundaries a1 and a2, and let
Λ(A) have lower and upper boundaries b1 and b2. Then for each x ∈ X with a1(x) < a2(x), necessarily b1(φ(x)) <
b2(φ(x)). Consequently, Λ restricted to C(X) maps C(X) onto C(Y ).
Proof. Let x0 ∈ X be such that a1(x0) < a2(x0), and let y0 = φ(x0). We need to show that b1(y0) < b2(y0). For
our first step, let us show that there exists a neighborhood U0 of x0 such that φ′(x) = y0 for all x ∈ U0 \ {x0}. We
know that the Λ-image of any negative x0-extension of A is either a positive φ′(x0)-extension of Λ(A) or a negative
φ′(x0)-extension of Λ(A); so for the rest of the proof, we will assume the latter case, since both cases are similar.
We first consider the case that y0 = φ′(x0). Define
W = {(y, t) ∈ Y ×R: t < b1(y)},
and let r > 0. Then if A0 is the negative (x0, r)-extension of A, we have Λ(A0) ∈ W−. By the continuity of Λ, we
can find a basic neighborhood G+ ∩G−1 ∩ · · · ∩G−n of A0 such that
Λ
(
G+ ∩G−1 ∩ · · · ∩G−n
)⊆ W−.
Since A0(x0) is compact, we can find a neighborhood U0 of x0 satisfying the following condition: for every x ∈ U0,
there exists an r > 0 such that the Λ-image of the negative (x, r)-extension of A belongs to W−; that is, the Λ-image
of the negative (x, r)-extension of A is a negative φ′(x)-extension of Λ(A).
If possible, suppose that there is an x ∈ U0 \ {x0} with φ′(x) = φ′(x0). Let A′ be a negative x0-extension of A,
and let A′′ be a negative x-extension of A. Then both Λ(A′) and Λ(A′′) are negative y0-extensions of Λ(A). So
B = Λ(A′) ∩ Λ(A′′) is a negative y0-extension of Λ(A). Since Λ is ordered, A ⊆ Λ−1(B) ⊆ A′ ∩ A′′ = A. But then
B = Λ(A), which contradicts B being a negative y0-extension of Λ(A). It follows that φ′(x) = φ′(x0) = y0 for all
x ∈ U0 \ {x0}.
Next consider the case that y0 = φ′(x0). Define
W = {(y, t) ∈ Y ×R: y = y0 and t < b1(y)}.
Then following the same argument as above, we can again find a neighborhood U0 of x0 such that φ′(x) = y0 for all
x ∈ U0 \ {x0}.
Now let S be any nonempty subset of X, and let A′ be any member of L(X) having lower and upper boundaries a′1
and a′2. Our second step is to show that if A′(x) = A(x) for all x ∈ X \ S, and if a′1(x) a1(x) a2(x) = a′2(x) for
all x ∈ S, then Λ(A′)(y) = Λ(A)(y) for all y ∈ Y \ φ′(S).
If possible, let there exist some y ∈ Y \ φ′(S) such that Λ(A′)(y) = Λ(A)(y). Then Λ(A)(y) = [c, d] ⊆ [c′, d ′] =
Λ(A′)(y) where either c′ < c or d < d ′. Let us assume that d < d ′. Then define
B = Λ(A)∪ {y} × [c, d ′].
Applying Lemma 4.4 to Λ−1, gives us a unique x in X such that for some x-extension A′′ of A, Λ(A′′) = B .
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r > 0 such that the Λ-image of the (x, r)-extension of A is equal to B and is contained in Λ(A′). This implies that
the (x, r)-extension of A is contained in A′, which is a contradiction. On the other hand, suppose that A′′ is a negative
x-extension of A. Then φ′(x) = y, and since y /∈ φ′(S), we have x /∈ S. Arguing in a similar way as for the previous
case will again lead to a contradiction. Therefore, Λ(A′)(y) = Λ(A)(y) for all y ∈ Y \ φ′(S).
Now let U be a neighborhood of x0 with U ⊆ U0, and define
A1 = A∪
(⋃{{x} × [a1(x0), a1(x)]: x ∈ U and a1(x0) < a1(x)}
)
.
Our next step is to show that A1 is in L(X). Let (xi, ti) be a net in A1 converging to some (x, t) in X × R. Since
A is closed and contained in A1, we may assume that each (xi, ti ) /∈ A. Then each xi ∈ U , so that x ∈ U . Also each
ti  a1(x0), so that t  a1(x0). Now (x, t) is in the closed set {(z, s): z ∈ U and s  a2(z)} because each (xi, ti) is in
this set. It follows that (x, t) ∈ A1, so that A1 is closed in X ×R. Obviously A1(x) is a nonempty connected set for
all x ∈ X.
It remains to show that A1 is locally bounded; so let x ∈ X. Since A is locally bounded at x, there exists a
neighborhood U ′ of x and a positive b ∈ R such that for all x′ ∈ U ′, A(x′) ⊆ [−b, b]. Choose b large enough so that
a1(x0) ∈ [−b, b]. But then for every x′ ∈ U ′, A′(x′) ⊆ [−b, b], so that A′ is locally bounded at x. Therefore, A1 is in
L(X).
Now because y0 /∈ φ′(U \ {x0}), it follows from above that Λ(A1)(y0) = Λ(A)(y0). Let a′ be the lower boundary
of A1, and define
A2 =
[
A1 ∩ (X \U)×R
]∪ [〈a′〉 ∩U ×R],
which is a member of L(X) because A1 is. Let A′2 be the positive (x0, a2(x0) − a1(x0))-extension of A2. Since
φ(x0) = y0, Λ(A′2) is a y0-extension of Λ(A2). It follows that Λ(A′2)(y0) is not a singleton. But A′2 ⊆ A1, so that
Λ(A1)(y0) is also not a singleton. Therefore, Λ(A)(y0) is not a singleton, showing that b1(y0) < b2(y0).
Finally, to see that Λ maps C(X) onto C(Y ), suppose that A ∈ L(X)\C(X), which is equivalent to A(x) not being
a singleton for at least one x ∈ X. Then from the previous part, Λ(A) ∈ L(Y )\C(Y ). Conversely, if B ∈ L(Y )\C(Y ),
the previous part applied to Λ−1 shows that Λ−1(B) ∈ L(X) \C(X). 
Lemma 4.7. If X and Y are normal spaces, then φ(x) = φ′(x) for all x in X.
Proof. Suppose, by way of contradiction, that φ′(x) = φ(x) for some x ∈ X. By arguing as in the first step of the
proof of Lemma 4.6, we can find a neighborhood U of x such that φ′(z) = φ(x) for all z ∈ U . Let V be a neighborhood
of x with V ⊆ U . Since X is normal, there is a continuous f : X → [0,1] such that f (z) = 0 for all z ∈ X \ U and
f (z) = 1 for all z ∈ V . Now consider the set A ∈ L(X) defined by A(z) = [0, f (z)] for all z ∈ X. Since A(z) = {0} for
all z ∈ X\U and φ(x) /∈ φ′(U), we can argue as in the second step of the proof of Lemma 4.6 to show that Λ(A)(φ(x))
is a singleton. But the positive (x, f (x))-extension of 0 is contained in A, and that shows that some φ(x)-extension
of Λ(0) is contained in Λ(A). Consequently, Λ(A)(φ(x)) is not a singleton, which is a contradiction. 
Note that Lemma 4.7 shows that φ :X → Y is a function such that for each x ∈ X, the Λ-image of any x-extension
of A is a φ(x)-extension of Λ(A) for all A ∈ L(X).
Lemma 4.8. If X and Y are normal spaces, the function φ is a homeomorphism from X onto Y .
Proof. Let y ∈ Y , and let A ∈ L(X). Also let B be a y-extension of Λ(A), and let A′ = Λ−1(B). The set A ⊆ A′
because Λ is one-to-one and ordered. Again using the fact that Λ is ordered and following the argument at the
beginning of the proof of Lemma 4.4, we obtain a unique x in X such that A′ is an x-extension of A. Then the
argument in the next to last paragraph of the proof of Lemma 4.4 shows that φ(x) = y. Therefore, φ is a bijection
from X onto Y .
Finally, we show that φ is continuous; the argument that φ−1 is continuous is similar. Let x ∈ X, and let V be a
neighborhood of φ(x) in Y . Define
W = {(y, t): y ∈ V, t ∈R \Λ(0)(y)},
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0, and hence Λ(A) ∈ W−. By the continuity of Λ, there exists a basic neighborhood G+ ∩G−1 ∩ · · · ∩G−n of A with
Λ
(
G+ ∩G−1 ∩ · · · ∩G−n
)⊆ W−.
It can now be shown that there exists a neighborhood U of x such that for every z ∈ U , some φ(z)-extension of Λ(0)
belongs to W−. This shows that φ(z) ∈ V for all z ∈ U , and concludes the proof that φ is continuous. 
Lemma 4.9. Let X and Y be normal spaces. If A,B ∈ L(X) and x ∈ X are such that A(x) ⊆ B(x), then
Λ(A)(φ(x)) ⊆ Λ(B)(φ(x)). Consequently, if A(x) = B(x) then Λ(A)(φ(x)) = Λ(B)(φ(x)).
Proof. We first show that if A,B ∈ L(X) are such that A ⊆ B and A(x) = B(x) for some x ∈ X, then for that x,
Λ(A)(φ(x)) = Λ(B)(φ(x)). Let Λ(A)(φ(x)) = [a1, a2] and Λ(B)(φ(x)) = [b1, b2]. Suppose, by way of contradic-
tion, that [a1, a2] ⊂ [b1, b2]. Assume that b1 < a1. By the definition of φ, there exists an x-extension A′ of A such
that Λ(A′) is the negative (φ(x), a1 − b1)-extension of Λ(A). Clearly Λ(A′) ⊆ Λ(B), so that since A(x) = B(x), we
have A′ ⊆ B . This contradicts the fact that Λ is ordered, so that Λ(A)(φ(x)) = Λ(B)(φ(x)).
Now let A,B ∈ L(X) and x ∈ X be such that A(x) ⊆ B(x). Define C = max{A,B}, so that A,B ⊆ C
and Λ(A)(φ(x)) ⊆ Λ(C)(φ(x)). Since A(x) ⊆ B(x), we have C(x) = B(x). Therefore, by the argument above,
Λ(B)(φ(x)) = Λ(C)(φ(x)). It now follows that Λ(A)(φ(x)) ⊆ Λ(B)(φ(x)). 
By considering Λ−1 as an ordered homeomorphism from L(Y ) onto L(X), we get that for each y ∈ Y , the Λ−1-
image of any y-extension of A is a φ−1(y)-extension of Λ−1(A) for all A ∈ L(Y ). Arguing similarly to the proof of
the preceding lemma, we obtain the following analogous result.
Lemma 4.10. Let X and Y be normal spaces. If A,B ∈ L(Y ) and y ∈ Y are such that A(y) ⊆ B(y), then
Λ−1(A)(φ−1(y)) ⊆ Λ−1(B)(φ−1(y)). Consequently, if A(y) = B(y) then Λ−1(A)(φ−1(y)) = Λ−1(B)(φ−1(y)).
Since φ is a homeomorphism by Lemma 4.8, Proposition 4.1 tells us that φ∗ is an ordered homeomorphism from
L(X) onto L(Y ). Hence the composition Ψ = (φ∗)−1Λ is an ordered homeomorphism from L(X) onto itself. Note
that for each A ∈ L(X),
Ψ (A) =
⋃{{x} ×Λ(A)(φ(x)): x ∈ X}.
We shall show that there exists some ψ ∈ FH(X) such that ψ∗ = Ψ .
Lemma 4.11. If X and Y are normal spaces and Ψ = (φ∗)−1Λ, then there exists a ψ ∈ FH(X) such that ψ∗ = Ψ .
Proof. For each t ∈R, let Ft = X × {t} ∈ L(X). Note that since Λ maps C(X) onto C(Y ) by Lemma 4.6, it follows
that Ψ (Ft )(x) = Λ(Ft )(φ(x)) is a singleton for all x in X and t in R. Now by identifying Ψ (Ft )(x) with an element
of R, we define the function ψ :X ×R→ X ×R by ψ(x, t) = (x,Ψ (Ft )(x)) for all (x, t) ∈ X ×R.
To show that ψ maps X × R onto itself, let (x, s) ∈ X × R. Define t = Ψ−1(Fs)(x) = Λ−1(Fsφ−1)(x).
Since Ft (x) = Λ−1(Fsφ−1)(x), by Lemma 4.9, Λ(Ft )(φ(x)) = Λ(Λ−1(Fsφ−1))(φ(x)) = Fs(x) = s. So ψ(x, t) =
(x,Ψ (Ft )(x)) = (x,Λ(Ft )(φ(x))) = (x, s), showing that ψ maps onto X ×R.
To show that ψ is one-to-one, let ψ(x1, t1) = ψ(x2, t2). Then obviously x1 = x2; call this point x. We have
Λ(Ft1)(φ(x)) = Ψ (Ft1)(x) = Ψ (Ft2)(x) = Λ(Ft2)(φ(x)), so that by Lemma 4.10, t1 = Ft1(x) = Ft2(x) = t2. There-
fore, ψ is a bijection from X ×R onto itself such that Ψ ({x} ×R) = {x} ×R for all x ∈ X.
Now to show that ψ is continuous, let (x, t) ∈ X × R and let U × V be a neighborhood of ψ(x, t). Then
Ψ (Ft )(x) ∈ V . Since Ψ (Ft ) ∈ C(X) by Proposition 4.1 and Lemma 4.6, there exists a neighborhood U ′ of x such
that U ′ ⊆ U and Ψ (Ft )(U ′) ⊆ V . Define
W0 = X × V ∪ (X \U ′)×R,
so that Ψ (Ft ) ∈ W+0 . By the continuity of Ψ , Ft has a basic neighborhood W+ ∩W−1 ∩ · · · ∩W−n such that
Ψ
(
W+ ∩W− ∩ · · · ∩W−n
)⊆ W+.1 0
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ψ(U0 ×V0) ⊆ U ×V , let (x0, t0) ∈ U0 ×V0. Define A = Ft ∪{x0}× [t0, t] if t0  t or A = Ft ∪{x0}× [t, t0] if t  t0.
Then A ∈ W+ ∩W−1 ∩ · · · ∩W−n , so that Ψ (A) ∈ W+0 . Since Ft0(x0) ∈ A(x0), by Lemma 4.9,
Ψ (Ft0)(x0) = Λ(Ft0)
(
φ(x0)
)⊆ Λ(A)(φ(x0))= Ψ (A)(x0).
Therefore, ψ(x0, t0) ∈ Ψ (A) ⊆ W0, and since x0 ∈ U0 ⊆ U ′, it follows that ψ(x0, t0) ∈ U × V . This shows the conti-
nuity of ψ , and the continuity of ψ−1 is shown similarly.
So we have ψ ∈ FH(X), and it remains to show that ψ∗ = Ψ . We first show that for each A ∈ L(X) and x ∈ X,
Λ(A)
(
φ(x)
)=⋃{Λ(Ft )(φ(x)): t ∈ A(x)}.
The containment in one direction follows from Lemma 4.9, because Λ(Ft )(φ(x)) ⊆ Λ(A)(φ(x)) for all t ∈ A(x). For
the reverse containment, let s ∈ Λ(A)(φ(x)). then since Fs(φ(x)) ⊆ Λ(A)(φ(x)), it follows from Lemma 4.10 that
Λ−1(Fs)(x) ⊆ A(x). This implies that Λ−1(Fs)(x) = {t} = Ft (x) for some t ∈ A(x), and hence {s} = Fs(φ(x)) =
Λ(Ft )(φ(x)). With this equality, it now follows that for each A ∈ L(X),
ψ∗(A) = {ψ(x, t): (x, t) ∈ A}
=
⋃{
{x} ×
⋃{
Λ(Ft )
(
φ(x)
)
: t ∈ A(x)}: x ∈ X}
=
⋃{{x} ×Λ(A)(φ(x)): x ∈ X},
and
Ψ (A) = (φ−1)∗Λ(A) = {(φ−1(y), t): (y, t) ∈ Λ(A)}= {(x, t): (φ(x), t) ∈ Λ(A)}
=
⋃{{x} ×Λ(A)(φ(x)): x ∈ X},
so that ψ∗(A) = Ψ (A). 
Proof of Theorem 4.3. The sufficiency follows from Propositions 4.1 and 4.2. So for the necessity, let Λ be an
ordered homeomorphism from L(X) onto L(Y ). Then the φ defined from Lemma 4.4 is in H(X,Y ) by Lemma 4.8,
and the ψ in HF(X) given by Lemma 4.11 is such that Λ = φ∗ψ∗.
It remains to show the uniqueness of this factorization. Suppose we also have Λ = φ∗0ψ∗0 for some φ0 ∈ H(X,Y )
and ψ0 ∈ FH(X). Note that (φ∗0 )−1 = (φ−10 )∗ and (ψ∗)−1 = (ψ−1)∗. So we have (φ−10 )∗φ∗ = ψ∗0 (ψ−1)∗. An easy
verification shows that φ˜−10 φ˜ = ψ0ψ−1, where φ˜ was defined in the proof of Proposition 4.1. Since φ˜−10 φ˜(X × {t}) =
X × {t} for all t ∈ R and ψ0ψ−1({x} ×R) = {x} ×R for all x ∈ X, it follows that φ˜−10 φ˜(x, t) = ψ0ψ−1(x, t) for all
(x, t) ∈ X ×R. Therefore, φ0(x) = φ(x) for all x ∈ X and ψ0(x, t) = ψ(x, t) for all (x, t) ∈ X ×R. 
5. The equivalence theorem
The theorem in this section shows how extending a positive topological group isomorphism λ is actually equivalent
to factoring λ through a homeomorphism. This can be stated by letting C+(X) denote the set of positive members of
C(X). Then for each g ∈ C+(X), define the homeomorphism g∗ from C(X) onto itself by g∗(f )(x) = g(x)f (x) for
all f ∈ C(X) and x ∈ X.
Theorem 5.1. Let X and Y be binormal spaces, and let λ be a positive topological group isomorphism from C(X)
onto C(Y ). Then the following are equivalent:
(a) λ can be factored as λ = φ∗g∗ for φ ∈ H(X,Y ) and g ∈ C+(X);
(b) λ can be uniquely factored as λ = φ∗g∗ for φ ∈ H(X,Y ) and g ∈ C+(X);
(c) λ can be extended to a homeomorphism from L(X) onto L(Y );
(d) λ can be extended to an ordered homeomorphism from L(X) onto L(Y ).
Now as a corollary to Theorems 3.1 and 5.1, we have the following.
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positive topological group isomorphism from C(X) onto C(Y ) can be uniquely factored as λ = φ∗g∗ for φ ∈ H(X,Y )
and g ∈ C+(X).
The φ and g in Corollary 5.2 can also be obtained from the proof of Theorem 3.1 in the case that X and Y satisfy
the hypotheses of that theorem. But the full generality of Theorem 5.1 leads to Example 5.11 at the end of this section,
which shows that the hypotheses of Corollary 5.2 cannot be weakened.
We use the next six results to prove Theorem 5.1. In the first lemma, we say that a net (Ai)i∈I in L(X) is nested
provided that for all i, j ∈ I , if i  j then Aj ⊆ Ai .
Lemma 5.3. If (Ai)i∈I is a nested net in L(X) that converges to A in L(X), then
⋂
i∈I Ai = A.
Proof. To show that
⋂
i∈I Ai ⊆ A, suppose that there is some (x, t) ∈ (
⋂
i∈I Ai) \ A. Let W be an open subset of
X × R containing A that does not contain (x, t). Then A ∈ W+, so that there is some i ∈ I with Ai ∈ W+. But this
means that
⋂
i∈I Ai ⊆ W , which is a contradiction.
To show that A ⊆⋂i∈I Ai , suppose that there is some i ∈ I and (x, t) ∈ A \Ai . Let W be a neighborhood of (x, t)
in X × R disjoint from Ai . Then W− is a neighborhood of A in L(X) that does not contain Ai . Now there is some
j ∈ I with i  j and Aj ∈ W−. But then Aj ⊆ Ai , so that Ai ∈ W−; a contradiction. 
Let A ∈ L(X), and let a1 and a2 be the lower and upper boundaries for A. Define
I (A) = {(f, g): f,g ∈ C(X), f < a1, a2 < g},
and define the directed partial order on I (A) by (f1, g1)  (f2, g2) provided that f1  f2 and g2  g1. For each
i = (f, g) in I (A), let Fi be that member of L(X) having f and g as lower and upper boundaries. Then (Fi)i∈I (A) is
a nested net in L(X).
Lemma 5.4. Let X be a binormal space, and let A ∈ L(X). Then the net (Fi)i∈I (A) converges to A in L(X).
Proof. Let W+ ∩ W−1 ∩ · · · ∩ W−n be a basic neighborhood of A in L(X). Let a1 and a2 be the lower and upper
boundaries for A. Since X is binormal, we can assume that W(x) is connected for all x ∈ X, by Lemma 4.3 in [10].
Also by the binormality of X, we can find some f,g ∈ W+ ∩ C(X) such that f < a1 and g > a2. Then if i = (f, g),
we have i ∈ I (A) and Fi ∈ W+ ∩W−1 ∩ · · · ∩W−n . 
In the next two technical lemmas, we need the following notation. For each f,g ∈ C(X) with f < g, define
W(f,g) = {(x, t) ∈ X ×R: f (x) < t < g(x)},
which is an open subset of X ×R.
Lemma 5.5. Let X and Y be binormal spaces without isolated points, let λ be a positive topological group isomor-
phism from C(X) onto C(Y ), and let Λ be a homeomorphism from L(X) onto L(Y ) that extends λ. Then for each
f,g ∈ C(X) with f < g, Λ(W(f,g)+) = W(λ(f ),λ(g))+.
Proof. Suppose that there is some A ∈ Λ(W(f,g)+) \ W(λ(f ),λ(g))+. Then there is some (y, t) ∈ A \ W(λ(f ),
λ(g)); say t  λ(g)(y). Since Λ(W(f,g)+) is open in L(Y ), we can choose A so that t > λ(g)(y). If W1 is the open
set {(z, s) ∈ Y ×R: s > λ(g)(z)} in Y ×R, then A ∈ W−1 . From Proposition 2.3, C(Y ) is dense in L(Y ), so that there
is some h ∈ Λ(W(f,g)+)∩W−1 ∩C(Y ). Then λ−1(h) ∈ W(f,g)+, and hence λ−1(h) < g. It follows that h < λ(g),
which contradicts h being in W−1 . This shows that Λ(W(f,g)+) ⊆ W(λ(f ),λ(g))+. The reverse containment can be
argued similarly using λ−1 and Λ−1. 
Lemma 5.6. Let X and Y be binormal spaces without isolated points, let λ be a positive topological group iso-
morphism from C(X) onto C(Y ), and let Λ be a homeomorphism from L(X) onto L(Y ) that extends λ. Then if
f,g ∈ C(X) with f  g and if F is that member of L(X) having f and g as lower and upper boundaries, then Λ(F)
is that member of L(Y ) having λ(f ) and λ(g) as lower and upper boundaries.
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Since Y is binormal, there exist h, k ∈ C(Y ) such that h < b1, b2 < k, and k(y) < λ(g)(y). Now Λ(F) ∈ W(h, k)+, so
that by Lemma 5.5, g ⊆ F ⊆ Λ−1(W(h, k)+) = W(λ−1(h), λ−1(k))+, so that g < λ−1(k). But then λ(g) < k, which
contradicts our assumption that k(y) < λ(g)(y). Therefore, b2  λ(g), and a similar argument shows that b1  λ(f ).
Then if F ′ is that member of L(Y ) having λ(f ) and λ(g) as lower and upper boundaries, we have that F ′ ⊆ Λ(F).
A similar argument using λ−1 and Λ−1 shows that F ⊆ Λ−1(F ′), so that Λ(F) = F ′. 
Proposition 5.7. Let X and Y be binormal spaces without isolated points, and let λ be a positive topological group
isomorphism from C(X) onto C(Y ). Then every homeomorphism Λ from L(X) onto L(Y ) that extends λ is ordered.
Proof. We need to show that if A,B ∈ L(X) with A ⊆ B , then Λ(A) ⊆ Λ(B). The proof of the other direction will
be similar using Λ−1. So let A,B ∈ L(X) with A ⊆ B . Note that for the directed sets I (A) and I (B), as defined
above, we have I (B) ⊆ I (A). For each i = (f, g) in I (A), let λ(i) = (λ(f ), λ(g)). Lemma 5.6 shows that for each
i ∈ I (A), Λ(Fi) = Fλ(i). By Lemma 5.4, the nets (Fi)i∈I (A) and (Fi)i∈I (B) converge to A and B , respectively, in
L(X). Now by the continuity of Λ, the nets (Fλ(i))i∈I (A) and (Fλ(i))i∈I (B) converge to Λ(A) and Λ(B), respectively,
in L(Y ). By Lemma 2.5(a), (Fλ(i))i∈I (A) and (Fλ(i))i∈I (B) are nested nets. Therefore, by Lemma 5.3, we have that
Λ(A) =⋂i∈I (A) Fλ(i) ⊆⋂i∈I (B) Fλ(i) = Λ(B). 
In Proposition 5.7, the hypothesis that X and Y have no isolated points is necessary, as the following example
shows.
Example 5.8. Let X be a space consisting of a single point. Then the identity map λ on C(X) is a positive topological
group isomorphism that can be extended to a nonordered homeomorphism on L(X) given by Λ(X × [a, b]) = X ×
[(a + b)/2, b].
However, to obtain an ordered homeomorphism extension, we can eliminate the assumption that the spaces have
no isolated points if we are allowed to modify the homeomorphism, as shown in Proposition 5.10 below. In order to
work with the isolated points, we need the next lemma. Recall that IX denotes the set of isolated points in space X.
Lemma 5.9. Let X and Y be functionally Hausdorff spaces, and let λ be a topological group isomorphism from C(X)
onto C(Y ). Then there exists a bijection φ from IX onto IY such that for each f ∈ C(X) and x ∈ IX , f−1(0) = {x} if
and only if λ(f )−1(0) = {φ(x)}. Furthermore, for each f ∈ C(X) and x ∈ IX , f (x) = 0 if and only if λ(f )(φ(x)) = 0.
Proof. Let x ∈ X, and let fx ∈ C(X) be defined by fx(x) = 1 and fx(x′) = 0 for all x′ ∈ X \ {x}. Since λ(fx) 0,
there is some y ∈ Y with λ(fx)(y) > 0. If possible, suppose there exist y1, y2 ∈ Y such that λ(fx)(yi) > 0 for i = 1,2.
Let g1, g2 ∈ C(Y ) be such that for each i = 1,2, 0  gi  λ(fx), gi(yi) > 0, and g1(y2) = 0 = g2(y1). Then 0 
λ−1(gi) fx for i = 1,2. This implies that λ−1(g1) λ−1(g2) or λ−1(g2) λ−1(g1), which contradicts our choice
of g1 and g2. Therefore, there exists a y ∈ Y such that λ(fx)(y) > 0 and λ(fx)(y′) = 0 for all y′ ∈ Y \ {y}; then take
φ(x) to be this y. Clearly φ(x) ∈ IY , so letting x vary over IX , this defines function φ : IX → IY . By using the same
argument on λ−1, we can see that φ is a bijection.
First let f ∈ C(X) and x ∈ IX be such that f−1(0) = {x}. We may assume that f  0 because λ(|f |) = |λ(f )| from
Lemma 2.5(d). Define f ′ ∈ C(X) by f ′(x) = 1 and f ′(x′) = f (x′) for all x′ ∈ X\{x}. Then f ′ > 0, so that λ(f ′) > 0.
Note that f ′ − f = fx defined above. Therefore, λ(f ′)(Y ′) − λ(f )(y′) = λ(f ′ − f )(y′) = 0 for all y′ ∈ Y \ {φ(x)},
and hence λ(f )(y′) = λ(f ′)(y′) > 0 for all y′ ∈ Y \ {φ(x)}. We have λ(f ) 0 and λ(f ) > 0, so that λ(f )(φ(x)) = 0,
and thus λ(f )−1(0) = {φ(x)}. The reverse implication can be shown in a similar way using λ−1.
Now let f ∈ C(X) and x ∈ IX be such that f (x) = 0. As above, we may assume that f  0. Let g ∈ C(X)
with g > f , and define g0 ∈ C(X) by g0(x) = 0 and g0(x′) = g(x′) for all x′ ∈ X \ {x}. Then since g−10 (0) = {x},
the argument in the previous paragraph shows that λ(g0)(φ(x)) = 0. But f  g0, so that by the positivity of λ,
0 λ(f ) λ(g0). It now follows that λ(f )(φ(x)) = 0. Again, the reverse implication can be shown using λ−1. 
Proposition 5.10. Let X and Y be binormal spaces, and let λ be a positive topological group isomorphism from C(X)
onto C(Y ). If λ can be extended to a homeomorphism from L(X) onto L(Y ), then λ can be extended to an ordered
homeomorphism from L(X) onto L(Y ).
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sponding to λ given by Lemma 5.9. In order to define our ordered homeomorphic extension Φ of λ, let us take an
A ∈ L(X) with lower and upper boundaries a1 and a2. We first modify A to get A′ ∈ L(X) defined by A′(x) = A(x)
for all x ∈ X \ IX and A′(x) = {a1(x)} for all x ∈ IX . Recall that for each c ∈ R, the constant function c is denoted
by Fc. Now define Φ(A)(y) = Λ(A′)(y) for all y ∈ Y \ IY and Φ(A)(y) = [λ(Fa1(φ−1(y)))(y), λ(Fa2(φ−1(y)))(y)] for
all y ∈ IY .
Note that for each f ∈ C(X) and x ∈ IX , (Ff (x) − f )(x) = 0, so that λ(Ff (x) − f )(φ(x)) = 0 by Lemma 5.9, and
hence λ(Ff (x))(φ(x)) = λ(f )(φ(x)). From this it follows that for every f ∈ C(X), Φ(f ) = λ(f ), and thus Φ is an
extension of λ.
From Proposition 2.3, the closure of C(X) in L(X) is the set
C(X) = {A ∈ L(X): for every x ∈ IX, A(x) is a singleton}.
Since Λ is a homeomorphism, Λ(C(X)) = Λ(C(X)) = C(Y ). Now the same argument as in Lemma 5.5 shows that
for every f,g ∈ C(X) with f < g,
Λ
(
W(f,g)+ ∩C(X))= W (λ(f ),λ(g))+ ∩C(Y ).
Let A ∈ C(X) having a1 and a2 as lower and upper boundaries and with Λ(A) having b1 and b2 as lower and upper
boundaries. We first show that{
g ∈ C(Y ): g < b1
}= {λ(f ): f ∈ C(X),f < a1},
by showing containment in one direction, the other being similar. Let g ∈ C(Y ) with g < b1. Then also let g2 ∈ C(Y )
with g2 > b2, let f = λ−1(g), and let f2 = λ−1(g2). We have Λ(A) ∈ W(λ(f ),λ(f2))+ ∩ C(Y ) = Λ(W(f,f2)+ ∩
C(X)), so that A ∈ W(f,f2)+. This means that f < a1, showing the containment. A similar argument shows that{
g ∈ C(Y ): g > b2
}= {λ(f ): f ∈ C(X),f > a2}.
We now have for each y ∈ Y ,
b1(y) = sup
{
g(y): g ∈ C(Y ), g < b1
}= sup{λ(f )(y): f ∈ C(X),f < a1}
and
b2(y) = inf
{
g(y): g ∈ C(Y ), g > b2
}= inf{λ(f )(y): f ∈ C(X),f > a2}.
Let a and b be any upper semicontinuous functions on X such that a(x) = b(x) for all x ∈ X \ IX . Let f ∈ C(X)
be such that f > a, and let g = max{f,b}. Then g is an upper semicontinuous function such that g  b and g|X\IX =
f |X\IX . We now show that in fact g is continuous on X. It is sufficient to consider an x ∈ X \ IX; and let r > 0. By the
continuity of f and the upper semicontinuity of g, there exists a neighborhood U of x such that f (U) ⊆ (f (x)−r,∞)
and g(U) ⊆ (−∞, g(x) + r). But g  f and f (x) = g(x), so that g(U) ⊆ (g(x) − r, g(x) + r). A similar argument
shows that for any lower semicontinuous functions a and b on X with a(x) = b(x) for all x ∈ X \ IX and for any
f ∈ C(X) with f < a, the function g = min{f,b} is a continuous function on X such that g  b and g|X\IX = f |X\IX .
Let A,B ∈ C(X) be such that A(x) = B(x) for all x ∈ X \ IX . Then we show that Λ(A)(y) = Λ(B)(y) for all
y ∈ Y \ IY . Let a1, a′1, b1, b′1 be the lower boundaries of A,Λ(A),B,Λ(B), respectively, and let a2, a′2, b2, b′2 be their
respective upper boundaries. For each y ∈ Y ,
a′1(y) = sup
{
λ(f )(y): f ∈ C(X),f < a1
}= sup{λ(f )(y): f ∈ C(X),f  a1}.
By the previous paragraph, for each f ∈ C(X) with f < a1, we can find some g ∈ C(X) such that g  b1 and
f (x) = g(x) for all x ∈ X \ IX . Then b′1(y) a′1(y) for all y ∈ Y \ IY . Interchanging the roles of A and B gives the
reverse inequality, so that a′1(y) = b′1(y) for all y ∈ Y \ IY . Similarly, a′2(y) = b′2(y) for all y ∈ Y \ IY , which implies
that Λ(A)(y) = Λ(B)(y) for all y ∈ Y \ IY .
Now we shall prove that Φ(A) ∈ L(Y ) for all A ∈ L(X). Let A ∈ L(X) with a1 and a2 as its respective lower
and upper boundaries. Consider A′ and A′′ defined by A′(x) = A′′(x) = A(x) for all x ∈ X \ IX , A′(x) = {a1(x)}
for all x ∈ IX , and A′′(x) = {a2(x)} for all x ∈ IX . We need to show that minΦ(A)(y) = minΛ(A′)(y) for
all y ∈ Y . This is clear for y ∈ Y \ IY , so suppose that y ∈ IY . Now minΦ(A)(y) = λ(Fa1(φ−1(y)))(y) and
minΛ(A′)(y) = sup{λ(f )(y): f ∈ C(X),f  a1}. If f ∈ C(X) with f  a1, then λ(f )(y)  λ(Fa (φ−1(y)))(y),1
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λ(Fa1(φ−1(y)))(y); so that minΦ(A)(y)  minΛ(A
′)(y). A similar argument shows that maxΦ(A)(y) =
maxΛ(A′′)(y) for all y ∈ Y , and hence the lower and upper boundaries of Φ(A) are lower and upper semicontinuous,
respectively. This implies that Φ(A) ∈ L(Y ) by Lemma 2.1.
The verification that Φ is a bijection can be done by defining Φ−1 in the same way that Φ is defined. Also
Proposition 5.7 and the positivity of λ ensure that Φ is ordered. So it remains to show that Φ is continuous; the
continuity of Φ−1 being similar. First observe that from the definition of Φ , using the argument in Lemma 5.5, we
have that for all f,g ∈ C(X) with f < g, Φ(W(f,g)+) = W(λ(f ),λ(g))+. So we need only consider a subbasic open
set in L(Y ) of the form W− where W is open in Y ×R. Let A ∈ L(X) with Φ(A) ∈ W−; say (y, t) ∈ Φ(A)∩W .
As a first case, suppose y ∈ IY . Then we can assume that W = {y}× (t − r, t + r) for some r > 0. By the continuity
of λ, we can find a neighborhood W(h, k)+ of λ−1(Ft ) such that λ(W(h, k)+) ⊆ W(Ft−r ,Ft+r ). Let s > 0 be such
that the open set
W0 =
{
φ−1(y)
}× (λ−1(Ft )(φ−1(y))− s, λ−1(Ft )(φ−1(y))+ s)
in X ×R is contained in W(h, k). Then A ∈ W−0 and Φ(W−0 ) ⊆ W−.
For the final case, suppose y ∈ Y \ IY . Then A′ ∈ W− where A′(y′) = Φ(A)(y′) for all y′ ∈ Y \ IY and A′(y′) =
{minΦ(A)(y′)} for all y′ ∈ IY . By the continuity of Λ, there exists a basic open neighborhood W+0 ∩W−1 ∩ · · · ∩W−n
of Λ−1(A′) = Φ−1(A′) such that
Λ
(
W+0 ∩W−1 ∩ · · · ∩W−n
)⊆ W−.
By the binormality of X, we can assume that W0 = W(f,g) for some f,g ∈ C(X) with f < g. Let a1 and a2 be the
lower and upper boundaries of A. As in the fifth paragraph, we can find f1, g1 ∈ C(X) such that f1 < a1, g1 > a2,
and both f1(x) = f (x) and g1(x) = g(x) for all x ∈ X \ IX . Because Φ−1(A′) ⊆ A and because of the choice of f1
and g1, we have
A ∈ W(f1, g1)+ ∩W−1 ∩ · · · ∩W−n .
Now let
B ∈ W(f1, g1)+ ∩W−1 ∩ · · · ∩W−n .
Then choose some B ′ ∈ C(X) such that B ′ ⊆ B , B ′(x) = B(x) for all x ∈ X \ IX , and B ′ ∈ W+0 ∩ W−1 ∩ · · · ∩ W−n .
Therefore, Φ(B ′) = Λ(B ′) ∈ W−. Since Φ is ordered, Φ(B) ∈ W−, which concludes the proof that Φ is continu-
ous. 
Proof of Theorem 5.1. Proposition 5.10 shows that parts (c) and (d) are equivalent. To show that (a) implies (d),
suppose λ = φ∗g∗ for φ ∈ H(X,Y ) and g ∈ C+(X). Then from Proposition 3.3, we must show that φ is compatible
with λ on zero-sets. Let f be a non-negative member of C(X) and let x ∈ X. Then λ(f )(φ(x)) = φ∗g∗(f )(φ(x)) =
g∗(F )φ−1(φ(x)) = g∗(F )(x) = g(x)f (x). Therefore, λ(f )(φ(x)) = 0 if and only if f (x) = 0.
Obviously (b) implies (a). To show that (d) implies (b), we use Theorem 4.3. Let Λ be an ordered homeomorphism
from L(X) onto L(Y ) that extends λ, so that Λ = φ∗ψ∗ for some φ ∈ H(X,Y ) and ψ ∈ FH(X). Then for every
f ∈ C(X), ψ∗(f ) = λ(f )φ. Define g = ψ∗(1) = λ(1)φ ∈ C+(X). Now let f ∈ C(X) and let x ∈ X. We need to show
that ψ∗(f )(x) = g∗(f )(x); that is, λ(f )(φ(x)) = g(x)f (x). To this end, define h = |f − Ff (x)|. Then h(x) = 0,
so that λ(h)(φ(x)) = 0. But λ(h) = λ(|f − Ff (x)|) = |λ(f ) − λ(Ff (x))|, and thus λ(f )(φ(x)) = λ(Ff (x))(φ(x)) =
f (x)λ(1)(φ(x)) = f (x)g(x). This shows that ψ∗(f ) = g∗(f ) for all f ∈ C(X), so that we may write λ = φ∗g∗.
Finally, to show the uniqueness, suppose also that λ = φ∗0g∗0 for φ0 ∈ H(X,Y ) and g0 ∈ C+(X). We need to show
that φ0 = φ and g0 = g. Now considering φ∗0 as a homeomorphism from L(X) onto L(Y ), define Ψ = (φ∗0 )−1Λ =
(φ−10 )∗Λ. Then Λ = φ∗0Ψ . Note that for each f ∈ C(X) and x ∈ X, Ψ (f )(x) = (φ−10 )∗Λ(f )(x) = (φ−10 )∗λ(f )(x) =
λ(f )(φ0(x)). By the argument in the first paragraph, φ0 is compatible with λ on zero-sets. So the function defined by
ψ0(x, f (x)) = (x,λ(f )(φ0(x))) is independent of f , making ψ0 a well-defined member of FH(X), and its induced
map ψ∗0 is equal to the Ψ above. Now by the uniqueness in Theorem 4.3, φ0 = φ and ψ0 = ψ . Then g∗0 = (φ∗0 )−1λ =
(φ∗)−1λ = g∗, which implies that g0 = g. 
2696 R.A. McCoy et al. / Topology and its Applications 154 (2007) 2678–2696Example 5.11. Let X be the space of countable ordinals, let Y be its compactification, and let Z be the topological
sum of X and Y . Then Z is a binormal space, and each member of C(Z) can be identified with (f, g) where f ∈ C(X)
and g ∈ C(Y ). Define λ mapping C(Z) onto itself by λ(f,g) = (g′, f ′) where f ′ is the extension of f to Y and g′
is the restriction of g to X. Then λ is a positive topological group automorphism on C(Z). To show that λ cannot be
factored as φ∗h∗, let φ ∈ H(Z) and h ∈ C+(Z). Also let α = (f, g) ∈ C(Z) where f = 0 and g = 1. Now ω1 ∈ Y
and φ(ω1) = ω1, so that φ∗h∗(α)(ω1) = h∗(α)(φ(ω1)) = h∗(α)(ω1) = h(ω1)α(ω1) = h(ω1)g(ω1) = h(ω1) > 0. But
since f ′ = 0, λ(α)(ω1) = 0, showing that λ = φ∗h∗. Therefore, Theorem 5.1 implies that λ does not have an extension
to a homeomorphism from L(Z) onto itself. This shows that the hypotheses of Theorem 3.1 and Corollary 5.2 cannot
be weakened to X and Y being merely binormal spaces.
Theorem 5.1 and Example 5.11 suggest the following topological property. Define space X to be C-extendible
provided that it is a binormal space such that every positive topological group automorphism on C(X) extends to a
homeomorphism from L(X) onto itself. Because of Theorem 5.1, one could also call such a space C-factorable.
Now from Theorem 3.1, every binormal space that is either realcompact or an E0-space is C-extendible. Also under
the set-theoretic assumption that there is no measurable cardinal, every paracompact space is realcompact [7], and is
hence C-extendible. On the other hand, Example 5.11 shows that there exists a binormal space that is not C-extendible.
In fact, C-extendibility is not preserved under finite topological sums.
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