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LINEAR LAURENT PHENOMENON ALGEBRAS
THOMAS LAM AND PAVLO PYLYAVSKYY
Abstract. In [LP] we introduced Laurent phenomenon algebras, a generalization of
cluster algebras. Here we give an explicit description of Laurent phenomenon algebras
with a linear initial seed arising from a graph. In particular, any graph associahedron is
shown to be the dual cluster complex for some Laurent phenomenon algebra.
1. Introduction
Cluster algebras were introduced by Fomin and Zelevinsky in [CA1]. They were quickly
recognized to be rather ubiquitous throughout mathematics, appearing for example in
representation theory of quivers and finite-dimensional algebras, Poisson geometry, Te-
ichmu¨ller theory, integrable systems, and the study of Donaldson-Thomas invariants.
In [LP], we introduced Laurent phenomenon algebras (LP algebras), a generalization
of cluster algebras where exchange polynomials were allowed to have arbitrarily many
monomials, rather than being just binomials. The aim of this article is to describe certain
LP algebras with a seed where the exchange polynomials are linear. These LP algebras
give a large family of examples of finite type LP algebras of arbitrarily large rank.
One of the highlights of Fomin and Zelevinsky’s theory of cluster algebras is the clas-
sification [CA2] of finite type cluster algebras, which turns out to be identical to the
Cartan-Killing classification of semisimple Lie algebras. The combinatorial structure of
finite type cluster algebras is captured by remarkable polytopal-complexes known as gen-
eralized associahedra [CFZ, FZ].
The cluster complexes of the LP algebras we study here are not known to be polytopal,
but they contain subcomplexes which are polytopal and studied previously: the graph
associahedra and nestohedra studied in [CD, FS, Pos, Zel]. In particular, any nestohedron
arising from a directed graph is the exchange polytope of some LP algebra. This explains
and confirms the “striking similarity” Zelevinsky has observed between nested complexes
and cluster complexes [Zel].
We now describe the results of this paper in more detail.
1.1. Laurent phenomenon algebras. LetR be a coefficient ring containing algebraically
independent elements A1, A2, . . . , An. For example, R could be Z[A1, . . . , An]. Let F =
Frac(R[X1, X2, . . . , Xn]) be the ambient field, where X1, . . . , Xn are indeterminates.
A Laurent phenomenon algebra is a subring A ⊂ F together with a collection of seeds
t = (x,F), where x = {x1, . . . , xn} ⊂ F is a set of variables, and F = {F1, . . . , Fn} ⊂
R[x1, . . . , xn] is a set of exchange polynomials, satisfying conditions that shall be recalled
in Section 2. The collection of seeds are connected by mutation. For each i ∈ [n] =
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{1, 2, . . . , n}, and a seed t = (x,F), we have a mutated seed t′ = µi(t) = (x′,F′). The
cluster variables of t and t′ are the same except for xi and x
′
i, which satisfy an exchange
relation xix
′
i = Fˆi, where Fˆi is the exchange Laurent polynomial associated to Fi. For
the reader comfortable with cluster algebras, the key difference is that Fˆi is a Laurent
polynomial rather than a non-Laurent binomial.
The cluster complex of a LP algebra is the simplicial complex with base set equal to
the set of cluster variables, and faces corresponding to collections of cluster variables that
lie in the same cluster. The exchange graph of a LP algebra A is the graph with vertex
set equal to the set of seeds of A, and edges given by mutations.
1.2. Nested collections. Let Γ be a directed unweighted graph on [n]. A non-empty
subset I ⊂ [n] is strongly connected if the induced subgraph of Γ on I is strongly connected;
that is, there is a directed path between every pair of vertices in I. We let I ⊂ 2[n] denote
the collection of strongly-connected subsets. A family of subsets S = {I1, . . . , Ik} ∈ I is
nested if
• for any pair Ii, Ij either one of them lies inside the other, or they are disjoint;
• for any tuple of disjoint Ij-s, they are the strongly connected components of their
union.
See Example 3.1 for an example. The support S ⊂ [n] of a nested family S is given by
S :=
⋃
k Ik. Denote by T ⊂ I the set of strongly connected components of Γ. If Γ is
strongly connected, then T = {[n]}.
The nested families with maximal support (S = [n]) form a simplicial complex N =
N (Γ), called the nested set complex by Feichtner and Sturmfels [FS] and the nested com-
plex by Postnikov [Pos]. The base set of N is the set of I \ T , and a subset of I \ T is a
face if it is nested. These complexes were studied in a more general context in [FS, Pos].
To each such simplicial complex N (Γ), there is an associated polytope P (Γ), called a
nestohedron, whose face lattice is dual to the nested complex. When Γ is an undirected
graph, the nestohedron is known as a graph associahedron, studied by Carr and Devadoss
[CD]. This family of polytopes includes the well-known associahedron and cyclohedron.
The extended nested complex N˜ = N˜ (Γ) is the simplicial complex on I consisting of all
nested families.
1.3. Acyclic functions. We define certain generating functions of acyclic subgraphs in
Γ. For each non-empty subset I ∈ 2[n] let us consider functions f : I −→ [n] such that
i→ f(i) is an edge of Γ for each i, with the additional possibility that f(i) = i. Call such
a function acyclic if the only directed cycles in the resulting graph are loops i 7→ f(i).
For a strongly-connected component I ∈ 2[n] define the following Laurent polynomials
in X1, X2, . . . , Xn:
YI =
∑
acyclic f : I−→[n]
∏
i∈I X˜f(i)∏
i∈I Xi
where
X˜f(i) =
{
Xf(i) if i 6= f(i)
Af(i) if i = f(i).
An example is given in Example 4.1, and further details on the YI rational functions are
given in Section 4.
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1.4. Graph LP algebras. Given a directed graph Γ, we define an initial seed tΓ (also
denoted t∅ in Section 5) with cluster variables {X1, . . . , Xn} and exchange polynomials
Fi = Ai +
∑
i→j Xj, where i → j denotes an edge in Γ. Let AΓ = A(tΓ) denote the LP
algebra generated by the initial seed tΓ. Our main theorem is
Theorem 1.1. The normalized LP algebra AΓ = A(tΓ)
• has cluster variables
{X1, X2, . . . , Xn} ∪ {YI | I ∈ I is strongly connected};
• has as clusters the sets of n cluster variables of the form
{Xi1, Xi2 , . . . , Xik} ∪ {YS | S ∈ S}
where S is a maximal nested collection for [n] \ {i1, i2, . . . , ik};
• has cluster complex the extended nested complex of Γ.
Example 1.2. Consider a graph Γ on [4] = {1, 2, 3, 4} with edges 1 −→ 2, 2 −→ 1, 1 −→ 3,
3 −→ 1, 3 −→ 2, 2 −→ 3, 1 −→ 4, 3 −→ 4, 4 −→ 2, as shown in Figure 1. Then the
initial seed is given by
tΓ = {(X1, A1+X2+X3+X4), (X2, A2+X1+X3), (X3, A3+X1+X2+X4), (X4, A4+X2)}.
The graph Γ has 11 strongly-connected subsets: ∅, {1, 4}, {2, 4}, {3, 4}, {1, 3, 4} are the
subsets which are not strongly-connected. Thus AΓ has 15 cluster variables
X1, X2, X3, X4, Y1, Y2, Y3, Y4, Y12, Y23, Y13, Y123, Y124, Y234, Y1234
It also has 46 clusters, including:
{X1, X2, X3, X4}, {X1, Y2, X3, X4}, {X1, Y2, X3, Y4}, {Y124, Y2, X3, Y4}, {Y124, Y2, Y1234, Y4}, . . .
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Figure 1. The example graph
Remark 1.3. It follows from the Laurent phenomenon property (Theorem 2.2) that each
cluster variable Xi or YI is a Laurent polynomial when expressed in terms of the variables
of any cluster.
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1.5. Exchange relations. The exchange polynomials F Si of the seed tS associated to a
nested collection S are described in Section 5. Roughly speaking, the exchange polyno-
mials count certain paths in Γ, when expressed not in terms of the cluster variables of tS ,
but in terms of all the YI . The exchange relation turns out to have an interpretation as
a determinantal identity known as Dodgson’s condensation.
Example 1.4. In the example in Figure 1 take the cluster {Y1, Y12, Y123, X4}. The exchange
relations in this cluster are
Y1Y2 = 1 + Y12, Y12Y13 = 1 + Y
2
1 + Y1(2 + Y123),
Y123X3 =
X4(1 + Y1)(1 + Y12) + A1(1 + Y1 + Y12) + A2Y1(1 + Y1) + A3Y1Y12
Y1
= X4(Y12 + Y2 + 1) + A1(1 + Y2) + A2(1 + Y1) + A3Y12,
and
X4Y1234 =
1
Y1Y12
(A1(1 + Y12 + Y
2
1 + Y1(2 + Y123) + Y1Y12)
+ A2(Y
3
1 + Y
2
1 (2 + Y123) + Y1) + A3(Y
2
1 Y12 + Y1Y12) + A4Y1Y12Y123)
= A1(Y3 + 1) + A2Y13 + A3(Y1 + 1) + A4Y123
1.6. Graph associahedra as cluster complexes of LP algebras. Let A′Γ be the LP
algebra obtained from AΓ by freezing (see [LP]) all the variables {YT | T ∈ T }. In
more detail, consider the subset of seeds of AΓ which contain all the cluster variables
{YT | T ∈ T }. Removing all the YT -s from these seeds, we obtain the LP algebra A′Γ,
where now the coefficient ring is R[Y ±1T | T ∈ T ], but the ambient field F is the same.
Note that none of the Xi is a cluster variable in A′Γ, and the rank of A
′
Γ is equal to n−|T |.
As a consequence of Theorem 1.1, we have
Corollary 1.5. The cluster complex of A′Γ is the nested set complex of Γ. The exchange
graph of A′Γ is the one-skeleton of the (di)graph associahedron P (Γ) associated to Γ.
In the case that Γ is an undirected path, P (Γ) is the usual associahedron. As explained
in Section 6, in this case A′Γ is in fact identical to the cluster algebra of type An, which
is known to have cluster complex dual to the associahedron.
In the case that Γ is a cycle, P (Γ) is the cyclohedron. However, A′Γ is not the cluster
algebra of type Bn, though it does have the same exchange graph.
We conjecture (Conjecture 7.6) that cluster complexes of all linear LP algebras are
polytopal.
1.7. General linear LP algebras. The exchange polynomials Fi = Ai+
∑
i→j Xj of our
initial seed are not the most general linear polynomials that we could choose for a seed
of a LP algebra. Let us call a LP algebra A a linear LP algebra if it has a seed such that
all exchange polynomials are linear in the cluster variables of that seed. We conjecture
(Conjecture 7.5) that all linear LP algebras are of finite type.
If the Ai are not algebraically independent, but satisfy relations, or for example are set
to 0, then the corresponding linear LP algebra appears to be a degeneration of the graph
LP algebra, and in particular has fewer clusters.
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Suppose the coefficients ofXj in Fi of a linear seed of a linear LP algebra A are arbitrary
elements of a coefficient ring R, and not just equal to 0 or 1, but the constant term is still
an indeterminate Ai. One can still associate a graph Γ which has an edge i → j if Xj
occurs in Fi with non-zero coefficient. The cluster complex of A appears to be the same
as that of AΓ studied here, though the coefficients of the exchange polynomials exhibit
interesting dynamics. This phenomenon is illustrated in the classification of rank 2 LP
algebras in [LP]. The most interesting rank 2 linear case is that associated to the complete
undirected graph on 2 vertices, with a pentagonal exchange graph.
1.8. Positivity and other conjectures. The LP algebras AΓ appear to satisfy many
positivity and integrality properties beyond the formulae proven in this paper. We list
some conjectures in Section 7.
2. Background on Laurent phenomenon algebras
We recall background on LP algebras from [LP].
2.1. Seeds. Let R be a coefficient ring over Z, which we assume to be a unique fac-
torization domain. For example R could be Z, a polynomial ring over Z, or a Laurent
polynomial ring over Z. Let n ≥ 1 be a positive integer and write [n] for {1, 2, . . . , n}.
Let the ambient field F be the rational function field in n independent variables over the
field of fractions Frac(R).
A seed in F is a pair (x,F) where
• x = {x1, x2, . . . , xn} is a transcendence basis for F over Frac(R).
• F = {F1, F2, . . . , Fn} is a collection of polynomials in P = R[x1, x2, . . . , xn] satis-
fying:
(LP1) Fi is an irreducible element of P and is not divisible by any variable xj
(LP2) Fi does not involve the variable xi
The variables {x1, x2, . . . , xn} are called cluster variables, and the polynomials
{F1, F2, . . . , Fn}
are called exchange polynomials. As is usual in the theory of cluster algebras, the set
{x1, x2, . . . , xn} will be called a cluster. If t = (x,F) is a seed, we let L = L(t) denote
the Laurent polynomial ring R[x±11 , x
±1
2 , . . . , x
±1
n ]. If x is a cluster variable, we shall use
the notation Fx to denote the exchange polynomial associated to a cluster variable x. We
call n the rank of the seed (x,F). The set {x1, . . . , xn} of cluster variables in a seed will
be called a cluster.
For each seed (x,F), we define a collection {Fˆ1, Fˆ2, . . . , Fˆn} ⊂ L of Laurent polynomials
by the conditions:
• Fˆj = x
a1
1 · · · x̂j · · ·x
an
n Fj for some a1, . . . , aj−1, aj+1, . . . , an ∈ Z≤0
•
(2.1) Fˆi|xj←Fj/x ∈ R[x
±1
1 , . . . , x
±1
j−1, x
±1, x±1j+1, . . . , x
±1
n ] and is not divisible by Fj
The divisibility is to be checked in R[x±11 , . . . , x
±1
j−1, x
±1, x±1j+1, . . . , x
±1
n ].
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The Fˆ are well-defined ([LP, Lemma 2.3]). Furthermore, the collections {F1, . . . , Fn} and
{Fˆ1, . . . , Fˆn} determine each other uniquely ([LP, Lemma 2.3]).
Suppose i ∈ [n]. Then we say that a tuple (x′,F′) is obtained from a seed (x,F) by
mutation at i, and write (x′,F′) = µi(x,F), if the former can be obtained from the latter
by the following procedure.
The cluster variables of µi(x,F) are given by x
′
i = Fˆi/xi and x
′
j = xj for j 6= i. The
exchange polynomials F ′j ∈ L
′ are obtained from Fj as follows. If Fj does not depend on
xi, then we must have F
′
j/Fj be a unit in R, where now F
′
j is considered as an element of
L′. Otherwise Fˆi(0) is well defined. We define Gj by
(2.2) Gj = Fj |
xi←
Fˆi|xj←0
x′
i
Next, we define Hj to be Gj with all common factors (in R[x1, . . . , xˆi, . . . , xˆj . . . , xn]) with
Fˆi|xj←0 removed. Note that this defines Hj only up to a unit in R. Finally we have
F ′j = MHj where M is a Laurent monomial in the x
′
1, x
′
2, . . . , x̂
′
j , . . . , x
′
n with coefficient
in R, such that F ′j ∈ P
′, satisfies (LP2), and is not divisible by any variable in P ′. For
any Hj , it is always possible to pick the monomial M to satisfy these conditions, but in
general there are many choices for the coefficient of M . In particular F ′j is defined only
up to a unit in R.
In [LP, Proposition 2.9] it was shown that if (x′,F′) = µi(x,F) is obtained by mutation
of (x,F) at i then (x′,F′) is also a seed. It is clear that if x is a transcendence basis of
F over Frac(R), then so is x′. It was shown in [LP, Proposition 2.10] that mutations are
involutions.
Remark 2.1. By definition, the mutated exchange polynomial F ′i is obtained from Fi by
the substitution xk ← Fˆk|xi=0/x
′
k. We will often use the fact that sometimes we can
perform this substitution in Fˆi instead of Fi, with the answer only being off a monomial
factor. This is the case when Fˆi/Fi does not involve xk.
2.2. Laurent phenomenon algebras. Let R be a fixed coefficient ring and F denote
the ambient fraction field in n indeterminates as in Section 2.1. A Laurent phenomenon
algebra (A, {(x,F}) is a subring of A ⊂ F together with a distinguished collection of
seeds {(x,F)} ⊂ F belonging to the ambient field F . The algebra A ⊂ F is generated
over R by all the variables x in any of the seeds of A. The seeds satisfy the condition: for
each seed (x,F) and i ∈ [n], we are given a seed (x′,F′) = µi(x,F) obtained from (x,F)
by mutation at i. Thus the seeds form the vertices of a n-regular graph, where the edges
are mutations. Furthermore, we assume all seeds are connected by mutation.
If t = (x,F) is any seed in F , we shall let A(t) denote any LP algebra which has t as
a seed. We say that A(t) is generated (as a LP algebra) by t, or has initial seed t. Since
seed mutation is only well-defined up to units, the seeds of A(t) are not determined by t.
We say that two seeds (x,F) and (x′,F′) are equivalent if the following two conditions
hold:
(1) For each i we have xi/x
′
i is a unit in R, and
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(2) For each i we have Fi/F
′
i is a unit in R, where Fi and F
′
i are both considered as
elements of the ambient field
F = Frac(R[x1, x2, . . . , xn]) = Frac(R[x
′
1, x
′
2, . . . , x
′
n]).
Let A be a Laurent phenomenon algebra. We will say that A is normalized if whenever
two seeds t1, t2 are equivalent, we have that t1 = t2. Suppose A is a LP algebra which is
normalized. Then we say that A is of finite type if it has finitely many seeds. All the LP
algebras we study in this paper will be normalized and of finite type.
2.3. Some properties of LP algebras.
Theorem 2.2. [LP, Theorem 5.1] The Laurent phenomenon holds: every cluster variable
of a LP algebra A is a Laurent polynomial in the cluster variables of any seed t of A.
Lemma 2.3. Let t = (x,F) be a seed of a LP algebra A(t), and xi one of the cluster
variables of t. Suppose that m =
∏
j 6=i x
dj
j is a monomial in other cluster variables of t
such that Fi/m can be expressed as a polynomial in the cluster variables (not necessarily
belonging to t) of A. Suppose Fm/Fˆm =
∏
j 6=i x
d′j
j . Then we have d
′
j ≥ dj.
Proof. By Theorem 2.2, being a polynomial in some cluster variables, Fi/m must be a
Laurent polynomial in any cluster of this LP algebra. This implies that Fi/m ∈ L(t) ∩
L(µj(t)). Comparing with (2.1), we obtain the desired inequality. 
Theorem 2.4. Let t = (x,F) be a seed and i 6= j be two indices be such that xj does
not appear in Fi and such that Fi/Fj is not a unit in R. Then the mutations at i and j
commute. More precisely, we can choose seed mutations so that
µi(µj(t)) = µj(µi(t)).
The proof of Theorem 2.4 is postponed until Section 8.
2.4. Notation. For f, g ∈ L(t) we shall write f ∝ g to mean that f and g are equal up
to a unit in L(t). That is, f and g differ multiplicatively by a (Laurent) monomial factor
r
∏
i x
ai
i in the cluster variables of t, where r ∈ R is a unit in R. Note that this differs
from the usage of ∝ in [LP].
3. Nested complexes
For a set S and elements i, j, k (usually not in S), we will use the concatenations
Si, Sij, Sijk to denote the unions S∪{i}, S∪{i, j} and S∪{i, j, k}. Occasionally we will
also concatenate subsets and elements such as SiT j to indicate the union S ∪{i}∪T{j}.
3.1. Maximal nested collections. Let Γ be a directed loopless multiplicity-free graph
on the vertex set [n] = {1, 2, . . . , n}. Thus, every edge i −→ j is either present with
multiplicity one or absent, for each ordered pair (i, j), i 6= j. We identify subsets of
vertices of Γ with the corresponding induced subgraphs, for example we shall talk about
strongly connected subsets, and so on. Recall that we defined nested collections S =
{S1, S2, . . . , Sk} ⊂ I in Section 1.2. We say that a nested collection S is maximal for
S =
⋃
i Si if for any other nested collection S
′ with
⋃
i S
′
i = S we have S ⊂ S
′ implies
S = S ′. A nested collection S is maximal if it is maximal for its support.
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Example 3.1. Consider the graph in Example 1.2. The following are some of the families
of nested subsets:
{{3}, {4}, {2, 3, 4}, {1, 2, 3, 4}},
{{3}, {4}, {1, 3}, {1, 2, 3, 4}},
{{1}, {1, 2}, {1, 2, 3}, {1, 2, 3, 4}}.
All of these families are maximal.
The following result can for example be found in [Pos, Proposition 7.6].
Lemma 3.2. Suppose S = {Si}ki=1 is a maximal nested collection for S =
⋃
i Si. Then
there is a bijection φ : S → S given by the condition that φ(s) is the smallest subset in S
containing s.
We will always assume that the subsets are indexed so that the bijection φ is the
identity: that is, Si is the smallest subset containing i. Lemma 3.2 gives rise to a partial
order S on S: we have i S j if and only if Si ⊆ Sj. Furthermore, this partial order
uniquely determines S. For any non-maximal i ∈ S, there is a unique j ∈ S which covers
i in this partial order. We denote this element by i+. We denote the maximal elements
of S by Smax.
Let S be a maximal nested collection. Suppose k ∈ Smax is maximal. Then removing
Sk from S gives a legitimate nested collection Sk, which is a maximal nested collection
for S − {k}. Also let k ∈ S be arbitrary. Then define Sk by removing from S all subsets
S ) Sk. If k ∈ Smax, then Sk = S.
For S ⊂ [n] denote by S ⊕ j the strongly connected component of Sj that contains j.
Denote by S ⊖ j = Sj − (S ⊕ j) the elements of S that are not included in S ⊕ j. Note
that these definitions are made both for j ∈ S and for j 6∈ S.
Example 3.3. Consider the maximal nested collection S = {3}, {4}, {2, 3, 4}, {1, 2, 3, 4}
from Example 3.1. Then
φ(1) = {1, 2, 3, 4}, φ(2) = {2, 3, 4}, φ(3) = {3}, φ(4) = {4}.
So for the indexing associated with φ we have S2 = {2, 3, 4}, and so on. The corresponding
partial order is given by transitive closure of the relation 3 S 2, the relation 4 S 2 and
the relation 2 S 1. We also have 3+ = 4+ = 2, 2+ = 1 and S2 = {3}, {4}, {2, 3, 4},
S3 = {3}, {4}. Finally, we have {3, 4}⊕1 = {1, 3}, {3, 4}⊖1 = {4}, {3, 4}⊕2 = {2, 3, 4},
{3, 4} ⊖ 2 = ∅.
3.2. Mutation of nested collections. We describe a way of building maximal nested
collections from the empty nested collection. Suppose S is a maximal nested collection
with support S and s /∈ S. We define µs(S) = S ∪ {S ⊕ s}, which has support S ∪ {s}.
This is a kind of mutation of S which we call activation at s. Given an ordered subset
~S = (s1, s2, . . . , sk) ⊂ [n], we define S0,S1, . . . ,Sk = S as follows. We have S0 = ∅ and
recursively define Sr+1 = µsr+1(Sr).
Lemma 3.4. The activation µs(S) for s /∈ S is a maximal nested collection on S ∪ {s}.
Any maximal nested collection can be obtained by activating a sequence ~S = (s1, s2, . . . , sk).
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Proof. The fact that µs(S) is nested is checked directly from the definition, and maximality
follows from counting. For the second statement, recall that maximal nested collections
S have a partial order S , given by the ordering i S j if Si ⊂ Sj. Now, any sequence
(s1, s2, . . . , sk) of activations that agree with the partial order, that is, satisfies sr S
sr′ =⇒ r ≤ r′, yield the desired S. 
Example 3.5. Consider the activation sequence (3, 4, 2, 1) for the graph in Example 1.2.
Using
∅ ⊕ 3 = {3}, {3} ⊕ 4 = {4}, {3, 4} ⊕ 2 = {2, 3, 4}, {2, 3, 4} ⊕ 1 = {1, 2, 3, 4}
we see that the result is the maximal nested collection {{3}, {4}, {2, 3, 4}, {1, 2, 3, 4}}.
If on the other hand we used the activation sequence (3, 4, 1, 2), we would end up with
{3}, {4}, {1, 3}, {1, 2, 3, 4}.
Let ~S = (s1, . . . , sk) be a sequence of activations. We call a pair of activations si and
si+1 exchangeable if Ssi and Ssi+1 are disjoint.
Lemma 3.6. If we swap an exchangeable pair of activations in ~S, the resulting collection
S does not change. Furthermore, any two sequences of activations that yield the same S
can be transformed one into another by swapping exchangeable pairs.
Proof. The first claim is clear, since if si and si+1 are not strongly connected via (s1, . . . , si−1),
it does not matter which one of the two we activate first. For the second claim, observe
that Lemma 3.4 gives a bijection between activation sequences yielding S and linear
extensions of S . Thus our statement is equivalent to the following combinatorial state-
ment: any two linear extensions of a poset P can be connected by successively swapping
the positions of i and i + 1, while always staying a linear extension. This is a simple
combinatorial fact that can easily be verified. 
So far we have discussed activating an element (or vertex) s /∈ S. Now we describe the
mutation µs(S) for s ∈ S. If s ∈ Smax then µs(S) = Ss is obtained from S by removing
Ss. In this case we can say that s has been deactivated and µs(S) is a maximal nested
collection with support S −{s}. If s /∈ smax, we define µs(S) to be the collection obtained
from S by removing Ss and adding the new subset Ss+ − s⊕ s
+. We call this operation
internal mutation at s.
Example 3.7. Take the maximal collection {3}, {4}, {2, 3, 4}, {1, 2, 3, 4}, and take s = 2.
Then 2+ = 1, S1 − 2 = {1, 2, 3, 4} − 2 = {1, 3, 4} and {1, 3, 4} ⊕ 1 = {1, 3}. Thus, we
remove S2 = {2, 3, 4} from the family, and replace it by {1, 3}, thus obtaining the new
collection {3}, {4}, {1, 3},{1, 2, 3, 4}.
Lemma 3.8. The internal mutation µs(S) for s ∈ S−S
max is a maximal nested collection
on S. Furthermore, µs(S) is the unique maximal nested collection with the same support
as S, other than S, which contains all the subsets {Sr | r 6= s}.
Proof. Maximality and the claim about the support of S ′ = µs(S) are clear. We check
that S ′ is nested. First note that we have S ′s = Ss+ and S
′
s+ = Ss+ − s⊕ s
+.
Suppose Sr ∈ S
′ and S ′s+ = Ss+ − s⊕ s
+ intersect non-trivially. Then Sr intersects Ss+
non-trivially, and so must be contained in Ss+ . But then it is clear from the definition of
S ′s+ that either Sr ⊂ S
′
s+ or s ∈ Sr. In the latter case we must have Sr = Ss+ .
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Now suppose we have a disjoint collection Sr1 , Sr2, . . . , Srk , S
′
s+ ∈ S
′. We need to show
that they are the strongly connected components of their union. The only possible way
this can fail is if we can find i1, i2, . . . , ij so that Sri1 , Sri2 , . . . , Srij and S
′
s+ have a strongly
connected union which is a subset of Ss+. This is impossible since none of Sri1 , Sri2 , . . . , Srij
contain s, and the assumption that S was nested.
For the last statement, suppose S ′ is a maximal nested collection containing all the
subsets {Sr | r 6= s}. For any r 6= s, s+ it is clear that S ′r = Sr, so by Lemma 3.2 we have
that S ′ is determined by whether we have S ′s = Ss or S
′
s = Ss+. In the first case we have
S ′ = S, and the in latter case we have S ′ = µs(S). 
3.3. The exchange graph on maximal nested collections. Let C denote the set of
all maximal nested collections S with support equal to any subset S ⊂ [n]. We define a
n-regular graph with vertex set C by connecting S and µs(S) by an edge labeled s. Note
that we never have µs(S) = S.
4. Acyclic functions
4.1. Acyclic functions and strongly connected components. We first give an ex-
ample of the Y Laurent polynomial defined in Section 1.3.
Example 4.1. Consider the graph Γ of Example 1.2. Then we have
Y124 =
X1(X2(X3 + A1) + A4(X3 +X4 + A1)) + (X2 + A4)(X2 +X3 +X4 + A1)(X3 + A2)
X1X2X4
.
For example, the term X2X3A2 corresponds to the function f(1) = 3, f(2) = 2, f(4) = 2.
The functions f that do not contribute to the numerator are the functions that have either
f(1) = 2, f(2) = 1 (and f(4) = 4 or f(4) = 2), or the function f(1) = 4, f(4) = 2, f(2) =
1.
We continue to fix a multiplicity-free loopless directed graph Γ on [n].
Lemma 4.2. Let I1, . . . , Ik ∈ I be the strongly connected components of I. Then YI =∏k
j=1 YIj .
Proof. Any combination of acyclic functions on the Ij yields an acyclic function on I, since
there is no cycle that can be created in between different strongly connected components
of I. 
Lemma 4.3. We have YSi = YS⊕iYS⊖i.
Proof. Clear from Lemma 4.2. 
Lemma 4.4. Suppose I ∈ I is strongly connected. Then the numerator of YI is irreducible
in the ring of polynomials in Xi. Furthermore, these numerators are pairwise coprime.
Proof. The proof is by induction on the size of I, and the base case |I| = 1 is clear. Assume
the numerator of YI factors as PQ. Since it is multilinear in the Ai, i ∈ I, so must be each
of the factors P and Q. Furthermore, each Ai appears either in P or in Q but not both.
Let IP and IQ be the sets of i-s such that Ai appears in the corresponding factor. Let
j ∈ IP . Then since numerator of YI is linear in Aj , the coefficient of Aj must be divisible
by Q. However, this coefficient is the numerator of YI−{j}. By induction assumption, and
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from the fact that the polynomial ring is a unique factorization domain, it follows that
Q must be product of numerators of YJ for some strongly connected components J of
I −{j}. Since this is true for any j ∈ IP , and since each Ai, i 6∈ IP must appear in Q, we
conclude that Q is the numerator of YIQ. Similarly P is the numerator of YIP . However,
the identity YI = YIPYIQ fails, since I is strongly connected and thus there are cycles that
fail to be cycles when restricted to IP or IQ.
The last statement is easy: the numerator of YI has a monomial
∏
i∈I Ai which occurs
in no other numerator. 
4.2. Acyclic functions as determinants. We shall use the notation Yi := Y{i}. Let
Y = (yij) be the n× n matrix defined by
yij =

Yi if i = j;
−1 if there is an edge i −→ j in Γ;
0 otherwise.
Denote YI the principal minor of Y with row and column indices I.
Proposition 4.5. We have
YI = det(YI).
Proof. By the inclusion-exclusion principle, to count the acyclic functions from the set I
(with weight assigned as above) we need to take the alternating sum over all collections
of disjoint cycles in I of functions containing those cycles. In other words,
YI =
∑
collections C of disjoint cycles
(−1)number of cycles in C YI−C.
This is exactly the expansion of the determinant of the minor YI . Indeed, the off-
diagonal entries give a collection of disjoint cycles in Γ. Furthermore, the sign of a
term in the determinant is (−1)number of even cycles, while the sign obtained from having −1
entries off diagonal in Y is (−1)number of odd cycles. Together, those give us the desired sign
(−1)number of cycles. 
Example 4.6. For the graph of Example 1.2, we have
Y =

A1+X2+X3+X4
X1
−1 −1 −1
−1 A2+X1+X3
X2
−1 0
−1 −1 A3+X1+X2+X4
X3
−1
0 −1 0 A4+X2
X4
 .
It is easy to check that the variable Y124 in the example above is equal to the principal
minor of Y with row and column set {1, 2, 4}.
4.3. Exchange relations. We describe what will turn out to be the exchange relations
in the LP algebra associated with Γ. Let us use the notation p : i −→S j to denote
simple (vertex non-repeating) paths p from vertex i to vertex j such that all intermediate
vertices along the path belong to the set S. The i and j vertices may or may not belong
to S. Define
P i,jS =
∑
p:i−→Sj
YS−p.
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Note that for j = i the only simple path from i to i is trivial path, and thus P i,iS = YS for
i 6∈ S and P i,iS = YS−{i} for i ∈ S.
Lemma 4.7. For i 6∈ S we have
XiYS⊕i =
∑
j 6∈Si P
i,j
S Xj +
∑
j∈Si P
i,j
S Aj
YS⊖i
.
Proof. By Lemma 4.3 the desired equality is equivalent to
XiYSi =
∑
j 6∈Si
P i,jS Xj +
∑
j∈Si
P i,jS Aj.
For any acyclic function counted in the numerator of YSi, just follow the arrows from i
until this path either leaves S or end with a loop in S. Group acyclic functions by the
endpoints j of the resulting paths p. 
Lemma 4.8. The expression ∑
j 6∈Si P
i,j
S Xj +
∑
j∈Si P
i,j
S Aj
YS⊖i
can be written as a polynomial in the Xj, Aj and YT ’s for T ⊂ S.
Proof. Since it is equal to XiYS⊕i, it depends only on S⊕ i and not S itself. Thus we can
compute it taking Lemma 4.7 with S := S⊕ i, in which case S⊖ i = ∅ so that there is no
denominator. 
Example 4.9. Continuing Example 4.1, Lemma 4.7 gives for S = {1, 2}, i = 4:
X4Y124 =
X3(Y1 + 1) + A4Y12 + A1 + A2Y1
1
,
and for S = {3, 4} and i = 1:
X1Y13 =
X2(Y3Y4 + Y3 + Y4 + 1) + A1Y3Y4 + A4(Y3 + 1) + A3Y4
Y4
.
This last expression can be rewritten
X2(Y3Y4 + Y3 + Y4 + 1) + A1Y3Y4 + A4(Y3 + 1) + A3Y4
Y4
=
X2(Y3 + 1) +X4(Y3 + 1) + A1Y3 + A3
1
.
Lemma 4.10. For i 6= j, and a set S we have
P i,jS = (−1)
1+number of elements of S between i and j det(YS′i,S′j),
where S ′ = S − {i, j} and YI,J denotes the minor of Y with row indices I and column
indices J .
Proof. Swap columns of YSi,Sj so that column j moves to the i-th position. This creates
a sign (−1)number of elements of S between i and j. In the expansion of the resulting determinant
there is one cycle which corresponds to a path from i to j in S. Group terms according to
this path. According to Proposition 4.5 we get exactly the summation in the definition of
P i,jS , except we need to check that the signs work out correctly. The terms corresponding
to a specific path p from i to j receive minus sign from the definition of the determinant
in case the path has even length. They also receive minus sign from −1 entries of Y in
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case p has odd length. Thus, all terms have the same minus sign, which contributes 1 in
the exponent of (−1)1+number of elements of S between i and j. 
Recall that the Jacobi identity, also known as Dodgson’s condensation states that for a
square n× n matrix M we have
(4.1)
det(M) det(M[2,n−1],[2,n−1]) = det(M[1,n−1],[1,n−1]) det(M[2,n],[2,n])−det(M[1,n−1],[2,n]) det(M[2,n],[1,n−1]).
Lemma 4.11. For i, j 6∈ S with i 6= j we have
YS⊕iYS⊕j =
YSijYS + P
i,j
S P
j,i
S
YS⊖iYS⊖j
.
Proof. By Lemma 4.3, the equality is equivalent to
YSiYSj = YSijYS + P
i,j
S P
j,i
S .
According to Lemma 4.10, this is just the identity (4.1). 
Example 4.12. With the graph in Example 1.2, we have
P 1,2{3,4} = Y34 + Y3 + Y4 + 1 = − det
−1 −1 −1−1 Y3 −1
−1 0 Y4

and P 2,1{3,4} = Y34 + Y4. For S = {3, 4}, i = 1 and j = 2, Lemma 4.11 gives
Y13Y234 =
Y1234Y34 + (Y34 + Y3 + Y4 + 1)(Y34 + Y4)
Y4
.
Lemma 4.13. Let i, k /∈ S, and j be arbitrary such that i 6= k and j 6= k. Then
P i,jSkYS =
{
P i,kS P
k,j
S + P
i,j
S YSk if i 6= j
P i,jS YSk if i = j.
Proof. When i = j, the claim follows from P i,jSk = YSk and P
i,j
S = YS. When i 6= j and
j /∈ S, this is a consequence of (4.1) and Lemma 4.10 applied to the matrix YSik,Sjk. One
easily verifies that the sign works out correctly in all cases of relative positions of i, j and
k. For j ∈ S, we can argue as follows: create a new “virtual” vertex j′ outside S, with a
single edge from j to j′. Then the claimed identity is the same as that for i, k, j′. 
4.4. Algebraic dependencies among the Y variables. Lemma 4.11 has the following
consequence.
Proposition 4.14. Let S be any maximal nested collection with support S ⊂ [n]. Any YI
for I ⊆ S is a rational function (with integer coefficients) in the YSi, Si ∈ S.
Proof. The proof is by induction on size of S. The claim is clearly true for |S| = 1.
Assume we have verified the claim for all the smaller sizes than the current one. It is
clearly enough to consider the case when S is connected, otherwise the claim follows
recursively from knowing it for all connected components of S. If I = S the claim is
clearly true, so we assume that I ( S.
We first argue that without loss of generality we can assume that I does not contain
the maximal element j of S in S. Indeed, pick any element k ∈ S − Smax which is not
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in I. Let S ′ = µk(S) be the maximal nested collection supported on S obtained by
exchanging YSk for Y(Sk+−{k})⊕k+. Apply Lemma 4.11 to the product YSkY(Sk+−{k})⊕k+ .
(In the notation of Lemma 4.11, our k and k+ is i and j respectively.) The right hand
side of the exchange involves YS
k+
, which is one of the YSi, Si ∈ S. All other Y -s it
involves are supported on Sk+ − k
+, and thus by the induction assumption are rational
functions of YSi, Si ∈ S
k+ ⊂ S. We conclude that Y(S
k+
−{k})⊕k+ is a rational function in
{YSi | Si ∈ S}. Thus it suffices to show YI is a rational function of {YSi | Si ∈ S
′}. In S ′
the element k is one step closer to being maximal. Proceeding in this manner, we shall
arrive at a maximal nested collection on S where k 6∈ I is maximal.
Now, since i 6∈ I, we have YI =
∏
j YI∩Sj , where the product is over j maximal in S
i.
It is possible this product has just one term, but regardless of that we can now apply the
induction assumption to conclude that YI is rational function of YSi, Si ∈ S
i.

Example 4.15. Let S = {1, 2, 3} in the graph of Example 1.2, and take S = {3}, {2, 3}, {1, 2, 3}.
Then the expression for Y1 in terms of this maximal nested collection is
Y1 =
1 + Y 23 + Y23 + Y3(2 + Y123)
Y3Y23
.
5. Graph LP algebras
5.1. The LP algebra with linear initial seed. Fix Γ a directed, multiplicity-free, loop-
less graph on [n]. We shall define a LP algebra with coefficient ring R = Z[A1, A2, . . . , An],
and initial cluster variables X1, X2, . . . , Xn. In fact the choice of the coefficient ring R is
not critical; the key property we need is that the Ai are algebraically independent.
Let S ∈ C be a maximal nested collection supported on the set S ⊆ [n]. We now define
a seed tS = {(XSi , F
S
i )}. The cluster variables are defined by
(5.1) XSi =
{
Xi for i /∈ S
YSi for i ∈ S.
The indices, or cluster variables XSi for i /∈ S are called external, and for i ∈ S are called
internal or activated. The exchange Laurent polynomials are defined by
(5.2) Fˆ Si =

∑
j 6∈Si P
i,j
S
Xj+
∑
j∈Si P
i,j
S
Aj
YS⊖i
for i /∈ S or i ∈ Smax
YRijYR+P
i,j
R
P j,i
R
YR⊖iYR⊖j
. for i ∈ S − Smax, j = i+, and R = Sj − {i, j}.
As is discussed in [LP], the exchange Laurent polynomials Fˆi uniquely determine the
exchange polynomials Fi. Note that the expression for Fˆi given by (5.2) is not in terms
of cluster variables of tS , but in terms of variables in many different seeds. In the course
of our proof of Theorem 5.1, it will be established that Fˆ Si do give legitimate exchange
Laurent polynomials when written in terms of the cluster variables of tS .
Suppose S = ∅, and thus S = ∅. Then we have
P i,j∅ =
{
1 there is an edge i→ j in Γ or i = j
0 otherwise.
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Thus the seed t∅ consists of the cluster variables Xi, and the linear exchange polynomials
(which are also the exchange Laurent polynomials Fˆi)
Fi = Ai +
∑
i→j
Xj.
We call t∅ the initial seed. Our main theorem is the following:
Theorem 5.1. There is a normalized LP algebra A = AΓ with seeds exactly the {tS |
S ∈ C}, and mutations given by µi(tS) = tµi(S).
Thus AΓ has
(1) clusters tS labeled by maximal nested collections S ∈ C.
(2) cluster variables Xi and YS for strongly connected components S of Γ.
(3) exchange graph equal to the exchange graph on maximal nested collections C of
Section 3.3.
The proof of Theorem 5.1 will occupy the remainder of this section. We now outline the
strategy of the proof. In Section 5.3 we will describe the seeds t~S that can be obtained
from the initial seed t∅ by mutating some sequence ~S = (s1, s2, . . . , sr) ⊂ [n], one at
a time, without mutating any i ∈ [n] twice. These correspond to the activations of
nested collections discussed in Section 3.2. We first describe only the exchange Laurent
polynomials of these seeds for external (not-yet activated) vertices which is enough to
carry through the inductive calculation, and show that t~S depends only on S and not the
order of activation ~S. In Section 5.4, we then compute the exchange Laurent polynomials
for internal vertices, thus establishing that tS = t~S. Finally, in Section 5.5, we shall show
that µi(tS) = tµi(S) for activated i ∈ S − S
max.
Example 5.2. For the graph in Example 1.2, take S = {{1}, {1, 2}, {1, 2, 3}}. We have
tS = µ3(µ2(µ1(t∅))). Computing these mutations (and making choices of units so that all
exchange polynomials are positive) we obtain that the seed tS is given by
(Y1, F1 = 1 + Y12)
(Y12, F2 = 1 + Y
2
1 + Y1(2 + Y123))
(Y123, F3 = X4(1 + Y1)(1 + Y12) + A1(1 + Y1 + Y12) + A2Y1(1 + Y1) + A3Y1Y12)
(X4, F4 = A1(1 + Y12 + Y
2
1 + Y1(2 + Y123) + Y1Y12)+
A2(Y
3
1 + Y
2
1 (2 + Y123) + Y1) + A3(Y
2
1 Y12 + Y1Y12) + A4Y1Y12Y123).
Here, all exchange polynomials have been written in terms of the cluster variables {Y1, Y12, Y123, X4}
of tS . One checks that Fˆ3 = F3/Y1, and Fˆ4 = F4/(Y1Y12), and thus:
Fˆ3 =
X4(1 + Y1)(1 + Y12) + A1(1 + Y1 + Y12) + A2Y1(1 + Y1) + A3Y1Y12
Y1
= X4(Y12 + Y2 + 1) + A1(1 + Y2) + A2(1 + Y1) + A3Y12
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and
Fˆ4 =
1
Y1Y12
(A1(1 + Y12 + Y
2
1 + Y1(2 + Y123) + Y1Y12)
+ A2(Y
3
1 + Y
2
1 (2 + Y123) + Y1) + A3(Y
2
1 Y12 + Y1Y12) + A4Y1Y12Y123)
= A1(Y3 + 1) + A2Y13 + A3(Y1 + 1) + A4Y123
agreeing with (5.2). For example, the coefficient Y12 + Y2 + 1 of X4 in Fˆ3 is a summation
over the following three paths from 3 to 4 via S = {1, 2}:
3 −→ 4, 3 −→ 1 −→ 4, 3 −→ 2 −→ 1 −→ 4.
5.2. Rigidity and irreducibility of exchange Laurent polynomials. In this sub-
section we will make some general observations concerning the polynomials defined in
(5.2). Let L(t) denote the Laurent polynomial ring of the seed t. If t has cluster variables
x1, x2, . . . , xn, then L(t) = R[x
±1
1 , . . . , x
±1
n ].
Lemma 5.3. The cluster variables XSi of tS are algebraically independent.
Proof. Follows easily from Proposition 4.14. 
We note that all the denominators of Fˆ Si defined in (5.2) are monomials in L(tS). For
i /∈ S or i ∈ Smax, we have that S ⊖ i is the union of some of the strongly connected
components of S. For i ∈ S−Smax, both S⊖i and S⊖j are unions of some of the strongly
connected components of R. The strongly connected components of R are exactly the
Sk ∈ S such that k+ = i or k+ = j.
Proposition 5.4. Let S ∈ C be a maximal nested collection, and suppose it is known that
(5.3) {YI | I ⊂ S} ⊂ L(tS).
Then the exchange polynomials Fˆ Si of (5.2) are irreducible in L(tS).
Proof. Suppose first i ∈ Smax or i /∈ S. The denominator YS⊖i is a monomial in the
cluster variables of L(tS), and each P
i,j
S is a polynomial in the {YI | I ⊂ S}, so it follows
from (5.3) that we have Fˆ Si ∝ MAi + N for a monomial M in the {X
S
k | k ∈ [n]} and a
polynomials N ∈ R[XSi ] which does not involve Ai. It follows easily that Fˆ
S
i is irreducible
in L(tS).
Now if i ∈ S − Smax, then again the denominator YR⊖iYR⊖j is checked to be a unit
in L(tS). Now we apply the same argument as before but with the cluster variable YRij
instead of Ai. Note that by (5.3) and Proposition 4.14, YI for I ⊂ R will be a Laurent
polynomial not involving YRij. 
Equation (5.3) will follow from Corollary 5.7 below.
It turns out one does not have to compute the exchange Laurent polynomials explicitly,
but only up to a monomial factor in the cluster variables of the corresponding cluster. This
will simplify the subsequent calculations significantly. Let A(t∅) denote the LP algebra
generated by t∅. The LP algebra A(t∅) is only defined up to choices of a unit ±1 ∈ R for
all the mutations; we fix these choices by insisting that all cluster variables of A(t∅) are
Laurent polynomials in X1, X2, . . . , Xn with positive coefficients. That such a choice can
be made will follow from our constructions. It is also clear that this choice is compatible
with Theorem 2.4.
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Proposition 5.5. Let S ∈ C, and assume it is known that {YI | I ⊂ S} are all cluster
variables of A(t∅). Suppose t = {(X
S
i , Fi)} is a seed of A(t∅) with the same cluster
variables XSi as tS but possibly different exchange polynomials. Suppose also that the
exchange Laurent polynomials Fˆi for i /∈ S or i ∈ Smax are all known to be equal to Fˆ Si of
(5.2) up to a monomial in the {XSr | r ∈ [n]}. Then Fˆi = Fˆ
S
i for all i /∈ S or i ∈ S
max.
Furthermore if for any i ∈ S − Smax we have that Fˆi is equal to Fˆ Si up to a monomial
factor, then Fˆi = Fˆ
S
i as well.
Proof. First suppose that i /∈ S or i ∈ Smax. We need to argue that Fˆi is equal to
Fˆ Si =
∑
j 6∈Si P
i,j
S Xj +
∑
j∈Si P
i,j
S Aj
YS⊖i
.
Applying Lemma 4.8 and Lemma 2.3, we conclude Fˆi is obtained from Fˆ
S
i by possibly
dividing by more of the Y variables in t. The X-variables cannot occur in Fˆi/Fi since for
k /∈ S, Fˆk depends on Ak which does not occur in Fˆi.
On the other hand, if we have Fˆi = Fˆ
S
i M where M is a (negatively-powered) monomial
in the Y variables, then the cluster variable X ′i = Fˆi/Xi in µi(t) would be equal to
Fˆi
Xi
= M
Fˆ Si
Xi
=MYS⊕i,
where the last equality is by Lemma 4.7. This is impossible by Lemma 4.4 and the fact
that the resulting cluster variable has to be a Laurent polynomial in the t∅ cluster.
Now suppose i ∈ S − Smax, and set j = i+ and R = Sj − {i, j}. Then
Fˆ Si =
YRijYR + P
i,j
R P
j,i
R
YR⊖iYR⊖j
.
Just as before, none of the Xk variables can be in the denominator Fˆi/Fi. The rest of the
argument is the same, with Lemma 4.11 and YR⊕j instead of Lemma 4.7 and YS⊕i. 
5.3. Clusters reachable from the initial seed via an activation sequence. Let
~S = (s1, s2, . . . , sr) be an activation sequence giving a maximal nested collection S with
support S. Denote by t~S the seed µsr ◦ · · · ◦ µs1(t∅) of A(t∅).
Proposition 5.6. In t~S
(1) the cluster variables are those of tS as defined in (5.1)
(2) for all i /∈ S or i ∈ Smax the exchange Laurent polynomials Fˆi agree with the
definition (5.2) of Fˆ Si for tS .
(3) the seed t~S depends only on S, and not on the actual activation sequence
~S.
Corollary 5.7. For each strongly connected subset T ⊂ [n] and each S ∈ C we have
YT ∈ L(tS).
Proof. Follows immediately from Proposition 5.6(1) and Theorem 2.2. 
Proof of Proposition 5.6. We prove the three claims by simultaneous induction on the size
of the support S. The base case |S| = 0 is clear.
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Assume the result has been shown for ~S ′ = (s1, s2, . . . , sr−1) and we now want to verify
it for ~S = (s1, s2, . . . , sr−1, k) where k /∈ S
′. Write S ′ for the maximal nested collection
with activation sequence ~S ′, and similarly for S. Note that S = S ′ ∪ {k}. We shall write
Fˆi (resp. Fˆ
′
i ) for the Laurent exchange polynomials of the seed t = t~S (resp. t
′ = t ~S′). By
definition and the inductive hypothesis, the cluster variable Xk in t~S′ is exchanged for
Fˆ ′i/Xk =
∑
j 6∈Sk P
k,j
S Xj +
∑
j∈Sk P
k,j
S Aj
YS⊖kXk
= YS⊕k
by Lemma 4.7. But S = S ′ ∪ {S ⊕ k}, so we have verified claim (1).
We now consider claim (2). We first make the general observation that by Theorem
2.2, each Fˆ ′i of (5.2) can be seen to lie in L(t
′), since each YT for T ⊂ S ′ is known to be
a cluster variable of A(t∅).
We know that Fˆk = Fˆ
′
k and this easily agrees with (5.2).
Now suppose i ∈ (S ′)max ∩ Smax is maximal in both S ′ and in S. Thus i and k are not
in the same strongly connected component of S, so either there is no path from i to k
through S, or there is no path from k to i through S.
In the first case, we see that the cluster variable Xk does not appear in Fˆ
′
i . Therefore
Fi = F
′
i , so Fˆi = Fˆ
′
i up to a monomial in L(t). But we note that Fˆ
′
i = Fˆ
S′
i is actually equal
to the predicted Fˆ Si for the following reason. Since we cannot get from i to S ⊕ k via S
(resp. S ′), each of the P i,ℓS (resp. P
iℓ
S′) actually factors, producing YS⊕k (resp. Y(S⊕k)−{k})
factors. This same factor appears in the denominator of Fˆ Si (resp. Fˆ
S′
i ) which is YS⊖i
(resp. YS′⊖i). After these factors are canceled, we see that Fˆ
S
i = Fˆ
S′
i . It follows from
Proposition 5.5 that Fˆi = Fˆ
S
i .
In the second case, consider the seed t ~S′′ with S
′′ = S ′−{i} and such that activation of
i gives t′. This seed exists by the inductive hypothesis (3). We have two cluster variables
in t ~S′′, Xi and Xk, such that Xi does not appear in Fˆk (and thus also not in Fk). Then
by Theorem 2.4 we know the two mutations commute, and Fˆi after activating i and then
k is the same as the exchange Laurent polynomial Fˆ ′′′i in the seed t
′′′ = µk(t ~S′′) after
just activating k. But t′′′ falls inside our inductive hypothesis. It remains to note that
P i,ℓS−{i} = P
i,ℓ
S , and thus Fˆi = Fˆ
′′′
i = Fˆ
S′′′
i = Fˆ
S
i , establishing (2) in this case.
Consider now the case when i /∈ S is external. The case where there is no path from i
to k through S is treated the same way as for i ∈ (S ′)max ∩ Smax. Assume a path from i
to k through S exists. By the induction assumption, we have
Fˆ ′i =
∑
ℓ 6∈Si P
i,ℓ
S Xℓ +
∑
ℓ∈Si P
i,ℓ
S Aℓ
YS⊖i
and
Fˆ ′k|Xi=0 =
∑
ℓ 6∈Sik P
k,ℓ
S Xℓ +
∑
ℓ∈Sk P
k,ℓ
S Aℓ
YS⊖k
.
By Remark 2.1, we can calculate Fˆi by substituting into Fˆ
′
i .
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Substituting Fˆ ′k|Xi=0/YS⊕k for Xk in Fˆ
′
i gives
1
YS⊕k
∑
ℓ 6=i
(
P k,ℓS
YS⊖k
·
P i,kS
YS⊖i
+
P i,ℓS
YS⊖i
· YS⊕k
)
X˜ℓ +
P i,iS
YS⊖i
· YS⊕kXi =
1
YS⊕k
∑
ℓ
P i,ℓSk
YS
YS⊖kYS⊖i
X˜ℓ
where X˜ℓ is equal to Xℓ or Aℓ and we have applied Lemma 4.13, noting that YS⊖kYS⊕k =
YSk. The factor
YS
YS⊖kYS⊖i
does not depend on j so together with Proposition 5.4 we have
that
Fˆi ∝
∑
j 6∈Sik
P i,jSkXj +
∑
j∈Sik
P i,jSkAj .
The proof of (2) is then completed by applying Proposition 5.5.
Finally, to establish (3), let ~S ′′ = (s1, s2, . . . , sr−2) and suppose sr−1 and sr−2 are ex-
changeable in ~S = (s1, s2, . . . , sr−2, sr−1, sr). Then sr−1 and sr are not strongly connected
via S ′′, so it follows that one of Fˆsr−1 and Fˆsr does not involve the other’s cluster variable
(Xsr−1 or Xsr). By Theorem 2.4 we have µsrµsr−1(t~S′′) = µsr−1µsr(t~S′′). This together
with the inductive hypothesis completes the proof of (3). 
5.4. The internal exchange polynomials.
Proposition 5.8. The exchange Laurent polynomials Fˆi of t~S for i ∈ S−S
max agree with
those of tS defined in (5.2).
Together with Proposition 5.6 we thus have t~S = tS .
Proof. Fix i ∈ S − Smax and set j = i+ and R = Sj − {i, j}. Note that Si = R ⊕ i and
Sj = Rij = Ri⊕ j.
It suffices to show that the statement is true when j is the unique maximal element of
S, so that Sj = S. To see this, observe by Lemma 3.6 and Proposition 5.6 that t~S can
be created by first activating all the elements in Sj (in some order), and then activating
elements outside of Sj in some order. But by Proposition 4.14 the expression
YRijYR+P
i,j
R
P j,i
R
YR⊖iYR⊖j
can be expressed purely in terms of the Y variables inside Sj, and does not depend on X
variables. Then Theorem 2.4 states that activation of variables outside Sj commutes with
mutation of YSi, and in particular activation of variables outside Sj preserves the value of
Fˆi. We shall thus assume from now on that S = Sj .
Let t′ = t~S′ be the cluster with i maximal such that mutating at j gives t = t~S, so we
have S ′ ∪ {j} = S = Sj. Denote by F ′i the exchange polynomials of the cluster t
′. By
Proposition 5.6,
Fˆ ′i =
∑
ℓ 6∈Ri P
i,ℓ
R Xℓ +
∑
ℓ∈Ri P
i,ℓ
R Aℓ
YR⊖i
and
Fˆ ′j =
∑
ℓ 6∈Rij P
j,ℓ
RiXℓ +
∑
ℓ∈Rij P
j,ℓ
RiAℓ
YRi⊖j
.
Use the notation
(5.4) X˜ℓ =
{
Xℓ if ℓ 6∈ R ∪ i ∪ j;
Aℓ otherwise.
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Then noting that Ri⊖ j = ∅, we have
Fˆ ′j =
∑
ℓ P
j,ℓ
Ri X˜ℓ
Y(Ri)⊖j
=
∑
ℓ
P j,ℓRi X˜ℓ.
We can use Lemma 4.13 to obtain
Fˆ ′j =
∑
ℓ P
j,ℓ
R YRiX˜ℓ +
∑
ℓ 6=j P
j,i
R P
i,ℓ
R X˜ℓ
YR
.
Applying Proposition 4.14 to this expression, we can write it as a rational function in the
cluster variables of tS′. The variable YSi = YRi does not appear in P
j,ℓ
R , P
j,i
R , or P
i,ℓ
R so we
see that setting YSi = 0 in Fˆ
′
j gives ∑
ℓ 6=j P
j,i
R P
i,ℓ
R X˜ℓ
YR
.
Substituting for Xj in Fˆ
′
i gives
(Fˆ ′i )
Xj←−
∑
ℓ P
j,i
R
P
i,ℓ
R
X˜ℓ
YRYSj
=
1
YR⊖i
(
P i,jR
∑
ℓ P
j,i
R P
i,ℓ
R X˜ℓ
YRYSj
+
∑
ℓ
P i,ℓR X˜ℓ
)
,
where throughout the summation is over ℓ 6= j. Dividing by the common factor
∑
ℓ P
i,ℓ
R X˜ℓ
with Fˆ ′j |YSi=0 and using Proposition 5.4, we obtain
Fˆi ∝ YRijYR + P
i,j
R P
j,i
R .
The claim then follows from Proposition 5.5.

5.5. Proof of Theorem 5.1. Let tS be one of the clusters in A(t∅) that have been
studied in Propositions 5.6 and 5.8, and t′ = µi(tS) be the cluster obtained by mutation
at i, where i ∈ S − Smax. Our aim is to show that t′ = tµi(S). Set S
′ = µi(S).
Proposition 5.8 and Lemma 4.11 imply that the cluster variables of t′ and tS′ are the
same. It remains to check that the exchange polynomials F ′k of t
′ are also correct, and for
that it suffices to check that the Fˆ ′k’s are correct. Just as in the proof of Proposition 5.8,
we may assume that S = Si+ , since all further activating mutations commute with the one
exchanging YSi for Y(S−{i})⊕i+ . Let j = i
+ as before, and let K ⊂ S be the set of k such
that k+ = i or k+ = j. Since Fˆi does not depend on external X variables, its mutation
commutes with theirs by Theorem 2.4, and thus does not change the corresponding Fˆ .
The same is true for elements of r ∈ S different from j and not in K: their exchange
polynomial Fr does not depend on YSi and also is not equal to Fi (even up to a unit in
L(tS)).
Thus we only need to check that Fˆj and Fˆk for k ∈ K mutate correctly. Set R =
Sj − {i, j} as before. Setting YRij = 0 inside
Fˆi =
YRijYR + P
i,j
R P
j,i
R
YR⊖iYR⊖j
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we obtain
P i,jR P
j,i
R
YR⊖iYR⊖j
,
since by Proposition 4.14 this expression does not depend on YRij . Plugging
YR⊕i ←−
P i,jR P
j,i
R
YR⊖iYR⊖jYR⊕j
in
Fˆj =
∑
ℓ
P j,ℓRi X˜ℓ =
∑
ℓ P
j,ℓ
R YRiX˜ℓ +
∑
ℓ 6=j P
j,i
R P
i,ℓ
R X˜ℓ
YR
where we are using the notation of (5.4), we get∑
ℓ P
j,ℓ
R
P i,j
R
P j,i
R
YR⊖iYRj
YR⊖iX˜ℓ +
∑
ℓ P
j,i
R P
i,ℓ
R X˜ℓ
YR
=
P i,j
R
P j,i
R
YRj
∑
ℓ P
j,ℓ
R X˜ℓ + P
j,i
R
∑
ℓ P
i,ℓ
R X˜ℓ
YR
.
Canceling out the common factor P j,iR we get
Fˆ ′j ∝
P i,j
R
YRj
∑
ℓ P
j,ℓ
R X˜ℓ +
∑
ℓ P
i,ℓ
R X˜ℓ
YR
=
∑
ℓ P
i,ℓ
RjX˜ℓ
YRj
by Lemma 4.13 (for the last equality) and Proposition 5.4. We then see that Fˆ ′j = Fˆ
S′
j by
Proposition 5.5.
It remains to check what happens with Fˆk, for k ∈ K. Let T = S − i− k − j = R− k.
We have
(5.5) Fˆi =
YT ijkYTk + P
i,j
TkP
j,i
Tk
YTk⊖iYTk⊖j
.
Case k+ = j: Suppose first that k+ = j, so that k and i are not strongly connected via
T , and thus P i,kT P
k,i
T = 0. We have
(5.6) Fˆk =
YT ikjYT i + P
k,j
T i P
j,k
T i
YT i⊖kYT i⊖j
Applying Lemma 4.13 to P k,jT i and P
j,k
T i gives
P k,jT i YT = P
k,i
T P
i,j
T + P
k,j
T YT i P
j,k
T i YT = P
j,i
T P
i,k
T + P
j,k
T YT i.
Using YT i = YT⊖iYT⊕i and YT i⊖k = Y(T⊖i)⊖kYT⊕i we get
(5.7) Fˆk =
Y 2T YSYT⊖i + YT⊖i(P
k,i
T P
i,j
T P
j,k
T + P
j,i
T P
i,k
T P
k,j
T ) + P
k,j
T P
j,k
T YT⊖iYT i
Y(T⊖i)⊖kYT i⊖jY
2
T
Subcase P k,jT P
j,k
T = 0: Thus k and j are not strongly connected via T and in S
′, we have
k+ = i. In this subcase, YSi only occurs in the denominator of Fˆk, so this means Fk does
not involve YSi. It follows that F
′
k = Fk. If t
′ = tS′ , according to Theorem ?? we should
have
(5.8) Fˆ ′k =
Y 2T YT ikjYTj + P
k,i
T j P
i,k
T j
YTj⊖kYTj⊖i
=
YSYT⊖j + YT⊖j(P
k,i
T P
i,j
T P
j,k
T + P
j,i
T P
i,k
T P
k,j
T )
Y 2T Y(T⊖j)⊖kYTj⊖i
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If i and j are strongly connected via T , then Tj⊖ i = T i⊖ j, and we see that (5.8) and
(5.7) differ (multiplicatively) by factors of YV for variables V which are present in both
tS and t
′. This implies that up to a monomial factor (5.7) is the correct formula for Fˆ ′k in
t′, and we may now apply Proposition 5.5.
If i and j are not strongly connected via T . Then YTj⊖i has a factor of the new cluster
variable YT⊕j in t
′ while YT i⊖j has a factor of the old cluster variable YT⊕i in tS . These
factors are of course not present in the corresponding non-Laurent exchange polynomials
Fk. In any case, we still conclude that (5.7) is the correct formula for Fˆ
′
k in t
′.
Subcase P k,jT P
j,k
T 6= 0: Thus j and k are strongly connected via T , and in S
′, we have
k+ = j. In the denominator of (5.5), we have YTk⊖i = YT⊕kY(Tk⊖k)⊖i but YTk⊖j does not
involve the variable YT⊕k. Applying Lemma 4.13, we get
Fˆi =
Y 2T YT ijkYT⊖k + YT⊖k(P
i,k
T P
k,j
T P
j,i
T + P
i,j
T P
j,k
T P
k,i
T ) + P
i,j
T P
j,i
T YTkYT⊖k
Y(Tk⊖k)⊖iYTk⊖jY
2
T
None of the P a,bT involve YT⊕k when expressed as an element of L(tS), so substituting
YT⊕k = 0, we obtain
Fˆi|YT⊕k=0/YTk⊕j =
Y 2T YT ijkYT⊖k + YT⊖k(P
i,k
T P
k,j
T P
j,i
T + P
i,j
T P
j,k
T P
k,i
T )
Y(Tk⊖k)⊖iYTk⊖jY
2
T YTk⊕j
Substituting this last expression for YT⊕i = YSi in (5.7) (again we use the fact that the
expression in (5.7) is linear in YSi), we obtain, up to an overall monomial factor
Y 4T YSYTkY(Tk⊖k)⊖i + ZY
2
T YTkY(Tk⊖k)⊖i + P
k,j
T P
j,k
T YSY
3
T Y(Tk⊖k)⊖i + P
k,j
T P
j,k
T YTY(Tk⊖k)⊖iZ
= (YTkjYT + P
k,j
T P
j,k
T )(Y
2
T YS + Z)YTY(Tk⊖k)⊖i
where Z = P i,kT P
k,j
T P
j,i
T + P
i,j
T P
j,k
T P
k,i
T , and we have used the equalities YTY(Tk⊖k)⊖i =
YT⊖iYT⊖k and YTk = YTk⊖jYTk⊕j. The factor (Y
2
T YS+Z) is a common factor with Fˆi|YT⊕k=0,
so we conclude from Proposition 5.4 that
Fˆ ′k ∝ YTkjYT + P
k,j
T P
j,k
T .
The claimed statement for Fˆ ′k then follows from Proposition 5.5.
Case k+ = i: In this case we have
(5.9) Fˆk =
YT ikYT + P
i,k
T P
k,i
T
YT⊖iYT⊖k
.
Subcase P j,kT P
k,j
T = 0: In this subcase, we have k
+ = i in tS′ .
Applying Lemma 4.13 to (5.5), and using YTk⊖j = Y(Tk⊖j)⊖kYT⊕k we get
(5.10) Fˆi =
Y 2T YT ijkYT⊖k + YT⊖k(P
i,k
T P
k,j
T P
j,i
T + P
i,j
T P
j,k
T P
k,i
T ) + P
i,j
T P
j,i
T YTkYT⊖k
Y(Tk⊖j)⊖kYTk⊖iY
2
T
Plugging YT⊕k = 0 into (5.10) we get
Fˆi|YT⊕k=0 =
Y 2T YT ijkYT⊖k + YT⊖kZ
Y 2T YTk⊖iY(T⊖k)⊖j
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where Z = P i,kT P
k,j
T P
j,i
T + P
i,j
T P
j,k
T P
k,i
T . Now substituting
Fˆi|YT⊕k=0
YTk⊕j
=
Y 2T YT ijkYT⊖k + YT⊖kZ
YTk⊕jY 2T YTk⊖iY(T⊖k)⊖j
for YSi = YTk⊕i in Fˆk, we get
Y 2T YT ijkYT⊖k + YT⊖kZ
Y 2T YTk⊖iY(T⊖k)⊖jYTk⊕j
YTk⊖iYT + P
i,k
T P
k,i
T
up to a monomial factor in L(t′). Now Y(T⊖k)⊖jYTk⊕j = YTj⊖k and YTj⊖kYT = YTjYT⊖k so
we have
Fˆ ′k ∝ Y
2
T YT ijkYT⊖k + YT⊖kZ + YTj⊖kP
i,k
T P
k,i
T YT
∝ Y 2T YT ijkYTj + YTjZ + P
i,k
T P
k,i
T Y
2
Tj
= Y 2T (YT ijkYTj + P
i,k
T j P
k,i
T j )
where in the last step we have used Lemma 4.13. But this last expression, is up to
a monomial in L(t′) equal to the expression for Fˆ ′k predicted by (5.2). The claimed
statement for Fˆ ′k then follows from Proposition 5.5.
Subcase P j,kT P
k,j
T 6= 0 In this case, we have k
+ = j in tS′ . In (5.5) neither factor in the
denominator is divisible by YT⊕k, so substituting YT⊕k = 0 into Fˆi, the term YT ijkYTk
is killed since YTk = YT⊕kYT⊖k. For the other term P
i,j
TkP
j,i
Tk we apply Lemma 4.13 and
obtain
Fˆi|YT⊕k=0 =
P i,kT P
k,j
T P
j,k
T P
k,i
T
Y 2T YTk⊖iYTk⊖j
.
Substituting
P i,k
T
P k,j
T
P j,k
T
P k,i
T
Y 2
T
YTk⊖iYTk⊖jYTk⊕j
for YTk⊕i into (5.9) (using YT ik = YTk⊕iYTk⊖i), we obtain
up to a monomial factor
P i,kT P
k,j
T P
j,k
T P
k,i
T
Y 2T YTk⊖iYTk∪j
YTk⊖iYT + P
i,k
T P
k,i
T .
Killing the common factor P i,kT P
k,i
T with Fˆi|YT⊕k=0 and bringing to a common denominator,
we observe that this is up to a monomial factor the exchange polynomial Fˆ ′k in the cluster
tS′ given by (5.2). The required result then follows from Proposition 5.5.
6. Examples
6.1. Paths. Consider the path Pn on [n] that consists of edges i −→ i+ 1 for i ∈ [n− 1]
and i −→ i− 1 for i ∈ [2, n]. The LP algebra APn is the path LP algebra. Let A
′
Pn be the
rank n − 1 LP algebra defined in Section 1.6. The seeds of A′Pn are exactly the seeds of
APn that contain Y[n], and with Y[n] removed.
The strongly connected components Pn are exactly the intervals {[a, b] | 1 ≤ a ≤ b ≤
n}. There is a bijection between maximal nested families of Pn with support [n], and
triangulations of an (n+1)-gon. The bijection is obtained by mapping a set [a, b] into the
diagonal which cuts vertices a through b away from the rest of the vertices. An example is
given in Figure 2. The complex of partial triangulations of the n+1-gon give a simplicial
complex dual to the associahedron.
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Figure 2. The nested collection {2, 23, 123, 5, 12345} on the left corre-
sponds to the triangulation on the right.
Theorem 6.1. Let tS be a seed of A′Pn. Suppose Si = I∪{i}∪J ∈ S, where I, J ∈ S∪{∅}.
Then the exchange relation for YSi has the form
YIiJYJjK = YJYIiJjK + YIYK .
where K ∈ S ∪ {∅} is such that j = i+ and Sj = I ∪ {i} ∪ J ∪ {j} ∪K.
Proof. The claim follows immediately from the formula for exchange Laurent polynomials
in (5.2). 
The Ptolemy cluster algebra of type An−1 is often modeled by by identifying clusters
with triangulations of a [n+1]-gon and cluster variables with diagonals. See for example
[Sch] for complete details. In [LP, Section 4] we explained how certain cluster algebras
could be considered as LP algebras.
Corollary 6.2. The LP algebra A′Pn can be identified with the Ptolemy cluster algebra.
The identification between seeds and between cluster variables is given by the bijection
between maximal nested collections and triangulations.
6.2. Cycles. Consider the cycle Cn on [n] that consists of edges i −→ i± 1 mod n. The
LP algebra ACn is the cycle LP algebra. Let A
′
Cn be the rank n − 1 LP algebra defined
in Section 1.6. The seeds of A′Cn are exactly the seeds of ACn that contain Y[n], and with
Y[n] removed.
The strongly connected components Pn are exactly the cyclic intervals {[a, b]}. There is
a bijection between maximal nested families of Cn with support [n] and centrally symmet-
ric triangulations of a 2n-gon. The bijection is obtained by mapping a set [a, b] (indices
taken modulo n) into the diagonal which cuts vertices a through b away from the rest of
vertices. An example is given in Figure 3 where the labeling of the vertices of the 2n-gon
is shown. The complex of partial centrally symmetric triangulations of the 2n-gon give a
simplicial complex dual to the cyclohedron.
Theorem 6.3. Let tS be a seed of A′Cn, and let Si = IiJ 6= [n], where I, J ∈ S ∪ {∅}
are chosen so that if j = i+ then Sj = IiJjK for some K ∈ S ∪ {∅} (the concatenated
elements and subsets are disjoint and ordered around the cycle). The exchange relation
for YSi is described as follows:
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Figure 3. An example of the bijection between maximal nested sets on a
cycle and centrally symmetric triangulations.
• if Sj+ 6= [n], we have
YIiJYJjK = YJYIiJjK + YIYK ;
• if Sj+ = [n], so that IiJj = [n], we have
YIiJYJjI = YIYJY[n] + (YI + YJ)
2.
Proof. Direct application of (5.2). 
The LP algebra A′Cn cannot be identified with a type B cluster algebra, even though
it has the same cluster complex (dual to the cyclohedron).
Example 6.4. The seed corresponding to the maximal nested collection in Figure 3 has
the following form:
{(Y134, (1 + Y14)
2 + Y1234Y14), (Y14, Y134 + Y1), (Y1, 1 + Y14)}.
In particular, we see that some of the exchange polynomials are not binomial, and thus
this cannot be identified with a type B cluster algebra.
6.3. Complete graphs. Consider the complete graph Kn on [n] that consists of all edges
i −→ j for i 6= j. The clusters are in bijection with activation sequences ~S = (s1, . . . , sk),
each sequence yielding a different cluster.
For 1 ≤ j ≤ k define CSsj by
CSsj =
j−1∏
ℓ=1
Y 2
j−ℓ−1
Ssℓ
and define PSsj recursively via
PSs1 = 1 + Ys1 and PSsj =
∏
1≤ℓ<j
PSsℓ + YSsjCSsj−1 .
For example, PSs4 =
(1 + Ys1)(1 + Ys1 + Ys1s2)((1 + Ys1)(1 + Ys1 + Ys1s2) + Ys1Ys1s2s3) + Y
2
s1
Ys1s2Ys1s2s3s4.
Theorem 6.5. The exchange polynomials of the seed t~S of AKn are given by
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• For j < k we have
FSsj =
∏
1≤ℓ<j
P2Ssℓ + YSsj+1CSsj and FˆSsj =
FSsj
C2Ssj−1
.
• For j = k we have
FSsk = AskYSsk−1CSsk−1 +
∑
1≤j<k
(AsjYSsj−1CSsj−1 ·
∏
1≤ℓ<k,ℓ 6=j
PSsℓ ) +
(∑
j 6∈S
Xj
) ∏
1≤ℓ<k
PSsℓ
and FˆSsk =
FSsk
CSsk−1
.
• For m 6∈ S we have
Fm = AmYSskCSsk +
∑
1≤j≤k
(AsjYSsj−1CSsj−1 ·
∏
1≤ℓ≤k,ℓ 6=j
PSsℓ ) +
( ∑
j 6∈S,j 6=m
Xj
) ∏
1≤ℓ≤k
PSsℓ
and Fˆm =
Fm
CSsk
.
The proof is meticulous but straightforward, and it is omitted.
Example 6.6. Take n = 4 and ~S = (2, 4, 1). Then the variables are (Y124, Y2, X3, Y24), and
the seed t~S looks like
{(Y124, A1Y24Y2 + A4Y2(1 + Y2) + A2(1 + Y2 + Y24) +X3(1 + Y2)(1 + Y2 + Y24)),
(Y2, 1 + Y24),
(X3, A3Y124Y24Y
2
2 +A1Y24Y2(1+Y2)(1+Y2+Y24)+A4Y2(1+Y2)((1+Y2)(1+Y2+Y24)+Y124Y2)+
A2(1 + Y2 + Y24)((1 + Y2)(1 + Y2 + Y24) + Y124Y2)),
(Y24, (1 + Y2)
2 + Y124Y2)}.
7. Conjectures
The following are some questions and conjectures about graph LP algebras and more
generally linear LP algebras.
Conjecture 7.1. Let AΓ be a graph LP algebra and tS a seed. Then
(1) All the exchange polynomials Fi of tS are positive polynomials in L(tS).
(2) Any cluster variable of AΓ has positive coefficients when written as a Laurent
polynomial in L(tS).
The Laurentness of Conjecture 7.1(2) follows from Theorem 2.2. Conjecture 7.1(2)
implies Conjecture 7.1(1). For the case tS = t∅ is the initial seed, Conjecture 7.1(2) follows
from the definition of the YI . The calculations in Section 6 also support Conjecture 7.1.
Problem 7.2. Find a combinatorial interpretation for the coefficients of the Laurent
polynomials in the Conjecture 7.1.
A monomial in the cluster variables of AΓ is a cluster monomial if there is some seed
tS containing all the variables occurring in that monomial.
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Conjecture 7.3. Let AΓ be a graph LP algebra.
(1) Cluster monomials form a basis for AΓ over R.
(2) Any monomial in the cluster variables of AΓ can be written as a nonnegative linear
combination of cluster monomials.
Problem 7.4. Find a combinatorial interpretation for the coefficients of cluster mono-
mials in Conjecture 7.3.
In this paper we have focused on exchange polynomials of the form Fi = Ai+
∑
i→jXj .
Allowing the Ai to be specialized, or the Xj to have coefficients gives an arbitrary linear
LP algebra.
Conjecture 7.5. Any linear LP algebra is of finite type.
Conjectures 7.1 and 7.3 should also have analogues for linear LP algebras whose coef-
ficients satisfy a positivity constraint.
Our results have established that the cluster complex of a graph LP algebra AΓ is
isomorphic to the extended nested complex N˜ (Γ). We conjecture that N˜ (Γ) is dual to a
the face lattice of a polytope. More generally,
Conjecture 7.6. Let A be any linear LP algebra. Then there exists a convex simple
polytope P (A) of dimension equal to the rank of A such that
(1) the vertices of P (A) are in bijection with clusters of A
(2) the facets of P (A) are in bijection with cluster variables of A
and under these bijections we have that for each face F of P (A) the collection of facets
containing F are exactly the set of cluster variables contained in the intersection of the
clusters corresponding to the vertices of F .
In particular, Conjecture 7.6 would imply that the exchange graph of any linear LP
algebra is the 1-skeleton of a polytope. The graph associahedra of Carr and Devadoss
[CD] and more generally the nestohedra of Postnikov [Pos] show that the LP algebras A′Γ
satisfy Conjecture 7.6.
8. Proof of Theorem 2.4
For polynomials P,Q and a variable x, define den(P, x,Q) to be
den(P, x,Q) = min
i
(i+max(s : Qs|pi))
where P (x) =
∑r
i=0 pix
i. By definition we have
Fˆi =
∏
j 6=i
x
−den(Fi,xj ,Fj)
j Fi.
Note that den(P, x,Q) makes sense even when P is a Laurent polynomial in some variables,
as long as Q is not divisible by any of these variables.
Lemma 8.1. Suppose Q is irreducible. Then
den(P, x,Q) + den(P ′, x, Q) = den(PP ′, x, Q).
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Proof. The inequality ≤ is clear. Let d = den(P, x,Q) + den(P ′, x, Q). Let i0 be the
minimal i such that the minimum mini(i+max(s : Q
s|pi)) is achieved, and similarly for
j0 and minj(j + max(s : Q
s|p′j)). Set k = i0 + j0. Then the coefficient of x
k in PP ′ is
p0p
′
k + · · · + pi0p
′
j0 + · · · + p
′
kp0. By the minimality assumption, Q
d−k+1 divides all the
terms except for pi0p
′
j0 , which is only divisible by Q
d−k. Thus den(PP ′, x, Q) ≤ d. 
Start with a seed t = {(a, P ), (b, Q), (x1, F1), . . . , (xk, Fk)}. We make the assumption
that P may depend on b, and that Q does not depend on a. Furthermore, we assume
that P/Q is not a unit, so in particular that den(Q, a, P ) = 0. We need to construct the
successive mutations of t at a and b. In the case that we only have two cluster variables,
the claim we want was established in [LP, Proposition 6.3].
8.1. We mutate the seed t at b to get {(a, R), (b′, Q), . . . , (xi, F ′i ), . . .}. Our first calcu-
lation is that Pˆ = Rˆ after we substitute b′ = Qˆ/b. Strictly speaking, we mean that we
can choose the mutation at b so that Pˆ = Rˆ, since R is only defined up to units. We will
abuse notation in this way throughout.
First we may write
Q = Qˆ×
∏
i
x
den(Q,xi,Fi)
i = Qˆ×D.
Write
P (b) = p0 + p1b+ · · ·+ prb
r.
Then since Q does not depend on a, we have
R(b′) =
p0(Db
′)r + p1(Db
′)r−1Q+ · · ·+ prQr
QsE
= P (Qˆ/b′)
(Db′)r
QsE
for some 0 ≤ s ≤ r and E some monomial in the xi. Also we have
Pˆ =
P
bs
∏
i x
den(P,xi,Fi)
i
and from the calculation in [LP, Proposition 6.3], we already know that den(R, b,Q) =
r− s. For each i define di = den(Q, xi, Fi). Note that the monomial E above only involve
xi such that di > 0. Let R
′ =
P (Qˆ/b′)(Db′)r
Qs
.
Lemma 8.2. We have den(R′, xi, F
′
i ) = di(r − s) + den(P, xi, Fi).
Proof. Case 1: Suppose Fi does not depend on b. Then F
′
i = Fi. Let R
′′ = P (Qˆ/b′)(Db′)r.
Then
den(R′′, xi, Fi) = min
j
(di(r−j)+den(Q
jpj , xi, Fi)) = min
j
(dir+den(pj, xi, Fi)) = dir+den(P, xi, Fi).
Thus den(R′, xi, F
′
i ) = den(R
′′/Qs, xi, Fi) = di(r − s) + den(P, xi, Fi).
Case 2: Suppose Fi depends on b. Then di = 0 and F
′
i depends on b
′. Also xi
does not occur in D or E. We shall prove that den(P, xi, Fi) = den(R, xi, F
′
i ) which
suffices since den(R, xi, F
′
i ) = den(R
′, xi, F
′
i ). By symmetry, it is enough to show that
den(R, xi, F
′
i ) ≥ den(P, xi, Fi). Let P = a0 + a1xi + · · ·+ akx
k
i . If F
s
i divides aj then we
have aj = F
s
i G and
aj(Qˆ/b
′) = Fi(Qˆ/b
′)sG(Qˆ/b′) = (Fi(Qˆ(0)/b
′) + xiH)
sG(Qˆ/b′)
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where Qˆ(0) is the evaluation of Qˆ at xi = 0, and H is a polynomial in xi. Since
F ′i is a divisor of Fi(Qˆ(0)/b
′) up to a monomial in the other variables, we see that
den(aj(Qˆ/b
′), xi, F
′
i ) ≥ s. It follows that den(R, xi, F
′
i ) ≥ den(P, xi, Fi). 
Using the Lemma 8.2, we calculate
Rˆ =
R′
b′r−s
∏
i x
den(R′,xi,F ′i )
i
=
P (Db′)r
b′r−s(Db′b)s
∏
i x
den(R′,xi,F ′i )
i
=
P
∏
i x
di(r−s)
i
bs
∏
i x
den(R′,xi,F ′i )
i
=
P
bs
∏
i x
den(P,xi,Fi)
i
= Pˆ
Given the seed t, we can mutate at a, then b, then at the new variable a′ at the position
of a, then at the new variable b′ at the position at b. We can also mutate first at b, then
a, then b′, then a′. In the following, we call this “mutating four times”.
Lemma 8.3. Mutating four times we recover the cluster variable a.
Proof. We have shown that Pˆ = Rˆ. Thus if we mutate {(a, R), (b′, Q), . . .} at a to get
{(a′, R), (b′, S), . . .} the variable a′ = Rˆ/a = Pˆ /a is the same as what we get if we mutate
{(a, P ), (b, Q), . . .} at a. But mutating one more time at the position of b (on either end)
will not change the first cluster variable. This is true for all seeds t′ with the the exchange
polynomial of b does not depend on a. The claim follows. 
8.2. Our next task is to show that mutating four times preserves b. We first mutate
{(a, P ), (b, Q), . . .} at a to get a seed {(a′, P ), (b, S), . . .}. But Q does not depend on
a, so we may pick S = Q. We now show that Qˆ = Sˆ, which would follow from
den(Q, xi, Fi) = den(Q, xi, F
′
i ) where now F
′
i is the exchange polynomial obtained by
mutation at a. Suppose first that Fi depends on a, implying that F
′
i also depends on a.
Then since Q does not depend on a, we have den(Q, xi, Fi) = 0 = den(Q, xi, F
′
i ). Other-
wise Fi does not depend on a, and so Fi = F
′
i , and we have den(Q, xi, Fi) = den(Q, xi, F
′
i ).
The same argument as in Lemma 8.3 gives
Lemma 8.4. Mutating four times we recover the cluster variable b.
8.3. We now show that the exchange polynomials P and Q are recovered after four
mutations. For Q that is clear since mutation at a or b does not change Q. Now consider
the sequence of 3 mutations at b,a,b′, giving {(a, R), (b′, Q), . . .}, then {(a′, R), (b′, Q), . . .},
then {(a′, T ), (b, Q), . . .}. We need to show that T = P . But we know that one more
mutation at a gives us {(a, T ), (b, Q), . . .}, using the fact that a is recovered after four
mutations. But we thus have a′ = Tˆ /a = Pˆ /a where Tˆ can be calculated in the seed
{(a′, T ), (b, Q), . . .}, while Pˆ is calculated in the seed {(a, P ), (b, Q), . . .}. Here we have
used that a′ is also recovered after four mutations. Thus Tˆ = Pˆ . Both are Laurent
polynomials in b and xi, so we must have T = P as polynomials in b and xi.
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8.4. Finally we need to show that (xi, Fi) is recovered after four mutations. This is
clear for xi. Note that it is enough to recover Fi up to a monomial factor in the
variables a, b, xj , so we can just work with Laurent polynomials throughout. Consider
the sequence of seeds t1 = {(a, P ), (b, Q), . . .}, t2 = µb(t1) = {(a, R), (b′, Q), . . .}, then
t3 = µa(t2) = {(a′, R), (b′, Q), . . .}, then t4 = µb′(t3) = {(a′, P ), (b, Q), . . .}, then t5 =
µa′(t4) = {(a, P ), (b, Q), . . .}. Fix i, and let the corresponding Fi in each seed be denoted
Z1(a, b), Z2(a, b
′), Z3(a
′, b′), Z4(a
′, b), Z5(a, b).
We need to show that Z1 = Z5. We shall first assume that Z1 depends on a and b. We
have (up to a monomial factor in a, b, xj)
Z2(a, b
′) = Z1(a, Qˆ(0)/b
′)/A
where A is some product of factors of Qˆ(0) not depending on a, b′, xi. Here Qˆ(0) is the
evaluation of Qˆ(xi) at xi = 0. Similarly,
Z3(a
′, b′) = Z2(Rˆ(0)/a
′, b′)/B(b′) =
Z1(Rˆ(0)/a
′, Qˆ(0)/b′)
AB(b′)
where since Z2 is defined up to a monomial factor, so is Z3 up to a monomial factor in
a′, b′, xj , and in addition B(b
′) is defined up to a power of Rˆ(0) since Z2 was defined up
to a power of a. Continuing,
Z4(a
′, b) =
Z1(Rˆ(0)/a
′, b)
AB(Qˆ(0)/b)C
where we have used that Qˆ is well-defined regardless of the seed it is calculated in, and
we have the usual ambiguities. In addition, the substitution b = Qˆ(0)/b′ is also made in
Rˆ(0). (Note that it is possible for Z3(a, b) to not depend on b, but the argument continues
in essentially the same way.) Finally,
Z5(a, b) =
Z1(
Rˆ(0)
Pˆ (0)/a
, b)
AB(Qˆ(0)/b)CD(b)
Now we already showed previously that Rˆ = Pˆ , so we have that Z5(a, b) and Z1(a, b) are
equal up to a monomial factor in a, b, xj , together with the many factors A,B,C,D none
of which depend on a, and which are only defined up to certain factors which also do not
depend on a. Since Z1(a, b) depends on both a and b, we must have Z5(a, b) = Z1(a, b).
In the case that Z1(a, b) does not depend on b but does depend on a the argument is
similar. When Z1(a, b) does not depend on a at all, the argument is straightforward.
This completes the proof of Theorem 2.4.
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