ABSTRACT Inspired by the importance of self-representation and structure-preserving ability of features, in this paper, we propose a novel unsupervised feature selection algorithm named structure-preserving nonnegative feature self-representation (SPNFSR). In this algorithm, each feature in high-dimensional data can be represented by the linear combination of other features. Then, to exploit the structure-preserving ability of features, we construct a low-rank representation graph, which takes the local and global structures into consideration to maintain the intrinsic structure of the data space. Finally, an l 2,1 -norm regularization and the non-negative constraint are imposed on the representation coefficient matrix with the goal of achieving feature selection in the batch mode. Moreover, we provide a simple yet efficient iterative update algorithm to solve SPNFSR, as well as the convergence analysis of the proposed algorithm. The performance of the proposed approach is illustrated by six publicly available databases. In comparison with the state-of-the-art approaches, the extensive experimental results show the advantages and effectiveness of our approach.
I. INTRODUCTION
Recently, in various real-world applications, such as bioinformatics, data mining, pattern recognition, computer vision and machine learning, available data have increased explosively in both number of samples and dimensionality [1] . However, the high dimensional data can not only increase the requirements for storage space and time, but also introduce some redundancy and irrelevant information, which degenerate the performance of learning tasks, leading to poor interpretability of model. Dimension reduction is necessary to be preferred which obtains a smaller set of features to represent the optimal salient characteristics, and it can be divided into two groups including feature selection and feature extraction. Feature selection aims to select the most representative feature set from the original features in according with numerous evaluation methods. The selected feature subset consists of the ''raw'' feature data, which can retain the physical of the original data, making the performance of the resulting classifiers be readily explained. Another manner of dimension reduction is feature extraction. The goal of feature extraction is to learn a linear or nonlinear transformation with the aim of mapping high dimensional data into a low dimensional space. However, it is hard to explain the relationship between the new features acquired by the feature extraction methods and the sample class [2] . In this paper, we focus on feature selection, which aims to select discriminative and highly related features and eliminate redundant and unrelated features.
In terms of the available label information, feature selection algorithms can be roughly divided into three categories [1] , i.e., supervised feature selection, semisupervised feature selection and unsupervised feature selection. Supervised feature selection algorithms such as Fisher score (FS) [3] , Minimum redundancy maximum relevance (MRMR) [4] , Spectral feature selection (SPEC) [5] , Local learning based feature selection (LLFS) [6] , Similarity preserving feature selection (SPFS) [7] and Large margin subspace learning (LMSL) [8] , Maximum weight and minimum redundancy (MWMR) [9] , Improved feature selection based on effective range (IFSER) [10] , are able to select discriminative features by making use of the class information in training data [3] - [10] . However, the supervised feature selection methods cannot work well when there is a lack of sufficient labeled samples [11] - [13] . Besides, labeling all training data often requires expensive human labor and costing large amount of time, many semisupervised feature selection approaches including Locality sensitive semi-supervised feature selection (LSFS) [11] , Discriminative semi-supervised feature selection via manifold regularization (FS-manifold) [12] , and Semi-supervised feature selection via spline regression (S2FS2R) [13] have been proposed to utilize both the limited labeled data and the abundant unlabeled data to improve the performance of feature selection. Compared to supervised and semisupervised feature selection, unsupervised feature selection is a more challenging task since the label information of the training data is unavailable [14] . Therefore, a commonly used criterion in unsupervised feature selection algorithms is to select a feature subset that can effectively maintain or reveal the underlying structure of high-dimensional data. Nowadays, some typical unsupervised feature selection algorithms have been proposed. Laplacian score (LS) [14] can not only choose features by the largest variance but also take the local structure of the data space into consideration. However, each feature is selected individually and the correlation among features is neglected, which may lead to suboptimal. Spectral clustering can be regarded as an efficient manner to exploit the underlying manifold structure. Due to its advantages, some feature selection approaches based on spectral have been proposed and shown their excellent performances [15] - [20] . Multi-cluster feature selection (MCFS) [15] takes the underlying manifold structure and l 1 -norm into a unified framework to obtain the sparse solution. Unsupervised feature selection based on Joint embedding learning and sparse regression (JELSR) [16] , [17] can improve the performance of feature selection by constructing a new graph with locally linear approximation. Unsupervised discriminative feature selection (UDFS) [18] is a batch mode algorithm, which needs to optimize the problems both the l 2,1 -norm regularized and orthogonal constraint. Robust unsupervised feature selection (RUFS) [19] adopts the advantages of robust non-negative matrix factorization, local learning, and robust feature learning for feature selection. Nonnegative discriminative feature selection (NDFS) [20] exploits the discriminative information in an unsupervised learning scenario, which considers feature discriminability and correlation simultaneously. However, there are two drawbacks in the above mentioned feature selection approaches based on spectral. On one hand, the orthogonal constraint on the feature matrix makes the manifold structure vary at random. On the other hand, the obtained results of the spectral clustering don't have the clear structure, which is not suitable for classification tasks [1] .
Motivated by the success of low-rank representation in subspace clustering, Zhu et al. [21] proposed a novel unsupervised feature selection algorithm called Regularized self-representation (RSR) model, in which each feature is represented as the linear combination of its relevant features. By introducing the l 2,1 -norm for regularization, RSR can effectively select the most representative features. Although the experimental results in [21] show that RSR outperforms some state-of-the-art algorithms, the structure preserving ability of features is neglected. Considering the preserving of the global and local geometric structure is very important for unsupervised feature selection [5] , [14] - [20] . Therefore, the structure preserving ability of features should be taken into account to improve the feature selection performance of RSR. Moreover, RSR does not consider the nonnegative property of the learned feature weights, which may reduce its physical significance during feature selection.
In light of the above mentioned limitations of RSR, the mentioned limitations of the RSR, in this study, we propose a novel unsupervised feature selection algorithm termed Structure Preserving Nonnegative Feature SelfRepresentation (SPNFSR), which simultaneously exploits the self-representation and structure preserving ability of features to guide the procedure of feature selection. Similar to the RSR, each feature is first represented by all other features in our SPNFSR. Then, a LRR graph is constructed to exploit intrinsic structure of the data space by taking the local and global structures into consideration. Finally, both l 2,1 -norm and nonnegative constraint are performed to the representation coefficient matrix with the goal of accomplishing feature selection. More importantly, we devise an efficient iterative algorithm to optimize our objective function and prove the convergence of our scheme. We apply the proposed algorithm to six benchmark databases, i.e., Extended YaleB [22] , CMU PIE [23] , AR [24] , JAFFE [25] , ORL [26] and COIL20 [27] , and extensive experimental results demonstrate the effectiveness of the proposed approach.
The rest of this paper is organized as follows. In Section II, the proposed SPNFSR algorithm is introduced. Section III gives the experimental results on six benchmark databases and the paper concludes in Section IV.
II. THE PROPOSED METHOD
Let X = [x 1 ; x 2 ; . . . ; x n ] ∈ n×m be a high-dimensional data matrix, in which x i ∈ 1×m denotes the i-th sample, m is the number of features and n is the number of samples. Let 
Since the loss function in Equation (3) is based on the Frobenius norm, which is very sensitive to noise and outliers. Here, we adopt l 2,1 -norm to overcome this limitation. Moreover, in order to strengthen the physical significance of matrix W in the representation, the nonnegative constraint is imposed. Therefore, the regression model in Equation (3) becomes
Furthermore, in order to select the features which can mostly maintain the geometrical structure of the original high-dimensional data, here, we construct a weighted graph on given data for fitting the intrinsic structures of data. A series of varying constructing graph approaches have been proposed in recent years. In this paper, we employ LRR [28] to construct a weighted graph. Compared to the traditional graph construction approaches, e.g., ε neighborhood and k-nearest neighbor, instead of predefining the same neighbor parameter for all samples, LRR graph adaptively selects neighborhood for individual datum and this process is sparsity. Besides, we construct the graph structure when unfavorable noises come in, which leads to greater robustness to data noise. As a result, LRR graph can not only relieve the high expense of neighbor parameter selection but also take the local and global structures into consideration, giving a more effective tool for robust subspace learning.
Let X = [x 1 ; x 2 ; . . . ; x n ] be the sample data set, where x i ∈ 1×m . We construct a weighted graph G = {V , E, S}, where V denotes the point set in X , E denotes the edge set between the sample pairs, and S ij is the similarity measure between the i-th sample x i and the j-th sample x j . The LRR graph is given by
where · * denotes the nuclear norm of a matrix, i.e., the sum of the singular values of the matrix. We can then obtain the affinity matrix of LRR as
where S = [S 1 , S 2 , . . . , S n ] ∈ n×n is the graph weight matrix. Considering the importance of structure preservation of the data for classification and clustering tasks [5] , [14] - [20] , namely, the local and global structures hidden in data can be maintained after feature selection. According to [29] , the structure of data can be preserved by minimizing the following problem
where W T x T i is an approximate representation of x i in low dimensional space.
By simple algebra formulation, Equation (7) can be reformulated as
where L = I − S − S T + SS T and M = X T LX . The l 2,1 -norm minimization can select important features by forcing the rows of W to be zeros or small values, which indicates the corresponding columns (i.e., features) of X are unimportant features [18] . Therefore, we impose l 2,1 -norm on matrix W and the final objective function of our proposed SPNFSR is given by
where α ≥ 0 and β ≥ 0 are two regularization parameters to control the tradeoff among the three terms. Once W has been learned, we can select the top p ranked features by sorting all m features according to ||w i || 2 (i = 1, 2, . . . , m) in descending order. Therefore, the features corresponding to the zero rows of W will be discarded when performing feature selection.
B. OPTIMIZATION
As can be seen in Equation (9), the objective function involves the l 2,1 -norm, which is non-smooth and cannot be solved by a closed form. Consequently, we propose an iterative algorithm to optimize our SPNFSR model.
For a matrix A ∈ n×m , we have ||A|| 2,1 = tr(A T GA), where G is a diagonal matrix with the i-th diagonal elements as g ii = 1/(2||a i || 2 ) [15] . Thus, it can be easily verified that Equation (9) is equivalent to the following function
where R and Q are diagonal matrices with each diagonal elements, i.e.,r ii and q ii are defined as follows, respectively:
Let
then, we define ψ = [ψ ij ] as the Lagrange multipliers for constraining W ≥ 0. The Lagrangian function of Equation (13) is
The partial derivation of Equation (14) with respect to W is
Using the KKT condition ψ ij Wij = 0 [19] , we have
where P = X T RX . Similar to [19] , we define
We substitute the decomposed positive and negative parts into Equation (17) , which leads to the update rule of variable W as
In practice, considering ||x i − x i W || 2 and ||w i || 2 may be zeros, we redefine r ii and q ii as follows:
where ε is a very small constant. Therefore, the Equation (10) can be solved by updating W , R and Q alternately. At the t-th iteration, W t is updated with R t−1 and Q t−1 , then, R t and Q t are updated with W t . This procedure is repeated until convergence. Our algorithm is illustrated in Algorithm 1.
C. ALGORITHM
The proposed SPNFSR algorithm for unsupervised feature selection can be summarized as below: In this subsection, we firstly prove that the value of the objective function in Equation (10) monotonically decreases under the proposed updating rule in Equation (18); and then, we prove the convergence of the proposed iterative approach depicted in Algorithm 1.
First of all, we introduce the concepts of auxiliary function as shown in Lemma 1 and Lemma 2 in advance for further analysis.
Definition 1: G(A, A ) is an auxiliary function of function H (A) provided that G(A, A ) ≥ H (A) and G(A, A)
Lemma 1: If G is an auxiliary function of H , then H is nonincreasing under the following updating rule:
where t means the t-th iteration. Inspired by the nonnegative matrix factorization (NMF) algorithm [19] , we design the following function: 
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ii , so we have:
The value of the objective function in Equation (10) will monotonically decrease in each iteration using the proposed updating rule in Equation (18) .
is an auxiliary function of φ(W ij ), we replace G(A, A t ) in Equation (23) by Equation (24) and set it as zero. Finally, we can obtain the iterative updating rule of W as below:
Next, the convergence of the proposed iterative procedure in Algorithm 1 will be proven.
For any non-zero vectors a ∈ m and b ∈ m , the following inequality holds:
The detailed proof in Equation (26) is similar as that in [18] .
Theorem 2: The objective function value in Equation (10) monotonically decreases in each iteration until it converges to the global optimality using the iterative approach depicted in Algorithm 1.
Proof: As can be seen from Algorithm 1, when fixing R and Q, R t and Q t denote the t-th iteration, W t+1 is updated by solving the following inequality:
That is, Then, we have the following inequality
Based on the property in Lemma1, for each i, we have
Then, the following inequality holds: Combining Equation (30) This inequality indicates that the objective function in Equation (10) will monotonically decrease in each iteration and it has lower bounds, causing the above iteration converge. Besides, we have conducted some experiments to show whether the objective function is non-increasing or not.
III. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we conduct two experiments including image recognition and clustering to evaluate the effectiveness of our proposed SPNFSR and compare our proposed approach with other state-of-the-art unsupervised feature selection algorithms (SPEC [4] , RSR [12] , LS [14] , MCFS [15] , UDFS [18] , RUFS [19] NDFS [20] and GRNSR [30] ) on VOLUME 5, 2017 six standard databases including Extended YaleB [22] , CMU PIE [23] , AR [24] , JAFFE [25] , ORL [26] and COIL20 [27] .
A. IMAGE CLASSIFICATION
In this subsection, we first test the performances of our proposed approach for image recognition. Three image databases including Extended YaleB [22] , CMU PIE [23] and AR [24] are utilized here. Extended YaleB face database [22] contains 2414 frontal cropped facial images of 38 individuals. There are 64 images per subject, which are taken from varying illumination conditions with only small change in head pose and facial expression. Examples images of this database are depicted in Figure 1(a) . CMU PIE face database [23] consists of 41,368 face images of 68 subjects, images of each person were captured with 13 different poses, under 43 different illumination conditions, and with four different expressions. In our experiments, a subset (C29) contains 24 images of each person is adopted. Example images of this database are shown in Figure 1(b) . AR face database [24] includes over 4000 facial images depicting 70 male and 56 female faces. For per subject, 26 frontal face images with several expressions, under varying illumination conditions, and with sun glasses and scarf occlusions. Some images of this database are illustrated in Figure 1(c) . In this experiment, l samples are randomly selected from each database for training and the rest samples are used for testing as shown in Table 1 . The process is repeated 10 times and the average recognition results obtained by different unsupervised feature approaches are shown in Table 2 .
From the experimental results of different feature selection methods on three databases listed in Table 2 , we have the following observations. (1) It can be seen that the performances of feature selection algorithms are generally better than using all features, which indicates that the feature selection procedure can significantly remove the noise and redundancy features to improve the recognition performance. TABLE 2. The average recognition rates (%) and standard deviations (%) of different algorithms on extended YALEB, CMU PIE, and AR databases, respectively, the average recognition rates (%) and standard deviations (%) of different algorithms on extended YALEB, CMU PIE, and AR databases, respectively.
(2) The joint feature selection algorithms, such as MCFS, UDFS, RUFS, NDFS, GRNSR and SPNFSR are always superior to the methods which select the features in one by one manner without considering the correlation among features, such as LS and SPEC. In contrast, MCFS, UDFS, RUFS, NDFS, GRNSR and SPNFSR select features in a batch model and the correlation among features is considered during feature selection. (3) Comparing to the existing feature selection methods, RSR and GRNSR, our method achieves better performance by taking the advantage of the self-representation ability of features, which benefits to select the most representative features. Furthermore, the proposed SPNFSR approach performs best among all the compared approaches due to that it takes both self-representation and structure preserving abilities of features into consideration and the l 2,1 -norm regularization is utilized for feature selection.
Next, we conduct experiments to evaluate the performance of compared algorithms with different feature numbers and the corresponding results are illustrated in Figure 2 . From these results, the above conclusions can be observed. Besides, we can also find that with the increasing of the number of selected features, the recognition rates of all algorithms are improved at the beginning. However, the trend is not maintained for all the feature numbers. After achieving their best results, the recognition rates of most algorithms begin to stay stable. For AR database, though the recognition rate obtained by our algorithm is worse than some other methods (such as UDFS, RUFS, NDFS, and GRNSR) when the number of selected features is relatively small. With the increasing of selected feature numbers, the performance of our SPNFSR performs better and is superior to all other unsupervised feature selection methods at higher dimension, which demonstrates the advantage of our algorithm.
There are two parameters in our proposed algorithm. We will test the impacts of the varying parameter values on the performance of SPNFSR. Figure 3 depicts the recognition rate of our proposed algorithm with respect to two different parameters α and β on three databases. As seen from Figure 3 , we can notice that the performance of SPNFSR is not very sensitive to α and β with wide ranges and our proposed algorithm performs well when the values of α and β are neither too small nor too large. When the values of α and β are very small, the classification results obtained by our proposed approach are relatively low. With increasing of α and β values, the performance of our proposed approach becomes significantly better. Nevertheless, after reaching its best classification result, the performance of our proposed approach will drop dramatically with the increasing of α and β values. The reason is that a relative small α and β values will dominate the first term of the object function in (9) , and the second and the third terms of the object function will be ignored accordingly, and loss the structure preserving ability of data and the physical significance of nonnegative feature weight. However, a relative big α and β values will make the object function in (9) dominated by the two and the third terms, and the ability of feature self-representation will be neglected. Finally, the convergence curves of the proposed SPNFSR on three databases are given in Figure 4 . From this figure, we can see that our proposed SPNFSR algorithm decreases at each iteration and converges very fast (usually within 500 iterations) on all the databases.
B. CLUSTERING
Following previous work [19] , two widely used evaluation metrics including Accuracy (ACC) and Normalize Mutual Information (NMI) are adopted here to compare the clustering performances of the selected features by different algorithms. Denote c i and l i as the clustering result and the corresponding ground truth of the sample x i , respectively. ACC is defined as:
where n is the number of samples, δ(x, y) = 1 if x = y, and δ(x, y) = 0 otherwise, map(·) is the best mapping function which matches the obtained clustering label and ground truth using the Kuhn-Munkres algorithm. A larger ACC indicates a better clustering performance. For any two arbitrary variables T and C, NMI is defined as where I (T , C) denotes as the mutual information between T and C, H (T ) and H (C) denote the entropies of T and C. For clustering, T and C are the clustering result and the ground truth of the input sample, respectively. Likewise, a larger NMI indicates a better clustering performance. Three image databases including JAFFE [25] , ORL [26] and COIL20 [27] are employed in this subsection for testing the performance of our proposed approach for clustering tasks. JAFFE face database [25] contains 213 images of 7 facial expressions (6 basic facial expressions + 1 neutral) posed by 10 Japanese female models. Each image has been rated on 6 emotion adjectives by 60 Japanese subjects. Some examples from JAFFE database are illustrated in Figure 5(a) . ORL face database [26] is comprised of 40 different objects, each of which was taken at different times, varying lighting, facial expressions as well as facial details. In order to reduce computation time without sacrificing the clustering performance, each image is manually cropped and normalized to size 32 × 32 pixels. Some examples from ORL database are shown in Figure 5 (b). COIL20 database [27] consists of 1440 images of 20 objects. Each object has 72 images with the size of 32 × 32 pixels. Some sample object images from COIL20 database are shown in Figure 5(c) . A more detailed description of the three databases is shown in Table 3 .
In our clustering experiments, we fix the size of neighborhood k as 5 on all the databases and tune the parameters α and β for all methods both in a range of {0.001, 0.005, 0.010, 0.050, 0.100, 0.500, 1.000}. Equally, we set the number of the selected features from 10 to 500 with the interval of 10. After completing the procedure of feature selection, k-means algorithm is adopted to cluster all samples based on the selected features. As we know, the performance of k-means clustering depends on initialization. Therefore, we repeat the process of clustering 50 times with different random initializations and report the average clustering results with standard deviations in our experiment. The best ACC and the NMI from the optimal fixed parameters are shown in Table 4 and Table 5 , respectively. And the mean results with standard deviation (STD) of ACC and NMI versus the number of selected features are reported in Figure 6 and Figure 7 , respectively.
From the cluster results depicted in Tables 4-5 and Figures 6-7 , we can see that high-dimensional data include excessive redundant and irrelevant features, especially for the databases with a smaller number of samples and a larger number of features, such as ORL and COIL20. Evidently, all the feature selection algorithms perform better than the baseline algorithm, which indicates that feature selection can not only reduce the number of features but also improve the performance of clustering. Besides, the performance of clustering is not always on the rise as the number of features increases. That is because when we choose more features, redundant and irrelevant features will be introduced, reducing the performance of clustering. Furthermore, with the increasing of selected feature numbers, the performance of our SPNFSR performs better and is superior to all other unsupervised feature selection methods at higher dimension in most cases, which demonstrates the advantage of our algorithm.
Next, we test whether the parameters in the proposed SPNFSR algorithm are sensitive to the clustering accuracy. Figures 8 and 9 depict the clustering results under varying parameters α and β. As can be seen from Figures 8 and 9 , the parameters are insensitive to the proposed SPNFSR since both the clustering ACC and NMI of the proposed approach are consistent over a wide range of values. Moreover, we can find that the proposed algorithm obtains its best clustering ACC and NMI performances when these parameters are set as a moderate value.
At last, the convergence curves of the proposed SPNFSR on JAFFE, ORL, and COIL20 databases are given in Figure 10. From Figure 10 , we can see that the value of the object function declines at each iteration and converges very fast (the number of iterations is less than 500) on all the databases.
IV. CONCLUSION
In this paper, we propose a new unsupervised feature selection algorithm named Structure Preserving Nonnegative Feature Self-Representation (SPNFSR), which takes into account of both the self-representation and the structure preserving ability of features in high-dimensional data. Meanwhile, a simple yet efficient iterative update algorithm is designed to solve SPNFSR and the corresponding convergence analysis is proposed to optimize the proposed objective function. Through extensive image recognition and clustering experiments on six benchmark databases, the proposed approach overtakes the compared approaches in terms of recognition rate, ACC and NMI metrics. 
