Abstract-Structured-audio techniques are a recent development in audio coding that develop new connections between the existing practices of audio synthesis and audio compression. A theoretical basis for this coding model is presented, grounded in information theory and Kolmogorov complexity theory. It is demonstrated that algorithmic structured audio can provide higher compression ratios than other techniques for many audio signals and proved rigorously that it can provide compression at least as good as every other technique (up to a constant term) for every audio signal. The MPEG-4 Structured Audio standard is the first practical application of algorithmic coding theory. It points the direction toward a new paradigm of generalized audio coding, in which structured-audio coding subsumes all other audio-coding techniques. Generalized audio coding offers new marketplace models that enable advances in compression technology to be rapidly leveraged toward the solution of problems in audio coding.
I. INTRODUCTION

R
ECENT work at the Massachusetts Institute of Technology (MIT) Media Laboratory and within the Moving Pictures Experts Group (MPEG) has led to the development of a new set of concepts and techniques referred to, jointly, as structured-audio coding. This term [1] refers to the transmission of sound through the use of sound-synthesis algorithms. In a structured-audio system, sound is coded for transmission not through perceptual or information-theoretic compression, but through representation of its structure. Structural descriptions of sound are transmitted to a receiver, which reconstructs the sound by executing a real-time synthesis process.
This concept has been operationalized in two systems: first, the demonstration system called "NetSound" [2] , which used the sound-synthesis language Csound [3] to describe sounds and more recently and robustly, the MPEG-4 Structured Audio standard [4] - [7] , which enables algorithmic description and joint synthetic/natural coding of audio.
The structured-audio technique has been demonstrated to provide extremely high compression ratios-factors as high as Publisher Item Identifier S 1063-6676(01)10502-X.
10 000 : 1 for high-quality sound 1 have been demonstrated for certain hand-constructed examples-but to this point there has been no principled discussion of the underlying assumptions and constraints, nor attempts to develop a more serious analytic theory of structured-audio coding. The theory of Kolmogorov complexity, also called algorithmic information theory, provides a well-developed foundation for such analysis. Structured-audio coding research today cannot point to a single, fixed, encoding method that can be demonstrated to always give the best results. In fact, Section III of the present paper proves that is impossible to devise an encoding method that always gives the optimal coding of a sound in an algorithmic structured-audio framework. This does not mean that nothing can be done, however. It is the goal of this paper to 1) show theoretical bounds and advantages to the structuredaudio method; 2) prove that the best known performance of any fixed audiocoding method serves as a worst-case estimate of performance with a structured coding format; 3) to argue the application-level flexibility that using generalized audio coding (which will be defined below) provides; 4) to stimulate work in new kinds of audio encoding research, with the hope of showing, in the future, practical advantages that cannot be achieved with fixed coding methods. It is not the goal of this paper to attempt to show an immediate, practical, coding gain from the use of a particular sound model or encoding technique.
In this paper, a brief overview of the MPEG-4 Structured Audio tool is provided for readers who may be unfamiliar with that standard and then a theory of compression in traditional coding systems and structured-audio systems is presented. In Section III concepts from Kolmogorov complexity theory are introduced and used to prove that structured-audio coding is a universal minimal audio coding technique. In Section IV the theory developed in Section III is connected to perceptual 1 The kinds of sounds for which this is possible in practice today depends on the definition of compression ratio. Some might argue that this concept describes the relationship between a compressed bitstream and a decoded sound, while some might argue that it involves an original sound and a compressed bitstream. Only the simplest of sounds, such as simple tones and noises, may be today coded so efficiently if the latter relationship is required. However, if the former relationship is considered-that is, the origin of the bitstream is discounted and is only compared in size to that of the decoded sound-then many kinds of hand-authored musical compositions that decode into full-bandwidth high-quality sound can be transmitted with such high compression. Many example bitstreams for the MPEG-4 Structured Audio decoder are available from the MPEG-4 Structured Audio homepage on the WWW at http://sound.media.mit.edu/mpeg4. coding of sounds and the structured-audio encoding problem is discussed. Finally, Section V concludes the paper with thoughts on practical issues of structured-audio decoder implementations and some ideas for the future of this research paradigm.
II. STRUCTURED AUDIO AND STRUCTURED COMPRESSION
This section discusses the structured-audio methodology; in particular, the MPEG-4 Structured Audio bitstream format is described and the decoding process is explained. The section is primarily intended to serve as context for the technical material that follows; readers interested in deeper discussion of the MPEG-4 Structured Audio coding method are referred to other papers on the topic [4] - [7] and to the ISO standard [8] , which defines the transmission protocol. Following this discussion, an analysis of different methods of compression is conducted and the concept of generalized audio coding is introduced.
The term structured audio was introduced by Vercoe et al. [1] as a way of interrelating research on sound synthesis, audio coding and sound recognition. The central point of this theory is that every parametric sound representation can be viewed as a tool for sound understanding, transmission and rendering. This includes not only representations that are typically considered parametric, such as sinusoidal models [9] , but also more complicated ones, such as the particular set of weight values transported as the perceptual coding of a natural audio soundtrack.
By always thinking of sound applications in terms of the parametric spaces they use, it becomes possible to interrelate and compare techniques from disciplines that are normally disparate. For example, an audio coding format such as MPEG-2 AAC [10] can be considered as the combination of 1) a sound-understanding algorithm that sets parameters in representation space by analyzing an acoustic waveform; 2) transmission of these parameters; 3) a sound-synthesis algorithm that maps from the transmitted parameters to a new sound. In audio coding, the understanding step is normally termed an encoding step and the synthesis step a decoding step, but this is only a different in terminology.
Structured-audio coding differs from traditional audio coding in that the sound model is not fixed in the protocol (Fig. 1) but dynamically described as part of the transmission stream, where it may vary from signal to signal (Fig. 2) . That is, where a traditional audio coding format [11] makes use of a structurally fixed model such as a vocal-tract approximation (for linear-prediction techniques such as CELP coding) or a transform filterbank model (for wideband techniques such as MPEG-2 AAC or Dolby AC-3), a structured-audio coding format transmits sound in two parts: a description of a model and a set of parameters making use of that model.
A standardized format for describing algorithmic sound models forms the basis of the MPEG-4 Structured Audio 2 transmission method. While the original effort to standardize SA had the transmission of synthetic music as its goal, it will be demonstrated that the paradigm identified by this method has broader application. Thus, although the nomenclature of the various parts of the SA system ("orchestra," "instrument," "note") is drawn from the sound-synthesis literature, the SA tools are equally suited to the implementation of other techniques that are similar to traditional coding and compression schemes. For clarity in presentation, the use of the SA coding format to transmit synthetic sound will first be discussed; then the broader application of the model will be shown and used to describe why this framework may provide excellent compression of natural sound as well. Issues regarding structured-audio encoding are discussed in Section IV-C.
A. Definition of Terms
This section will define terms as they are used in the rest of the paper, so as to be as clear as possible. A coding format consists of two parts: a bitstream description that specifies the syntax and semantics of data sequences and a decoding process, which is an algorithm that describes how to turn the bitstream into a sound. A bitstream is a sequence of data that follows the syntax described by a particular coding format. A bitstream represents a compressed sound in some coding format when the sequence of data contained therein is strictly shorter than the length of the sound into which it maps according to the decoding process (the first choice in footnote 1).
An encoder is a computer program that takes a sound recording as input and creates, through some manner of processing, a bitstream that adheres to the syntax in a particular coding format. A decoder is a computer program that takes a bitstream as input and generates sound as specified by the decoding process. Lossless coding is the use of an encoder and coding format such that when a sound is converted to a bitstream with the encoder and then decoded (according to the decoding process of the coding format) the resulting sound is bit-for-bit the same as the original. Lossy perceptual coding is the use of an encoder and coding format in such a way that when a sound is encoded and then decoded, the resulting sound is not bit-for-bit the same as the original, but sounds similar according to some perceptual criteria (explicit or implicit).
B. MPEG-4 Structured Audio
This section describes the bitstream format and decoding process for the SA tool in MPEG-4. Using SA, high-quality synthetic music and sound may be transmitted at extremely low bitrates, ranging from 0 kbps (no continuous cost) to 2-3 kbps for extremely expressive performances.
1) Bitstream Format:
At the beginning of an MPEG-4 session using the SA coding format, the server transmits to the receiver a decoder configuration header, which contains a number of data elements. The most important of these is the orchestra chunk, which contains a tokenized representation of a program written in a special language called structured audio orchestra language (SAOL) [7] . SAOL is a new language defined in the MPEG-4 standard; it is used to describe digital-signal-processing algorithms. It is particularly optimized for the description of digital-synthesis and digital-effects algorithms, but any algorithm that can be represented as a signal-flow diagram can be coded in SAOL.
The orchestra chunk consists of the description of a number of instruments. Each instrument is a parametric signal-processing algorithm that maps from a set of controls (parameters) to a sound. The algorithm is transmitted by sending (in the bitstream) the code that implements it, using the repertoire of delay lines, digital filters, fractional-delay interpolators and other elements that are the basic building blocks of SAOL.
The remainder of the bitstream header contains data that is useful to the SAOL code in some way. For example, if a sampling-synthesis model is transmitted, the bitstream header may contain sound samples for use in the synthesis process.
The bitstream data itself, which follows the header, consists of MPEG-4 Access Units that mainly contain parametric events. Each event refers to an instrument described in the orchestra chunk in the header and provides the parameters required for that instrument. Other sorts of data may also be conveyed in the bitstream, for example, for continuous control of instruments during their execution, for continuous processing (for example, frames of vocal-tract-shape data for a singing synthesizer), or for tempo changes during the synthesis process.
It is important to observe that the semantics of controls and events are not fixed by the standard, but are defined syntactically, in relation to the model transmitted in SAOL. In contrast to simpler event-based descriptions of synthetic sound such as the Musical Instrument Digital Interface (MIDI) protocol [12] , the content creator or encoding system has flexible control over the meaning of each parameter in the MPEG-4 Structured Audio bitstream. In addition, the SA standard allows exact description of sounds. Whereas in the MIDI protocol, the exact sound is not specified, in MPEG-4, the content author exactly defines the sound and the algorithms that generate it. Thus, authors can be guaranteed, by using only the normative algorithms in the SA standard, that the sound quality will be the same on every compliant rendering device.
2) Decoding Process: To decode a bitstream transmitted in the SA format, the decoder executes a real-time synthesis process. A schematic of the decoding process is shown in Fig. 3 . First, when the bitstream header is transmitted, the instrument definitions in the orchestra chunk are compiled to low-level instructions and/or otherwise preprocessed in preparation for real-time synthesis. This preprocessing stage may be viewed as reconfiguration of the elements of a digital synthesizer according to the SAOL code transmitted. As with other ISO audio standards, the particular method of implementation is not specified (only the input-output function is normative, or exactly required in the standard), but the standard has been written with efficient compilation of SAOL code to external DSP processors in mind.
The streaming data consists of Access Units that contain events, which are used to control the synthesis scheduler. When the proper time arrives, events are dispatched by the scheduler to create notes, or instances of an instrument in the orchestra. Many instances of an instrument may be executing simultaneously and the decoder/scheduler specification in the SA standard contains careful instructions that specify how the resulting pool of instrument instances must be synchronized during execution. Each instrument instance creates sound output (typically, one note in a synthetic-music composition); the sounds from all instruments are summed to create the overall orchestra output.
SAOL as a language can represent algorithms that are too complex for any particular system. In order to restrict the computational complexity of the decoding terminal, the MPEG-4 standard contains a simulation tool that allows content authors to determine the amount of computation required to decode their bitstreams. Levels of the SA standard are set with regard to complexity as measured with this simulation tool-a Level 1 decoder, in order to conform to the standard, is required to perform a certain amount of computation in real-time, a Level 2 decoder somewhat more and so forth. The responsibility for ensuring that decoding complexity stays within the bounds of the Level appropriate for the application is left to the content developer. It is never possible for an SA decoder to decode all The relationship between the bitstream data, scheduler and synthesis processing is shown. When the session begins, the instrument definitions included in the bitstream header are used to configure a reconfigurable synthesis engine according to the synthesis being performed in that session. The access units in the MPEG-4 bitstream contain events that are dispatched at the appropriate time to create note instances. In each frame, the current pool of note instances is executed; each note produces some sound output and all of this output is summed to create the decoder output. This figure [4] is used with permission.
syntactically legal bitstreams, since there are bitstreams that require arbitrarily much computation to decode (this is generally true throughout the MPEG-4 standard, not just in SA, although some of the individual tools are more bounded). In practice, many useful structured audio bitstreams are actually simpler to decode than bitstreams represented in today's complex wideband audio coders.
C. Structured Compression
The coding technique described in the preceding section can provide excellent compression for signals when succinct sound models and ones that can be controlled with few parameters, are available. In this section, a new theoretical perspective on audio coding is presented and the origins of the extreme compression ratios that structured-audio techniques make possible are discussed. The descriptions of various types of coding are intentionally couched in language that is not the usual, in order to highlight a different perspective on the operation of these techniques.
1) Compression, Redundancy, and Irrelevancy: Compression is achieved by eliminating redundancy and irrelevancy from audio signals. The more kinds of redundant and irrelevant information that can be discovered and removed from a signal, the more compression may be achieved. Traditional theories of information [13] define the term redundant with a very specific technical meaning based on one model of information, but the use here will be less restrictive. Consider a comparison between sounds represented using uncompressed digital sampling and sounds represented using various traditional compression techniques.
First, entropic coding, or lossless compression, exploits information-theoretic redundancy in the signal. This redundancy (which is the redundancy defined by Shannon) originates in the fact that not all sequences of bits are equally likely in the sampled data; some sequences occur more often than others. A lossless (also called noiseless) compression scheme, such as Huffman coding [14] , uses fewer bits to represent the sequences that occur most often and more bits to represent the sequences that occur less often. In this way, the average sequence length may be compressed by a factor that depends on the classical information content of the set of all possible digital sequences and their probability of occurring in a particular application [13] .
Lossless compression of audio has been a recent focus of interest, although the field is perhaps not as large as the perceptual-audio-coding field. A review of recent work was presented by Craven and Gerzon [15] and a particular technique has been recently standardized for use in the DVD-audio format [16] .
Modern audio coders achieve better performance than lossless compressors by allowing errors; that is, by using lossy coding and exploiting two other important aspects. First, perceptual coders such as MPEG-2 AAC [10] have a model of perceptual irrelevancy. Irrelevancy is the notion that there are aspects of sounds that cannot be perceived by the human listener and therefore do not need to be transmitted. It is also possible to think of irrelevancy as a kind of perceptual equivalence; that is, if sound and sound are perceptually indistinguishable, then it does not matter which one is transmitted.
Second, model-based coders, for example for linear-predictive compression of speech [17] , exploit what will be termed process redundancy in audio signals. They make use of a (structurally fixed) process that approximates the physical creation of sound in the human vocal tract-an excitation signal is filtered through an all-pole filter that shapes the spectrum of the excitation, roughly analogous to the manner in which the physical vocal tract of a talker shapes the glottal-pulse excitation sound. In an uncompressed data sequence containing speech sounds, this model is inherent in each bit of the sound. That is, although there is not an explicit representation of the all-pole-filter model in the digital data, the presence of this model in the sound consumes bits in the data stream. The description of the process is redundantly spread all over the sequence-each bit in the sampled data contains some information about the excitation signal and some information about the current shape of the vocal filter, even though these parameters change more slowly than the sample values and do not need to be "repeated" so often. It is this repetition that is termed process redundancy for the purposes of the present paper.
Many different source models can be used to view process redundancy. For example, if the speech signal is observed through the lens of sinusoidal coding rather than through that of LPC, there is process redundancy in the fact that the number of sinusoids, their frequencies and so forth change slowly. Philosophically, one particular source model is privileged because it is the source model that actually underlies the physical process that creates the sound. That is, LPC is an attractive model for speech precisely because of its connection to the physical properties of the vocal tract. But this philosophical attractiveness may or may not translate into practical advantage in using a particular coding method.
In this view of speech coding, the encoder achieves compression by removing the process redundancy from the signal. The sound is transformed, via linear-predictive coding, into a representation in which it is easier to identify the various parameters of the model. Then, the model is assumed by the coding scheme and so only the parameters are transmitted. The particular standard for speech transmission specifies the model that is assumed for a particular transmission. At the receiving side of the transmission, a synthesis algorithm using the same model reconstructs the sound from the transmitted parameters. This transmission process is generally not lossless. Good-quality speech transmission [18] can often be achieved by simply using enough accuracy in representing the filter coefficients and excitation function, without going to a strictly lossless scheme.
2) Lossy Versus Lossless Coding: Discussion of lossless audio coding-which is traditionally based only on information-theoretic compression of sounds-is usually kept somewhat distinct from discussion of lossy perceptual coding. In this section, an alternative view of lossy coding that highlights the connections between these models more clearly is presented.
It is surprising on the face, but clear, that the kinds of coding formats normally termed lossy are actually lossless coding formats for a small set of sounds: those sounds that are the possible outputs of the decoder. These sounds happen to have noise in them, masked just below the hearing threshold, happen to be losslessly quantizable with a certain filterbank structure and have a variety of other special properties. If it happens in a particular application that one of these special sounds must be transmitted, the coding format associated with the perceptual coder can be used to do so losslessly. In the case of the MPEG-2 AAC coding format at its typical bitrate, such sounds can be losslessly transmitted, compressed by about a factor of 12. The proportion of these "special" sounds compared to the world of all sounds is very small, since compared to the number of all possible bitstreams of length , the number of bitstreams of length is very small (for sounds 1000 bits long, only 1 in can be losslessly compressed by a factor of 12). It is not the case that a normal AAC encoder is capable of creating these losslessly-compressed bitstreams; however, this is a limitation on the capabilities of normal encoders, not on the AAC format itself. Consider a sound , which by use of a typical encoder is encoded into bitstream , a legal AAC bitstream, that decodes into some sound according to the AAC decoding process. The mapping is normative in the AAC standard, but is not; the mapping is a lossy one since and are not exactly the same.
Now imagine an unusual sort of encoder: rather than implement the traditional bit-allocation and masking models, this encoder simply marches through all the millions of legal AAC bitstreams, decodes each one and compares the output to the target sound. There is nothing in the AAC format that prohibits making this sort of encoder rather than the usual sort. Finally (after a very long amount of time of searching), this encoder chooses the bitstream for which the desired sound is closest to the target sound according to some criterion, perhaps simply RMS difference between the sounds.
When this sort of encoder is asked to provide a bitstream for sound (the output sound from the previous encode-decode loop), it searches through all the bitstreams and finally finds , for which the decoded sound is bit-for-bit identical to . That is, is an AAC bitstream that is a lossless 12:1 compression of . There are two important points here. First, it is not possible to do this for every sound-there are some special properties of the sound that make it losslessly code-able with AAC. But every sound that can be produced by the AAC decoding process from an AAC bitstream has this property, by definition. Second, a "normal" encoder may not find as the bitstream that best encodes . But this is a limitation on the normal style of encoding, not the capabilities of the AAC format. The bitstream is a lossless coding of sound that is legal in AAC and so any other bitstream is not as good. Clearly, the special kind of encoder in this thought-experiment is better in some important way than a traditional encoder (although of course it has the disadvantage of being very slow).
This argument is not to meant to encourage the use of this strange encoder as a practical matter, only to highlight one important and underappreciated aspect of perceptual coders: For the sound and other sounds with the same special properties as , they can be losslessly transmitted in the AAC coding format. Further, any coding format identifies a particular set of such losslessly code-able sounds as determined by the bitstream syntax and decoding process. This set has nothing to do with the particular encoder used; it is governed by the coding format itself. It is exactly the set of sounds that contains all of the possible outputs of the decoder.
This view of perceptual coding can be extended to all the other sounds that do not possess these special properties. Consider the space of all sounds as a vector space in which perceptually similar sounds are near each other. The goal of designing a perceptual coding format may be considered for illustrative purposes as that of selecting a particular (small) subset of losslessly code-able sounds from around the space (of course, this is not the usual way to think of the design of coding formats, but thinking this way grants a new perspective). This selection should be distributed around the space such that for every sound, there is guaranteed to be a losslessly code-able sound nearby, that is, perceptually similar.
The design of the sound model in the coding format describes the distribution of losslessly code-able sounds and makes the guarantee that each sound that might need to be coded has a lossless code-able, yet perceptually similar, counterpart. It is the role of the encoder to "match up" the desired sound to its best losslessly code-able counterpart. In fact, taking this view, it is rather remarkable that in practice, it seems to always be possible to locate the special sounds that have good perceptual correspondence to desired sounds, since there are so many more desired sounds than lossless code-able sounds. The fact that lossy perceptual coding works quite well is a demonstration that such matching is possible in practice.
In this viewpoint, it is not the format that is lossy, but the encoding process. There is no such thing as a "lossy decoder"-every decoder simply produces the sound that the sound model (that is, the bitstream semantics), the parameter stream and the decoding process describe. The lossy aspect of perceptual coding comes from substituting (at the encoder) the actual desired sound for a sound that is perceptually similar, but easier to compress. This notion of substituting sounds will be key to the discussion in Section IV.
It is not appropriate to term the SA coding technique either a lossless coding format or a lossy coding format. As will be discussed in the main part of the paper, it is a generalized coding format and so can be used for lossless, near-lossless, or lossy coding as the application demands. The majority of Section III of the present paper is easiest to understand with lossless coding in mind, but Section IV draws together concepts from lossless and lossy coding more fully. The question of whether lossless coding is "necessary" must be addressed strictly at the application level; it cannot be approached mathematically.
3) Compression and Structured Audio: Structured-audio techniques provide their greatest compression when simple models with few parameters underlie the sound-production process. For example, if a particular excerpt to be coded contains only the sounds of plucked strings, it is coded with SA by transmitting, first, a plucked-string model that maps from parameters to sound; and after that, the list of ordered pairs of parameters that are used to control the synthesis. The sound compression may be lossless, if the original sound was synthesized with the same technique, or perceptually lossless, if some encoding method for matching up synthetic sounds with natural sounds can be discovered, or perceptually lossy, if not.
SA and other structured-audio formats allow the compressed transmission of sound by, first, exploiting another type of redundancy in signals that can be termed structural redundancy and second, by taking a broader and more flexible view of process redundancy.
Structural redundancy naturally results from the way audio soundtracks are created. The same sounds, or sounds that are very similar, occur over and over again. For example, a performance of a work for solo piano consists of many piano notes. Each time the performer strikes the "middle C" key on the piano, a very similar sound is created by the piano's mechanism. To a first approximation, the sound can be viewed as exactly the same upon each strike; to a closer one, as the same except for an amplitude-shaping function controlled by the velocity with which the key is struck; for a still-closer one, the effects of pedals and coupled-oscillation with neighboring strings and nonlinearities in the frame could be accounted for. In a uncompressed digital representation of the piano performance, however, each note is treated as a completely independent entity; each time a "middle C" is struck, the sound of that note is independently represented in the data sequence. These independent, repeated representations of sound properties are the essence of what is termed structural redundancy herein.
This redundancy still exists in a perceptual coding of the sound. The representation has been compressed, since the parts of the sound that are masked by other parts are no longer transmitted. However, the structural redundancy present in re-representing the different "middle C"s as different events has not been removed; the psychoacoustic coding format transmits separate and independent data for each such note.
With structured coding, the structural redundancy in the sound can be exploited and removed. For the first approximation, assume that each occurrence of a particular note is the same, except for a difference that is described by an algorithm with a few parameters. In the model-transmission stage the basic sound (either a sound sample or another algorithm) is transmitted, along with the algorithm that describes the differences between notes. Then, for sound transmission, only the note desired, the time of occurrence and the parameters controlling the differentiating algorithm need to be coded. This is a very compact representation and insofar as an algorithm can be identified that describes the differences between multiple occurrences of the same note, an accurate one.
This process can go further, of course, by allowing looser bounds on what the same note is and by allowing more reconstruction error in the synthesis process. For example, it is observed that the sound of the C# above middle C is very similar to the sound created by modulating the sound of the C up by a factor of ; this fact can be used to create a model of the difference between C and C#. The same "basic" algorithm can be used to generate notes at both of these pitches.
Structured-audio techniques also allow for a broader view of process redundancy and its exploitation in coding. Consider the transmission of a sound consisting of speech in a reverberant environment. A narrowband CELP coder has a difficult time achieving high quality with such a sound, because the CELP method is highly optimized for the transmission of clean speech without background noise or reverberation. Put another way, the CELP coding format assumes a two-stage process model: first, generation of an excitation signal; second, filtering of this excitation signal with an all-pole filter. But the desired sound was created with a three-stage process model: excitation, filtering and reverberation. The process model assumed in the CELP technique is not appropriate to the different process model that generated the signal.
This signal can easily be transmitted accurately in a structured-audio format, though, with no more continuous bandwidth than the CELP coding format requires. The bitstream header contains the CELP-synthesis algorithm and an algorithm for synthetic reverberation. Then the streaming data contains parameters for the CELP model. In decoding, the SA processor executes the three-stage process model described above, first synthesizing the excitation function, then filtering it with the vocal-tract model, then reverberating it with the reverberation algorithm. The structured-audio technique can exploit the threestage redundancy, or indeed process redundancy at any level, because it does not make use of a fixed processing model.
Accurate transmission of sound at the level the application demands (that is, lossless, lossy but perceptually lossless, or perceptually lossy) naturally depends on the discovery or invention of the particular reverberation function and the parameters to drive it needed in this situation; similarly, the piano-coding example depends on the discovery or creation of sound models that give the desired results. Issues regarding structured-audio encoding in this manner are discussed in Section IV-C.
D. Structured Compression and Rate-Distortion Theory
Using structured transmission, it is possible to losslessly transmit structured data at lower cost than is suggested by the Shannon rate-distortion theory [13] . This is because the Shannon theory is strictly drawn in the context of probabilistic data transmitted by sending dictionary tokens one at a time. If an application requires the encoding and decoding of truly random signals by sending a sequence of independent tokens, it is not possible to exceed the Shannon entropy limits on the rate of communication. However, there are very few circumstances in which random signals must be transmitted and in many applications it is useful to send some extra data at the beginning of the session (and to require a decoder more powerful than a finite-state machine) in order to transmit less data during the session, thereby achieving overall savings.
Every signal useful to human technology or perception is structured in some way; entropy coding cannot exploit more of this structure than its expression in the correlations in the signal, but algorithmic coding can exploit any aspect of structure in the data. Algorithmic information theory gives a formal definition for what it means for a signal to be "structured;" this is presented in Section III.
It is important to understand the significance of this conceptual difference. Shannon specifically disclaims any interest in the contents or "meaning" of a message in his theory when he writes, "Frequently messages have meaning […however…] the semantic aspects of communication are irrelevant to the engineering problem." [13, p. 31] This is not an engineering assumption, but a philosophical one-Li and Vitányi [19] ask in response, "[C]an we answer a question like 'what is the information in this book' by viewing it as an element of a set of possible books with a probability distribution on it?" Information and structure, in signals is a deeper concept than simple correlation and thus more sophisticated tools are required to analyze it. There is more to sound than the "mutual information" shared among its samples; namely, the underlying structure of the processes that create it and perceive it.
For a reader who rejects the preceding argument, the value in structured coding may be argued from a different perspective. Assume that the transmission of one audio signal out of all possible audio signals of length bits is desired. A prefix code can be chosen that allows about of the bitstreams, where , to be represented in bits. Note that this is a very small proportion; for sounds 100 bits long, only one sound in may be coded in 50 bits or less-that is, compressed to half its length. A structured coding method represents a particular organization that puts the useful sounds (the structured ones) early in the list and the rest of the sounds (the noises) later; it turns out (see Section III) that only this same proportion of sounds actually contains structure. Thus, radically unequal compression is provided, but in the way that is singularly useful to the ultimate human receiver.
It is very clear that some sounds are easier to compress than others. In fact, there are strict theoretical arguments, presented in the next section, to show that the compressibility of a particular sound does not vary a great deal with the coding format chosen, but is instead a fundamental mathematical characteristic of that sound. The high compression ratios achievable with some sounds using coding-by-synthesis should not be taken as evidence that all sounds can be so compressed. On the other hand, there is really no evidence that today's perceptual coding technology is approaching the compressibility limit of any sounds at all. Johnston [20] has presented estimates on the perceptual entropy (to use his term) of speech signals, given the constraints that sounds are transmitted frame-by-frame, using short-time segments in a transform coder. However, the relationship between his result (a maximum of 2.1 bits/sample) and the result that might obtain with other sounds and, especially, with a broader coding model is unknown. The actual degree to which "real sounds" may be compressed, whether using lossless or lossy techniques, must be taken as an open question today. Note that the counting argument prohibits, even in theory, a single method from losslessly coding all sounds. Therefore, for any lossless compression technique, the worst-case compression ratio is 1, that is, no compression.
E. Generalized Audio Coding With Structured Audio
Structured-audio techniques are not only applicable to the transmission of synthetic music; they present a framework that subsumes all other coding techniques. The sound-processing primitives of SAOL are applicable to the construction of general-purpose decoders that operate on psychoacoustic-or model-based-coding bases.
Assume that a new, highly optimized, method for transmission of some class of sounds is discovered; for example, a particular filterbank structure optimized for the representa-tion of 19th century string quartets (or, perhaps, the famous MPEG "pitchpipe" example). In today's audio-coding environment, this method must first be standardized and then widely implemented as a specific tool in order to allow the associated compression advantage to be achieved. For a very narrow-focused model such as the one given, it is unlikely that it is broadly cost-effective to do so. If a sound model does not have very broad application, it will not be practically possible to use it and gain the associated advantage; rather, a broader but less-optimized model must be used and thus inefficiency remains in the marketplace of coding techniques.
When SA decoding is available, however, any new model for sound may be immediately transmitted and exploited. Because the tool is completely general-it can describe any sound algorithm whatsoever, as is proved in the next section-a single decoding scheme suffices to enable the use of any model and encoding method.
It may seem as though the size of algorithmic descriptions as used in SA makes this primarily a theoretical, rather than practical argument. However, a ready back-of-the-envelope calculation shows that this is not the case. Assume that, using the best existing technique, a particular signal requires 48 kbps to code at a particular quality, but using a newly discovered model, only 32 kbps. The savings is thus 16 kbps, or 2 Kbytes/s. For a 3-min audio program, the SA method is an overall savings if the decoding algorithm can be described in less than 360 Kbytes of compressed code; for a one-hour program, if the decoding algorithm can be described in less than 7.2 Mbytes of code. Since the entire reference source code for the MPEG-2 AAC decoder is only 450 Kbytes of code (uncompressed) [21] , such a savings is a realistic goal. (To take another example, the SAOL MPEG Layer I decoder in Appendix A takes only 5 KB of data, most of which is the synthesis window). The true practical question is that of the run-time efficiency of "simulating" a decoder using SA in this way and the practical convenience of coding it in SAOL; these questions conclude the paper in Section V.
The above argument holds even if there is only one signal that codes so efficiently using this special model. As long as the model may be discovered by analytic, automated, or creative means, the bandwidth savings is realizable with SA and a new decoder implementation is not necessary. This also means that an active marketplace in advanced sound encoding is practicable without an analogous marketplace in the construction of associated decoders, since a SA decoder is a general decoder for any encoding scheme.
Following this direction shows the way out of a problem in today's standards progress for audio coding. It is natural, now that there are high-quality, proven techniques for mid-bitrate-range coding of generic audio signals (such as MPEG-2 AAC and the MPEG-4 general audio coding formats), that other methods for expanding the toolset of high-quality audio coding algorithms are sought. It is often the case that new techniques perform better on some signals, but worse on others, than the techniques that are already standardized. It would be more efficient to take advantage of such methods for the signals on which they perform optimally; however, current policy in ISO-MPEG (to take one standards group) is only to consider methods that never perform worse at a particular bitrate than the methods already standardized.
This policy was well-conceived, because it acts as a barrier of entry, prohibiting a standard from exploding with myriad tools each optimized for a narrow range of signals. However, it is still inefficient in a purely technical sense to not be able to take advantage of such techniques when they are known. It is really only desirable to use coding techniques in their best-case performance, not their worst-case performance! The solution to this dilemma is found in the concept of generalized audio coding, in which only a single decoder is standardized, but this decoder is flexible enough to act as a decoder for any encoder. The MPEG-4 Structured Audio tool can serve as such a decoder. (This is similar to the concept of flexibility that was explored but abandoned for the visual parts of MPEG-4).
Although the results presented in the present article are of primarily theoretical significance, there are two main areas that have immediate appeal. First, many organizations (universities and corporations) possess a great deal of knowledge about the practice of perceptual audio coding and yet not all of this knowledge is embodied in today's coding standards. Generalized audio coding suggests a way in which this knowledge may be leveraged: by creating variations on a core algorithm that work well only on certain kinds of sounds. These hybrid algorithms may be directly used for coding without having to first pursue standardization. Second, there is a great deal of promise for the expansion of the source-coding paradigm to include a wider variety of sound models, each narrowly tuned to a specific kind of sound. In this light, generalized audio coding may be seen as the natural extension of the multi-model approach taken by MPEG-4. These areas are discussed further in Section IV-C.
III. KOLMOGOROV COMPLEXITY THEORY AND STRUCTURED AUDIO
The theory of algorithmic information, also called Kolmogorov complexity theory, was developed in the 1960s in response to a paradox in classical probability theory. If a purportedly random method for generating digits generates on successive trials the sequence 3 1 4 1 5 9 2 6 5 3 5 8 9 7 9 … (that is, the successive digits in the decimal expansion of ), there is a strong sense that the sequence is "nonrandom," even though it passes known randomness tests for internal distributions and correlations and even though it is a priori just as likely as any other sequence of the same length. There is no mutual information among the elements of this sequence and correlations of any order are zero, but the sequence still seems structured, special, or nonrandom in some important way. How can a coherent definition of "random" be formulated so that this sequence fails to meet the criteria?
The solution to this paradox is that this sequence has a very succinct description, namely "the successive digits in the decimal expansion of ," where a truly random sequence should not have such a short description. This intuition was formalized using principles from the theory of computing independently by Kolmogorov [22] , Solomonoff [23] , [24] , and Chaitin [25] . Li and Vitányi have recently published an excellent text [19] that gives a more expanded history of this theory.
The basis of Kolmogorov complexity theory (also called algorithmic information theory) is that any number, or sequence of numbers, has a intrinsic algorithmic complexity, which is the length of the shortest computer program required to produce that number or sequence as output. Thus, the sequence above has a small algorithmic (or Kolmogorov) complexity since a very short program may be written to calculate and output the digits of . The particular programming language used to express this program is not crucial, because it can be proved [19, Th. 2.1.1] that the lengths of programs in one language differ only by a fixed constant from the lengths of programs computing the same function in another language, assuming that the two languages are sufficiently powerful.
The function , which gives the Kolmogorov complexity for any sequence , exists but is not effectively computable. That is, in a formal sense it is not possible to write a program that calculates the Kolmogorov complexity for any given input sequence and the nonexistence of such a program can be proved [19, Th. 2.3.2] . Under certain constraints-for example, one in which the programs are allowed to execute for no more than steps or use no more than units of memory-a nonminimal version of the Kolmogorov complexity is effectively computable.
In this section, an important result is proved regarding algorithmic sound coding with SA, namely, that SA is a universal minimal coding scheme and there is no method that can improve the compression ratio possible with SA by more than a constant that is independent of the sound to be coded. To do this, MPEG-4 SA is demonstrated to be a universal computer (Theorem 3.1) and then this result is applied (Theorem 3.2) as a special case of the invariance theorem.
Definitions: Let be the set of all finite-length sounds, expressed as binary strings, that is (1) in the terminology of language theory [26] . For simplicity, the details of sampling rate and word length will be glossed over here. It is clear that with regard to a particular sampling rate and word length, any sound may be unambiguously expressed as a sequence of binary digits . The length of , in bits, will be denoted by .
Let be a coding format that maps from sets of parameters (a bitstream) to a sound. has multiple variants represented by a "configuration parameter"
, which chooses one particular variant of the model in . That is (2) where represents the natural numbers (0,1,2,…). Assuming that the input domain of is a finite number of integers, we can embed the parameter space into the natural numbers and simply say (3) where the number of dimensions is dropped. Conceptually, is the decoder configuration and the input number represents the entire bitstream that serves as input to a decoder (it might be a very large number!). We then say to indicate that in coding format , the bitstream decodes under configuration to sound . In general is not a total function; the "decoded" sound is not defined for all values of relative to a particular (we might say that the undefined values are the "illegal bitstreams" of ). The inverse function is also not a total function; it might be the case that there are some sounds for such that there is no satisfying . Define the bitstream length associated with the decoding process as
This definition makes intuitive sense; if we want to send the configuration parameter and the bitstream over a wire to a decoder, it takes bits 3 to describe the configuration parameter and bits to send the bitstream. 4 If , then we can say that compression occurs, because given we can transmit and rather than and thereby save transmission time and/or bandwidth.
There is a special kind of model that has the following property:
That is to say, given some other model and an input bitstream to
, no matter what and are, there is always an configuration of , , that gives the same result when decoding as does. in this case is termed a universal model; the existence of such models was proved by Turing [27] .
It is clear that the models associated with traditional audio coders do not have this property. For example, if we take to be a CELP decoder configured in a particular way and wish to be the AAC model, the test (5) fails. It is not possible to configure the AAC decoder so that we can send it CELP bitstreams and have it decode them properly. This is not because of the surface issues of framing, bitrate and so forth, but because of the deeper reality that the CELP model is incompatible with the AAC model-it makes different assumptions about and removes different sorts of information from, the signal being coded.
Theorem 3.1: MPEG-4 SA is a universal computing method. Proof: To prove this, it suffices to demonstrate that MPEG-4 SA is capable of emulating a Turing machine [27] . A Turing machine is a simple model of computation that consists of a scanning head and an infinite tape on which symbols are written. At each time step, the machine inspects the symbol at the current location on the tape according to its internal state. 3 All logarithms in the present paper are base 2. 4 If, as in our original definition (2), we view the bitstream as an ordered k-tuple of values, each in f1 . . . zg, then each takes log z bits to describe and the ensemble takes k log z. If we compose the k values into one, the composed value y is in f1 . . . z g and the composed value itself takes log y = log z = k log z bits to transmit and so no space has been mysteriously saved via this composition. A similar argument holds for considering the configuration parameter as a n-tuple of values instead of one large value.
According to a simple lookup table associating the state and the symbol with a behavior, the scanning head changes the symbol to some other symbol and moves one square to the right or left and the machine changes to some other state. It is known [26] , [27] that any machine or language capable of emulating such behavior is equivalent in computational power to every other such machine and is a universal computer capable of computing any computable function for reasonable definitions of "computable functions."
It is easiest to conduct a proof that MPEG-4 SA is a universal computer via construction-that is, to write an instrument in SAOL that emulates the operation of a TM. This is easily done, but is not presented here for reasons of economy; another recent paper [28] does contain code for such an model. Any computable function may then be conveyed as a score file to the TM instrument. Thus, MPEG-4 SA is a universal computer capable of computing any computable function.
This feature of MPEG-4 SA is a distinguishing characteristic of the structured-audio coding method in comparison to other methods of audio coding. There are no other standard coding formats for which the property of being a universal computer obtains. Theorem 3.1 has the immediate, formal, implication that any computable function or method of coding may be written in SAOL and conveyed as an MPEG-4 SA bitstream. Again, this is not true of other audio coders; a G.723 decoder cannot "emulate" MPEG-2 AAC decoding, nor the converse, but MPEG-4 SA can emulate both of them and every other existing and possible method as well. Appendix A shows the code, by way of illustration, for delivering an MPEG-1 Layer I audio decoder in SAOL. As can be seen, the code is very concise. Other recent papers have provided additional examples of natural audio decoders written in SAOL: Scheirer & Kim [28] show two variants on the CELP method and Wright & Scheirer [29] demonstrate cross-coders and SAOL decoders for a wide variety of analysis-synthesis coding schemes, including harmonic line and noise-shaping synthesis, phase-vocoder synthesis, and formant-driven granular synthesis.
A. Invariance Theorem
The invariance theorem is the fundamental result of Kolmogorov complexity theory. It will not be proved here, since a rigorous proof requires a great deal of care in the details of computation theory, but the following short description should suffice to emphasize its importance.
Given any sequence and a computing method , which does not have to be universal, call ( ) the shortest combination of configuration and input sequence that causes to compute . That is s.t.
and may or may not exist and may or may not be effectively computable, depending on the properties of and the particular input .
The invariance theorem [19] , [22] - [25] states that if and exist, then for any universal computing method , the length of the shortest bitstream in that decodes into is no longer than . That is, the length of the shortest program and input that compute with are no more than a constant term longer than the shortest description of in , for every bitstream that is describable with . This constant depends only on and , not on the sequence and so when is very large, is proportionally small; if can describe an infinite number of sequences, the ratio (7) becomes vanishingly small for most , since most sequences (out of the infinite set of all finite-length sequences) are very long.
The invariance theorem is proved with a rigorous demonstration of the equivalence of different universal encoding methods and a constructive analysis of the value of . From all computing methods (so that ) that can produce as an output given some description, the global minimum (8) with and defined as in (1), is termed the Kolmogorov complexity of . This measurement of complexity in is intrinsic to and does not depend strongly on any particular coding scheme. If it is desired to measure according to a different universal computer , this "other" complexity differs at most from by a universal constant; since values of become arbitrarily large if the set of sequences is infinite, the constant may safely be discounted.
It is a key difference between Shannon information and Kolmogorov complexity that the former is only defined with respect to a set of messages, while the latter is an intrinsic property of each message, independent of the context.
Theorem 3.2: MPEG-4 Structured
Audio is a universal minimal audio encoding scheme, on which no other method can improve by more than a constant that does not depend on the sound being coded.
Proof: This is simply an instantiation of the invariance theorem, where the universal computer is the SA method. Theorem 3.1 proved that SA is indeed a universal computer and thus can be used for this purpose.
Consider the sequence as a sound to be encoded. Using some sound model , can be compressed to bits long, where and are defined as above. If is seconds long, it can be compressed to a bitstream that can be conveyed with an amortized bitrate of bits/s
Call the function mapping all sequences into the length of the best encoding in ; that is,
( may not be effectively computable and may not be a total function if some sounds cannot be produced by regardless of the input). Taking the universal computer to be the SA decoder, the invariance theorem asserts that can be represented in no more than bits, where is a constant ( is the number of bits required to write the decoding algorithm for the model in SAOL). Suppose some other method is discovered, under which sound can be represented in only bits, where
that is, which improves by more than a constant 5 on method . Then can be coded in SA with bits by using this new method O O (12) and so this new encoding into SA-which uses the same SA tools-improves on the old method by more than a constant. But O O (13) and so this improved SA encoding is again no more than a constant term worse than the new model . Thus, no method can improve on the best SA encoding of , where is drawn from the set of all sounds, by more than a constant that is independent of . Given the results in this section, many other results from algorithmic coding theory can be applied to obtain bounds on the properties of coding certain sounds. Two are presented as examples,butinterestedreaderswhoexamineotherreferences [19] will finditimmediatelyapparenthowtoapplygeneralresultsfromthis theory to specific questions about algorithmic sound encoding.
The elimination of structural redundancy, as described in Section II-C, can be explained more formally, at least for simple cases. Consider a repetitive sound such as that of a clock striking 12 times, or in general times. Let be the sound of the clock striking once and assume some method for compressing into a bitstream given a configuration . In other audio coding schemes, the compressed size of such a sound is , where is the configuration parameter and is the size of the compressed bitstream containing the sound once.
It is known [19, Exercise 2.1.2] that the Kolmogorov complexity of repeated sequences like is . Since the Kolmogorov complexity is bounded from above by the length of compressed with every particular compression method, we know that . And so it is immediately clear that the sound can be coded in SA with no more than bits (14) where is the SA configuration parameter (which describes the decoding algorithm).
5 O(1), the so-called "big-O" notation, is used to indicate the growth rate of a function. It is defined that
iff there are constants c and x such that f (x) > cg(x) whenever x > x . If both
This is smaller than for many , in particular when (15) and so whenever , the size of the decoder, is not many times larger than the size of the compressed sound, the SA method is more efficient.
In general, unstructured audio coders transmit sound by breaking down a long sound into a sequence of short sounds. In coders without long-term prediction modes, this is explicit in the framed delivery of coded buffers of data; it is true in a more general way of all nonalgorithmic coders. In these schemes, a sound that is times as long as some other sound requires times as much data to be transmitted. In the case of SA, though, this upper bound can often be improved upon with careful algorithmic specification.
In fact, in many cases, compression "ratios" can be avoided altogether. Appendix B shows one of the simplest sound models in SAOL-it plays a sine tone at a desired frequency for some length of time and then stops. Bitstream compression of this model requires about 75 bytes for the header and about 24 bytes for the streaming data, regardless of the length of the sound to be generated. That is, since the sound is completely algorithmic, the total bandwidth required to transmit this sound is independent of the length of the sound 6 . Any other, nonalgorithmic, method for compressing sounds breaks down the very long sine tone into numerous frames of data and transmits each one separately. Thus, in these coders the size of the compressed representation is linearly dependent on the length of the decoded sound and there is a fixed compression ratio. However, by dividing to calculate the compression "ratio" of the SA encoding, it is discovered that the compression "ratio" is also dependant on the length of the sound and can be in fact arbitrarily large.
IV. STRUCTURED AUDIO AND PERCEPTUAL CODING
Thus far, the discussion of structured-audio compression has treated the coding process as though it were strictly lossless, where for some desired sound a bitstream is transmitted that exactly decodes into the same digital sequence as . However, most of the recent innovation in audio coding has come from the development of perceptual coders [11] that do not transmit exactly the sound , but one that "sounds the same" while being cheaper to code. In this section, the notion of allowable transportability is introduced; this idea allows discussion of perceptual coding methods to be subsumed by the structured-coding model. Following that, the problem of efficient encoding into structured-audio formats is discussed. Fig. 4 . Space of all digital sequences, ordered by their perceptual similarity to a desired, ideal sequence x . Some sequences represent sounds that are very similar to x ; some represent sounds that are very different. There is some threshold of acceptability that is dependent on the application in which the sound is being used. This threshold and the perceptual-similarity function interact to give a set of sequences (shaded) that are transportable for sound x ; that is, the set of sequences that sound close enough to x meet the requirements of the application.
A. Perceptual Transportability and Algorithmic Complexity
As discussed in Section II-C2, for any particular lossy coding model there are a number of sounds that can be transmitted losslessly. Suppose the transmission of some sound is desired, where is ideally representable with a certain sampled bitstream. However, it is too expensive to send exactly this bitstream with coding scheme ; that is, to send a compressed sequence that losslessly decodes into with would take too many bits. Instead, sound is transmitted, where has the following properties 1) there is a smaller bitstream that losslessly codes it with and 2) it is perceptually similar to sound . The process of perceptually-encoding can be considered as searching through the space of sounds to find one that 1) can be losslessly compressed in with the smallest bitstream and 2) when decoded, gives a sound that is within some threshold of acceptable difference from .
Figs. 4 and 5 show this idea schematically. In Fig. 4 , the plotted curve represents all possible sounds of finite length, ordered according to , which is the function that maps each sound to its perceptual similarity to a desired sound . (This diagram only tries to explain a concept, not conduct a rigorous proof, so the reality that perceptual similarity is a complicated, multidimensional concept and not amenable to realization in a simple scalar function is set aside for the moment). According to the threshold of acceptable distance, there is a set of sounds transportable for , which are all the sounds "sufficiently similar" to for use in a certain application. This set may be the set of sounds perceptually indistinguishable from , or it may be larger or smaller depending on the application. Fig. 5 shows the perceptual-encoding process. The horizontal axis is ordered the same as in Fig. 4 and the shaded area represents the same set of transportable sounds. The vertical axis now shows the minimum number of bits required to code each of these sounds for transport according to a particular sound model . The curve assumes strict losslessness; that is, the exact sequence in each case is to be reconstructed. In this curve, different sounds require different numbers of bits to trans- port; the particular number depends on the way in which each sound justifies or breaks the assumptions of the sound model. For sounds that are "well-behaved" according to the model (for example, if the model is a linear prediction, the sound is describable by a two-stage process model), fewer bits are required to code them accurately.
A sound is encoded using this curve by choosing, from the set , the sound that requires the fewest bits to transmit. This sound is the perceptual encoding of using . In practice, this bitstream is not discovered by direct search, enumerating all possibilities, as there are far too many candidates. Instead, a special program (an "encoder") contains specialized information about the properties of and so knows how to efficiently find regions in this search space that are likely to be close to the minimum.
In this manner of thinking, the value of a good general-audio coding scheme such as MPEG-2 AAC arises from the fact that for nearly any desired sound there is a sound that is inexpensively losslessly transportable by the model and that is very similar to .
The Kolmogorov complexity of sounds within a perceptualcoding context can now be examined. Fig. 6 shows this, again using the ordering of sequences according to their perceived similarity to . In this figure, the middle curve, represented with a solid line, is the same curve as is plotted in Fig. 5 . It represents the bandwidth required to code each sound using model , which is simply one model out of the set of all possible models that produce as output. The dashed line above it is , which is the number of bits required to code using model in universal format . As in Section III, the term represents the number of bits required to describe model to the universal decoder. The bottommost (bold) curve is the Kolmogorov complexity of each sequence , the minimal number of bits required to code using any model in universal format . (This is highly schematic-it is an abuse of notation to draw this curve, because the value of is formally uncomputable for most ). This curve is bounded by above by , since this curve represents one possibility for such an encoding. It is also bounded by above by , and so on, for every model that can produce as an output. In fact, the curve of is defined by these bounds; it is the curve defined by the lower contour of the intersection of , for the infinite set of curves . Using the curve and acceptability region in Fig. 6 , the universal perceptually minimum bandwidth for transmitting desired sound can be identified: it is the minimum point of that lies within the set of sounds transportable for . Although it is not always possible to compute this minimum, nor always to find the model that provides it, it exists and can be reached with structured-audio coding techniques. Resource constraints [30] , such as maximum-time or -space rules, can be used to make this function computable and make it possible to identify the (no longer strictly minimum) solutions.
B. Randomness and Structured Audio
Section II-D discussed the connection between Shannon limits and algorithmic sound coding. That is, algorithmic sound coding can surpass the Shannon limit for lossless coding of a structured sequence, because many sequences have structure that cannot be analyzed as internal correlation or statistical patterning. Algorithmic information theory provides a formal definition of "structure" in this sense-namely, structured sequences are those sequences for which ; that is, for which there exists a shorter description of than simply itself. The smaller is compared to , the more structured is the sequence . In complement, a "random" sequence can be defined as one that is not structured.
According to this definition, the paradoxical sequence consisting of the digits of is highly structured; suppose the first million digits of must be transmitted to an algorithmic receiver. Each digit could be transmitted, which would take on the order of one million bits of information, or a program that uses Taylor series to calculate the first million digits of could be transmitted. It is clear that this program is shorter than one million bits long and thus (as desired) the digits of can be characterized as a structured sequence, not a random one.
The definition of randomness that uses algorithmic information theory is a stronger criterion than simply requiring that a sequence be "white" or uncorrelated. The digits making up the decimal expansion of are uncorrelated, but are not random; the same is true of the values emitted by a pseudo-random-number generation algorithm. Similarly, sounds that are simply "noisy" in the casual sense of the term-such as rain, percussive instruments, or "background noise" in a cocktail party or concert hall-are also not random since very structured processes underlie them. For example, not every sound can be produced by rain; the sounds that rainfall can produce are constrained by the underlying physical mechanisms.
Using algorithmic structured-audio coding techniques cannot produce compression in the case of truly random data, in which there is no structure to be discovered or exploited (this is known as the "Incompressibility Theorem" [19, Section II-B]). However, by examining such sequences in a perceptual framework, a surprising result obtains: there are no perceptually random sequences. Each truly random sequence, when played for a listener, sounds simply like noise and a listener is unable to distinguish between two random sequences by their sound. It is difficult to imagine a rigorous proof of this assertion, but it seems incontestable, as all perception is fundamentally based on the extraction of structure from stimuli. If a listener can distinguish two sounds, then they are structured and not random in the sense described above. Thus, all random sequences are perceptually equivalent, mutually transportable for one another and so there are no perceptually incompressible sequences in structured-audio coding.
Algorithmic information theory asserts that the vast majority of sequences are random, not structured. For the set of integers , no more than can be coded with savings of even one bit, since there are only descriptions with length less than . Further, no more than can save two bits, no more than can save three bits and so on. Thus, the proportion of sequences that cannot be compressed by any constant factor approaches 1 as becomes large. However, this vanishingly small proportion of all sequences happens to be exactly the set that is useful for practical coding applications; the set of random and near-random sequences is all noise.
In previous work, Chaitin [31] and others have drawn more formal connections between Shannon information and Kolmogorov complexity and Yang and Shen [32] discuss coding with distortion (lossy coding) from a Kolmogorov-complexity point of view. Both of these papers are highly theoretical and do not draw clear connections to the practical utility of their discussion. Sow and Eleftheriadis [33] , [34] have recently described an extension of concepts from rate-distortion theory to encompass principles of algorithmic representation of signals.
They call the resulting theory complexity-distortion theory and discuss it in the context of visual information coding. The present paper goes beyond this previous work to connect the ideas from algorithmic information theory to a particular practical coding technique (MPEG-4 Structured Audio).
C. Encoding and Structured Audio
As with all methods of audio transmission, the quality of the decoded result in structured-audio coding depends crucially on the quality of encoding. If the transmitted sound model does not generate high-quality sound in all cases, or if the parameter stream is not the correct inverse mapping of the target sound, then the decoded sound will not be an accurate reflection of the target. There are five options that may be considered as useful ways to construct SA bitstreams. It is emphasized that these options (except the first) have not been yet explored in practice and remain as investigations for future research.
First, the bitstream may be authored by hand. In this scenario, the SA tool acts less like an audio coding format than like a general-purpose software synthesizer. The original goals of the SA standardization project used this paradigm; that is, tools and software interfaces will be developed that allow the content author ready access to a suite of different types of synthesis and perhaps allow him/her to create his/her own in SAOL. With this approach, the efficiency of structured-audio coding is readily achieved, since the hand-authored sound models are very compact; however, it can be difficult to obtain sound models for some desired natural sound by hand-authoring. Thus, this technique is only useful for a certain restricted subset of the world of sound. The subset is a broad one-many records, film and television soundtracks today are essentially hand-authored with synthesis equipment-but a subset nonetheless. Second, the space of possible algorithms may be searched for algorithms that result in desired sounds. Due to the complexity of the search space, this is obviously a daunting prospect. Such efficient automatic encoding would consist, in the long term, of building a meta-programming structure capable of finding short programs that, when executed, provide a desired output. When this output is millions of bits long, as is the case with most real-world audio programs and the space of programs may include hundreds of lines of SAOL code, the search space is overwhelmingly large. Little is known about this type of search; some recent research in the application of genetic algorithms to sound-generation [35] , [36] might lead to fruitful techniques in the future.
There is a gray area between these two possibilities-it is easy to conceive of tools that help a content author search the space of algorithms and do the SAOL programming, thus creating a semi-automated approach. In general, there will be a tradeoff in this space between the complexity of the model, the resulting flexibility and the ease with which automated tools can help to encode against it. Simple models with many parameters are relatively inflexible, less compressed and "not as structured" as more complex models with fewer parameters, but it is vastly easier to automatically encode a particular sound into the former sorts of representations. A previous paper [1] contains an extensive overview of various ways of structuring sound and the properties of the resulting representations.
A third possibility is not to search for the globally-optimal representation, since incomputability stands as a roadblock to this goal in any case, but rather to use a large set of sub-models as targets for locally optimal encoding. That is, as many different techniques for encoding sound as possible can be accumulated (transform coders, vector quantizers, linear predictors, harmonic line analysis and so forth) and SAOL decoders constructed for each. Then, for a particular sound, simply encode it with each and see which gives the best result. For the near future, this is likely to be the most easily-applicable approach to generalized audio encoding. It may well be a fruitful one, as the literature on sound coding today contains a great many techniques that could be turned into encoders in such a framework.
Fourth, it is possible to imagine strongly signal-adaptive coding, where only a single coding model is used, but the model is varied in essential ways depending on the properties of the target sound. It is readily apparent from studying the code in Appendix A that signal-dependent modifications could be made to the Layer I decoder in order to achieve greater efficiency. For example, it would be easy to change the frame size or the number of subbands used, simply by modifying the decoder appropriately, if it were determined useful to do so for a particular signal. State-of-the-art methods for perceptual audio coding such as MPEG-2/4 AAC already go a great distance in this direction, including many signal adaptations to the short-term properties of the signal through block-switching and temporal noise shaping. More significant modifications based on longer-term properties may also be possible; the exact nature and utility of such signal-adaptive perceptual transform coding is left as a topic for the future.
Finally, recent work in visual scene analysis [37] has examined the use of a mixture of experts to create complex models from simple ones. In this method, multiple encoders simultaneously examine a visual scene and "vote" to code parts of the scene by claiming their ability to provide a certain coverage at a certain quality and bandwidth. The total scene compression is then conducted in a residual-driven manner, where the first encoder codes as much of the scene as it can and this part of the scene is removed. Then each encoder examines the residual and the process repeats until the entire scene has been coded. In the short term, this sort of coding could be effected for sound by only treating sequential coding by different algorithms; that is, by segmenting the time waveform into parts and coding each part separately. For example, many soundtracks consist of both speech and music. An automated detector [38] can be used to detect which part of the soundtrack is which (segmenting the time course) and then different coders can be used on the different parts.
In the long term, as audio-signal-separation systems become more robust, it may be possible to code simultaneous, as well as sequential, parts of a signal in this manner. The advantage of the structured-audio approach, it must be emphasized, is not simply the ability to mix the use of several decoders-this is already possible in object-based coding standards such as MPEG-4. Rather, it is the ability to use any desired encoder to create compressed material, regardless of even whether the encoder was a known technology at the time the decoding standard was finished.
V. CONCLUSION AND FUTURE DIRECTIONS
In this paper, an extensive theoretical framework has been presented that ties together recent practical work on the MPEG-4 Structured Audio toolset with previous results from the theory of computation and the theory of perceptual audio coding. The arguments here show how a broader perspective on the nature of audio coding may lead in the future to significant improvements in the quality, flexibility and usability of audio compression tools. By way of summary, the major new results and conclusions are itemized in this section. A short discussion on the relationship between these theoretical results and their practical application concludes the paper.
The MPEG-4 Structured Audio tools are one exemplar of a more general class of algorithmic structured audio systems. Audio compression works because sounds represented as digital sequences contain redundancy. Traditional approaches to coding exploit entropic and process redundancy and perceptual irrelevance; the structured-audio technique provides increased compression because it can exploit a new type of redundancy-structural redundancy-as well as a more general approach process redundancy. The theory of Kolmogorov complexity, also called algorithmic information theory, is an appropriate basis for the development of an analytic theory of structured audio. In particular, MPEG-4 Structured Audio (SA) is a Turing-complete computation system, able to use any computable function to decode compressed signals; and therefore, SA is a universal minimal audio format, on which no other representation can improve by more than a constant that is independent of the signal under consideration. SA is presently the only standard audio format for which this result holds.
SA points the direction to an important new paradigm of generalized audio coding. Since it can act as a decoder for any encoder, a structured-audio tool is a novel and useful way to think about the flexible decoding terminal. In particular, a marketplace of audio coding systems based on structured audio is inherently more efficient than today's marketplace, since there is no barrier to entry (in the form of standardization processes) for novel encoding technologies.
A new perspective on the use of perceptual compression connects lossy and lossless coding, algorithmic information theory and perceptual coding theory. The universal minimum bandwidth for transmitting a certain signal to some level of perceptual quality can be discussed and under appropriate resource constraints, identified. In a perceptual-coding framework there are no incompressible signals, since all losslessly incompressible sounds are perceived equivalently and thus are all mutually transportable for one another. Structured-audio encoding in general is a very difficult problem, but some alternatives have been identified as possibilities for future work.
In the future, the generalized audio coding paradigm will be developed into a robust and important framework for use in multimedia applications. The crucial developments that need to take place to continue progress in this direction are mostly practical and fall within the two categories of convenience and efficiency. In particular, as SAOL was developed primarily as a computer-music tool, it is not always convenient as a language in which to author natural-sound decoder algorithms. Although it is always possible in theory to write a desired decoder in SAOL (Theorem 3.1), it must also be convenient if the system is to be practically useful. This requirement suggests that it would be fruitful to explore the development of a new signalprocessing language specifically suited for effective authoring of natural-sound decoding algorithms. Such a language would also be Turing-complete, making it a structured-audio system like SA, but would be a more practical tool for the development of new natural-audio decoders. It would contain basic elements drawn, not from the practice of sound synthesis, but from the practice of sound coding-MDCT filterbanks, harmonic-line synthesizers, noise-shaping filters, Huffman decoders and so on.
A natural extension of this result is to consider the use of a general-purpose computer language such as Java rather than a special language designed for structured-audio description-all standardcomputer languages such as C, C++, Java are universal in the sense discussed above. Perhaps in the future, general-purpose computing cycles will be cheap enough that significant portions of the host processor can be devoted to audio decoding, which seems required if a general-purpose language is used.
A sound-description language like the MPEG-4 Structured Audio format has the advantage that it already behaves like an audio decoder-it accepts blocks of data, communicates with a DAC, runs in real-time and so forth. While not theoretically impossible, general-purpose programming languages do not satisfy the systems-level requirements today. There is no portable way to implement the connection to the DAC, to receive streaming data from a network connection and so forth.
Further, the SA standard is written with implementation on custom hardware in mind-that is, in which the entire decoder moves onto a DSP chip or similar multimedia acceleration card. Since the fundamental constructs of SAOL (signals, filters, delays) are those which are efficiently implemented on a DSP, it is likely that it will soon be possible to compile SAOL to DSP processors so that it runs more efficiently than C or Java implementations of the same algorithms. This has the dual advantages of being intrinsically more efficient and moving the computation off of the host and onto sideboard processors. Finally, it is more convenient to write sound-processing algorithms in SAOL than in C++ or Java, due to the great number of available primitives.
If efficiency, portability and compliance with the MPEG-4 standard are not concerns and a suitable set of library functions for mimicking the primitive capabilities of SAOL is provided, then there is no great advantage to using the generalized audio-coding principle in MPEG-4 SA over using (say) Java to perform similar functions.
Thus, another direction for future work includes the study of efficient architectures for run-time configurable audio decoding. The SA system is an efficient architecture for audio synthesis, but since it is note-based rather than frame-based, it may not be maximally efficient for "simulation" of complex audio decoders. Native-processor, DSP and hybrid hardware/software systems could all be explored. By integrating the structuredaudio concept into robust and usable systems, a new direction in audio compression emerges and a more efficient world of audio coding is produced.
APPENDIX A SAOL MPEG-1 IMPLEMENTATION
This code implements a decoder for the MPEG-1 Layer I audio standard. This implementation is the most straightforward one possible and thus is somewhat inefficient in terms of run-time complexity. Note that the sampling rate is slightly irregular in order to make the block rate integral, which is required in SAOL. This is a drawback of the SAOL cross-coding. It would be possible to work around this by overlapping the blocks of data (for example, in order to preserve synchronization), but this is not shown here for clarity.
The quantized subband data is transmitted as bitstream data in SASL. This version of the Layer I codec adds no delay or coding overhead relative to the by-the-standard implementation. 
APPENDIX B SINE-TONE CODEC
This is a SAOL orchestra and score that plays a single sine tone at a desired frequency for a desired length of time.
// orchestra (model description) global { srate 32000; } instr sine (freq) { table wave (harm, 1024, 1); output (oscil(wave, freq)); } // score; the value after 'sine' is the length in seconds 0.0 sine 100.0
