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Abstract—This paper studies practical limitations of learning
methods for resource management in non-stationary radio en-
vironment. We propose two learning models carefully designed
to support rate maximization objective under user mobility. We
study the effects of practical systems such as latency and relia-
bility on the rate maximization with deep learning models. For
common testing in the non-stationary environment we present a
generic dataset generation method to benchmark across different
learning models versus traditional optimal resource management
solutions. Our results indicate that learning models have practical
challenges related to training limiting their applications. The
models need environment-specific design to reach the accuracy of
an optimal algorithm. Such approach is practically not realistic
since a frequent retraining is needed.
Index Terms—Learning model, mobile communications, non-
stationary radio environment.
I. INTRODUCTION
There has been growing interest in deep learning through
neural networks (DNNs) for various applications in wireless
communications such as resource allocation, channel estima-
tion, interference management, etc. [1]. DNN is a super-
vised learning technique that requires offline data training
mechanism with its performance being highly sensitive to the
amount and quality of labelled dataset [2]. Valuable analysis
in [1] clearly shows that most of the works evaluate the
wireless system-level performance under the assumption that
environment is stationary, while a training of a learning model
is successfully accomplished – learner is in a steady state with
asymptotically converged model. However, these are critical
assumptions and their impact needs to be carefully studied.
A misconception of such assumption renders the practical
application of deep learning unclear for wireless services
in a non-stationary environment with latency and reliability
constraints (e.g. Industry 4.0 with moving robots, ultra-dense
ultra-range mobile communication networks, mmWave drone-
based networks, to name just a few). As we will show in later
sections, a non-stationary radio environment causes the ageing
of the model with a high dependency on biased and incomplete
dataset. This requires frequent retraining of the model and
causes a service disruption (e.g. drop of sum rate). Thus, the
following questions motivate this study: (i) What are the the
system’s performance limitations with practical training? (ii)
What is the impact of non-stationarity on learning? (iii) What
is the efficiency and efficacy of learning with a complexity of
the problem?
This paper presents a comprehensive study on deep learning
models for resource management in a non-stationary radio
environment. We discuss how and by how much a design of
the deep learning model is affected by user mobility, problem
complexity, retraining time constraints, etc. Unlike previous
works [1], we evaluate the wireless system-level performance
with respect to the tight latency/reliability learning require-
ment, and the computational requirements while considering
both training and prediction time of learning. Our findings
indicate that deep learning models need to be carefully de-
signed to reach the accuracy of an optimal algorithm given the
computational complexity constraints, while the latency due to
frequent retraining remains a challenge. The contributions of
this work are summarized as follows:
• We present a semi-online training methodology to elim-
inate service disruptions due to ageing of a learning
model. We further enhance our approach with a practical
design employing reinforcement learning through Deep
Q-Network (DQN) model, to circumvent the frequent
retraining requirements through online operation.
• The sum rate maximization with deep learning in multi-
carrier systems is prone to power violation. To eliminate
the power violation problem, we propose a design of
loss function in non-stationary environment for training
of DNN models to regulate the power violation.
• We investigate the learning bias in the subcarrier alloca-
tion vector due to its sparsity1 leads to poor training of
the DNN model [3]. To solve this problem we propose a
method with linear sequence of learning models referred
to as the “pipeline model”.
• Our study reveals that present applications of learning
models are not able to support efficient training for real-
time applications. They require either novel training ap-
proaches or much faster computational resources to reach
the latency/reliability criteria of Industry 4.0 applications.
Currently available computational resources on handheld
devices for learning would only suffice for non-interactive
applications.
II. NETWORK MODEL
The study considers a multi-cell multi-user multi-carrier
network. Fig. 1 illustrates a multi-cell multi-user network with
U randomly located users. The network consists of B number
of base stations (BSs) denoted by the set B = {1, 2, 3, . . . , B}.
We address a particular BS by b ∈ B with the set of randomly
1The subcarrier allocation results in an output vector with high number of
null values (sparse output).
2located users U = {1, 2, 3, . . . , U}. The users connected to
the bth BS are given by the set Ub ⊂ U , while a user u ∈ U
is connected to only one BS at a given time, i.e. family
of sets {Ub}b∈B is pairwise disjoint. In OFDM system, a
particular subcarrier is denoted by n from a set of subcarriers
N = {1, 2, 3, . . . , N}.
As the propagation channel, we assume the time and fre-
quency selective Rayleigh fading channel. The L-path discrete-
time channel impulse response between the bth BS and the uth
user at the moment t is represented by
hub (τ, t) =
Lt−1∑
l=0
h¯(l, t)δ(τ − τl(t)), (1)
where h¯(l, t) denotes the lth path random complex gain. δ( · )
denotes the delta function and τl(t) denotes the time delay of
the lth path. Lt indicates the time dependency of the number
of paths due to user mobility. h¯(l, t) with Mt scattered waves
in the receiver vicinity is defined as zero-mean independent
complex variables given by
h¯(l, t) =
Mt−1∑
m=0
exp[θ(l,m)t+ φ(l,m)], (2)
where θ(l,m) = 2π(m − r1)/Mt and φ(l,m) = 2πr2 (r1
and r2 are random uniformly distributed numbers between
0 and 1). We also assume that that transmitter and receiver
terminals are moving with pedestrian speed generating slow
fading conditions. We note here that as the users move
the channel generator model parameters - L and M - are
varying at different time instant t. Thus, the non-stationary
(dynamic) nature of the environment is determined by user
mobility and defined by the number of paths Lt and the
number of incoming waves Mt in Eq. (1). The channel gain
gub (n, t) is given as an output of the fast Fourier transform of
hub (τ, t). We consider the signal attenuation to be proportional
to the distance using a large scale path-loss in decibel as
η = −120.9 − 37.6 log10 d/d¯, where d and d¯, respectively,
denote the distance from the BS to the user and the maximum
radius of the BS in kilometers.
Without loss of generality, we made the following assump-
tions:
(A1) We assume τ0 = 0 < τ1 < . . . < τLt−1 with the lth
path time delay τl = l∆ where ∆ = 1 denotes the time delay
separation between adjacent paths.
(A2)We assume that expectation term E[
∑Lt−1
l=0 |h
u
b (l, t)
2|]
= 1−ρ
−1
1−ρ−Lt
∑
l ρ
−lδ(τ−τl), where ρ denotes the channel decay
factor that ensures the total energy of the channel is normalized
to unity.
(A3) We assume the Jakes’s fading model, where incom-
ing rays constituting each propagation path arrive at a user
with uniformly distributed angles [4]; the normalized auto-
correlation function is given by E[hub (τ1, t)h
u
b (τ2, t + ς)] =
J0(2πfDς) at delay ς when the maximum Doppler shift is
fD
2.
2The auto-correlation function E[hu
b
(τ1, t)hub (τ2, t + ς)] measures the
statistical correlation between two propagation paths with propagation delays
τ1 and τ2 as a function of time-difference ς . J0(α) =
1
pi
∫ pi
0
exp(jαcosθ)dθ
is the zero order Bessel function of the first kind.
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Fig. 1. Network model.
(A4) We assume that the guard interval is sufficiently
selected to avoid an inter-symbol interference at any time
instant. We assume inter-carrier interference-free system with
the block fading, where the fading gains remain constant
during the signaling block and vary block-by-block within the
frame.
Next, we formulate four rate maximization problems that
are later used to study the effectiveness of learning models in
non-stationary environments.
A. System Model 1: Low complexity case
We start with the rate maximization of the single-user
single-cell OFDM system (i.e. U = 1, B = 1). The model
is described by a single cell with only one user. The sum rate
maximization problem is defined by
max
p(n)
r =
N∑
n=1
log2[1 + κγ(n)]
s.t. 0 ≤
N∑
n=1
p(n) ≤ Pmax
(3)
where r is the transmission rate of the user. κ =
−1.5/ log(5ω) is a constant that determines the transmission
rate of M-ary QAM (Quadrature amplitude modulation), where
ω is the target reliability (i.e. bit-error rate). γ(n) is the signal-
to-interference plus noise ratio (SINR) between the user and its
serving BS on the nth subcarrier, p(n) is the power allocated to
the nth subcarrier and Pmax is the maximum power allocation
of the BS.
The corresponding SINR is given as follows
γ(n) =
|g(n)|2p(n)
σ2
(4)
where g(n) is the channel gain between the user and the BS
and σ2 is the variance of the additive white Gaussian noise
(AWGN).
To solve the rate maximization problem we utilize the water
filling algorithm described in [5] as a benchmark for this case
study.
3B. System Model 2: Moderate complexity case
1) Multi-user Single-cell OFDM System: The model can
be described by a single cell (B=1) in Fig. 1. The sum rate
maximization problem is given by
max
p(n)
r =
U∑
u=1
N∑
n=1
log2[1 + γ
u(n)]
s.t. 0 ≤
N∑
n=1
pu(n) ≤ Pmax,
(5)
where the SINR between the uth user and its serving BS,
γu(n), is given by
γu(n) =
|gu(n)|2pu(n)
σ2
. (6)
Here gu(n) is the channel gain between the uth user and its
serving BS. pu(n) is the power allocation to the uth user on
the nth subcarrier.
The optimization problem consists of two sub-problems
namely subcarrier allocation and power allocation. Thus, it
is comparatively more complex than the previous case. As
the first step of the algorithm, each subcarrier is allocated to
a unique user (but a single user can have multiple subcarri-
ers). After subcarrier allocation, power is allocated to each
subcarrier. We utilize a greedy method where the subcarrier
allocation is done through ranking based on SINR [6]. The
power allocation is accomplished using the water filling algo-
rithm [5] which takes a greedy approach and allocates more
power to subcarriers with high SINR.
2) Multi-user Multi-cell Single-carrier System: The system
is modelled with B BSs and U randomly located users as
shown in Fig. 1. The sum rate maximization problem is given
by
max
pu
b
(n)
r =
B∑
b=1
U∑
u=1
log2[1 + γ
u
b (n)]
s.t. 0 ≤
∑
u∈Ub
pub (n) ≤ Pmax; ∀b ∈ B
(7)
where n denotes the frequency component of the SC system.
pub (n) is the down-link power allocation between the bth BS
and the uth user. We consider a particular channel realization
hub (t) having Lt = 1 (i.e. a single path channel) given by
Eq. (1). Now, the SINR is defined by
γub (n) =
|gub (n)|
2pub (n)∑
b′∈B\{b} |g
u
b′(n)|
2pu
′
b′ (n) + σ¯
2
(8)
where pub (n) is the downlink power allocation between bth
BS and uth user. σ¯ denotes the composite Gaussian noise
variance of additive noise and residual Gaussian interference
after the frequency domain equalization. gub′(n) is the channel
gain between uth user and BSs excluding bth BS, pu
′
b′ (n) is
the down-link power allocation between BS b′ and connected
user u′. The weighted minimum mean-square error (WMMSE)
algorithm [7] is used as a benchmark for this case study. The
set difference operator is defined by “\”.
C. System Model 3: High complexity case
Due to multi-cell interference, the rate maximization prob-
lem is Non-deterministic Polynomial-time hard (NP-hard) [8].
The sum rate maximization problem is given by Eq. (9).
max
pu
b
(n)
r =
B∑
b=1
U∑
u=1
N∑
n=1
log2[1 + γ
u
b (n)]
s.t. 0 ≤
∑
u∈Ub
pub (n) ≤ Pmax; ∀b ∈ B,
(9)
where γub (n) and p
u
b (n) denote the SINR and the allocated
power between the uth user and the bth BS on nth subcarrier.
The SINR γub (n)can be given by
γub (n) =
|gub (n)|
2pub (n)∑
b′∈B\{b}
∑
u′∈U
b′
αu
′
b′ (n)p
u′
b′ (n)|g
u
b′(n)|
2 + σ2
.
(10)
We assume that each user can utilize any of the subcarriers,
while users in the same cell cannot utilize the same subcarriers
at the same time. The load variable αub (n) ∈ [0, 1], is defined
as the fraction of subcarrier n allocated to user u ∈ Ub
by time division. Intuitively, αub (n) can be interpreted as
the probability of receiving interference from bth BS on nth
subcarrier. To ensure that users in the same cell do not
occupy the same subcarrier at the same time, we must have∑
u∈Ub
αub (n) ≤ 1, ∀n ∈ N and any given period of time.
Due to the high data rates in BSs, it is not practical to
evaluate instantaneous interference and therefore, we consider
an average interference taken over time. According to this
assumption, the total power qb(n) =
∑
u∈Ub
αub (n)p
u
b (n),
∀b ∈ B, ∀n ∈ N with Eq. (10) leads to the SINR given
by
γub (n) =
pub (n)|g
u
b (n)|
2∑
b′∈B\{b} qb′(n)|g
u
b′(n)|
2 + σ2
. (11)
Now, the problem in Eq. (9) with Eq. (11) is a non-convex
optimization problem that we convert to a convex optimization
problem and solve by sequential least squares programming
(SLSQP) optimization [9].
III. RELATED WORKS
Deep learning has been studied by many, to address the chal-
lenges in wireless physical-layer [1]. It plays an increasingly
important role in the mobile and wireless networking domain.
However, to date the deep learning models have been tailored
to a specific mobile networking applications as indicated next.
In [10], Sun et al. have proposed a DNN model generaliza-
tion which approximates the WMMSE interference manage-
ment algorithm with high approximation accuracy and higher
computational efficiency compared to state-of-the-art inter-
ference management algorithms In [11] Karanov et al. have
developed end-to-end deep learning based optical fiber com-
munication which enables the optimization of the transceiver
in an end-to-end communication process. The benefits of the
proposed deep learning model have been demonstrated by
applying it to intensity modulation/ direct detection systems.
In [12], the authors have proposed a resource allocation
technique for small cells by employing deep learning for
4dynamic channel selection, carrier aggregation, and fractional
spectrum. In [13] Zhou et al. have proposed an efficient DNN
for resource allocation in cognitive radio networks aiming
at the real-time performance to maximize the energy and
spectral efficiency of the network. However, their work does
not highlight the importance and the need for retraining, and
thus the performance of the model could degrade in the long
run without any retraining. In [14] Li et al. have proposed a
model that utilizes a Hopfield neural network (HNN) to predict
the bit and power allocation in a multi-user OFDM system.
Compared to the exhaustive method, the proposed technique is
computationally efficient in finding the optimal solution, but
the study does not analyze the change in performance with
complexity and the ability of the model to perform in a timely
manner in the presence of a dynamic environment.
Another approach for solving resource allocation problem
is using reinforcement learning methods. DQNs are used
commonly in the literature to solve resource allocation for
single BS systems. For multiple BS systems, [15] propose a
DQN method that uses a DQN model for each BS that is
independent of other BSs. We note here that application of
DQN method considering information from all BSs requires
a large observation to the DQN. In addition, DQN predicts a
single action from a predefined discrete set of actions leading
to unmanageable action space. Thus, employment of DQN
in this multiple BS scenario requires further studies. In what
follows, we propose DNN based learning method for resource
allocation in this scenario. In [16] authors propose a CNN
model to predict power allocation for a Multiple-Input and
Multiple-Output systems. However their approach can cater
single BS network systems only.
The studies in [1]- [14] have neglected the significant
practical limitations related to training requirements of the
learning model and the impact of ageing of the learning model
due to evolution of the wireless environment. Hence, we need
to understand the requirements for retraining of the model in
the presence of ageing environment and the trade-off between
the complexity and the computational efficiency to achieve the
target service requirements.
IV. LEARNING PRELIMINARIES
We first develop a generic framework for dataset generation,
and then we briefly describe DNN and DQN models.
A. Dataset Generation Framework
For common testing in the non-stationary environment, we
devise the generic dataset generation method that can be used
to benchmark across different learning models.
Fig. 2 illustrates the data generation, labeling and training
process devised in this paper. This is the general process for
data generation method and can be applied to any type of
wireless application. The following steps are taken:
1) We assume that (Lt,Mt) pairs in Eq. (1) vary within
a full set D = {(L,M) | L ∈ Z+Lmax ,M ∈ Z
+
Mmax
}
where the positive set of integer numbers is defined as
Z
+
α = {1, . . . , α} (e.g. if Lmax = 32, and Mmax = 128,
Lt varies between 1 and 32, while Mt varies between

{L1, M1} {L2, M1} ... {L32, M1}
{L1, M2} {L2, M2} ... {L32, M2}
... ... ... ...
{L1, M128} {L2, M128} ... {L32, M128}
L
=
 
1 
~
32
M = 1 ~ 128
4096 combinations
k = 3
{L2, M1}
{L1, M2}
{L32, M128}

(a) (Lt,Mt) pairs
,  ∈ 
Select k →   ⊂ 
Data Generation / Labeling
Train Val Test


 1 … 


… 

 


1  

	
u
: 
U
se
rs
n : Subcarriers
Split
1)
2)
3)
4)
(b) Framework
Fig. 2. Data generation.
1 and 128, resulting in a full set with card(D)=4096,
where card( · ) denotes the cardinality of the set. See
Fig. 2(a)).
2) The non-stationarity due to mobility in the environment
is determined by choosing k number of (Lt, Mt) pairs
from the full set D. The non-stationarity factor k defines
a subset P ⊂ D (card(P) = k). Non-stationarity refers
to the measure of randomness in a dataset. We assume
that the users mobility results in an observation of a
limited number of of Lt and Mt values which always
lie within the subset P ; i.e. a higher k describes the
higher user mobility and vice versa.
3) A dataset of gub (n) values are generated as shown in
Fig. 2 by using k selected pairs (Lt,Mt) ∈ P . Next, the
dataset is labelled using a known optimal/sub-optimal
algorithm3. In our sum-rate maximization problem, the
labelled dataset describes the output as power allocation
for the given input as user mobility determined channel
gain.
4) The labelled dataset is split as Training, Validation and
Testing sets4 for evaluation of deep learning models as
described next.
B. Learning Models
1) Deep Neural Networks: DNNs are supervised learning
models which are used to find structure and patterns in a
dataset. Given a labelled dataset with an input and its ex-
pected output pair the DNN model learns the dataset structure
3Depending on the specific case study the dimensions of the datasample
and the specific labeling algorithm may change. The default dataset size is
hundred thousand (100K) samples.
4Unless otherwise stated, the labelled dataset is split as follows: the first
20K data samples are the training set, the next 20K samples are the validation
set, and the last 60K are the testing set.
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Fig. 3. Illustration of power violation problem at the output of DNN model.
generators (i.e. pattern) and predicts based on them. For this
study, our objective is to predict the optimal power allocation
values given a set of channel gain values. At a time t the input
is the set of channel gain values Gt = {gub (n) | ∀n ∈ N , ∀b ∈
B, ∀u ∈ Ub} and the target output is the power allocation strat-
egy set given by Pt = {p
u
b (n) | ∀n ∈ N , ∀b ∈ B, ∀u ∈ Ub}.
a) Training: The training set is used to derive the weights of
the model through back propagation. Traditionally, the model
is trained such that the loss (cost) function Υ, defined by
the mean square error (MSE)5 between the expected (near-
)optimal output pub and the DNN predictions pˆ
u
b , is minimized.
However, the independent allocation of power to each sub-
carrier might lead to total power being excess of the total
power allocation budget Pmax in Eq. (9), i.e. a power violation
problem. This occurs since the DNN model is not aware of
the power constraint in Eq. (9).
To solve the power violation problem of DNN we introduce
a customized loss function6 to regulate the maximum power
limit constraint as follows
Υ =
∑
b∈B
(∑
u∈Ub
∑
n∈N
|pˆub (n)− p
u
b (n)|
2
+
β
∣∣∣∣∣
(∑
u∈Ub
∑
n∈N
pˆub (n)
)
− Pmax
∣∣∣∣∣
2


(12)
where β is the weighing factor of the power violation term.
Fig. 3 shows the effect of the modified loss function and
how the standard MSE loss function results in high power
allocation which violates the maximum power constraint. Note
5MSE is generally used as the loss function for a regression problem in a
form
∑
b∈B
∑
u∈Ub
∑
n∈N
∣
∣pˆu
b
(n)− pu
b
(n)
∣
∣2 [3].
6All DNN models use this loss functions unless otherwise stated.
that the power allocation with traditional MSE loss function
[3] exceeds the maximum BS power Pmax compared to the
proposed customized loss function in Eq. (12).
The minimization of Υ is accomplished by varying the
model weights, and the minima of the error function is
searched by the gradient descent algorithm [3]. The update of
weights in each layer independently results in redundant cal-
culation and thus, the back propagation (chain-rule) algorithm
is used to avoid redundant calculations. The back propagation
is done through the mini-batch gradient descent method7. This
results in a higher speed of training due to parallel processing,
and avoids problems such as the over/under estimation of the
error [17]. Furthermore, the Adam optimization technique is
used to speed up the training process [18].
The training process is made up of multiple training it-
erations8. After the completion of each training iteration,
the updated model is checked for any improvements by the
validation stage as described next.
b) Validation and Convergence: After the update of the
weights, the improvement in the model are validated in this
stage. A model is considered to have improved if the error
Eq. (12) on the validation set has reduced after the update.
Finally the training and validation steps are repeated until
convergence for multiple epochs9. The DNN model is said
to have converged when the minima of the loss function is
reached. In general, the back-propagation algorithm cannot
be shown to converge, and there are no well-defined criteria
for stopping its operation. Furthermore, a low number of
epochs will result in under-fitting, while a large number would
result in over-fitting [19]. Therefore we make a reasonable
assumption regarding the convergence point and terminate the
training process by defining the following threshold parameters
[20]:
• First the change in error |Υe − Υe−1| ≤ ̟ is measure
where Υe denotes the error at the eth epoch and ̟
denotes the minimum threshold for the change in error.
• The error change is not monotonic, thus an increase in
error doesn’t indicate that the loss in minimal. Therefore,
the change in error measured in (i) is monitored for Eˆ
number of epochs and if it is still below ̟, then we
assume convergence.
• Finally if the aforementioned criteria is not met then the
model is stopped after Etot epochs to avoid over-fitting.
The termination of the training process is therefore deter-
mined by either of the three bullets defined above10.
c) Testing: Once the DNN model is trained, the sum rate
maximization of the wireless system is based on the prediction
with DNN model on the test data. Since this data is unseen
7The training set is broken down into multiple batches in this method. A
Batch refers to a set of data samples. Unless otherwise stated, the batch size
of 32 samples is used.
8A training iteration is when a single batch has been passed forward and
backward through the DNN once
9An epoch is when the entire training set has been passed forward and
backward through a DNN once. In other words, when the training iterations
are done on all the batches in the training set, it is known as an epoch.
10Unless otherwise stated, Etot = 100 epochs, ̟ = 10−6, and Eˆ = 50
epochs.
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Fig. 4. DQN agent model.
during the training and validation steps, the evaluation of the
model on this set can be generalized to all other datasets.
2) Deep Q-learning: Deep Q-learning is a reinforcement
learning model [21], [22] that combines the deep learning and
reinforcement learning to form powerful models which can be
used to solve non-stationary problems [23]. The DQN interacts
with an environment by a set of actions (A action space)
that can be executed, set of environment-specific observable
parameters (S observation space), and a method to calculate
the reward after taking a specific action from the action
space. Our objective is to predict the optimal power allocation
strategy given a set of observed channel gains. As opposed to
DNNs, DQN does not require a labeled dataset. But, DQN can
solve only Markov Decision Processes (MDP). If we execute
an action by observing the state at t (Gt) and then observe
the resulting state at t+1 (Gt+1), the resulting state is not a
consequence of the action taken. Thus, such a process is not
a MDP. Therefore, we focus on time t and reformulate the
process of estimating Pt using Gt to a MDP.
3) DQN prelimanaries: We propose MDP that allows the
DQN to adjust the elements of Pt. The MDP of DQN
estimating the set Pt using Gt for a given time t is defined
as an episode in our study. These episodes are repeated at the
time t > [t + 1, t + 2, . . .) until the system is online. Each
episode consist of several steps as illustrated in Fig. 4. At the
beginning of an episode the initial state s0 is observed from
the environment. For example, state space can be defined using
channel state information (CSI) for each user and subcarrier
in a given network. (The exact details about the state space
is defined in the relevant section where the DQN model is
introduced). Then each state si is converted to state si+1 by
taking an action ai on step i. This is given by an arrow circled
using dotted lines in Fig. 4. Also, the underlying processes of
the DQN are also shown in Fig. 4 and they will be explained
later. Estimated power allocation on ith step is given by Pt(i).
We propose following MDP processes to estimate power
allocation.
• For OFDM systems, in each step i DQN selects the best
subcarrier that needs to increase the power by δ amount
from the current power allocation. This power increment
of the selected subcarrier is defined as action ai. The
DQN selects the action based on the state si which is
defined by the set Gt with the current power allocation
set at step i; Pt(i).
• For single carrier systems, in the step i DQN selects a
discrete power level for a user based on the state si. The
state si consist a subset of Gt and Pt(i) that is related to
the user.
The state si is used by the Value Estimator DNN and
produce the Q-values for all the possible actions for the state
si. Then, a suitable action ai is selected using the policy
considering the Q-values obtained from the Value Estimator.
Then, ai is executed on the environment and the corresponding
reward ri for action ai in state si is obtained along with the
resulting state si+1 of the environment. (We use the total sum
rate of the network given in Section II as the reward) Tuple
(si, ai, ri, si+1) is defined as an experience and it is stored in
the Knowledge Base.
In a new episode usually DQNs reset the environment to
a predefined starting state. But in our case, in a new episode
the channel gain Gt+1 is correlated to the previous episode’s
channel gain Gt. Thus, there are two approaches to initialize
the power allocation at the start of an episode.
• We assume that a particular time t is independent of
previous time steps t ∈ (0, t − 1). i.e. a episode is
independent of previous episodes. Therefore, all elements
of Pt,0 are initialized to zero at the beginning of an
episode.
• We assume that the power allocated at time t is related
to time t+ 1. Thus, we allocate Pt(I) to Pt+1(0) at the
beginning of an episode.
An episode ends at i = I when the entire set Pt(i = I) is
estimated or if Pt(i) leads to a power violation
11. DQN phases
are illustrated in Fig. 4 and described as follows
4) DQN operation: we describe the operation of DQN
through the following four phases:
Warmup phase: DQN agent has no experience about its
environment and knowledge base is empty (i.e. observation,
taken action and the corresponding reward). Initially, the
weights of the Value estimator are initialized randomly in the
range [0,1]. To start with training, we obtain experience by
executing actions on the environment based on the Q values
from the initialized value estimator without training the DQN.
Then these experiences are stored in the knowledge base. This
phase is known as warmup phase. We select the Warmpup
phase to be 1 episode, so that the knowledge base is adequately
filled.
Exploration/Exploitation Mechanism [22]: The decision-
making function (or Policy) is in a dilemma of selecting the
action that worked so far - exploiting the knowledge. On the
other hand, the policy choose a random action, not considered
Q values to gain more reward - exploration for higher rewards.
By only exploiting DQN cannot reach the optimal solution,
while if we often explore the convergence is slow. The trade-
off between the exploration and exploitation is designed by
11When the sum of power allocated for subcarriers in a certain BS surplus
the maximum power of that particular BS, the system is said to be in a power
violation state.
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Fig. 5. Different phases in DQN training process.
ǫ-greedy strategy in the policy. DQN starts training phase
with ǫ=0.8 at the beginning and linearly reducing to ǫ=0.01
within 1000 episodes and maintained at 0.01 until the system
is a online (1000 episodes is equivalent to 1 second since we
sample channel gain information for each 1ms). This specific
number of episodes is selected after trial and error so that the
DQN converges to a solution quicker.
Training: The Q-value for the state si and action ai is given
by
Q(si, ai; θ) = E[ri + ΓQ(si+1, ai+1)] (13)
where θ denotes the parameters/weights of the value estimator
implemented by DNN in Fig. 4. Γ (=0.99) is the discount
factor which adds the effect of valuing rewards received earlier
higher than the rewards received later. During training a set of
experiences are retrieved from the knowledge base. We train
the value estimator to predict Q values such that the DQN
maximizes the final reward by updating θ as follows
θi+1 := θi + µ
[
ri + Γmax
a′
Q(si+1, a
′; θi)−Q(si, ai; θi)
]
×∇Q(si, ai; θi)
(14)
where µ is the learning rate (hyper parameter for optimization
algorithm that determines the size at each iteration while
moving toward a minimum of a loss function).
Convergence and Prediction: When the training phase
begins, the DQN starts to train the value estimator to predict
Q values that are more likely to give higher rewards. The
reward increase in general during the training phase as shown
in the Fig. 5. This reward increment period can vary with the
complexity of the problem, DNN model of the value estimator,
hyper parameters used to train the DQN and the computing
power. A DQN is said to be converged when the reward
given by the DQN for a specific environment plateaued in
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Fig. 6. Effective performance of DNN with time averaged for n = 20
simulations.
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Fig. 7. Effective performance of DNN with time with semi-online learning.
a maximum reward as illustrated in Fig. 5. We can assume
that the action taken by the DQN is near optimal after the
convergence of the DQN.
Since DQN is a online model, prediction can be done while
training. When predicting, ǫ-greedy policy uses ǫ = 0. The
reward increases with the experience gained while explor-
ing/exploiting the environment.
8V. CASE STUDIES AND DISCUSSIONS
A. Model ageing in a non-stationary environment
Firstly, we focus our attention on ageing of the learning
model with respect to non-stationary radio environment. We
consider a sum rate maximization problem as described in
Section II-A for a single-user single-cell OFDM system with
N = 32 subcarriers.
We consider the environment to be stationary during the
initial stage in which the environment is trained. The channel
between a stationary user and a BS is defined by Eq. (1) with
Lt = 6, Mt = 20 scattered waves in the users vicinity, and
an exponential power delay profile with decay factor ρ = 0.2
dB. We utilize a DNN with 3 hidden layers with a dataset
generated as described in Section IV-A. The water filling [5]
algorithm is considered to derive the expected power loading
and was used to label and slice the dataset as shown in Fig. 2.
1) Stationary: The DNN is trained under this stationary
environment for 450 seconds using 20K training and 5K
validation samples. We consider this time to be the t = 0 point.
Next ,the system performance is evaluated by the relative sum
rate defined as
Rˆt =
rˆt
rt
× 100%, (15)
where rˆt is the sum rate obtained by the output of DNN model
and rt is the expected sum rate given by the water filling
algorithm [5]. Since the relative sum rate per sample might
have a high dynamic range we define the moving average of
the relative sum rate as follows:
R¯t =
1
W
t∑
i=t−W
Rˆi. (16)
where W is the time window size12.
2) Non-stationary: Initially, the R¯t value is ≈ 99.5%
indicating that the DNN output for the trained stationary
environment is close to the optimal sum rate for t ∈ (0, 5)
as shown in Fig. 6. However, the environment evolves that
is partially observed by the trained DNN model and the
sum rate drops for t ∈ (5, 10). The model ages in time
and retraining becomes an important requirement in a non-
stationary environment. Now, the characteristics of the dataset
may vary with time. In order to observe the effect of non-
stationarity, the user moves at vehicular speed of 20 km/h
after the time of 5s (5K data samples) as shown in Fig. 6.
The user movement changes the channel non-stationarity
and thus, environment generators such as the distance, multi-
paths and scattered waves vary as a result. Therefore a new
dataset is created with k = 128, Lmax = 32 andMmax = 128
as described in Section IV-A.
The relative sum rate of the pre-trained DNN in Fig. 6 was
measured under this new environment. In comparison to the
optimal solution, a significant drop in the DNN prediction
performance is observed due to the non-stationarity after the
5th second. This is because, the pre-trained DNN model does
not capture the various environment generators defined by
k = 128 due to user mobility.
12Unless otherwise stated, a window size of W = 1000 is employed.
The DNN model was next retrained after the 10th second
with data generated in the new environment. The training
process was redone mutiple times to analyze the effect of
training duration. The training duration (number of epochs)
was increased as shown in Fig. 6 and observed that the
relative sum rate increases from 78% to 89% as the number
of epochs is increased from 15 to 50. However, there is
no significant improvement when its increased from 50 to
100 epochs. This confirms that the loss function reduces and
saturates after sometime which is shown by the increase and
saturation of the relative performance. Furthermore, we note
that the performance increases with the number of epochs at
the expense of the efficiency. This trade-off is studied in detail
later.
We note here that the time axis in Fig. 6 has been scaled to
clearly visualize the performance and thus the training time is
much longer compared to the prediction time.
Another observation is that during the retraining period
the relative sum rate of drops to zero. This is because the
training set is labelled and the DNN is retrained and thus
the DNN model cannot make any new predictions during this
time period. This is referred to as the offline training period.
In a highly non-stationary system, this offline retraining is a
major requirement since it must be done repeatedly as the
performance degrades below a threshold. The offline training
effectively reduces the overall performance and efficiency of
the DNN and is one of the major drawbacks of DNNs.
3) Online training through dual DNN in a non-stationary
environment: It can be seen from the Fig. 6 that the relative
sum rate R¯t falls to zero during the training period. This occurs
since the described approach and model cannot be used for
prediction while training and this degrades the overall effective
performance of the model due to frequent training triggered
by non-stationary environment. We note here that Training
and Validation can be done alternatively. However, the point
we are trying to emphasize is that the learning model cannot
predict while being trained and consequently, the effective
performance goes to zero (i.e. No prediction, thus no output).
To overcome this issue, we exploit the fact that the cur-
rent model is already trained well enough for the stationary
system and therefore. We introduce a semi-online training
methodology, whereby the learning model copes with the
drop in performance through continuous retraining. However,
the model cannot make predictions while being trained. Thus
dual DNN models are used in parallel, one for training and
another for prediction. The prediction model does continuous
predictions, while the training model continuous the cycle of:
Reading input, labelling, training and validation and periodic
update of the prediction model weights. We maintain the low
performance of non-stationary model, while training using the
same DNN: we maintain the effective performance of 67%
using this semi-online learning mechanism as shown in Fig. 7.
Consequently, by employing this approach we guarantee a
continuous operation of the wireless system without service
dropping to zero while maintaining the prediction performance
in non-stationary environments. However, the channel changes
can occur rapidly and not gradually as studied in this section.
This would trigger frequent retraining and such a model
9TABLE I
VARIATION OF R¯t WITH NUMBER OF SUBCARRIERS = card(N )
card(N ) ttrain (min) tpred (ns/sample) R¯t
32 5.8 27 99%
64 6.1 29 95%
128 7.7 36 90%
256 9.1 38 79%
512 12.6 52 39%
requires sophisticated learning system for parallel operation.
Therefore, retraining a model in a highly dynamic environment
would not be practical due to the limited availability of
resources.
B. System Model 1: Low complexity rate maximization
We consider an OFDM system with N = 128 subcarriers
and M-ary QAM modulation. For the propagation channel, we
have chosen the normalized Doppler frequency fD×T ×N =
5×10−5 where fD = 40 Hz is the Doppler frequency with 1/T
= 100 Mbps. Such Doppler frequency corresponds to moving
terminal speed of 22 km/h for 2 GHz carrier frequency.13 The
computer simulations were done using σ2 = 10−3 µW, Pmax
= 10 µW and ω = 10−9.
A dataset is generated with a non-stationarity factor of
k = 10, then labelled using the water-filling algorithm [5]
and finally split as shown in Fig. 2. We consider the DNN
with five hidden layers each with 300 nodes. The input and
output layers have N nodes. The nodes for the input layer
represent the normalized channel gains g(n), while the power
allocation p(n) for the output layer. Each layer uses ReLU
(Rectified linear unit) as the activation function except for the
output layer which uses Leaky ReLU with a low slope (i.e.
gradient = 0.01) to avoid the dying ReLU problem.
1) The impact of problem complexity: First, the variation
of the relative sum rate given by Eq. (16) is studied as a
function of the optimization problem complexity. This is done
by altering the number of subcarriers N . Consequently, the
model needs to learn a more complex features from the dataset.
Apart from the sum rate, the variation of the total training
time ttrain and the prediction time per sample tpred with the
number of subcarriers N are also given in the Table I. The
window size W of Eq. (16) is equal to the total number of
samples in this case.
We observe that the performance of the DNN decreases
as the complexity of the problem increases proportional to
N . This is because the DNN model needs to be retrained
with more richer dataset to cope with the increase of problem
complexity. Furthermore, the efficiency, which is measured in
terms of the training time ttrain, and prediction time tpred
also worsens as the complexity increases. This is attributed to
the change in the input/output layer size of the DNN, which
results in higher number of weights.
We observe that the performance of the DNN degrades
as the complexity of the problem increases. However the
performance can be improved to an acceptable level by altering
13Unless otherwise stated, we use the same parameters for data generation
of all other system models.
training parameters such as the number of training samples, the
number of training epochs or by modifying the DNN to learn
more complex data by increasing the number of hidden layers,
the number of nodes. However, this can lead to poor efficiency
(longer training and prediction time). The relationship between
the performance and the efficiency is discussed in this section.
The performance is measured in terms of the relative sum
rate given by Eq. (15) and the efficiency is measured in terms
of the training time and the prediction time of the DNN. The
time evaluation has three time steps namely, t1 (labeling), t2
(training and validation), and t3 (prediction on the test dataset)
as shown in Fig. 8. Each of these simulations were done by
keeping the structure of DNN and the dataset fixed while
changing one parameter at a time.
a) Impact of the Number of Training Samples: As the first
experiment, the training parameter was changed by varying the
number of training samples. The variation of the performance
and efficiency as a function of the training size is shown in
Table II. We observe that the relative sum rate R¯t increases
with training size up to a certain point before it reaches
saturation. This confirms the need for a significant amount
of training data to for good prediction even in relatively low
complexity cases.
We also observe that the training time t2 is extremely high
compared to t1 and t3. This may pose limitations on learning
for applications with tight latency and reliability requirements.
For example, real-word applications for Industry 4.0 have
very low latency requirements for ultra-reliable low-latency
communication (URLLC) which make online retraining a
challenge [24]. Specifically, interactive virtual reality appli-
cations requires a latency of about 20 ms to avoid distortion
and motion sickness and the, currently available online virtual
reality applications have a latency of around 100 ms which
can only be used for non-interactive applications such as
streaming. However, the training time t2 is in the order of
minutes which indicates that online retraining cannot be a
solution to the ageing problem in highly dynamic real-time
applications as discussed before.
We note here, that the experiments were conducted on a
16 Core i7-6700 processor, which runs at 4.00 Ghz and can
perform nearly 40 GigaFlops [25]. State of the art processors
such as the Ascend 910 delivers 256 TeraFlops which is
nearly 5000x times faster. Therefore, even though learning
models in our studies are constrained by time for real-
time applications, powerful AI (Artificial Intelligence) chips
coupled with fast communication technologies supported by
5G cloud-based architectures could be used to implement
deep learning solutions. The application and robustness of
such solutions must be studied through experimentation and
application. However, as mentioned before, the processing
time must be less than 2 ms for a round trip time of less
than 20 ms for online applications such as virtual reality [26].
Therefore, even though the studied learning solutions could be
used for non-interactive applications, it remains questionable
as to whether frequent retraining can be done within a short
period where the radio environment is evolving – even with
the support of computationally powerful devices supported by
cloud architecture.
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TABLE II
VARIATION OF PERFORMANCE WITH NUMBER OF TRAINING SAMPLES
WITH k = 10.
Training set size t1 (s) t2 (s) t3 (s) R¯t
1K 1.25 372 4.07 87.9%
5K 1.47 534 3.31 88.4%
10K 1.83 744 3.15 90.1%
20K 2.62 1002 2.64 90.3%
50K 4.16 2424 1.58 90.6%
TABLE III
VARIATION OF EFFICIENCY WITH NUMBER OF TRAINING SAMPLES.
Training set size t1 (ns/sample) t3 (ns/sample)
1K 59 51
5K 58 44
10K 60 45
20K 62 44
50K 59 52
Finally, we consider the prediction efficiency of the learning
model compared to the water filling algorithm. The times
t1 and t3 are the total times taken by the water filling
algorithm and the DNN model respectively to calculate the
power allocation strategy. However, since the total elapsed
time may not give a good indication of the performance, the
time taken per sample by water filling method t′1 and the DNN
model t′3 were measured as shown in Table III. It can be
observed that the prediction time t′1 is a few nanoseconds faster
compared to the labeling time t′3. However, we note that this
observation is specific only to this simpler case study. In later,
more complex case studies, we show that learning models can
be highly efficient while promising near equal performance
when compared to classical algorithms.
b) Impact of the Number of Hidden Layers: The complexity
of the DNN was changed by varying the number of hidden
layers. The efficiency and accuracy measures are indicated in
Table IV. We note here since the time t1 remains unchanged
(i.e. the labeling set is not altered), it is omitted from the table.
From the table, one can observe that both the training time t2
and the prediction time t3 decrease as the number of layers
decreases. However, the accuracy of the model decreases as
well. Through these observations, we depict the inability of
the DNN model to learn complex functions through the use
of simple models. As the number of hidden layers increases
both t2 and t3 increase together with the accuracy. However,
after a certain point, t2 and t3 keep on increasing while the
increment in the accuracy becomes negligible. This shows that
the DNN may not be able to perfectly model a problem beyond
a certain limit. On the other hand, it should also be noted
that by adjusting the complexity, a good balance between the
efficiency and accuracy could be achieved.
Therefore, it should be noted that increasing the complexity
of the DNN beyond a certain limit could not only reduce its
efficiency but would also lead to poor prediction performance.
2) Variation of performance with non-stationarity: Next
the relative sum rate was measured while changing the en-
vironment generators of the training dataset; (Lt, Mt) pairs.
Note that in the previous section, the performance of the DNN
model was evaluated based on test data which exhibits a low
variation when compared to the training data. However in
TABLE IV
THE IMPACT OF THE NUMBER OF HIDDEN LAYERS.
Number of hidden layers t2 (s) t3 (s) R¯t
1 564 1.51 68.2%
3 810 2.28 88.4%
5 1002 2.64 90.3%
7 1194 3.67 91.0%
9 1578 4.89 90.8%
TABLE V
VARIATION OF R¯t ON SEEN AND UNSEEN DATA WITH THE CHANNEL
NON-STATIONARITY FACTOR k.
k R¯t of seen data R¯t of unseen data
1 99.5% 67.2%
5 93.6% 89.8%
10 92.2% 89.9%
50 92.1% 90.8%
100 91.6% 91.5%
reality, as the channel model varies, the characteristics of the
input data would deviate from that of the training data and
the performance of the DNN model would change as a result.
To observe this variation, a new dataset of 100K samples was
generated as shown in Fig. 8. In this case, the (Lt, Mt) pair
values of the new dataset show a high variation compared to
the training data. We codify these test sets as seen and unseen
data.
From Table V, we make the following observations.
• Relative sum rate on seen data is high when the known
(Lt, Mt) pairs, k is low. Due to the low non-stationarity
factor k the data distribution is narrow and consequently,
the DNN model manages to learn the behavior of the data
distribution.
• As k increases, the relative sum rate on the seen dataset
reduces. While increasing the non-stationarity factor k the
distribution of the data becomes broader and naturally, the
DNN model requires a large set of samples and more
parameters to learn the behaviour of the dataset. The
number of samples and the DNN architecture is kept
constant, thus the overall performance reduces.
• The unseen dataset shows an opposite trend, as the
relative sum rate increases with k. This is because DNN
model generalizes the data distribution with more diverse
samples. Therefore, we can see an increase in relative
sum rate with unseen data with larger k.
• The relative sum rate of DNN output on both seen
and unseen datasets saturates and becomes equal after a
certain k value (around 1% out of 4096). This is because
the DNN model reach it’s capacity to learn from the
given data due to the limitation of the parameters in DNN
model.
This can be explained through overfitting. As the training
data shows low variation, the model easily trains to fit to this
training data. This results in a good prediction on the seen
data, but the performance on the unseen data suffers as it has
a very high variation. However, as the variation of the training
data increases, finding a pattern becomes tougher and thus the
model generalizes. As a result, the performance on the seen
data reduces while due to the generalization, the performance
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Fig. 8. A dataset with seen an unseen (Lt, Mt) pairs and measuring
computational efficiency.
on unseen data increases. This is the main reason for the
ageing problem of the model discussed in Section V-A.
C. System Model 2: Moderate Complexity Case
In this section we consider two scenarios: 1) Multi-user
single-cell OFDM and 2) Multi-user multi-cell single-carrier.
1) Multi-user single-cell OFDM: We assume a single cell
OFDM system with N = 32 subcarriers and U = 4 users. We
assume that there is no interference if the BS does not allocate
same subcarrier to multiple users. A dataset is generated with
the stationarity factor k = 10, then labelled using the greedy
optimization strategy in [6] and split as shown in Fig. 2. The
data generation process uses the same parameters defined in
Section V-B.
As explained in Section II-B1, each subcarrier is allocated
to a unique user and thus, all the other subcarriers have zero
power allocation at that time. This leads to a highly biased
and sparse set Pt. Due to this sparsity, a single DNN model
cannot be employed. In such scenario the DNN “adapts” to
predict the zeros in the output labels. Thus, converged model
predict values close to zero which is not optimal. If we
represent sparse data in a n-dimensional vector space, they
are not clustered closely together. This makes the learning
process of the DNN inefficient. To address this problem, we
propose a design with two separate sequential DNN models
for each sub-problem (subcarrier and power allocation) as
illustrated in Fig. 9. DNN model A predicts the subcarrier
allocation algorithm, while the DNN model B predicts the
power allocation algorithm (water filling).
• The DNN Model A has one hidden layer with 200
nodes. The input layer has (N × U ) nodes with each
node representing the normalized channel gain gub (n).
The output layer has (N × U ) nodes with each node
representing the binary value for the subcarrier allocation.
Different approach could be to use lower granularity of
CSI such as received signal strength indicator (RSSI) that
would impact the performance while the methodology
would not change. A true value would mean that a
subcarrier is allocated to that user and if the value is
false, then it is not allocated. Each layer uses ReLU as
the activation function except for the last layer which
uses a Sigmoid function. The problem is a multi-class
multi-label problem where the users are assumed to be
the classes and each user can be labelled with multiple
subcarriers. Therefore, binary cross entropy loss function
was chosen for the DNN.
• Model B predicts the power allocation. Since the labeling
algorithm (water filling) for this subproblem is the same
as in case study 1, the DNN model is similar as well.
The DNN has 3 hidden layers each with 100 nodes. The
input layer has N nodes with each node representing the
normalized channel gain of the allocated users and the
output layer has N nodes with each node representing the
power allocation of the particular subcarrier. Each layer
uses ReLU as the activation function except for the last
layer which uses Leaky ReLU with a low slope (gradient
= 0.01) to avoid the dying ReLU problem [27]. The DNN
uses the same customized the loss function used in the
previous study which is given by Eq. (12).
The combined DNN was evaluated by calculating the average
value of the relative sum rate given by Eq. (15) where rˆt is
the sum rate obtained from the DNN output and rt denotes
the optimal sum rate obtained through the greedy optimization
approach described in [6].
The variation of the relative sum rate was observed while
varying parameters such as the problem complexity, non-
stationarity, training parameters (epochs, training set size),
and the model architecture. Additionally the change in perfor-
mance with the number of users is studied and the observations
are discussed in the next section.
a) Variation of performance with non-stationarity: The
variation of the average relative sum rate R¯t with the non-
stationarity k is shown in Fig. 10. Two examples of datasets
with seen and unseen (Lt, Mt) pair values were generated as
shown in Fig. 8. The average relative sum rate R¯t is low for
the unseen data with lower values of non-stationarity factor
k. This is because the DNN is trained with a dataset with
samples from a near non-stationary environment and thus is
overfit and biased. For example if we select k = 2, then D
can be {(3, 25), (5, 139)}. Thus, when the model predicts the
power allocation for a data sample which is from a unseen
environment with high movement, the performance is poor.
However, as the non-stationarity factor k of the training set
increases, the DNN model generalizes the behaviour of all
dynamic environments and thus, the sum average relative rate
R¯t of seen and unseen datasets converges.
b) Impact of the non-deterministic users activation: When
the number of users change, the size of the input vector
changes. If the layers in the DNN are fully connected, we
cannot change the size of the layer dynamically. Thus, we
cannot use the same model. Therefore, we need to train
different DNNs that is compatible for different number of users
that can be connected to the BS.
If we arrange the channel gain information in a 2D matrix,
with users in one dimension and subcarriers in the other, we
can assume that the each element in the matrix is spatially
co-related. Therefore, we propose to use convolution kernels
estimate the power allocation. Thus, we use a Convolution
Neural Network (CNN) instead of a DNN to tackle the
problem of variation of input users.
c) Recurrent Neural Networks, LSTM cells, to study limi-
tations associated with non-stationarity: The ageing problem
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of supervised learning models in non-stationary environment
occur due to the dynamic nature of the data. This time varying,
dynamic nature can be modelled using memory elements. To
study the affect of such networks the DNN was modified by
incorporating Long short term memory (LSTM) cells. LSTM
cells are a type of recurrent neural networks (RNN) which use
”memory cells” to maintain the state information for a longer
time period. LSTM cells use complex architecture, which
overcomes issues such as vanishing and exploding gradient
which are seen in RNNs with simple feedback loops [28].
The DNN model B (which predicts the power allocation)
was modified by adding an LSTM layer at the input. Moreover,
RNN models intake past data together with current data. Thus
the input data of the neural network was modified such that
the input data includes the channel gain values of the previous
10 time-steps. Our results indicated that after the update of
the model with the LSTM cells a similar trend is observed
as illustrated by Fig. 6. This is because the training data
still only contains the stationary channel values and the RNN
model is biased towards this training data which results in
poor performance in non stationary environment. Finally, we
conclude that the ageing problem occurs due to the training
process. The dependency of supervised learning models on
the training data leads to the ageing effect, and this cannot be
rectified by modifying the Neural Network architecture.
2) Multi-user multi-cell single-carrier: We consider a sin-
gle carrier system with B BSs and U users that are randomly
located. The bth BS allocates time slots to each user u ∈ Ub
in a weighed manner in order to maintain fairness. For
simplicity, we assume that the bth BS always connects to a
particular user u and decides the power allocation to minimize
interference. Note that due to this assumption, B = U in this
case study. However, in the high complexity case we remove
this assumption and consider more realistic system.
A dataset is generated by Eq. (1) with Lt = 1. In this
dataset, a single sample represents Gt; the set of channel gain
values {g11 , . . . , g
U
B} between all the users and BSs for a given
time t. The data are labelled using the WMMSE algorithm [7]
and split as shown in Fig. 2. We first employ DNNs as the
learning model to predict the power allocation.
a) DNN model approach: To predict the power allocation
for each user using channel gain information, we use a fully
connected DNN model with three hidden layers having 200, 80
and 50 nodes, respectively. The input layer has U2 nodes with
each node representing the normalized channel gain gub (n) and
the output layer has U nodes with each node representing the
power allocation pub of the particular user. Each layer uses
ReLU as the activation function except for the last layer which
uses Leaky ReLU with a low slope (gradient = 0.01) to avoid
avoid the dying ReLU problem [3]. In a single carrier system
the power violation is not an issue since the BS has only one
carrier and there is no possibility of allocating power higher
than the maximum power allocation. Therefore, we omit the
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Fig. 12. Variation of prediction time with number of users
regularization part in Eq. (12) and thus the loss function is the
MSE.
b) DQN model approach: As discussed in previous sections,
the ageing problem of the DNN makes it unsuitable under
non-stationary channel conditions. Thus we employ DQNs
as an alternative approach. In the proposed DQN design,
the power allocation decisions at step i are represented by
Pt(i) = {p1, . . . , pB} for all the BSs as illustrated in Fig. 4.
Rt(i) represents all the corresponding sum rates {r1, . . . , rB}
for all the BSs at step i. For this case study we define the state
space, action space and reward as follows:
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• State Space - The state space for a U = 10 system has the
values concatenated/stacked together is shown in Fig. 11.
The space is composed of the current channel gain values
of each user and interfering users Gt, previous power
allocation for each user Pt(i − 1), and previous rate of
each user Rt(i−1). We can use this state space to predict
an action that will estimate power levels of all BSs. But
this will require an action space of size AU . This is
not practical for DQNs since the action space increases
exponentially. Therefore, in a single step i we observe the
state of a single user (i.e. a row in state space as shown
in Fig. 11). Let’s call this the observable state. Using this
observable state we predict the BS power level for that
particular user using the DQN. Similarly we predict the
power level for all the users in the step i. After that we
proceed to step i+1. By this way we can reduce the size
of state space to U × 3 and action space to A.
• Action Space - The action space of a DQN is finite.
However, since the power allocations in our case can have
infinite values, the total power was divided into A discrete
power levels. Fig. 11 shows the action space for U = 10
users.
• Reward - We use the sum rate which is given by Eq. (7)
as the reward for the DQN.
Finally, the DNN used as the value estimator of the DQN
as illustrated in Fig. 4 is a fully connected neural network.
It has 3 hidden layers each with 128 nodes. The input layer
has (U x 3) nodes. The output layer has A nodes. Each layer
uses ReLU as the activation function except for the last layer
which uses the linear function. The DQN uses the MSE as
the loss. The policy used for this model is the epsilon greedy
policy with vanishing epsilon value from 0.8 to 0.001.
Our discussions are centered around the two metrics: the
relative sum rate and the prediction efficiency of learning
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models. The relative sum rate is given by Eq. (15), where
rˆt denotes the sum rate Rt(I) calculated using the DQN
output Pt(I) which is illustrated in Fig. 4, while rt denotes
the expected sum rate given by the WMMSE algorithm. The
efficiency is defined by the time taken to predict the power
allocation of a unit sample. The variation of the relative
performance and the prediction time with the number of users
is shown in Fig. 13 and Fig. 12 respectively.
c) Efficiency of learning models: As shown in Fig. 12, the
prediction times of methods increase as the complexity of the
problem increases. The increment in DNN is negligible. The
increment in prediction time of the DQN model is slightly
higher, whereas the increment of WMMSE time is exponential.
This exponential increase in the prediction time of WMMSE
algorithms can be attributed to its iterative optimization tech-
nique to find the solution.
On the other hand, DNN takes comparatively less time
to predict power allocation after training the model, which
depends only on number of parameters in the DNN model.
Therefore, from the figure, we conclude that WMMSE is
very inefficient compared to other models. However, since
DNNs require a labeled dataset to be trained, the training
time of DNNs would be increased due to the inefficiency of
the WMMSE algorithm (since the dataset would have to be
labelled first by WMMSE).
Therefore, DQNs act as a suitable alternatives since they do
not require to be pre-trained as DNNs and the increment in
the prediction time with problem complexity is low compared
to WMMSE algorithm. Next the relative performance of these
models with respect to the WMMSE algorithm is analyzed.
d) Relative sum rate of learning models: From Fig. 13, we
observe that, as the number of users increases, the performance
of both these models degrade. However, the degradation of
the performance of DNN is significantly higher. This occurs
because, when number of users increase, the complexity of
the problem also increases. However, the DNN model has the
same complexity and thus may not be able to model more
complex problem. This shows the inability of a DNN to learn
a model for a problem correctly. Thus a complex model would
be required as the problem complexity increases. However,
as discussed in previous section this would make the DNN
inefficient and would not be a suitable solution.
As opposed to DNNs, DQNs show low degradation of per-
formance as the problem complexity increases. To identify the
reason behind this, the variation of the sum rates throughout
the DQN training process is studied in the following section.
e) Relative sum rate of DQN during training: The perfor-
mance of the DQN is compared with the optimal performance
given by the WMMSE algorithm. Furthermore, the reward
(sum rate) from random power allocation and maximum power
allocation strategies are also considered for comparison14. The
variation of the reward throughout the training process is
shown in Fig. 14(a) and Fig. 14(b). “Warmup” phase is defined
by the first 100 episodes followed by the training phase. Note
that at the warmup phase, the relative performance of the
14In random power allocation strategy, power is allocated to each user
randomly. In the maximum power allocation strategy, the maximum power
of each base station is assigned
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Fig. 14. Variation of Relative sum rate of DQN throughout the training.
DQN is nearly equal to the random power allocation method.
However, after the saturation (convergence) phase the relative
performance of the DQN is much higher than the random /
maximum power allocation ratios. This confirms that the DQN
has been adequately trained.
We note here that the DQN is initially untrained and
would perform poorly compared to the DNN and WMMSE
algorithms. Therefore, when the average performance of the
DQN is compared with other models as in Fig. 13, this would
also include the warmup phase and the reward increment phase
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Fig. 15. Variation of relative sum rate with number of users after convergence.
which have lower performance compared to the saturation
value. So, in order to compare the optimal performance of
these models, in the next experiment, the DQN was initially
trained till convergence. Then the performance of these models
was measured on a new dataset.
Fig. 15 shows the relative performance of the converged
DQN together with DNN, random power and maximum power
allocation techniques. From Fig. 15, we can observe that the
final performance of the DQN stays constant as the number
of users increases. This signifies that the DQN would require
a higher number of episodes to train as the complexity of the
problem increases resulting in a lower average performance.
Furthermore, we also observe that after a certain point the
DNN performance degrades to a point below the random
power allocation performance which shows that DNN would
not be suitable for high complexity problems.
These results indicate that the performance of the DNN,
in terms of both the time consumption and the relative sum
rate, degrades as the complexity of the problem increases. On
the other hand, eventhough the WMMSE algorithm provides
optimal performance, it has poor efficiency at higher com-
plexity cases. Thus, we can conclude that DQNs gives a good
tradeoff between performance and efficiency when compared
to the iterative optimal algorithms.
D. Case Study 3: High complexity case
We assume a multi-user multi-cell OFDM system with
a varying number of subcarriers N having B BSs and U
radonmly located users. In this scenario we first consider
a non-stationary system and then, we explore the effect of
stationarity due to user mobility as described in Section II. The
data generation from the single-cell OFDM case is extended
to multi-cell scenario. That is, we calculate the channel gain
for each subcarrier between a given BS and all users in the
wireless network (including users in other BSs). Then we have
a 2D matrix of channel gain information Gt of size U × N
and calculate the channel gain for all the BSs, stack them to
form a 3D matrix G3t of size B×U×N . Each user is assumed
to be connected to the closest BS. The users connectivity is
represented in a adjacency matrix At of size B × U , where
element At,b,u = 1 if user u is connected to the BS b and
0 otherwise. The dataset consist of 1000 samples and each
sample consist of channel gain information (G3t ) and BS-user
connectivity information (At) for a given time t.
For each user in the system we need to predict two variables:
(i) power allocation, and (ii) subcarrier allocation. In this
case study we define a single DNN model to predict power
allocation Pt and assume subcarriers are allocated equally
to all users. Current mobile systems use a distributed system
where each cell’s decisions are taken independently of their
neighbors CSI. However, in 5G NR (New radio) Central Unit
and Distributed Unit functional split architecture allows for
coordination for performance features, load management, real-
time performance optimization.
We propose a DNN model that inputsG3t andAt from input
layer as illustrated in Fig. 16. We concatenate At along the
dimension of the subcarriers in G3t to construct the 3D input
matrix. Thus, the size of the input matrix is B×U × (N +1).
The proposed DNN model consist of four convolution layers
with kernel size (2, 3) and N filters. Each layer is passed
through a ReLu activation function to make the input-output
correlation non-linear. The model predicts power allocationPt
from the output layer as shown in Fig. 16. We propose a loss
function that does not require labeled data to train. Thus, the
proposed DNN is non-supervised. The loss function consist of
the sum-rate and the power regulation constraint introduced in
(12). The loss function is given as follows,
Υ =
∑
b∈B
(
−
∑
u∈Ub
∑
n∈N
log2[1 + γ
u
b (n)] +
β
∣∣∣∣∣
(∑
u∈Ub
∑
n∈N
pˆub (n)
)
− Pmax
∣∣∣∣∣
2


(17)
Where γub (n) is given by (11). Next, we discuss the average
time taken to compute the power allocation and then, we
present how the sum rate varies with number of subcarriers.
Then, we compare our method with suboptimal solution [9],
random power allocation strategy and water filling power
allocation strategy.
1) Variation of efficiency of the proposed DNN: The near
optimal solution given in [9] was used to benchmark the
dataset for wireless network where B = 2, U = 4 and N = 16.
The reason for selection of lower number of users and BSs is
the inability to calculate power allocation for a large datasets
using existing near-optimal solutions in a reasonable time. In
Fig. 17 consider the case where there existN = 16 subcarriers.
DNN takes around 0.7 ms to predict the power allocation per
sample in the dataset, while it takes around two minutes per
sample with [9]. The dataset consist of 1000 samples. Thus for
the benchmarking process itself takes around 2×1000≈33.3
hours. This is because [9] takes multiple iterations to converge
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Fig. 16. Proposed DNN model to predict power allocation of multi-cell OFDM case.
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Fig. 18. Variation of average sum rate with number of subcarriers.
to a solution which is computationally exhaustive. To train the
DNN, it takes around 14 ms × 1000 = 14s per epoch.
When the number of subcarriers increases, the time taken for
[9] algorithm increases exponentially as illustrated in Fig. 17.
This is because when the number of subcarriers increases,
the [9] algorithm takes more time to compute each iteration
because of the large vector representing the state. This implies
that when the number of BSs and users increases, the time
taken for [9] increases exponentially as well. For example, in
this wireless system it takes around 1 minute to predict power
allocation using a sample from the dataset for a given time t.
For the system with N = 64 subcarriers having B = 2 BSs
and U = 16 randomly located users, it takes around 1 hour to
predict a sample. Thus, in order to predict the complete dataset
it will take 1000 hours or roughly 41 days. As a result, using
the method in [9] for large wireless systems with multiple BSs
and/or crowded areas is not practical because of the time for
computation.
2) Variation of average sum rate with number of subcar-
riers: We compute average sum rate using random power
allocation, suboptimal method and proposed DNN. Fig. 18
illustrates the average sum rate of multi-user multi-cell OFDM
with B = 2 and U = 4, while the number of subcarriers N
varies from 4 to 32. We compare the average sum rate using the
training data and prediction data for the proposed DNN. Where
prediction data is not used for training. When the number
of subcarriers increases the average sumrate increases in all
methods since we keep the bandwidth of a subcarrier constant.
Therefore, larger the number of subcarriers, higher bandwidth
to transmit data. But it is clear that the proposed method
gives higher sumrate regardless of the number of subcarriers.
When using unseen data, the proposed method decreases in
performance when number of subcarriers is equal to 32. This
is because,
We have compared the cumulative sum of the probability
distribution of sumrate and total power from different algo-
rithms. The system is defined as B = 2, U = 4, N = 32.
Fig. 19 illustrates the sum rate and total power variation
using the proposed DNN, water filling algorithm, random
power allocation and suboptimal solution in [9]. We used
water filling algorithm from case study 2 and apply it for
each BS independently. Our proposed method improves the
sum rate in comparison with other methods. This is because
our proposed method uses a unsupervised learning model that
consider the all CSI from all BSs. Also, it can be seen that the
the proposed method violates total power allocation constraint
less frequently as given in Fig. 19(b). This is because the
proposed cost function penalizes when power violations occur.
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Fig. 19. Cumulative probability distribution of sum rate and total power
allocation for each BS using random, water-filling, sub-optimal and proposed
learning method with DNN (Maximum power allocation for a BS is 50W).
Fig. 20 illustrates how the sum rate of each user is dis-
tributed with different power allocation algorithms. It is clear
that the proposed method gives the highest rate to each user.
The figure illustrates that the power allocation with water
filling algorithm have high variation of user rate, while the
proposed algorithm has a lower variation and higher medium
user rate. Thus, we conclude that proposed method gives
higher rate for all the users, which results in higher sum rate
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Fig. 20. Cumulative probability distribution of sum rate of a user for each
BS using random, water-filling, sub-optimal and proposed learning method
with DNN
of the whole network.
Note: We can use an auto-encoder to reduce the dimension
of the input vector. Thus, reinforcement learning approaches
would have a comparatively smaller observation space in
comparison when the whole CSI space is utilized as an
observation. Also, instead of using DQN we can use policy
gradient optimization reinforcement learning approaches that
can estimate multiple actions in a single step. This can reduce
the number of steps required to estimate a solution (or simply
complete an episode). Our method trains it’s model using a
loss function that does not rely on a labeled dataset. Thus,
this can be used as a reward function and use reinforcement
learning techniques to train the model optimally. However,
these type of reinforcement learning methods are hard to train,
therefore we will discuss about the results of these methods
in future works.
VI. CONCLUSION
This paper presented a comprehensive comparison study on
practical design limitation for resource management of learn-
ing in non-stationary radio environment. We studied different
problem in single-cell and multi-cell multi-user networks.
Through our case studies, we observed specific limitations
of learning models such as power violation or general issues
such as long-term model ageing that should be taken into
consideration in practical design. These limitations make the
applicability of learning methods for wireless physical layer
problems challenging tasks. We proposed and analyzed solu-
tions to cope with the ageing and power violation problem
of learning models. To this end, we highlighted the impor-
tance of the unbiased dataset for efficient training of learning
model and show that a trade-off between the computational
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efficiency and prediction accuracy can be balanced with the
proper design of the learning architecture. While we proposed
the framework for dual and pipeline reinforcement learning
approach that efficiently cope with model ageing problem, we
also highlight that contemporary learning methods are limited
to the applications for non-interactive services.
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