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Resumen 
El enfoque evolutivo, así como el comportamiento 
social, han mostrado ser una muy buena alternativa 
en los problemas de optimización, donde se presen-
tan varios objetivos a optimizar. De la misma forma, 
existen todavía diferentes vías para el desarrollo de 
este tipo de algoritmos. Con el fin de tener un buen 
panorama sobre las posibles mejoras que se pueden 
lograr en los algoritmos de optimización bio-inspira-
dos multi-objetivo, es necesario establecer un buen 
referente de los diferentes enfoques y desarrollos 
que se han realizado hasta el momento. En este do-
cumento se revisan los algoritmos de optimización 
multi-objetivo más recientes, tanto genéticos como 
basados en enjambres de partículas. Se realiza una 
revisión crítica con el propósito de establecer las ca-
racterísticas más relevantes de cada enfoque, a fin 
de identificar las diferentes alternativas que se tienen 
para el desarrollo de un algoritmo de optimización 
multi-objetivo bio-inspirado.
Palabras clave: computación evolutiva, optimización 
multi-objetivo evolutiva.
Abstract
The evolutionary approach as social behavior have 
proven to be a very good alternative in optimization 
problems where several targets have to be optimi-
zed. Likewise, there are still different ways to deve-
lop such algorithms. In order to have a good view on 
possible improvements that can be achieved in the 
optimization algorithms bio-inspired multi-objective 
it is necessary to establish a good reference of diffe-
rent approaches and developments that have taken 
place so far. In this paper the algorithms of multi-ob-
jective optimization newest based on both genetic 
and swarms of particles are reviewed. Critical review 
in order to establish the most relevant characteristics 
of each approach and thus identify the different al-
ternatives have to develop an optimization algorithm 
multi-purpose bio-inspired design is performed.
Keywords: evolutionary computation, evolutionary 
multi-objective optimization.
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INTRODUCCIÓN
Los algoritmos de optimización multi-objetivo 
bio-inspirados han mostrado ser una buena he-
rramienta para la solución de problemas con di-
ferentes funciones objetivo [1]. De los algoritmos 
más representativos se tienen los que se apoyan en 
evolución y también en enjambres de partículas. 
Específicamente, los algoritmos basados en el con-
cepto de evolución logran un buen acercamiento al 
frente de Pareto, sin embargo requieren de muchas 
generaciones; por otro lado los algoritmos que se 
sustentan en enjambres de partículas presentan una 
alta tasa de convergencia, no obstante su principal 
desventaja es lograr un adecuado manejo de la di-
versidad [1], [2].
En el presente documento se realiza una revisión 
acerca del desarrollo que se ha tenido de los algo-
ritmos de optimización multi-objetivo basados en 
el concepto de evolución, así como los inspirados 
en el comportamiento de enjambre de partículas.
De otro lado, en un problema de optimización 
multi-objetivo se dispone de un conjunto de obje-
tivos cuantificables y un conjunto bien definido de 
restricciones. Debido a que el conjunto de solucio-
nes a menudo presenta compromisos entre los múl-
tiples objetivos, la solución final considera tanto la 
técnica de optimización como los procesos de de-
cisión, de los cuales se tienen: a priori, progresiva 
y a posteriori [3].
En el método a priori se combinan los diferen-
tes objetivos en una función de costo (escalar). 
En el método progresivo la toma de decisiones y 
la optimización se realizan al mismo tiempo. La 
información de selección (preferencia) parcial se 
proporciona en la medida que se realiza la opti-
mización, proporcionando un conjunto de solu-
ciones a considerar. Por su parte, en el método a 
posteriori se presenta un conjunto de soluciones 
candidatas óptimas de Pareto y se elige a partir de 
ese conjunto [3].
Esquema y objetivo de la revisión
La revisión se realiza observando los diferentes 
enfoques orientados a resolver el problema de 
optimización multi-objetivo y los algoritmos de-
sarrollados. La revisión sobre algoritmos gené-
ticos Genetic Algorithm (AG) se realiza a fin de 
contextualizar los diferentes enfoques evolutivos 
multi-objetivo, adicionalmente se profundiza en el 
desarrollo realizado sobre algoritmos de optimiza-
ción basados en enjambres de partículas, Particle 
Swarm Optimization (PSO) aplicados a problemas 
multi-objetivo. La mayoría de los algoritmos con-
siderados emplean el concepto de frente de Pareto 
el cual consiste en un conjunto de soluciones con 
los mejores compromisos entre los objetivos a ser 
optimizados.
En la figura 1 se pueden apreciar las principales 
características identificadas de los algoritmos re-
visados, siendo características a resaltar la conver-
gencia y la cantidad de generaciones empleadas. 
Por su parte, en la figura 2 se pueden apreciar los 
enfoques más significativos de los algoritmos ge-
néticos y los basados en enjambres de partículas 
empleados en optimización multi-objetivo.
ENFOQUES TRADICIONALES DE ALGO-
RITMOS GENÉTICOS MULTI-OBJETIVO
Los algoritmos evolutivos multi-objetivo Multi-ob-
jective Evolutionary Algorithms (MOEAs) resultan 
ser una buena alternativa en ingeniería cuando se 
tienen varios criterios de diseño, los cuales pue-
den estar en conflicto cuando no se puede esta-
blecer una ponderación adecuada para tener una 
sola función objetivo [4], [5]. En esta sección se 
revisan las técnicas más populares desarrolladas en 
optimización multi-objetivo basadas en algoritmos 
genéticos.
Como una primera aproximación de los algorit-
mos genéticos se tiene: algoritmo genético para 
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el vector evaluado, Vector Evaluated Genetic Al-
gorithm (VEGA); algoritmo genético multi-objeti-
vo, Multi-Objective Genetic Algorithm (MOGA); 
algoritmo genético de ordenamiento no domi-
nado, Nondominated Sorting Genetic Algorithm 
(NSGA); algoritmo genético con nichos de pareto, 
Niched-Pareto Genetig Algorithm (NPGA) y algorit-
mo genético con nichos de pareto II, Niched-Pareto 
Genetig Algorithm II (NPGA II) [1].
Un segundo grupo de algoritmos representativos 
son: el algoritmo evolutivo de fuerza de Pareto, 
Streng Pareto Evolutionary Algorithm (SPEA [6], 
[7]); estrategia de evolución archivada de Pareto, 
Pareto Archived Evolution Strategy (PAES [8]); al-
goritmo envolvente de Pareto basado en selección, 
Pareto Envelope-based Selection Algorithm (PESA 
[9]); algoritmo genético de ordenamiento no domi-
nante, Non-dominated Sorting Genetic Algorithm 
Figura 1. Características principales de los algoritmos genéticos y basados en enjambres de partículas para optimi-
zación multi-objetivo. 
Figura 2. Enfoques de algoritmos genéticos y basados en enjambres de partículas para optimización multi-objetivo.
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II (NSGA II [10]) y SPEA II [11]; algoritmo adap-
tativo de Pareto, Pareto Adaptive Algorithm (APA 
[12] [13]).
A continuación se presenta una revisión de los al-
goritmos evolutivos multi-objetivo, los cuales según 
[3] se consideran los más representativos.
Algoritmo genético para el vector evaluado
En este algoritmo se divide la población original 
en un grupo de sub-poblaciones de tal forma que 
para cada función objetivo se tiene asociada una 
sub-población. Luego se realiza un proceso de se-
lección para cada sub-población considerando la 
respectiva función objetivo asociada. En el siguien-
te paso las sub-poblaciones se mezclan para ob-
tener una nueva población y de esta forma seguir 
con los procesos tradicionales de cruce y mutación 
utilizados en un algoritmo genético [4].
Algoritmo genético multi-objetivo
Estrategia donde se emplean los elementos básicos 
de un algoritmo genético (cruce, mutación y se-
lección) aplicados al problema multi-objetivo uti-
lizando el concepto de dominancia de Pareto. Para 
la implementación del algoritmo se calcula el ran-
king de un individuo considerando el número de 
individuos que lo dominan. Adicionalmente, para 
realizar los cruces se emplea el valor del desempe-
ño compartido [14].
En este enfoque a cada individuo de la población 
se le asigna un valor con el cual será ordenado 
para realizar el proceso de selección. El valor con 
el cual se ordenan los individuos (ranking) se asig-
na considerando el criterio de no dominancia. En 
un primer paso a todos los individuos se les asigna 
un valor de 1, para los individuos no dominados 
se mantienen el valor de 1, por su parte, los indi-
viduos dominados se penalizan sumando a valor 
indicial el número total de individuos que lo do-
minan. Posteriormente los individuos se ordenan 
de menor a mayor considerando los valores cal-
culados previamente, en este respectivo orden se 
asigna un valor de desempeño para cada individuo 
por interpolación desde el menor (mejor) hasta el 
mayor (peor). En el caso de tener individuos que 
comparten la misma posición en ranking se rea-
liza un promedio para que tengan el mismo va-
lor de desempeño. Finalmente al tener asignado a 
cada individuo su respectivo valor de desempeño 
se procede a realizar los procesos de cruce y mu-
tación [14].
Algoritmo genético de ordenamiento no 
dominado
En este algoritmo las soluciones se ordenan por su 
calidad, colocando los individuos no dominados 
en una lista asignando un valor de aptitud consi-
derando el tamaño de la población. Con el fin de 
mantener la diversidad, los individuos no domina-
dos comparten los valores de desempeño creando 
una lista de individuos no dominados [15].
En NSGA se utiliza un método de selección de cla-
sificación para enfatizar soluciones no dominadas 
actuales y un método de nichos o segmentos es-
pecializados, el cual se utiliza para mantener la 
diversidad de la población.
Algoritmo genético con nichos de pareto
En este algoritmo se realiza la selección por tor-
neo basada en la dominancia, de forma aleatoria 
dos individuos se comparan con un subconjunto 
de la población, en este caso se escogen al azar 
dentro de la población dos individuos que com-
piten y un conjunto de comparación formado por 
otros individuos. Generalmente para la selección 
por torneo si un candidato está dominado por el 
grupo de comparación, mientras que el otro no lo 
es, este último se selecciona para la reproducción. 
En este algoritmo también se utiliza una técnica 
para compartir el fenotipo en el espacio de solu-
ciones [16].
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La principal mejora de NPGA II sobre NPGA con-
siste en utilizar el grado de dominación (el número 
de soluciones en la población actual que lo domi-
na) como la puntuación determinante en la selec-
ción del torneo. En este caso el método del torneo 
es determinista, en contraste con el método proba-
bilístico utilizado por NPGA [17].
Algoritmo evolutivo de fuerza de Pareto
Con este enfoque se mantiene una población ex-
terna para cada generación almacenando todas las 
soluciones no dominantes obtenidas hasta el mo-
mento. Cada población externa es mezclada con 
la población actual donde su desempeño se asig-
na considerando el número de soluciones que una 
solución domina. Para asegurar la diversidad en-
tre soluciones no dominantes se usa la técnica de 
agrupación determinista [6], [18].
Estrategia de evolución archivada de Pareto
En este algoritmo un padre es generado por una mu-
tación de un hijo. Si el hijo domina al padre, el hijo 
es aceptado como el siguiente padre y la iteración 
continúa. Si el padre domina al hijo, el hijo (des-
cendencia) es descartado y se genera la nueva solu-
ción mutada. Si la descendencia y el padre no son 
dominantes el uno al otro se emplea un conjunto 
de comparación de individuos usados previamen-
te. Para mantener la población diversa alrededor 
del frente de Pareto, se considera un archivo de so-
luciones no dominantes. Una nueva descendencia 
es comparada con un archivo para verificar si estos 
dominan cualquier miembro del archivo, si es así, 
entonces la descendencia completa es aceptada 
como un nuevo padre. Las soluciones dominantes 
son eliminadas desde el archivo.
Algoritmo genético de ordenamiento no do-
minante II
En el caso del algoritmo NSGA II, primero se esta-
blece el número de soluciones que una determinada 
solución domina así como el conjunto formado por 
las soluciones dominadas. Con la anterior infor-
mación se obtiene el primer frente formado por las 
soluciones no dominantes. Del frente actual se rea-
liza una reducción de las soluciones dominadas. 
Las soluciones no dominantes que son permanen-
tes después de esta reducción se organizan en una 
lista separada. Estos procesos continúan usando 
el nuevo frente identificado como el frente actual. 
Una nueva población es formada considerando los 
frentes individuales desde los frentes hasta exceder 
el tamaño de la población. Las soluciones de los úl-
timos frentes permitidos son clasificados de acuer-
do a la relación de la cantidad de la población.
NSGA II usa un parámetro (denominado distancia 
de multitud) para estimar la densidad de cada indi-
viduo. La distancia de multitud de una solución es 
el promedio de la longitud del lado del cubo que 
encierra el punto sin incluir cualquier otro punto 
de la población. Las soluciones del último frente 
aceptado son clasificadas de acuerdo a la distancia 
respecto a la multitud.
Algoritmo evolutivo de fuerza de Pareto II
El algoritmo SPEA 2 usa dos poblaciones, una ac-
tual y otra externa. Después de una evaluación to-
das las soluciones no dominantes de la población 
actual y de la población externa son pasadas a la 
siguiente población. Si el número de estas solu-
ciones es menor que el tamaño de la población 
entonces la siguiente población es completada con 
individuos dominantes desde la actual y la pobla-
ción externa. La diferencia con SPEA consiste en la 
asignación del valor de desempeño y en el empleo 
de un operado de truncado. La función de ajuste es 
calculada de manera diferente para las soluciones 
desde la población externa y la actual. SPEA II in-
corpora información de la densidad de soluciones 
para discriminar entre los individuos que tienen un 
valor de ajuste idéntico. En este algoritmo el tama-
ño de archivo es fijo, adicionalmente cuando el nú-
mero de individuos no dominados es menor que el 
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tamaño del archivo predefinido, el archivo se llena 
por individuos dominados [6], [18].
Algoritmo adaptativo de Pareto 
En este algoritmo cada solución se puede codi-
ficar en más de un alfabeto diferente [12], [13]. 
Adicionalmente la representación de una solución 
particular no es fija, es decir la representación 
es adaptable y se puede cambiar durante el pro-
ceso de búsqueda como efecto del operador de 
mutación.
Cada solución es representada con un número en-
tero correspondiente al número de elementos del 
alfabeto y una cadena de símbolos del alfabeto. Si 
se tienen dos símbolos corresponde a la codifica-
ción binaria estándar. El alfabeto sobre el que se 
codifica cada individuo puede cambiar durante el 
proceso de búsqueda. Cada individuo se seleccio-
na para la mutación, que es el operador de varia-
ción única. Los hijos y los padres son comparados. 
Si los hijos dominan al padre entonces la descen-
dencia entera de la nueva población y del padre 
es removida. Si los padres dominan la descenden-
cia después de varias mutaciones entonces se elige 
otro alfabeto. En este algoritmo se utiliza una única 
población de individuos.
ENFOQUES ADICIONALES DE ALGORIT-
MOS GENÉTICOS MULTI-OBJETIVO
Adicional a las técnicas revisadas anteriormente, 
las cuales se pueden considerar como estándar, se 
han realizado a lo largo del tiempo diferentes pro-
puesta y enfoques para la solución del problema 
de optimización multi-objetivo mediante algorit-
mos evolutivos. A continuación se realiza una bre-
ve descripción de estos enfoques.
Métodos híbridos
Sobre métodos híbridos en [19] se propone una téc-
nica para reducir la sobrecarga cognitiva asociada 
con la importancia relativa de un determinado cri-
terio dentro de un entorno de diseño multi-objeti-
vo, que implica un gran número de objetivos. En 
este trabajo se realiza la integración con varias téc-
nicas de búsqueda de diseño basado en algoritmos 
genéticos y optimización (suma ponderada, Pareto 
ponderado, métodos coevolutivos ponderados y es-
cenarios ponderados).
En [20] se propone una nueva estrategia de búsque-
da local para algoritmos meméticos multi-objetivo. 
Se describe un procedimiento de búsqueda itera-
tiva, denominado escalado de la colina con pa-
sos laterales, Hill Climber with Sidestep (HCS). La 
característica de HCS consiste en la capacidad de 
moverse hacia y a lo largo del conjunto de Pareto 
dependiendo de la distancia de la iteración actual 
hacia este conjunto. El procedimiento de búsqueda 
local utiliza la geometría de los conos de dirección 
de este tipo de problemas de optimización y fun-
ciona con o sin información del gradiente.
Otro trabajo se puede apreciar en [21], donde se 
propone un algoritmo evolutivo multi-objetivo hí-
brido basado en un doble espacio para realizar la 
optimización multi-objetivo, Double Space Ba-
sed Multiobjective Evolutionary Algorithms (DS-
MOEA). En comparación con MOEAs tradicionales, 
DS-MOEA no solo considera el proceso evoluti-
vo en el espacio de la solución, también tiene en 
cuenta el proceso de aprendizaje de los conoci-
mientos en el espacio objetivo.
Según [22], para los problemas de optimización 
multi-objetivo no se tiene mayor desarrollo sobre 
métodos que emplean el gradiente y su uso algo-
rítmico. En [22] se expone cómo utilizar los gra-
dientes para optimización numérica de valor real. 
Específicamente, se proporciona una descripción 
paramétrica analítica del conjunto de direcciones 
de todos las soluciones no dominadas, donde una 
solución puede ser desplazada de tal forma que los 
valores objetivos mejoren o sigan siendo los mis-
mos. Además se utiliza el resultado para evaluar la 
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utilidad de usar la información del gradiente para la 
optimización multi-objetivo, donde el objetivo es 
obtener un conjunto de soluciones de Pareto que 
se aproxima al conjunto óptimo de Pareto.
Exploración de regiones
Según [23], los algoritmos multi-objetivo evoluti-
vos (MOEA) basados en hipervolumen parecen ser 
la primera opción cuando se requiere manejar va-
rios objetivos (más de tres objetivos). También se 
comenta que estudios experimentales han demos-
trado que los algoritmos de búsqueda basados en 
hipervolumen pueden superar algoritmos como 
NSGA II y SPEA II. Un problema con la mayoría de 
los algoritmos basados en hipervolumen consiste 
en el orden de complejidad que este tiene; el algo-
ritmo más conocido para calcular la hipervolumen 
necesita tiempo exponencial. En [23] se propone 
un enfoque general para la reducción de objetivos 
con el fin de mejorar los algoritmos basados en hi-
pervolumen. El estudio indica que la omisión (tem-
poral) de los objetivos puede mejorar los MOEAs 
basados en hipervolumen drásticamente en térmi-
nos de los valores de los indicadores hipervolumen 
obtenidos.
Por otra parte, en [24] se desarrolla un algoritmo 
evolutivo elitista para toma de decisiones mul-
ti-objetivo. Los algoritmos definen un territorio 
alrededor de cada individuo para prevenir el ha-
cinamiento en cualquier región. Esto mantiene la 
diversidad al tiempo que facilita la rápida ejecu-
ción del algoritmo. También se ha desarrollado un 
mecanismo para incorporar información de prefe-
rencia con el fin de centrarse en las regiones que 
son de interés para la toma de decisiones.
Descomposición de objetivos
Según [25], la descomposición es una estrategia 
básica en la optimización multi-objetivo tradi-
cional. Sin embargo, todavía no ha sido amplia-
mente utilizado en la optimización evolutiva 
multi-objetivo. En [25] se propone un algoritmo 
evolutivo multi-objetivo basado en descomposi-
ción, Multiobjective Evolutionary Algorithm based 
on Decomposition (MOEA/D). Se descompone un 
problema de optimización multi-objetivo en una 
serie de subproblemas de optimización escalares y 
se optimizan simultáneamente. Cada subproblema 
se optimiza utilizando la información de sus varios 
subproblemas vecinos, por lo cual MOEA/D tiene 
menor complejidad computacional en cada gene-
ración que algoritmos genéticos de ordenamiento 
no dominado.
Adicionalmente, en [26] se presenta un algorit-
mo evolutivo multi-objetivo cuando cada objeti-
vo tiene una importancia diferente. Para resolver 
este tipo de problemas se propone un método de 
poda a fin de considerar la desviación de obtener 
un conjunto de soluciones no dominadas con obje-
tivos optimizados específicamente. Se observa que 
enfatizar en un objetivo mejora el rendimiento de 
optimización en problemas con muchos objetivos.
Según [27] al dividir la optimización multi-objetivo 
del espacio de decisión en varias regiones peque-
ñas se puede tener un mejor desempeño. De esta 
forma en [27] se propone el algoritmo de optimiza-
ción multi-objetivo basado en la búsqueda sub-re-
gional. Dado que el algoritmo propuesto utiliza la 
búsqueda sub-regional, la complejidad computa-
cional en cada generación es menor que NSGA II. 
El algoritmo propuesto hace uso de la estrategia de 
max-min como funciones de desempeño para lo-
grar una solución distribuida uniformemente sobre 
el frente de Pareto.
En [28] se expone que cuando en un algoritmo 
evolutivo se necesitan varias evaluaciones de la 
función objetivo con el fin de llegar a una solu-
ción sub-optima y cada una de estas evaluaciones 
es computacionalmente costosa, entonces, dichos 
problemas pueden ser intratables. Reemplazar 
el problema original con un modelo sustituto ha 
sido una estrategia habitual para la reducción de 
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tiempo. En [28] se estudian técnicas de meta-mo-
delado como funciones de Base Radial, máquinas 
de soporte vectorial, regresión polinómica en dife-
rentes aspectos, tales como la precisión, robustez, 
eficiencia y escalabilidad, con el objetivo de identi-
ficar las ventajas y desventajas de cada meta-mode-
lado con el fin de elegir el más adecuado para ser 
empleado con algoritmos evolutivos multi-objetivo.
Por su parte, en [29] se propone otro algoritmo evo-
lutivo multi-objetivo basado en descomposición, 
el cual se centra en cómo mantener un conjunto 
de sub-problemas para aproximarse a la solución 
óptima. El algoritmo emplea un generador basado 
en modelos multivariados de Gauss. Tanto la infor-
mación local y global de la población se extrae por 
un conjunto de modelos de distribución de Gauss.
En [30] se descompone el problema de optimiza-
ción multi-objetivo restringido en varios subpro-
blemas y luego se optimiza cada subproblema de 
forma colaborativa. Cada subproblema tiene su 
propia subpoblación y un registro temporal. La 
subpoblación se compone de aquellos individuos 
que tienen los mejores valores de los objetivos y 
menores violaciones de restricción del subproble-
ma, mientras que el registro temporal se compone 
de aquellos individuos que se encuentran antes. Se 
realiza el operador de cruce entre cada individuo 
en las subpoblaciones y un individuo que se elige 
al azar del registro temporal correspondiente. La 
estrategia de registro temporal hace que los indivi-
duos que tienen mejores valores de los objetivos y 
menores violaciones de las restricciones, tengan la 
oportunidad de participar en el cruce y mutación.
Según [31] aunque el enfoque de descomposi-
ción generalmente converge más rápido a través 
de la optimización de todos los sub-problemas a 
la vez, hay dos aspectos que no se abordan com-
pletamente. El primero consiste en que la distri-
bución de soluciones depende a menudo de una 
descomposición a priori del problema y el segun-
do es la falta de diversidad de la población entre 
los sub-problemas. En [31] se desarrolla un MOEA 
con archivos de doble nivel un archivo global y un 
sub-archivo. En cada generación existe un proceso 
de autorreproducción con el archivo global y re-
producción transversal entre los sub-archivos y el 
archivo global para crear nuevos individuos. El ar-
chivo global y sub-archivos se comunican a través 
de la reproducción cruzada y se actualizan usando 
los individuos reproducidos. Con este enfoque se 
conserva la convergencia rápida y al mismo tiempo 
se logra la distribución de la solución a lo largo de 
frente de Pareto.
Múltiples poblaciones
Sobre el desarrollo de algoritmos que emplean va-
rias poblaciones en [32] se desarrolla un algoritmo 
basado en el concepto de la coevolución de una 
familia de preferencias, junto con una población 
de soluciones candidatas.
Por su parte en [33] se propone un algoritmo evo-
lutivo multi-objetivo basado en la evolución para-
lela de múltiples poblaciones y una población del 
archivo de Pareto. Para cada población se emplea 
un algoritmo evolutivo a fin de optimizar por sepa-
rado cada una de las funciones, donde los indivi-
duos son generados por la selección (torneo) de la 
unión de una población asociada a un objetivo y la 
población del archivo de Pareto. En cada iteración 
una población de tamaño finito del archivo de Pa-
reto se actualiza de forma iterativa y se recorta por 
una operación de comparación.
Propuestas para lograr mejoras de los 
algoritmos
En [34] se expone que una forma de mejorar la ve-
locidad de los algoritmos evolutivos multi-objetivo 
consiste en utilizar un archivo activo de soluciones 
élite no dominadas. Sin embargo, la preservación 
de todos los individuos de élite es costosa en tiem-
po (debido a la comparación lineal con todas las 
soluciones archivadas). El mantenimiento de una 
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población de élite de un tamaño máximo fijo (por 
la agrupación u otros medios) alivia este problema, 
pero puede causar un alejamiento y la disminución 
de los frentes de Pareto estimados, lo cual puede 
afectar la eficiencia del proceso de búsqueda. En 
[34] se consideran algunas estructuras de datos 
para facilitar el uso de un archivo de élite sin res-
tricciones, sin la necesidad de una comparación 
lineal para el conjunto de élite en cada nuevo in-
dividuo insertado.
Un trabajo adicional se puede apreciar en [35] 
donde se proponen dos algoritmos evolutivos uti-
lizando un nuevo gen inteligente Intelligent Gene 
Collector (IGC) para resolver grandes problemas in-
dividuales y de optimización multi-objetivo. IGC 
es la fase principal de un operador de recombina-
ción inteligente, IGC utiliza el enfoque de dividir y 
conquistar, que consiste en dividir adaptativamente 
dos individuos de los padres en pares de segmentos 
de genes.
En [36] se propone un método de cálculo de do-
minio local, para mejorar los algoritmos evolutivos 
multi-objetivo realizando una búsqueda distribuida 
basada en el dominio local. En este método, prime-
ro se transforman todos los vectores de la aptitud 
de los individuos a coordenadas polares vectores 
en el espacio de la función objetivo. Luego se divi-
de la población en varias subpoblaciones utilizan-
do ángulos de declinación. Finalmente se calcula 
el dominio local para los individuos que pertene-
cen a cada sub-población, con base en la dirección 
de búsqueda local y posteriormente se aplica la 
selección, la recombinación y mutación individual 
dentro de cada subpoblación.
Por su parte en [37] se estudian los efectos en el 
rendimiento de la dominación local y recombi-
nación local aplicado a problemas multi-objetivo 
combinatorios. Se introduce un método que crea 
una vecindad alrededor de cada individuo y asigna 
el orden de dominancia local después de girar la 
dirección principal de búsqueda de la vecindad, 
mediante el uso de coordenadas polares en el es-
pacio objetivo. Para la recombinación se crea una 
vecindad diferente empleando búsqueda aleatoria.
En [38] se presenta un algoritmo evolutivo para 
la optimización con restricciones. El algoritmo se 
basa en técnicas de optimización multi-objetivo, es 
decir, un individuo de la población de los padres 
puede ser reemplazado si está dominado por un 
individuo no dominado elegido de la población 
descendiente. Además, se utiliza un archivo de so-
luciones factibles y mecanismo de sustitución. El 
operador de cruce se utiliza para enriquecer las 
habilidades de exploración y explotación.
Particularmente en [39] se realiza una propuesta 
para inducir una mejor distribución de soluciones 
no dominadas y distribuir más equitativamente la 
selección entre ellas. Con el método propuesto 
individuos similares se eliminan en el proceso de 
evolución mediante el uso de la distancia entre los 
individuos en el espacio objetivo.
En [40] se propone que en el proceso de evolución 
un individuo de la población de los padres puede 
ser reemplazado si está dominado por un indivi-
duo no dominado en la población descendiente. 
Además, se introducen tres modelos de un algo-
ritmo basado en la población y un mecanismo de 
solución de archivado y la sustitución no factible.
Según [41] las soluciones óptimas de un proble-
ma de optimización multi-objetivo corresponden 
a un frente no dominado que se caracteriza por 
una solución de compromiso entre los objetivos. 
Una región de “rodilla” en este frente óptimo de 
Pareto, visualmente es una protuberancia convexa 
en la parte delantera, la cual es importante para 
la toma de decisiones en contextos prácticos, ya 
que a menudo constituye el óptimo en equilibrio. 
En [41] se presenta un esquema de selección que 
permite a un algoritmo evolutivo multi-objetivo 
obtener un conjunto no dominado con concentra-
ción controlable alrededor de regiones de rodilla 
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sus acciones recientes dentro de un proceso de op-
timización. Con el fin de realizar un seguimiento de 
la dinámica del proceso de búsqueda se utiliza una 
ventana deslizante para registrar las tasas de mejora 
de la aptitud obtenida por los operadores.
ENFOQUES TRADICIONALES DE ALGO-
RITMOS PSO MULTI-OBJETIVO
A continuación se presentan diferentes enfoques 
para extender el algoritmo PSO a problemas mul-
ti-objetivo [46]. En esta sección se revisan las 
propuestas más conocidas de las cuales resaltan: 
algoritmos con exploración separada de funciones, 
enfoques de vector evaluado no basados en Pareto 
y algoritmos basados en dominancia de Pareto.
Algoritmos con exploración separada de fun-
ciones objetivo
En esta categoría se encuentran los enfoques que 
combinan todas las funciones objetivo en una sola 
o consideran cada función objetivo por turnos para 
la evaluación del enjambre. La ventaja de estos en-
foques es su sencilla actualización del enjambre y 
las mejores posiciones. En este algoritmo se em-
plea un registro externo para el almacenamiento 
de soluciones no dominadas. Su inconveniente es 
la falta de una información a priori con respecto a 
una mejor manipulación de las distintas funciones 
objetivo [46].
Enfoque de función objetivo agregada
En estos enfoques se agregan mediante una com-
binación ponderada todas las funciones objetivo 
en una sola. Si los pesos permanecen fijos durante 
la ejecución del algoritmo se tiene el caso de la 
agregación ponderada convencional, Conventional 
Weighted Aggregation (CWA) la cual es incapaz de 
detectar soluciones en las regiones cóncavas de la 
frontera de Pareto, para evitar esto los pesos son 
ajustados dinámicamente durante la optimización. 
Algunos de estos enfoques son la agregación de 
existentes del frente de Pareto. Este enfoque basado 
en preferencia se logra mediante la optimización 
de un conjunto de sumas ponderadas de los obje-
tivos originales.
En [42] se presenta otro algoritmo basado en el 
frente óptimo de Pareto, que busca aliviar la des-
ventaja de los MOEA en el rendimiento del tiempo. 
En este algoritmo se emplea un enfoque de cruce li-
mitado para mantener la diversidad de soluciones.
Según [43] varios algoritmos de optimización mul-
ti-objetivo evolutivos han adoptado los operadores 
de selección basados en indicadores que aumenten 
o reemplacen el ranking de los indicadores de ca-
lidad. Un indicador de calidad mide la bondad de 
cada candidato solución. Muchos indicadores de 
calidad se han propuesto con la intención de cap-
turar diferentes preferencias en la optimización. Por 
lo tanto, los operadores de selección basados en 
indicadores tienden a tener presiones de selección 
sesgada que evolucionan individuos hacia determi-
nadas regiones en el espacio objetivo. En [43] se 
estudia un método para agregar (o aumentar) los 
operadores de selección basados en indicadores 
existentes.
Según [44] buena parte de los algoritmos evoluti-
vos multi-objetivo existentes presentan dificulta-
des cuando el frente de Pareto óptimo se encuentra 
compuesto por múltiples segmentos desconectados. 
También los MOEAs, comúnmente involucran más 
de tres parámetros de control, adicionalmente su 
desempeño en función los ajustes de los parámetros 
son generalmente desconocidos [44]. Considerando 
lo anterior en [44] se propone un MOEA, con dos 
operadores genéticos, cruce de aritmética extendida 
y mutación diversificada, con los cuales se busca 
mejorar la capacidad de exploración del algoritmo.
Finalmente en [45] se propone un método de se-
lección adaptativa, Adaptative Operator Selection 
(AOS), el cual se utiliza para determinar las tasas de 
aplicación de los diferentes operadores considerando 
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explosión ponderada Bang-Bang Weighted Aggre-
gation (BWA) y la agregación dinámica ponderada 
Dynamic Weighted Aggregation (DWA) [46]. El uso 
de BWA resulta en cambios bruscos de los pesos 
que fuerzan el algoritmo a seguir moviéndose hacia 
el frente de Pareto. El mismo efecto se logra con 
DWA, aunque el cambio en los pesos es más suave, 
los enfoques DWA tienen mejor desempeño que 
los BWA en fronteras de Pareto convexas. En [47] 
se propone la primera aproximación de PSO mul-
ti-objetivo de agregación ponderada usando los en-
foques de CWA, BWA y DWA, que proporcionaron 
fronteras de Pareto con esparcimiento satisfactorio.
En [48] se considera un enfoque similar, donde el 
enjambre se divide en sub-enjambres y cada uno 
utiliza un ajuste de peso específico. La mejor par-
tícula de cada enjambre sirve como un líder solo 
para sí mismo. Adicionalmente se usa una deci-
sión preliminar de Pareto con el fin de buscar más 
a fondo los puntos que son soluciones candidatas 
de Pareto óptimas.
Adicionalmente en [49] se propone un enfoque de 
pesos modificados dinámicamente, incorporando 
un operador de mutación para evitar el estanca-
miento del enjambre, así como un término de ace-
leración que incrementa la convergencia en etapas 
posteriores del algoritmo. Las dos posiciones, nue-
va y antigua, son evaluadas e introducidas en una 
lista a la cual se aplica la técnica de clasificación 
no dominada encargada de seleccionar las partícu-
las no dominadas que sufren un proceso de muta-
ción en un intento de mejorarlas [50]. El conjunto 
de partículas resultante constituye el enjambre en 
la siguiente iteración del algoritmo.
Enfoque con ordenamiento de las funciones 
objetivo
Estos enfoques requieren establecer una clasifica-
ción de las funciones objetivo, la minimización se 
realiza para cada función de forma independiente, 
partiendo por las más importantes.
Originalmente en [51] se propone un esquema que 
implementa el ordenamiento de funciones. Este al-
goritmo fija la función objetivo más simple y mini-
miza el resto de las funciones objetivo, utilizando 
una variante de PSO con vecindarios dinámicos. 
Este algoritmo no usa ningún registro externo y las 
soluciones no dominadas son almacenadas como 
mejores posiciones de las partículas.
Finalmente en [52] se puede observar una exten-
sión del enfoque anterior donde se incorpora un 
registro externo para almacenar las soluciones no 
dominadas y reducir el costo computacional.
Enfoques de vector evaluado no basados en 
Pareto
Inicialmente en [47] se propuso el esquema vec-
tor evaluado PSO, Vector Evaluated Particle Swarm 
Optimization (VEPSO) basado en la idea del algo-
ritmo genético de vector evaluado, Vector Evalua-
ted Genetic Algorithm (VEGA), en este enfoque hay 
un enjambre dedicado para cada función objetivo 
y es evaluado solamente para esta función. Las me-
jores posiciones de un enjambre se utilizan para la 
actualización de la velocidad de otro enjambre.
Adicionalmente en [53], se desarrolla una nueva 
versión de VEPSO donde cada enjambre es asigna-
do a un procesador y el número de enjambres no 
es necesariamente igual al número de funciones 
objetivo. La comunicación entre los enjambres se 
realiza a través de un esquema similar a la topolo-
gía de vecindario tipo anillo.
Un enfoque similar a VEPSO, fue propuesto en [54] 
llamado PSO Multi-Species que utiliza sub-enjam-
bres que forman especies, una para cada función 
objetivo. Cada sub-enjambre se evalúa solamente 
con su propia función objetivo y la información 
de las mejores partículas se comunica a sub-en-
jambres vecinos, con un término adicional en la 
ecuación de actualización para la velocidad de las 
partículas.
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Algoritmos basados en dominancia de Pareto
Estos enfoques usan el concepto de dominancia de 
Pareto para determinar las mejores posiciones (líde-
res) que guiarán el enjambre durante la búsqueda. 
Al respecto en [2] se propuso el PSO multi-obje-
tivo, Multi-Objective Particle Swarm Optimization 
(MOPSO), uno de los primeros enfoques PSO ba-
sados en Pareto donde las soluciones no domina-
das detectadas por las partículas se almacenan en 
un repositorio. El espacio de búsqueda se divide 
en hipercubos y a cada hipercubo se le asigna un 
valor de aptitud que es inversamente proporcional 
al número de partículas que contiene. Utiliza una 
ruleta clásica para seleccionar un hipercubo y un 
líder. La mejor posición se actualiza en cada itera-
ción, basado en la relación de dominación entre la 
mejor posición existente de la partícula y su nueva 
posición. El registro tiene un tamaño limitado y las 
nuevas posiciones se insertan basándose en el cri-
terio de retención que da prioridad a las soluciones 
situadas en las zonas menos pobladas del espacio 
objetivo.
Otro adelanto se puede observar en [55], donde 
se propone un esquema PSO multi-objetivo que 
se ocupa de las ineficiencias causadas por el trun-
camiento del registro limitado de soluciones no 
dominadas, utilizando una estructura árbol sin res-
tricciones para el mantenimiento de registro lla-
mada árbol dominado. Trabaja de manera similar 
a MOPSO, excepto por el repositorio que se man-
tiene a través de las estructuras antes menciona-
das. Adicionalmente usa un operador de mutación 
(locura) sobre la velocidad de las partículas para 
preservar la diversidad.
En [56] se presenta un método que emplea el es-
timador de densidad del vecino más cercano en 
combinación con un esquema de ruleta para la se-
lección de líderes. Los líderes seleccionados son 
utilizados para actualizar la posición del resto de 
partículas. Los líderes con radio de apiñamiento su-
perior tienen una mayor probabilidad de selección 
ya que promueven la propagación uniforme de so-
luciones en la frontera de Pareto.
Por otra parte, en [57] se puede observar un méto-
do basado en un esquema elitista de registro que 
utiliza dos funciones: una para realizar selección 
y otra para eliminar un valor de aptitud de cada 
partícula. La selección del valor de aptitud es una 
medida de la influencia de la partícula a la propa-
gación de la frontera de Pareto y aumenta con la 
distancia de sus vecinos más cercanos.
Un desarrollo de algoritmos de optimización mul-
ti-objetivo de enjambre de partículas inspirados en 
algoritmos evolutivos se presenta en [58], donde la 
actualización de las partículas es completamente 
diferente a cualquier algoritmo de PSO. Las ecua-
ciones de actualización de las partículas son susti-
tuidas por un árbol de herencia de probabilidad y 
las partículas en vez de moverse en el espacio de 
búsqueda con una velocidad adaptable, heredan 
los parámetros de su nueva posición mediante una 
asignación dinámica de la probabilidad de heren-
cia que controla las probabilidades teniendo en 
cuenta la retroalimentación del estado convergen-
te del algoritmo y la aptitud de la mejor partícula 
en general.
Una propuesta de varios algoritmos MOPSO se 
aprecia en [59], en los cuales se incorporan esque-
mas especiales para la selección de los miembros 
del registro que participan en la actualización de 
la velocidad de las partículas. Se propone un enfo-
que MOPSO en combinación con el método sigma 
que asigna un valor numérico a cada partícula y 
miembro del registro; una partícula utiliza como 
líder el miembro del registro con el valor sigma más 
cercano al suyo y utiliza un factor de turbulencia 
(mutación) para la actualización de la posición de 
la partícula.
Una propuesta denominada max-min PSO se pre-
senta en [60], con este enfoque se utiliza la fun-
ción de aptitud max-min donde solo los vectores 
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decisión con un valor de la función max-min me-
nor que cero pueden ser soluciones no domina-
das con respecto a la población actual. La función 
max-min promueve la diversidad del enjambre ya 
que penaliza a las partículas que se juntan en gru-
pos, favorece las soluciones en medio de fronteras 
convexas y en los extremos en fronteras cóncavas. 
De la misma forma las soluciones no dominadas se 
almacenan en un registro para servir como líderes.
Un algoritmo MOPSO modificado denominado 
Another Multi-Objective Particle Swarm Optimiza-
tion (AMOPSO) se propone en [61], donde sub-en-
jambres son utilizados para explorar las diferentes 
regiones del espacio de búsqueda. Cada sub-en-
jambre tiene su propio grupo de líderes que son 
seleccionados al azar y sirven como guías hacia la 
frontera de Pareto. Este enfoque no utiliza registro 
externo y alivia problemas relacionados con espa-
cios de búsqueda discontinuos.
Otro algoritmo denominado Online Adaptation 
in Multi-Objective Particle Swarm Optimization 
(OMOPSO) es presentado en [62], el cual emplea 
una estimación del vecino más cercano y dos re-
gistros externos: en el primero se almacenan las 
mejores posiciones seleccionadas para la iteración 
actual de PSO y en el otro se guardan las solucio-
nes no dominadas. También hace uso de turbulen-
cia. Además incorpora un mecanismo para retirar 
los líderes, cuando su número supera un umbral.
En [63] se propone un algoritmo donde se utilizan 
varios registros externos, uno para las soluciones 
globales y uno para cada partícula, donde almace-
na las soluciones de Pareto óptimas recientemente 
descubiertas. Hace uso de una ruleta para la selec-
ción e introduce en los registros el envejecimiento 
de los líderes.
Por otra parte, en [64] se desarrolla el Multi-Ob-
jective Particle Swarm Optimization Crowding Dis-
tance (MOPSO-CD) que incorpora un mecanismo 
de distancia de hacinamiento para la selección de 
la mejor partícula global y la eliminación de las 
soluciones no dominadas del registro externo. Em-
plea mutación para mantener la diversidad de las 
soluciones no dominadas. La distancia de hacina-
miento se calcula por separado para cada solución 
no dominada. Una porción de soluciones no domi-
nadas con las distancias de hacinamiento más altas 
son seleccionadas al azar para servir como líderes 
del enjambre.
Un trabajo adicional se puede apreciar en [65] 
donde se proponen las técnicas Rounds, Random 
y Prob, basadas en el concepto de dominancia de 
Pareto para seleccionar a los líderes del registro 
externo. Rounds utiliza como guía global de una 
partícula la solución no dominada que domina la 
menor cantidad de partículas del enjambre. Ran-
dom utiliza como guía global de una partícula una 
solución no dominada probabilísticamente selec-
cionada, donde cada solución no dominada tiene 
la misma probabilidad de selección. Prob consti-
tuye una extensión de Random que favorece a los 
miembros del registro que dominan el menor nú-
mero de puntos. También se emplea mutación en 
este algoritmo.
La presentación del algoritmo MOPSO Fitness Sha-
ring (MOPSO-FS) se realiza en [66], la cual es una 
variante que emplea el intercambio explícito de 
aptitud donde a cada partícula en el repositorio de 
soluciones no dominadas se le asigna una aptitud. 
Este esquema de aptitud compartida asigna valo-
res de aptitud más altos a soluciones con un nú-
mero pequeño de otras soluciones que la rodean. 
Los líderes del enjambre son seleccionados a tra-
vés de una ruleta que utiliza los valores de aptitud 
asignados.
Un esquema donde cada partícula conserva todas 
las soluciones no dominadas que se han encontra-
do se presenta en [67]. En este enfoque se propo-
nen diferentes técnicas, que van desde la selección 
aleatoria pura hasta el uso de pesos y técnicas de 
preservación de la diversidad.
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La presentación de Smart Multi-Objective Par-
ticle Swarm Optimization (SMOPSO) se realiza 
en [68], el cual incorpora una estrategia para la 
selección de líderes donde se evalúa cada partí-
cula de acuerdo con cada función objetivo por 
separado asumiendo como media de las mejo-
res partículas la mejor posición global, para la 
actualización de enjambre para cada función 
objetivo.
Finalmente en [69] se realiza una revisión sobre 
optimización, tanto de uno como de varios objeti-
vos, analizando de manera experimental los efec-
tos de la inercia, el coeficiente de aceleración y el 
mecanismo de selección aleatorio.
ENFOQUES ADICIONALES DE ALGORIT-
MOS PSO MULTI-OBJETIVO
En esta sección se revisan enfoques adicionales 
que se han realizado para los algoritmos multi-ob-
jetivo basados en enjambres de partículas.
Enfoque adaptativo
Sobre un primer enfoque en [70] se propone el 
Adaptive Multi-objetivo Particle Swarm Optimiza-
tion (AMOPSO). Este algoritmo incorpora la inercia 
y el coeficiente de aceleración como variables de 
control con las variables de optimización habitua-
les. También se incorpora un nuevo parámetro de 
diversidad para asegurar la diversidad suficiente 
entre las soluciones de la parte del frente de Pareto 
no dominadas.
Otro trabajo se puede apreciar en [71], donde las 
partículas no dominadas se almacenan en un re-
positorio externo que se actualiza continuamente 
a través de un mecanismo de adaptación. El algo-
ritmo incluye un operador de mutación auto-adap-
tativa. La estrategia propuesta se encuentra basada 
en el conocimiento de un frente aproximado de 
Pareto, lo cual permite calcular el desempeño de 
las soluciones existentes.
En [72] se propone un algoritmo donde la inercia y 
los coeficientes de aceleración se modifican de forma 
dinámica para explorar el espacio de búsqueda de 
manera más eficiente. La distancia de hacinamiento 
y el mecanismo de mutación se emplean para man-
tener la diversidad de soluciones no dominadas.
Adicionalmente en [74] se propone la integración 
de una estrategia dinámica de población, es decir 
que se puede controlar de forma dinámica el tama-
ño de la población. El algoritmo propuesto se de-
nomina dinámica poblacional de varios enjambres 
MOPSO. La estrategia adaptativa de los archivos 
locales se diseñan para mejorar la diversidad de 
cada enjambre.
Finalmente en [75] se proponen tres operadores 
de mutación incluyendo Gauss caótico, Cauchy y 
Levy combinados con PSO. Se observa que estos 
operadores de turbulencia mejoran las capacida-
des de exploración. Adicionalmente se adopta una 
estrategia auto-adaptativa para la estimación de 
parámetros.
Enfoque híbrido
Sobre enfoques híbridos en [76] se propone el 
Quantum Evolutionary Algorithm (QEA) el cual es 
un algoritmo de optimización basado en el con-
cepto de la computación cuántica y PSO aplicado 
a problemas multi-objetivo.
Por otra parte, en [77] se propone un algoritmo 
PSO híbrido donde se utiliza un método de suma 
ponderada basada en recocido simulado para rea-
lizar la búsqueda local. El mecanismo de búsque-
da local impide la convergencia prematura, por lo 
tanto, mejora la capacidad de convergencia con el 
verdadero frente de Pareto. Mientras tanto, el pro-
blema de optimización multi-objetivo se convierte 
en el problema de optimización restringido. Adi-
cionalmente se utiliza una nueva estrategia de se-
lección basada en el principio de dominancia para 
seleccionar el siguiente enjambre.
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Enfoque multi-enjambre
En relación a enfoques que emplean varios gru-
pos de individuos, en [73] se propone un algo-
ritmo con múltiples enjambres llamado Distance 
Sorting Multi-Objective Particle Swarm Optimiza-
tion (DSMOPSO), el número de enjambres se ajus-
ta dinámicamente. En este trabajo se propone una 
estrategia de enjambre dinámico para asignar un 
número apropiado de enjambres, según sea nece-
sario. También se emplea un mecanismo modifica-
do para la actualización PSO con el fin de gestionar 
mejor la convergencia y la comunicación entre y 
dentro de los enjambres. Finalmente se propone 
la compresión del espacio objetivo y la estrategia 
de expansión de forma progresiva para explotar el 
espacio objetivo durante las diferentes etapas del 
proceso de búsqueda.
Adicionalmente en [78] se propone una mejora 
de la estrategia del crecimiento del enjambre para 
múltiples enjambres MOPSO. Además se realizó 
un análisis de sensibilidad para estudiar el impacto 
de los parámetros de ajuste en su desempeño.
Por su parte en [79], se desarrolla una estrategia 
PSO de dos fases basada en agrupación. La po-
blación inicial se construye de acuerdo a la distri-
bución de las partículas. Las subpoblaciones que 
representan los grupos de partículas especializa-
dos en nichos se identifican de forma dinámica 
utilizando algoritmos de agrupamiento basados en 
densidad. La evolución de las partículas se restrin-
ge en cada nicho, de la misma forma no se inter-
cambia información entre los diferentes nichos.
Otro trabajo relacionado se puede observar en [80] 
donde se propone un algoritmo de optimización 
multi-objetivo con múltiples enjambres; así, se pro-
pone que el número de enjambres se ajuste adap-
tativamente en todo el proceso de búsqueda. La 
estrategia asigna un número apropiado de enjam-
bres para mejorar la convergencia y la diversidad 
entre los enjambres. Se incluye un mecanismo de 
actualización PSO para gestionar mejor la comu-
nicación dentro de un enjambre y entre enjambres 
y una compresión del espacio. También se realiza 
una expansión del espacio de búsqueda para reali-
zar una exploración progresiva de este.
Según [81] la técnica de enjambres PSO como tam-
bién la optimización por colonia de hormigas Ant 
Colony Optimization (ACO) han atraído el interés 
de los investigadores debido a su simplicidad, efi-
cacia y eficiencia en la resolución de problemas de 
optimización. En [81] proponen que al incrementar 
el número de individuos del enjambre aumenta la 
exactitud.
En [82] se expone que los algoritmos evolutivos 
multi-objetivo tienen dificultad para asignar la ap-
titud de los individuos porque los diferentes ob-
jetivos a menudo entran en conflicto. Para evitar 
esta dificultad en [82] se propone una técnica 
co-evolutiva que emplea varias poblaciones para 
múltiples objetivos. Con este enfoque se propor-
ciona una manera simple y directa para resolver 
el problema multi-objetivo dejando que cada po-
blación corresponda a un solo objetivo. De esta 
manera, el problema de asignación de aptitud se 
puede abordar porque la aptitud de los individuos 
en cada población se puede asignar por el objetivo 
correspondiente. Así, se propone el algoritmo Coe-
volutionary Multiswarm PSO (CMPSO) el cual em-
plea un archivo compartido externo para diferentes 
poblaciones a fin de intercambiar la información 
requerida incorporando dos mecanismos. El prime-
ro consiste en modificar la ecuación de velocidad 
utilizando la información encontrada por diferentes 
poblaciones. El otro mecanismo consiste en el uso 
de una estrategia de aprendizaje elitista para la ac-
tualización de archivo compartido.
Por otra parte, según [83] los problemas de optimiza-
ción con más de un objetivo, donde al menos un ob-
jetivo cambia en el tiempo, son llamados problemas 
de optimización multi-objetivo dinámicos. Si por lo 
menos dos objetivos están en conflicto no existe una 
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única solución y por lo tanto el objetivo de un algo-
ritmo de optimización multi-objetivo dinámico es se-
guir el conjunto de soluciones óptimas en el tiempo. 
Uno de los principales problemas al resolver proble-
mas de optimización, es equilibrar la exploración y 
explotación durante el proceso de búsqueda. En [83] 
se investiga el desempeño del algoritmo de optimi-
zación de enjambre de partículas de vector evaluado 
dinámico, utilizando un enjambre heterogéneo, don-
de cada partícula tiene un comportamiento diferente, 
es decir que se tienen partículas especializadas en 
exploración y explotación por separado.
Descomposición de funciones
Sobre esta orientación en [84] se estudia la aplica-
ción de técnicas de MOPSO utilizando métodos 
de descomposición, donde se propone un algorit-
mo que integra un enfoque evolutivo multi-objetivo 
basado en descomposición.
Por su parte en [85] se propone una técnica para 
el control del area de las soluciones dominantes 
denominada Control of Dominance Area of So-
lutions (CDAS). La propuesta se analiza de forma 
experimental para identificar la influencia en la 
convergencia y la diversidad a través del análi-
sis de algunos indicadores de calidad y pruebas 
estadísticas.
Propuestas para mejorar los algoritmos PSO 
multi-objetivo
Sobre mejoras del algoritmo MOPSO en [86] se 
propone un mecanismo de perturbación basada en 
el método de Taguchi. Se incluye la selección por 
torneo para las mejores soluciones globales con el 
propósito de ampliar el espacio de búsqueda y se 
emplea la perturbación de Taguchi para mejorar la 
capacidad de búsqueda y reducir la posibilidad de 
caer en óptimos locales.
Por su parte en [87] se propone un método de in-
tercambio de información proporcionando a las 
partículas la capacidad de avanzar hacia el verda-
dero frente de Pareto.
En [88] se propone un algoritmo que incorpora 
la técnica de caminata aleatoria para mejorar la 
búsqueda local de las soluciones no dominadas. 
También se considera una métrica de hacinamiento 
para lograr una buena distribución de las partículas 
sobre el frente de Pareto.
Un trabajo adicional se puede observar en [89] y 
[90], donde se propone un algoritmo compuesto 
por dos etapas. En el primer paso se divide la po-
blación en grupos y cada grupo lleva a cabo la 
búsqueda para una función objetivo en particular. 
En el segundo paso, se realiza la búsqueda para 
adquirir la diversidad de soluciones de Pareto em-
pleando el mejor punto global basado en las solu-
ciones adquiridas en el primer paso.
En [91] se presenta una mejora del algoritmo de 
optimización de enjambre de partículas multi-obje-
tivo basado en un archivo de hipercubo dinámico. 
El algoritmo propuesto considera una modificación 
del método de archivo hipercubo propuesto origi-
nalmente en 2002 por Coello y Lechuga, y cambia 
los límites del espacio objetivo dinámicamente en 
el proceso de optimización. Cuando las partículas 
quedan atrapadas en los frentes locales de Pareto, 
el algoritmo introduce un proceso de mutación con 
el fin de ayudar a las partículas a saltar.
Según [92] para la optimización multi-objetivo ba-
sada en enjambres de partículas se tienen aspectos 
de importancia. El primer aspecto a considerar es 
el método de selección para la mejor posición in-
dividual y global. El segundo consiste en utilizar 
un archivo para conservar buenas posiciones del 
conjunto óptimo de Pareto. Considerando estos 
aspectos en [92] se presenta un método para se-
leccionar la mejor posición individual basada en 
el desempeño de una de las funciones objetivo. 
Para la selección de la mejor posición global se 
emplean las posiciones almacenadas previamente.
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En [93] se analizan diferentes esquemas para la se-
lección del líder. En este trabajo se muestra una 
variante que utiliza el indicador de hipervolumen 
para orientar la selección líder. Basándose en los 
resultados se concluye que el uso del hipervolu-
men para la selección del líder es un enfoque pro-
metedor en los algoritmos PSO multi-objetivos.
Por otra parte en [94] se realiza una propuesta bus-
cando mejorar tanto la explotación y la capacidad 
de exploración de MOPSO basado en la combina-
ción de un transposón y los enfoques de siembra 
elitistas. Un transposón o elemento genético trans-
ponible es una secuencia de ADN que puede mo-
verse de manera autosuficiente a diferentes partes 
del genoma de una célula, un fenómeno conocido 
como transposición.
En [95] se propone un método de máxima puntua-
ción para identificar los mejores individuos con el 
fin de guiar el proceso de búsqueda sin la necesi-
dad de utilizar la dominancia de Pareto. Con este 
enfoque se mantiene un archivo con la máxima ca-
pacidad. En cada iteración, el archivo se actualiza 
con la inclusión de las soluciones no dominadas de 
la población combinada y el archivo. Si el tamaño 
del archivo supera la capacidad máxima, se corta 
según el ranking máximo.
Por otra parte, en [96] se propone un algoritmo PSO 
basado en un conjunto de operadores de evolución. 
El método para la evolución de los conjuntos de so-
luciones PSO se administra junto con la selección 
de las mejores partículas globales y locales.
En [97] se propone el cálculo de la distancia de la 
raíz cuadrada, (Square Root Distance SRD) entre 
las partículas y los líderes para el proceso de selec-
ción. Este nuevo criterio puede hacer que todos los 
enjambres exploren el frente de Pareto de manera 
más uniforme. La segunda propuesta consiste en 
el procedimiento para actualizar los miembros del 
archivo. Cuando el archivo externo está lleno y un 
nuevo miembro se va a agregar, un miembro del 
archivo con el valor SRD pequeño entre sus veci-
nos se elimina. Con esta disposición, las soluciones 
no dominadas pueden ser bien distribuidas.
 
Según [98] debido a su rápida convergencia la opti-
mización de enjambre de partículas incurre en una 
rápida pérdida de la diversidad durante el proceso 
evolutivo, lo cual no permite tener una aproxima-
ción precisa y bien distribuida del verdadero fren-
te de Pareto. Considerando lo anterior en [98] se 
propone evaluar el entorno evolutivo incluyendo 
la densidad, el rango y los indicadores de diver-
sidad basados en las mediciones de distancia de 
grupos, el potencial y la entropía de distribución, 
respectivamente. Con este enfoque se busca ajus-
tar dinámicamente el equilibrio en la exploración 
y explotación de acuerdo con la información de 
realimentación desde el entorno evolutivo.
DISCUSIÓN
Con la revisión realizada se puede apreciar que 
existen diferentes enfoques y propuestas tanto de 
algoritmos evolutivos como de algoritmos basa-
dos en enjambres de partículas para optimización 
multi-objetivo. Al respecto es de resaltar que se 
mantiene la investigación en este campo, siendo 
una alternativa la propuesta de una Estrategia de 
Optimización multi-objetivo (EOM) con el control 
de la diversidad (CD) basada en la emulación de 
la propiedad emergente movimiento exitoso de un 
enjambre que persigue una meta y la consigue de 
manera colaborativa.
CONCLUSIONES
Con esta revisión es posible identificar que el en-
foque más empleado para el desarrollo de algorit-
mos de optimización multi-objetivo bio-inspirados 
se encuentra basado en la dominancia de las solu-
ciones encontradas.
Considerando los resultados reportados en los ar-
tículos revisados se observa que los algoritmos 
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genéticos multi-objetivo presentan una muy buena 
capacidad de exploración, sin embargo su tiempo 
de convergencia es lento.
Por su parte los algoritmos de optimización mul-
ti-objetivo basados en enjambres de partículas pre-
sentan una buena tasa de convergencia, a pesar 
de ello su capacidad de exploración se encuentra 
comprometida.
Es de apreciar que un factor de importancia en el 
momento de implementar un algoritmo de optimi-
zación multi-objetivo, basado en el frente de Pare-
to, consiste en la forma como se actualiza la lista 
de soluciones no dominadas.
Se espera emplear los conceptos identificados en 
esta revisión para el desarrollo de un algoritmo de 
optimización multi-objetivo basado en el movi-
miento colectivo de un enjambre de partículas, de 
tal forma que se logre una buena exploración del 
frente óptimo de Pareto.
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