Introduction {#s1}
============

Virtual reality in cognitive neuroscience
-----------------------------------------

Nowadays, Virtual Reality (VR) is a useful tool in several fields and has reached a considerable value in medical, psychological, and neuropsychological treatments (Wiederhold and Wiederhold, [@B76]; Merians et al., [@B47]; Optale et al., [@B50]; Tanaka et al., [@B68]; Tomikawa et al., [@B71]). Because VR interactions, however, take place within artificial worlds, it is difficult to compare, analyze, and interpret results with those obtained during real-life experiences. Together with the quantitative data registered during the interaction of participants with the synthetic environment, qualitative data obtained through questionnaires and self-report measures represent valuable methods but, in the same time, are not sufficient to support completely this advanced and useful tool (i.e., VR).

Studies employing recent brain imaging techniques have shown that immersive VR interactions activate the same brain areas as those activated in the corresponding real situation (Campbell et al., [@B10]; Clemente et al., [@B11]). Nonetheless, there is also evidence that different brain regions are activated when participants observe real objects than when they observe virtual ones (Decety et al., [@B15]; Perani et al., [@B54]).

Nowadays, the most commonly used brain imaging techniques are functional Magnetic Resonance Imaging (fMRI; deCharms, [@B16]), Electroencephalography (EEG; Niedermeyer and Lopes da Silva, [@B49]), and Positron Emission Tomography (PET; Ter-Pogossian et al., [@B69]). fMRI monitors brain activity, by using blood oxygen level dependent (BOLD) responses. EEG records electrical activity along the scalp produced by the firing of neurons within the brain. PET detects gamma rays emitted by a tracer, which is injected into the body by means of a biologically active molecule. A major problem in utilizing these brain imaging techniques to study the neural correlates of VR experiences, especially with reference to fMRI and PET, regards the "immersion" within the artificial environment. Huge machinery dimensions, disturbing noise, and electro-magnetic interferences with other instrumentations, together with the horizontal and unnatural position of the participant during scans\' acquisition, constitute the most limiting factors in the use of the aforementioned techniques with VR paradigms. The studies that we report here are divided in non-immersive and immersive ones, accordingly to the brain imaging technique used. Non-immersive techniques are those in which the virtual environment is visualized through normal desktop monitors. Immersive techniques are those in which Head Mounted Displays (HMDs), 3D glasses, or similar equipments are used to visualize the virtual environment.

VR applications and studies with fMRI vary in different disciplines (for a review, see Wiederhold and Wiederhold, [@B77]). Astur et al. ([@B1]), by administering a virtual version of the eight-arm radial maze task to normal adults, found a bilateral activation of the hippocampus, which is responsible of three-dimensional spatial memory (Iaria et al., [@B35]; Parslow et al., [@B52]). Calhoun et al. ([@B9]) observed the activation of several separate, brain networks when participants had to drive a simulated car under the effect of alcohol. With respect to participants who were affected by alcohol, participants who were not affected by alcohol showed specific activations in the orbitofrontal (OF) and motor regions, whereas visual and medial frontal regions were not activated. Overall, fMRI scans showed that alcohol intoxication may affect OF/anterior cingulate areas as well as motor and cerebellar regions (Calhoun et al., [@B8]; Jeong et al., [@B39]; Meda et al., [@B46]). Slobounov et al. ([@B63]) were the first to identify which brain areas were activated in response to a VR visual field motion, when participants experienced ego-motion (i.e., the actual motion of the body as a response to the presence of optic flow) and vection (i.e., the illusory self-motion following a moving background). Largest activations were found within the area V5 bilaterally and the superior temporal sulcus, which are known to be specifically involved in the perception of biological motion.

In the abovementioned studies, participants visualized virtual scenarios through mirror reflection of an LCD screen placed outside the fMRI machine. Thus, participants did not have a full immersion into the virtual environment. Hoffman et al. ([@B28]) have developed a system which uses prototype VR goggles inside the fMRI machine. This study explored the neural correlates of VR during pain situations. Hoffman et al. found that pain-related brain activity was significantly reduced in the VR condition with respect to the non-VR one, in all regions of interest: the anterior cingulate cortex, the primary (S1) and secondary (S2) somatosensory cortices, the insula, and the thalamus. Lee et al. ([@B41]) investigated which brain areas of smokers are activated when smoking-related cues are compared with neutral ones. fMRI scans showed an increased activation in the smoking-related cues condition, principally in the prefrontal cortex (PFC) and in the left anterior cingulate cortex (ACC), consistently with the findings of previous studies (Brody et al., [@B7]). Note that stereoscopic MR-compatible goggles were also used in this study.

A field of interest is that regarding the realization of specific devices and tools in order to avoid electromagnetic interferences during fMRI registration caused by surrounding or supplementary equipment. Important factors that influence MRI registration are: the distance between the imaging region and other electronic components (e.g., cables, sensors, or transducers), the shielding system, the filtering system, etc., (Gassert et al., [@B27]). The development, validation, and testing of a prototype force-feedback device for VR-fMRI was the topic of the study by Di Diodato et al. ([@B18]). In the testing experiment the participants had to touch a virtual object in two different conditions: one with force-feedback and one with no-force-feedback. In the force-feedback condition, higher brain activation was recorded in the left S1, in the supplementary somatosenory cortex bilaterally (S2), and in the posterior insula. An adaptation of the Phantom Premium 1.5 haptic device has been created to perform grasping operations in virtual environments during fMRI recordings (Hribar et al., [@B32]). Moreover, Resonance Technology Inc. (<http://www.mrivideo.com>) has recently developed VR glasses compatible with the fMRI machinery.

EEG remains a useful tool for studying the neurophysiological correlates of VR experiences (Pugnetti et al., [@B56]). For instance, EEG has been used to study the neurophysiological correlates during a non-interactive VR experience where a group of adolescents was requested to watch roller coaster rides. The aim of that study was to measure spatial presence during the visual processing. The results showed an activation of the parietal areas responsible for spatial navigation (Baumgartner et al., [@B4]). The aim of a recent study was to explore whether specific brain activation patterns were associated with driving at excessive speed (Jancke et al., [@B38]). In this study a virtual driving simulator was used to simulate realistic driving conditions. Compared with normal driving in which traffic rules were strictly followed, during excessively fast driving, activation of the right lateral PFC was increased in the α-band activity. Bischof and Boulanger ([@B5]) measured EEG activity while healthy normal participants navigated through virtual mazes using desktop screens. They found a positive relation between the frequency of theta episodes and the difficulty of maze navigation. After immersive VR therapy (VRT) was conducted, a group of 20 alcohol-dependent participants reduced the craving for alcohol, by increasing alpha wave activity in the frontal areas (Lee et al., [@B42]).

In one of the first studies that used PET to investigate neural correlates during a virtual navigation task, the authors found that navigation in humans is supported by a network of brain areas: the right hippocampus, the right caudate nucleus, the right inferior parietal lobule, and the medial parietal regions (Maguire et al., [@B45]; Jeong et al., [@B39]). Horikawa et al. ([@B29]) used PET to identify brain areas involved in a simulated driving task. They found activation in the thalamus, the midbrain, the cerebellum, and the posterior cingulate gyrus, suggesting an involvement of these areas in the maintenance of driving performance.

In the next paragraph, we present a new and growing methodology to study real-time brain areas activation called functional Near-infrared Spectroscopy (fNIRS), while it was used during a VR experiment. Together with low-cost, portability, and reasonable spatial resolution, one of the positive characteristic of fNIRS is that it permits the use of an adapted HMD to grant a full immersion into the virtual environment.

fNIRS and cognitive neuroscience
--------------------------------

fNIRS is a promising brain imaging technique that allows researchers to localize and measure cerebral blood flow and oxygenation. It is a real-time, diagnostic, and non-invasive technique, capable of measuring tissue oxygenation StO~2~, using low-cost and portable instrumentation. The fNIRS uses optical radiation (i.e., photons which wavelength is near the infrared range \[NIR\]: 700--950 nm). The fNIRS probes have light sources, which penetrate tissues, and detectors (optical fibers), which detect light radiations leaked from the biological tissue after having completed a depth and bended variable path (characterized by multiple scattering events, see below) on the same side of the light source. The typical inter-optode distance ranges between 2.5 and 4 cm; this permits near-infrared light to penetrate biological tissue of about 1.5--2.5 cm in depth. Near-infrared light in the biological tissue undergoes two main processes which are both wavelength dependent: scattering and absorption. Scattering, a process where the light is forced to deviate from a rectilinear trajectory because of the resistance of the tissue, is measured by the scattering coefficient (μs). On the other hand, biological tissue absorption, a process that is due to the presence of hemoglobin and because of which the light is retained by the tissue, is measured by the absorption coefficient (μa). Oxygenate hemoglobin (HbO) and deoxygenate hemoglobin (HbR) have different NIR absorption rates. This difference allows the separate measurement of the two Hb types and, thus, the oxygen saturation (StO~2~; i.e., the quantification of the ratio of HbO with respect to the total amount of hemoglobin in the microcirculation). After the neural activation of a cluster of neurons in a given region, the HbO concentration in this region increases to supply the additional oxygen demand of active neurons, and HbR concentration decreases almost simultaneously (the phenomenon that relates neural activity with hemodynamic activity is called neurovascular coupling, see Villringer and Dirnagl, [@B73]; note that fMRI inference is also based on neurovascular coupling). The typical HbO response function is characterized by a sluggish temporal profile when compared to that of neural activity: usually, hemodynamic activity begins to increase after about 1 s following changes in neural activity, it reaches its peak in around 5--7 s after neural activity, and it slowly returns to baseline activity after 12--15 s. Most fNIRS instrumentations allow the emission of intensity constant and continuous light, capable of obtaining relative measures of StO~2~. The fNIRS technologies are in continuous evolution. The improvement of spatial resolution, for example, remains one of the most studied problems and several solutions have been suggested (Owen-Reece et al., [@B51]). Furthermore, the statistical interpretation of fNIRS data has been developed and refined over the years (Villringer and Chance, [@B72]; Strangman et al., [@B64]), together with the constant improvement of methods for eliminating artifacts automatically (Hoshi, [@B30]).

The fNIRS applications in neurosciences have explored the neural correlates of several human behaviors (sensorimotor apparatus: Miyai et al., [@B48]; Shimada et al., [@B62]; visual perception: Taga et al., [@B65]; Schroeter et al., [@B59]; executive functions: Schroeter et al., [@B60]; Hoshi et al., [@B31]).

There are several advantages of fNIRS, compared to other imaging techniques (e.g., fMRI, PET). First, fNIRS is easily portable and has lower cost. Second, fNIRS allows the participants to be almost totally free in their movements. Third, because it uses only light sources, fNIRS is completely non-invasive. Fourth, fNIRS is characterized by a temporal resolution of 100 Hz or higher, that is significantly greater than those of fMRI and PET. Finally, by being interference-free, fNIRS permits simultaneous multiple registrations with fMRI, PET, and EEG. Indeed, fNIRS represents one of the most useful brain imaging techniques for replicating and validating data and registrations acquired with fMRI (Hoshi, [@B30]; Huppert et al., [@B33]; Irani et al., [@B36]).

The fNIRS, however, has some limitations. First, only cortical activity can be examined with fNIRS, given the limited depth penetration of near-infrared light into the skull. Second, the anatomical information cannot be directly inferred by fNIRS, thus it must be obtained with the help of other techniques. Third, hair can interfere with the transmission of light among the source, the scalp, and the detector. Finally, given that the participants are almost totally free to move, the holder must be fixed on the head in order to ensure a correct registration and to avoid motion artifacts (Hoshi, [@B30]; Huppert et al., [@B33]; Irani et al., [@B36]).

To the best of our knowledge to date there are no attempts to study the neural correlates of immersive VR experience with fNIRS. Previous studies have implemented VR but only in a non-immersive desktop setting. Combe et al. ([@B12]), for example, have studied the neural correlates of depth perception estimation in a 3D environment, and its effects on the participants\' emotional state. Previous studies have implemented flight-simulators (Takeuchi, [@B67]), drive-simulators (Li et al., [@B43]), or war video, game-like simulations (Izzetoglu et al., [@B37]).

In our study, we elaborated more on the methodology used in a previous study (Gamberini et al., [@B25]), in order to find a valid solution concerning correct signal acquisition with fNIRS during an immersive VR task. Using a line bisection task, we expected that both the parietal lobe and the parieto-occipital junction would be activated (Weiss et al., [@B75]). Indeed, by using PET, Weiss et al. ([@B75]) asked participants to perform a line bisection task at two distances, 70 cm (near space) and 170 cm (far space). Lines were presented on the center of a monitor. Participants performed bisection using a laser pointer. Weiss et al. found that when lines were bisected in near space, the dorsal visuomotor stream was activated (i.e., the dorsal occipital cortex and the parietal cortex along the intraparietal sulcus). In contrast, when lines were bisected in far space, the ventral visuoperceptual stream was activated (i.e., the ventral occipital cortex bilaterally and the right medial temporal cortex).

In the present study we investigated the possibility to implement fNIRS while participants experienced immersive VR. Our solution involved the use of a modified VR helmet to allow fNIRS optical fibers to be placed correctly over the scalp. Therefore, the aim of the study was to investigate whether this technical apparatus is suitable for correct signal acquisition with fNIRS. We employed the line bisection task which represents an efficient and valid paradigm to test brain areas activation during spatial attention deployment. Indeed, the line bisection task is a widely used one. Although this is a relatively simple task, it gives remarkable results in terms of visuo-spatial attention and perception. It is widely accepted and several studies have reported similar results, in many of its variations (Jewell and McCourt, [@B40] for a review; Ferber and Karnath, [@B19]; Longo and Lourenco, [@B44]; Rorden et al., [@B57]). Very few studies have simulated the line bisection task in an immersive virtual environment (Baheux et al., [@B3]; Garrison and Ellard, [@B26]). Therefore, our aim was to employ this paradigm to test the feasibility of our technical proposal for registering fNIRS signals in an immersive VR environment.

Method {#s2}
======

Participants
------------

Eight right-handed, students at the University of Padua (7 males; mean age: 27.6 years, range: 24--36) participated in the experiment after providing their informed consent. All participants had normal or corrected-to-normal vision, and normal color vision. None of the participants reported a prior history of neurological or psychiatric disorders, and none was under medication at the time of testing. One participant was excluded from the data analysis because his fNIRS signal was too noisy.

Apparatus and stimuli
---------------------

Participants saw the virtual environment through an adaptation of a V8 Research HMD (Dual 1.3″ diagonal Active Matrix Liquid Crystal Displays; 800 × 600 resolution; 60° diagonal Field of View; 200:1 Contrast ratio). V8 Research HMD LCDs were taken from the original helmet and attached to a modified bike helmet that was modified in order to reach brain areas from the fNIRS optical fibers (see Figure [1](#F1){ref-type="fig"}). A Velcro belt was attached at the back of the helmet in order to counterbalance the effect of the LCDs\' weight in front of the helmet. This belt was subsequently secured to the participants back through a thoracic belt. An Intersense tracker was mounted above the LCDs, in order to allow the participants to completely immerse into the environment (see Figure [1](#F1){ref-type="fig"}).

![**The adapted virtual reality helmet.** The helmet was created by attaching the LCDs removed from a V8 Research head mounted display to a modified bike helmet. The fNIRS optical fibers were applied to the parietal and occipital areas. A Velcro belt was attached at the back of the helmet in order to counterbalance the effect of the LCDs\' weight in front of the helmet. The belt was subsequently secured to the participants back through a thoracic belt.](fnhum-05-00176-g0001){#F1}

The virtual environment was created using 3DStudio Max 8.0 for the development of three-dimensional objects and Virtools 3.5 for the interaction with them. A virtual room was created with a "wooden" table in the center. Above and aligned with the table\'s center, there was a white panel (50 × 50 cm) for displaying horizontal lines. In the panel\'s center there was a bracket; on the left of the panel there was a telephone, while on the right there were some books (see Figure [2](#F2){ref-type="fig"}).

![**The virtual environment.** On the left, a panoramic view of the virtual room is presented; the mobile chair with wheels was created to simulate and motivate the movement along the distances of line presentation, 60 and 120 cm. On the right, the participants\' point of view of the virtual environment is presented; lines were presented over the white panel and could be bisected moving a red dot through the manipulation of a Nintendo Wiimote® controller.](fnhum-05-00176-g0002){#F2}

There were two viewer-line distances: 60 cm and 120 cm. Lines were 4--8 cm-long at the distance of 60 cm, and 8--16 cm-long at the distance of 120 cm (subtending a visual angle of 3.82° and 7.54° for each line pair 4--8 and 8--16, respectively). In front of the table there was a mobile chair with wheels that served for the participant, as he was instructed that, once he was seated, he could move along the two distances through that chair. Virtual lines were planes (i.e., a type of 3D object primitive used in computer graphics) that were 2 mm thick. To guarantee high precision in the response acquisition each centimeter of each line was subdivided in four segments, (0.25 mm each). To decrease normal aliasing provoked by three-dimensional lines, line textures of the same dimensions were superimposed above the virtual lines. To simulate the laser pointer, a Nintendo Wiimote® controller was used. The Wiimote operates as a normal mouse throughout the software GlovePie (<http://glovepie.org/>). In the virtual environment the Wiimote moved a 2.5 mm red dot as a simulation of the same one represented by a real laser pointer. The virtual red dot was represented by a 3D cone whose tip could collide with the lines, giving the point of contact over them (i.e., the bisection point). The A button on the Wiimote served to memorize the response (the last point of contact over the line) and to switch to another line and/or distance. The virtual environment was perceived stereoscopically as two points of view. That is, two cameras outdistanced by 2 cm were created as a simulation of the left and right eyes: the left camera for the left LCD and the right camera for the right LCD. The task was divided in two blocks: the experimental block and the control block. The experimental block comprised 72 stimuli in which the participant had to bisect the lines. The control block comprised 36 stimuli in which only the right extremity of the lines had to be reached. The intertrial interval between each line presentation (onset) was 12 s in order to register a correct hemodynamic response. Lines and distances presentation was randomized. The order of blocks was counterbalanced across participants.

Procedure
---------

After having compiled the informed consent, each participant read the instructions in order to complete the experimental task. Then the participant was invited to seat in a comfortable chair placed inside a sound-attenuated and dimly-lit room, where the VR helmet and the fNIRS optical fibers were placed on his/her head. The average time to apply the helmet was approximately 20′. Before starting the experiment the participant was instructed to remain steady as much as possible, during the experiment, and to avoid repetitive movements; the experimenter highlighted this instruction to be sure that the participant was aware of the fact that each single movement could interfere with signal registration. The participants performed a training task in which 16 lines were presented (eight for the experimental block and eight for the control block). The overall duration of the experiment was 20′.

fNIRS data acquisition
----------------------

The recording optical unit was a multi-channel frequency-domain NIR spectrometer (ISS Imagent™, Champaign, IL), equipped with 32 laser diodes (16 emitting light at 690 nm, and 16 at 830 nm) modulated at 110 MHz. The diode-emitted light was conveyed to the participant\'s head by multimode core glass optical fibers (heretofore, sources; OFS Furukawa LOWOH series fibers, 0.37 of numerical aperture) with a length of 250 cm and a core diameter of 400 μ m. Light that scattered through the brain tissue was carried by detector optical fiber bundles (diameter 3 mm) to four photo-multiplier tubes (PMTs; R928 Hamamatsu Photonics). The PMTs were modulated at 110.005 MHz, generating a 5 KHz heterodyning (cross-correlation) frequency. To separate the light as a function of source location, the sources time-shared the four parallel PMTs via an electronic multiplexing device. Only two sources (one per hemisphere) were synchronously (*t* = 4 ms) active (i.e., emitting light), such that the resulting sampling frequency was *f* = 15.0625 Hz, due to the 64 ms sampling period required to cycle through the 16 multiplexed channels. To stabilize the optical signal, a dual-period averaging was performed, resulting in a final sampling period of 128 ms (*f* = 10^3^/128 = 7.8125 Hz). Following detection and consequent amplification by the PMTs, the optical signal was converted into alternating current (AC), direct current (DC), and phase (Φ) signal for each source-detector channel, considering separately each light wavelength. These values were then converted into estimates of μ a variations (Δμα) using the differential-pathlength factor (DPF) method.

Temporal variations (Δ) in the cerebral oxy-hemoglobin (ΔHbO) and deoxy-hemoglobin (ΔHbR) concentrations were calculated based on the values of Δμα at the two wavelengths (Sevick et al., [@B61]; Franceschini et al., [@B24]).

The spatial arrangement of source/detector pairs on the scalp was determined using a recent probe placement method (Cutini et al., [@B14]). Sources and detectors were held in place on the scalp using a custom holder with Velcro straps. Each source was composed of two source optical fibers (one for each wavelength). The distance between each source/detector pair (i.e., channel) was 30 mm. This probe arrangement included 20 channels, providing 20 measurements for HbO and 20 for HbR. The holder covered partially both the occipital and the parietal lobes, as in a previous fNIRS study adopting the same probe placement criteria (Cutini et al., [@B13]). An illustration of the regions covered in the present study is provided in Figure [3](#F3){ref-type="fig"} (for details, see Cutini et al., [@B13], [@B14]).

![**The fNIRS recording.** In the bottom part of the figure, the location of the regions investigated in the present study, with cerebral projections of detectors (black) and channels (white) superimposed on a template brain (occipital view). The letters of the detectors indicate the lobe (P: parietal; O: occipital) and the hemisphere (L: left; R: right). The number indicates the source. Channels are named according to the source-detector pair: for instance, detector OL and source 5 created the channel OL5. Further details can be found in Cutini et al., ([@B13], [@B14]). In the top part of figure, hemodynamic response profile in symmetrical channels PR1 and PL1 (i.e., right vs. left parietal lobe) during virtual line bisection. A visual inspection of the response profiles in the two channels suggests a marked difference for what concerns the presence of task-related hemodynamic activity in the two parietal lobes.](fnhum-05-00176-g0003){#F3}

fNIRS data analysis
-------------------

Individual hemodynamic responses were baseline-corrected on a trial-by-trial basis by subtracting the mean intensity of the optical signal recorded in the interval 2 s---0 from the onset (i.e., the presentation of the to-be-bisected line) from the overall hemodynamic activity (12 s) (Schroeter et al., [@B60]). Trials contaminated by artifacts were eliminated using the outlier removal algorithm proposed by Devaraj ([@B17]). The mean value and the difference between the maximum and minimum values (range) were calculated considering all trials in a given condition. The mean value and range were also calculated for each single trial. Single trial mean and range values were then compared with the mean values of all trials in that condition. Trials with a range or mean value greater than the condition mean ±3 standard deviations were discarded from analysis. Signal averaging of all remaining trials in each condition was then performed. Noisy channels (with standard deviation \> 700 nM) were discarded from further analysis (less than 5%). The averaged hemodynamic signal was smoothed with a Savitzky and Golay\'s ([@B58]) filter with polynomial order equal to three and frame size equal to 39 time-points (i.e., 5 s).

Subsequently, the mean ΔHbO and ΔHbR signal intensities during the vascular response (i.e., the peak value reached during the temporal window between 5 and 9 s from onset) were calculated for each participant and condition. The analysis performed on the data recorded in the trials using the individual optical maps aimed at verifying the channels showing a significant activation increase relative to the baseline.

Results {#s3}
=======

Although a specific functional dissociation between extrapersonal and peripersonal space was not observed, we were able to verify the reliability of the measurements in terms of a significant hemodynamic activity with respect to the baseline. To this scope, we performed a series of *t*-tests on the individual ΔHbO concentrations observed during the hemodynamic response vs. baseline (pooled activity of peak amplitudes during extrapersonal and peripersonal bisection conditions). We observed statistically significant HbO activity in most of the occipital and parietal channels whereas no significant HbR decrements were observed, mainly because of the poorer signal-to-noise ratio with respect to that of HbO. In particular, we observed a pronounced ΔHbO activation in the right parietal channels (see Figure [3](#F3){ref-type="fig"}) during virtual line bisection (e.g., right parietal channel 1 (PR1): *t*(6) = 2.26, *p* = 0.032; right parietal channel 2 (PR2): *t*(6) = 2.12, *p* = 0.037; one-tailed *t*-tests (see Figure [3](#F3){ref-type="fig"} for the location of those channels).

The activity observed in PR1 seemed to be a reliable task-related hemodynamic response; nevertheless, such activity might have been contaminated by physiological components unrelated to the task (i.e., skin blood flow, Takahashi et al., [@B66]), although the event-related design should have limited this influence. In order to provide a further proof in regard to the reliability of PR1 hemodynamic response, we compared the activity of PR1 with that of the symmetrical channel on the left hemisphere (i.e., PL1). Interestingly, we observed a difference between PR1 and PL1 activity that was very close to significance (*p* = 0.077, *t*(6) = 1.628, one tailed *t*-test). The real version of the line bisection task was found to activate the right parietal areas in several previous studies (Fink et al., [@B20], [@B22], [@B21]; Foxe et al., [@B23]; Hurwitz et al., [@B34]). Given the exploratory nature of the present investigation, data analysis shown here was meant to represent only a broad verification of the feasibility of our methodology. Nevertheless, further analysis as well as tests on the methodology used should be performed to completely assess the potential and the limitations of the proposed methodology.

Behavioral results of the virtual line bisection task showed a significant difference in the bisection error in the comparison between the performance in peripersonal and extrapersonal space. Although an overall error to the left of the true midpoint was present (*M* = − 2.49), participants\' performance showed a greater error to the left in virtual peripersonal space than in virtual extrapersonal space, *t*(6) = − 2.112, *t*(6) = 0.039, one-tailed *t*-tests (see Figure [4](#F4){ref-type="fig"}). The discrepancy between the behavioral results, in which a dissociation between peripersonal and extrapersonal space is revealed, and the fNIRS results, in which a dissociation between peripersonal and extrapersonal space is not revealed, could be ascribed to the different nature of the present study and that of Weiss et al. ([@B75]). As stated above, further testing and validation of the system need to be done to completely assess its potential and limitations.

![**Graph of the behavioral results.** The graph shows the percentage error (Y axis) along the distances of line presentation, 60 and 120 cm (X axis). Negative values indicate an error on the left of the true centre of the line; positive values indicate an error on the right of the true centre of the line. Error bars represent the standard error ±SE.](fnhum-05-00176-g0004){#F4}

Discussion {#s4}
==========

Results showed an activation of the parietal and occipital lobes both when the lines were bisected at 60 cm and at 120 cm. These areas are implicated in visuomotor tasks, that is the case of this study in which participants had to perform hand movements (i.e., using the simulated laser pointer), while they were visually focusing attention to find the center of the lines. Several researchers have found parietal activation during attention, space perception and visuo-spatial tasks, and frequently the paradigm used was the line bisection task (Fink et al., [@B20], [@B22], [@B21]; Bjoertomt et al., [@B6]; Foxe et al., [@B23]; Thiel et al., [@B70]; Peers et al., [@B53]; Waberski et al., [@B74]; Azañón et al., [@B2]; Hurwitz et al., [@B34]; Pisella et al., [@B55]); and in particular a right parietal lobe predominance (Fink et al., [@B20], [@B22], [@B21]; Foxe et al., [@B23]; Hurwitz et al., [@B34]). On the other hand, there are few evidences when visuo-spatial tasks are performed during VR simulation (Maguire et al., [@B45]; Baumgartner et al., [@B4]; Jeong et al., [@B39]; Hribar et al., [@B32]). Moreover, no fNIRS and VR studies that find similar results are reported yet. The inability to find dissociation in neural activation for the two distances presented, as for the study of Weiss et al. ([@B75]), could be ascribed to the virtual component of the task. In the present study we used V8 Research LCDs attached on a bike helmet in order to have as much as possible the same conditions of the study by (Gamberini et al., [@B25]). The aim of our exploratory investigation was to study the possibility to implement the fNIRS brain imaging technique in the study of immersive VR experience. Using a virtual line bisection task a cerebral activation was present in the parietal and occipital lobes as expected. Definitely, further investigation is needed to confirm the validity and reliability of our results. Although the experiment was not flawless, it represents a good starting point in the implementation of the fNIRS for the investigation of VR interactions: in this regard, our encouraging results might trigger further research in the field.

A major problem was represented by the application and assembly of the adapted helmet on each participant. As the helmet was not adjustable and each participant has a different head circumference, we had to use Velcro to fix the fNIRS patch both to head and to the helmet, and to add several pieces of rubber to fit as much as possible correctly and comfortably the helmet to the participant. Moreover, in this solution only BOLD in parietal and occipital brain areas can be measured, because for the other ones there was no space to place fNIRS probe. Solving those problems will be the goal of our future studies.

The implementation of less cumbersome HMDs (i-Trek 3D PC, Virtual Visor, Sensics xSight; [www.vrealities.com](http://www.vrealities.com)) could solve the problem of the space on the head needed to place the fNIRS patch more correctly and comfortably. Another way might consist in the adoption of stereoscopic and auto-stereoscopic 3D displays, although it would be detrimental for VR immersion.

The use of fNIRS has resulted in considerable benefits for cognitive neuroscience studies. The procedure is non-invasive and capable of not constraining the participant to be in huge machineries such as those for PET and fMRI. It allows a natural position compared to the horizontal position assumed within the PET or fMRI. Therefore, fNIRS can allow the investigation of classic neuropsychological disorders in a way not possible previously.

The implementation of fNIRS in the analysis of the cerebral functions that subtend VR experiences represents another important goal. The exploration and the in-depth examination of different methodologies and solutions for VR applications will be the most important topic of future studies. In conclusion, fNIRS has the potentiality to discover new frontiers in brain research and VR applications.
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