Factorization Machines (FM) are only used in a narrow range of applications and are not part of the standard toolbox of machine learning models. This is a pity, because even though FMs are recognized as being very successful for recommender system type applications they are a general model to deal with sparse and high dimensional features. Our Factorization Machine implementation provides easy access to many solvers and supports regression, classification and ranking tasks. Such an implementation simplifies the use of FM's for a wide field of applications. This implementation has the potential to improve our understanding of the FM model and drive new development.
Introduction
This work aims to facilitate research for matrix factorization based machine learning models. Factorization Machines are able to express many different latent factor models that are widely used for collaborative filtering tasks Rendle (2012b) . An important advantage of FM's is that side information can be easily included.
For example, encoding a sample as x = {· · · , et al. (2004) . Please refer to Rendle (2012b) for more encoding examples. FM's are, however, more flexible than standard matrix factorization by learning all higher order interactions between features (implemented up to second order [eq. 1]). It has been the top performing model in machine learning competitions Schmidt-Thieme (2009), Rendle (2012a) , Bayer and Rendle (2013) 
Design Overview
The fastFM library has a multi layered software architecture (table 1) that clearly separates the interface code from the performance critical parts (fastFM-core). The core contains the solvers, is written in C and can be used stand alone. Two user interfaces are available, a command line interface (CLI) and a Python interface. They serve as reference implementation for bindings to additional languages. The strength of FM's is the ability to perform well on problems with very high dimensional categorical features as they frequently occur for example in click through rate prediction. This often leads to design matrices with more then 95% sparsity. We use the standard compressed row storage (CRS) matrix format as underlying data structure and rely on CXSparse 3 for fast sparse matrix / vector operations Davis (2006) . This simplifies the code and makes memory sharing between Python and C easy, which is critical as memory copies would reduce performance for important operations. A test suite that provides high test coverage and routines that check that the code is Valgrind-clean ensures that the code is easy to extend. Solvers are tested using state of the art techniques such as Posterior Quantiles (Cook et al., 2006) for the MCMC sampler or Finite Differences for SGD based solvers. 
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Python Interface
The Python Interface is compatible to the API of the widely-used SCIKIT-LEARN library Pedregosa et al. (2011) which opens the library to a large user base. The following code snippet shows how to use MCMC sampling for a FM classifier and make predictions on new data. fm = mcmc.FMClassification(init std=0.01, rank=8) y pred = fm.fit predict(X train, y train, X test)
Additional features are available such as warm starting a solver from a previous solution. fm = als.FMRegression(init std=0.01, rank=8, l2 reg=2) fm.fit(X train, y train) fm.fit(X train, y train, n more iter=10)
Experiments
We first show that the ALS and MCMC solver are comparable with libFM 4 with respect to runtime and convergence (figure 1). A fixed number of 50 iterations is used for all comparisons. The x-axis indicates the number of latent factors (rank) and the upper plots compare the implementations with respect to decrease in rmse error. The lower plots show how the runtime scales with the rank. The figure indicates that fastFM has competitive performance, with both the CLI and the high-level Python interface. Figure ( 2) compares MCMC chain traces using warm-start (dashed) and retraining the model (solid) line. Many other analysis are simplified by interactive access to solvers and model parameter. The experimental details behind figures 1 and 2 can be found in the on-line documentation 5 .
Related Work
Factorization Machines are available in the large scale machine learning libraries GraphLab (Low et al., 2014) and Bidmach (Canny and Zhao, 2013) . The toolkit Svdfeatures by Chen et al. (2012) provides a general MF model that is similar to a FM. The implementations in GraphLab, Bidmach and Svdfeatures only support SGD solvers and can't be used for ranking problems. libFM contains all the solvers available in our fastFM implementation but lack's an interactive user interface and a publicly available test-suit. fastFM's main objective is to be easy to use and extend without sacrificing performance. 
