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ABSTRACT
LARGE-EDDY SIMULATION OF SHIP WAKES
Shaoping Shi
The objective of the present study is to improve our understanding of turbulent wake
flows. Large-Eddy Simulation (LES) technique is applied for this purpose. A readily
available code was used with necessary modifications. Three dimensional incompress-
ible Navier-Stokes equations are solved in non-orthogonal curvilinear coordinates. Finite-
volume approach is implemented on a non-staggered grid. The core of the numerical
scheme is a fractional step method. The overall accuracy of the method is second order
in both space and time.
The LES approach has been validated for four cases: channel flow , flow past a square
body, a shear layer flow, and open channel flow. Different subgrid-scale models and numer-
ical schemes have been tested for these benchmarks. Comparisons between the simulations
and experiments show the capability of this LES method.
An efficient and accurate Random Flow Generation (RFG) approach has been improved
to provide turbulent initial and inflow conditions for developing wake flow calculations.
The RFG method can handle anisotropy and inhomogeneity, and it satisfies the instanta-
neous continuity equations. This approach has been verified by reproducing a turbulent
channel flow based on a Direct Numerical Simulation (DNS). Perfect agreements have
been obtained.
A typical one equation sub-grid scale model has been selected and modified to include
the backscatter of energy by applying the RFG algorithm. Meanwhile, an attempt was
made to implement the one equation sub-grid scale model dynamically. Comparisons have
been made between the experiments and the simulation results using different one equation
sub-grid scale models. The RFG approach along with the LES technique has been applied
to the wake behind a flat plate. Effects of grid resolution and SGS models on the turbulent
flow field have been investigated. Good results are obtained as compared to experiments.
Wake flows behind a Naval ship model (5415) have been studied in details by applying
the combined LES-RFG method. The calculation domain starts from a plane behind the
ship model. Because of the lack of experimental data, Reynolds Averaged Navier-Stokes
(RANS) calculations are used to provide the RFG procedure with the information on the
inflow boundary. The ship wake flow with an impose surface wave has been studied. The
result shows that the wave surface has a significant influence on the turbulent kinetic energy
distribution. Finally, part of the ship hull is included in the simulation of the ship wake
with a static wave surface (Fr = 0.28) to investigate the difference between RANS and LES
results in the near wake of a ship model. The overall quality of the LES calculations is
found to be very good. In particular the large coherent structures with significant vorticity
concentration and gradients could be captured in the wake of a ship model which is not
possible to accomplished by RANS. These structures have significant importance in the
transplant of entrained air bubbles.
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Nomenclature
Roman Symbols
a
ij
a transfer coefficient tensor
A coefficients
B
i
discrete operator for the pressure gradient
C coefficients
D side length of the square cylinder
F
ij
flux in the momentum equation
Fr Froude number
G
mn mesh skewness tensor
g gravitational acceleration
J Jacobian
k turbulent kinetic energy, wave number
K SGS turbulent kinetic energy on the test filter
l turbulence length scale
L ship length
L
ij
Leonard term
L
T
ij
modified Leonard term of the test scale
N number of grid points in one dimension
P pressure
p reduced dynamic pressure
q a generic variable for filterring
r
ij
anisotropic velocity correlation tensor
R
j
flux in the scalar equation
R
e
Reynolds number
R
y
turbulence Reynolds number
S
i
source term of the momentum equation and scalar equation
S
T i
modified source term of the scalar equation

S
ij
resolved strain rate tensor
T
ij
sub-test-scale stress
t time
U
m
volume flux
u

friction velocity
u; v; w Cartesian velocities in x, y and z direction
iv
v subgrid-scale fluctuations
X
j
sub-test-scale scale flux
x
i
; (x; y; z) Cartesian coordinates
y distance to the wall
Greek Symbols
 ratio of the test scale to the grid scale, diffusivity in scalar equation

T
turbulence diffusivity in scalar equation
 length scale, derivation

 length scale of the grid filter

x
;
y
;
z
grid spacing in the physical space

t
time step
Æ half of the channel height
Æ
ij
Kronecker delta
 turbulence dissipation
 Von Karman number
 dynamic viscosity
 kinematic viscosity

T
eddy viscosity
 pi, 3.14159265...
 a scalar
 fluid density

0
reference density
! specific turbulence dissipation
 time scale

ij
SGS stress

bs
ij
SGS backscatter energy

m
,() curvilinear coordinates
 mixing layer characteristics length
Other Symbols
@ partial derivative operator
Æ discrete derivative operator

=
approximately equal
 order of magnitude
 summation
Q product
Superscripts
v
+ nondimensional quantity
bs backscatter
n index of the time step
p index of the pressure iteration
(
_
)
0
a SGS or spatial perturbation quantity
Subscripts
i; j; k indices for the Cartesian coordinates or vector quantities
m indices for the curvilinear coordinates or vector quantities
w wall
Abbreviations
DMM dynamic mixed model
RFG Random flow generation
DNS direct numerical simulation
DSM dynamic subgrid-scale eddy viscosity model
LES large eddy simulation
SGS subgrid scale
CD central differencing
QUICK Quadratic Upstream Interpolation for Convective Kinematics
ISM Implicit Superimposition Method
ESM Explicit Superimposition Method
RANS Reynolds Averaged Navier Stokes
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Chapter 1
Introduction
1.1 Motivation and Objectives
Turbulent wake flows are an important area of the Naval hydrodynamic research. They
strongly effect the bubble dynamics, such as bubble trajectories and bubble concentra-
tions, in the wake. They also constitute a significant part of the geo-system, including the
global climate and our local environments. In 1978, a NASA scientific satellite, SEASAT
equipped with a synthetic aperture radar (SAR) spent approximately five months in a near-
Earth orbit. Analysis of scenes from SEASAT revealed a large number of ship wakes as
well as other ocean features (Hoekstra, 1991). Many of these images revealed some fairly
consistent wake features as well as indications to potential military and commercial impli-
cations resulting from either detection of ships and their wakes or to possible technological
developments as to minimize, under a given set of environmental conditions, the wake scar
left by a passing ship.
Most of the ship wake flows are turbulent. Several types of research directions were
pursued to study wake flows, including field observations, as well as experimental and
analytical methods. However, due to the big scale and complexity of ship wake flows
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especially those associated with the effects of the free surface, very few data are available
so far, including those for a ship model instead of real ship. On the other hand, with
the fast development of supercomputers, numerical simulation has been emerging as an
increasingly effective tool of system optimization and design. When used as a prediction
approach it can provide very useful information for ship designers, whereas as a postdiction
approach it can give us some information on operating the ship so that it could lead to the
reduction of energy consumption or required power.
However, numerical simulation of ship wake flows is still in its infancy, although some
can be found, for example, in Dommermuth and Novikov (1993), Dommermuth et al.
(1996), Hyman (1998; 1995), and Paterson et al.(1996). So far, most simulations have used
Reynolds Averaged Navier-Stokes (RANS) methods. One of the well knowns is CFDSHIP-
IOWA (Paterson et al., 1998; Sotiropoulos and Patel, 1995).
LES is becoming a popular tool attributing to its obvious advantage and the fast increase
in computer resources. From its beginning in the 60’s (Lilly, 1967), LES had been success-
fully applied to weather prediction. It then came to the attention of engineering research.
The works in the literature include but are not limited to: channel flows (Moin and Kim,
1982; Kim et al., 1987), flow past cylinders (Jordan and Ragab, 1998; Bosch and Rodi,
1998; Sohankar et al., 2000), backward facing step (Avancha and Pletcher, 2000), and jet
(Akselvoll and Moin, 1996). The objective of LES is to compute the three-dimensional
time-dependent details of the relatively large scales of motion (those responsible for the
primary transport) while the small scales are modeled with an appropriate sub-grid scale
(SGS) model. LES is intended to be used in the study of transient and turbulent flows
at moderately high Reynolds numbers, in the development of turbulence models, and for
predicting flows of technical interest in demanding complex situations where simpler mod-
eling approaches (e.g. Reynolds stress transport) are inadequate. The most critical point in
LES is for the user to ensure that the energy-bearing scales of the turbulent field are fully
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resolved by the numerics and grid spacing. This requirement is necessary for acceptable
accuracy because the SGS model is only satisfactory when the cut-off wave number lies
within the inertial subrange. The subgrid scale (SGS) model which is used to model the
small scales unresolved by the numerical mesh is a very important point in LES. Most SGS
stress models are based on an eddy viscosity assumption and one of the first and widely
used models was suggested by Smagorinsky (1963). Based on this model a lot of new mod-
els have been developed, e.g., a dynamic model (DM) by Germano et al.(1991), a mixed
dynamic model (MDM) by Zang et al. (1993), a two-parameter mixed dynamic model
(TMDM) by Salvetti et al. (1997) among others. All these models have been successfully
applied to the simulations of some particular flow field selected by the investigator. An
important effect of subgrid-scale motion in the turbulent flow, is the so called backscatter
phenomenon which can be captured by most dynamic models. However, these models suf-
fer from numerical instabilities. Moreover, most of them were validated on wall-bounded
flows, such as channel flow (Piomelli et al., 1991; Piomelli, 1999a) and lid-driven cavity
flows (Zang, 1993). Thus, a stable subgrid-scale model which represents more accurately
the backscatter of the turbulent energy and is more suitable for wake type flows is highly
desirable.
Regarding LES of ship wake flows, the work of Dommermuth, et al. (1996; 1993) is the
most relevant to the present study. In their study they considered a relatively small rectan-
gular region (0:25L1:0L0:25L at axial, transverse, and vertical directions, respectively,
L being the ship cord length) and initialized it with fully developed isotropic, homogeneous
turbulence (IHT) superimposed on the measured (or calculated via RANS) flow field and
perform LES of the flow development in that box. A forcing function (or a stirring force) is
applied to the momentum equation to provide a prescribed turbulent dissipation rate. The
dissipation rate can be prescribed according to RANS or empirical information available.
Periodic boundary conditions are applied in the axial direction. Free surface waves induced
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by turbulence are included in the LES computation in a semi-empirical manner while the
disturbances due to Kelvin waves are subtracted from the velocity field and calculated sep-
arately using potential flow theory. These transient results in the box are projected onto the
spatial domain to describe the flow development in the far wake by assuming that the tem-
poral behavior predicted in the prescribed region is related to the spatial behavior through
a Galilean transformation. This means that a full similarity is assumed between the turbu-
lence in the prescribed region and the corresponding reference region located at a distance;
x = U
0
t, where U
0
is the ship speed.
As it stands, their approach relies too heavily on the initialization using RANS results.
Since, in its true sense, spatial development is not calculated but assumed to be related
to temporal development, the initial turbulent flow field must play a dominant role in the
subsequent development of the turbulence. By imposing the turbulent dissipation rate (as
calculated from RANS) via a forcing function, this method becomes even more dependent
on RANS. Moreover, it is not clear if the periodic boundary conditions in the axial direction
where there is a significant flow development are appropriate for wake flows. Based on all
these uncertainties, a new approach is taken in the present study in which the assumptions
mentioned above are eliminated, and both the spatial and temporal development of the flow
are calculated directly and simultaneously with appropriate boundary conditions.
Another issue concerning simulations of ship wake flows is how to deal with the compli-
cated ship geometry. Normally, the ship should be included in the simulations because the
boundary layer generated by the ship walls is the source of turbulence. However, the avail-
able computer resources are still not enough to satisfy the demand of LES of ship wakes
including all the ship surface due to a prohibitively large number of grid nodes needed to
capture fine flow structures in the thin wall boundary layer, including the viscous sublayer.
Thus, it is desirable to have an efficient and robust method to start the computations ex-
cluding the body itself, if the focus is on the wake flow. The mean flow velocity as well
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as the turbulent quantities, such as turbulence intensity, time scale and length scale could
be prescribed at the inflow boundary from empirical data or RANS (Reynolds Averaged
Navier-Stokes) solution.
The principle function of LES is to resolve the large energy-bearing scales of the turbu-
lent field. To achieve this target, very fine grids are essential. This becomes more evident
for high Reynolds number flows such as ship wakes. However, the capability of even the
fastest single processor computers today still can not satisfy the memory and CPU require-
ments of LES fully. Moreover, all the new supercomputers are built with multi-process
architecture as shared or distributed memory. Workstations or PC clusters are constructed
and used as an efficient and economical alternative. Parallel computing techniques make
it possible to run large calculations by taking the advantage of the supercomputers or the
so called ”Beowolf” clusters. All this opens excellent opportunities for LES. In this regard
an attempt was made in the present study to modify the serial code to run on a distributed
memory cluster.
1.2 Summary
The objectives of this research are as follows:
1. Validate and improve an existing Navier-Stokes solver for LES applications.
2. Develop new or improved subgrid-scale models.
3. Validate and/or improve an approach to provide instantaneous turbulent inflow bound-
ary conditions.
4. Investigate the physics of the turbulent ship wakes.
5. Parallelize the LES code using Message-Passing-Interface (MPI) technique.
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Chapter 2
Mathematical Formulation
In this chapter, the governing equations which describe the motions of an incompressible
flow are presented. The Boussinesq approximation together with other simplifications are
introduced to yield a reduced set of equations. Then increasing levels of complexity of the
conservation laws are presented, and grid-filtered forms to describe the type of motions,
which are resolved on a given grid, and finally with the curvilinear conservation laws, and
discretized conservation laws in curvilinear coordinates are described.
2.1 Governing Equations
The application of the principles of conservation of mass and momentum to an incompress-
ible, viscous fluid flow gives
Continuity:
@u
j
@x
j
= 0: (2.1)
Momentum:
@u
i
@t
+
@(u
j
u
i
)
@x
j
=  
1

@P
@x
i
+


@
2
u
i
@x
2
j
+ gÆ
i2
(2.2)
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An additional equation is required to describe the conservation of a scalar, namely  in
this study.
@
@t
+
@(u
j
)
@x
j
= 
@
2

@x
2
j
+ S
i
() (2.3)
Here  is a material coefficient which could be thermal diffusivity, conductivity, or
viscosity, depending on which scalar equation is solved. S
i
() is a whole source/sink term.
The Einstein summation rule applies to repeated indices (i; j = 1; 2; 3) and x
1
; x
2
; and
x
3
represent the three spatial axes in the Cartesian coordinate system. Note that the direc-
tion of gravity is in the negative i = 2 direction. In the above equations, u
i
; P; ; t; g rep-
resent Cartesian velocity components, pressure, density, viscosity, time, the gravitational
constant, respectively.
2.2 Boussinesq Approximation
The density of fluid may be written as
 = 
0
+  (2.4)
where 
0
is a reference density, and  is the relative deviation from that reference
state.
Substitution of Eqn. 2.4 into the momentum equation 2.2 gives
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+


0
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i
2: (2.5)
In the present research which focuses on the flow of ship wake the variation of density is
very small compared to the reference density. Thus the Boussinesq Approximation can be
applied in the momentum equation. By using the Boussinesq Approximation, the density
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variations in the inertial terms may be neglected while only in the buoyancy term that is
retained. Let us redefine the pressure as
p =
1

0
(P   
0
gx
2
); (2.6)
the momentum equation can then be simplified as
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+


0
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i
2; (2.7)
where  = =
0
is the kinematic viscosity.
2.3 Conservation Law Form
In order to use a finite volume method for space integration (Ferziger and Peric, 1997),
the above equations are expressed in a conservative form. To express these equations in
a form more consistent, the equivalent, conservation law formulation is used by following
the formulation of Zang et al. (1994):
@u
j
@x
j
= 0; (2.8)
@u
i
@t
+
@F
ij
@x
j
= S
i
; (2.9)
@
@t
+
@R
j
@x
j
= S
i
(); (2.10)
Where
F
ij
= u
i
u
j
+ pÆ
ij
  
@u
i
@x
j
; (2.11)
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Si
=


0
gÆ
i
2; (2.12)
R
j
= u
j
  
@
@x
j
: (2.13)
Note that in order to calculate S
i
in Eqn.2.12, one more equation is required. One choice
is to build a scalar equation for density directly (Zang, 1993), another choice is to solve the
energy (temperature) equation and then get density from the temperature (Calhoun, 1998).
At the current stage of this research, the variation of the density is ignored thus this term
is set to zero. In the future when the density changes need to be considered, e.g. stratified
flow, S
i
can be re-implemented together with a scalar equation for density. Another point
needs to be made about S
i
(). The actual expressing for S
i
really depends on the particular
equation in which it appears. Any term that can not be included in the convection or
diffusion terms may be included in this source term.
2.4 Equations for the Resolved Motion
The governing equations are discretized into algebraic form and solved on a numerical
mesh (grid) system. In the case where the grid is relatively coarse or the turbulent energy is
transferred through a wide range of spatial scales, there may be small-scale motions which
the grid can not resolve. The scales which are resolved by the grid spacing are called
the ”resolved scales”, while those which are beneath the grid’s resolution are called the
”subgrid scales”.
For a generic flow variable q, the resolved component q and the subgrid-scale compo-
nent q
0
are expressed as
q = q + q
0 (2.14)
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Mathematically, the resolved-scale field is obtained by applying the following spatial
filtering operation to the original field
q(x
1
; x
2
; x
3
) =
Z
D
3
Y
i=1
G
i
(x
i
; x
0
i
)q(x
0
i
)dx
0
1
dx
0
2
dx
0
3
(2.15)
where D denotes the calculation domain. In a finite volume or finite difference method,
such as the one used in the present work, a box filter is usually used, in which G
i
= 1, D
spans only the local grid cell, and an appropriate scheme is used for the integration of q
within the cell. Applying the filtering operation to Eqns. 2.8 to 2.13, we obtain
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= 0; (2.16)
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j
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j
: (2.21)
Two extra terms which represent the effect of the subgrid-scale motion appear in the
above equations: 
ij
, which is called the subgrid-scale stress, and 
j
, which is called the
subgrid-scale flux. They are defined as
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The resolved field is represented by ”overbar”ed quantities, and 
ij
and 
j
have to be
modeled using the resolved quantities. In the present study, the models for 
ij
and 
j
are
recasted to the following mixed form:
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where S
ij
is the resolved strain rate tensor,
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ij
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1
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); (2.26)
L
m
ij
, (the ’modified Leonard term’, (Germano, 1986)), and P
j
are defined as
L
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ij
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j
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u
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(2.27)
P
j
= u
j

  

u
i

: (2.28)
The model coefficients C
1
and C
2
can take the value 0 or 1, or may be determined dynam-
ically depending on the type of subgrid-scale model being used; 
T
and 
T
are called the
’eddy viscosity’ and the ’eddy diffusivity’, respectively. In the computation, the isotropic
parts 
kk
and L
kk
are lumped into the pressure gradient term. Rewriting 
ij
as
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one can see that the first term on the RHS of the above equation may be combined with the
viscous term in F
ij
, which is the third term on the RHS of Eqn.2.19. Similarly, we may
combine the first term on the RHS of Eqn. 2.25 with the diffusive term in R
j
, which is the
second term on the RHS of Eqn.2.21. Substituting Eqns. 2.29 and 2.25 into Eq.2.16 to Eq.
2.21 and combining terms accordingly, we have
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Note, in Eqn.2.33, variable p includes the isotropic part 
kk
and L
kk
.
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2.5 Coordinate Transformation
To be able to treat problems of complex geometry, the above mentioned equations are
transformed from the physical space to computational space and written for a generalized
curvilinear coordinate system. In the following, the physical space is denoted by coor-
dinates (x
1
; x
2
; x
3
), and the computational space by coordinates (
1
; 
2
; 
3
). The density
fluctuations in the RHS of the source term 2.34 in the momentum equation are neglected.
By applying the chain rule of derivatives we have
@
@x
j
=
@
m
@x
j
@
@
m
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Using this we obtain the equations:
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S
0
i
() in Eqn. 2.44 is the transformation of S
i
() to the computational domain. In order
to use the finite-volume discretization, it is desirable to recast the equations in ’Strong-
Conservation-Law Form’. This is done by to multiplying the above equation by the inverse
of the Jacobian defined as
J
 1
= det(
@x
i
@
m
); (2.45)
and utilizing the metric identity
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to bring the term J 1@
m
=@x
i
inside the derivative @=@
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. By carrying out these oper-
ations and, in addition, defining the following
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we obtain the final set of governing equations
@

U
m
@
m
= 0; (2.49)
@J
 1
u
i
@t
+
@

F
im
@
m
=

S
i
; (2.50)
@J
 1


@t
+
@

R
m
@
m
=

S
T
i
(); (2.51)
where

F
im
=

U
m
u
i
+ J
 1
@
m
@x
i
p   ( + 
T
)G
mn
@u
i
@
n
(2.52)
14
S
i
= J
 1
@
m
@x
j
@
n
@x
i
@
T
@
m
@u
j
@
n
  C
1
@
@
m
(J
 1
@
m
@x
j
L
m
ij
); (2.53)

R
m
=

U
m

   ( + 
T
)G
mn
@


@
n
; (2.54)

S
T
i
() =

S
0
i
()  C
2
@
@
m
(J
 1
@
m
@x
j
P
j
): (2.55)
In Eqn.2.55, S 0
i
() should be changed accordingly, depending on which scalar equation
is solved. In Eqns 2.47 and 2.48, U
m
is the resolved volume flux (contravariant velocity
multiplied by the inverse of the Jacobian or the volume of the computational cell) normal to
the surface of constant 
m
, and Gmn, which is called the ’mesh skewness tensor’, measures
the skewness of the grid cell. The ’contravariant velocity’ is not a true velocity but is a
quantity with the dimension (1=t).
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Chapter 3
Numerical Method and Validation
The nature of LES requires the use of accurate numerical schemes such that the numerical
errors, and aliasing, etc, do not pollute the solution and mask the contribution of subgrid-
scales. Theoretically, the higher the order of the numerical scheme, the better the resolution
should be under the same grid spacing. However, the concept of ”accuracy” should not be
taken in the strict meaning of this word, especially the interpretation linked to the formal
order of truncation error in the Taylor series expansion. It has been demonstrated by Rai
and Moin (1991) that the higher order of accuracy combined with coarse grid spacing is
not necessarily better(even the 7th order upwind scheme was found unsuitable for LES).
Specifically, the higher order upwind biased finite difference methods damp a substantial
amount of the higher wave number range due to numerical dissipation which also controls
the aliasing. However, Jordan (1999) showed that severe damping or damping of the finer
resolved scales can be minimized by improving the grid spacing. Rai and Moin recommend
the central differencing (CD) schemes where the aliasing must be controlled by enforcing
kinetic energy conservation. Higher order central differencing schemes have in addition the
problem of artificial high frequency oscillations that may contaminate the turbulence field.
Another fact that needs to be considered is that the accuracy of CD schemes deteriorate
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rapidly in the presence of non-uniform grids with large(> 3%) expansion ratio. Temporally,
in LES, explicit schemes are preferable, but if stability is an issue, some implicitness, e.g.
via Crank-Nicolson time splitting, can be introduced.
This chapter provides information on the numerical method and the validation of the
methods described in the previous chapter. First a summary of references for the numer-
ical methods and turbulence models used in this work are reviewed. Validations of these
methods have been performed for four benchmarks, namely, channel flow, flow past square
cylinder, 2D mixing layer flow, and open channel flow. Comparisons between simulated
and experimental results are made.
3.1 Summary of Numerical Method
The Navier-Stokes solver used in the present work was developed by Zang et al. (1994).
Part of the pressure solver was based on the work of Perng (1990). A non-staggered grid
is employed. The method used is essentially a finite volume formulation using two sets
of variables: Cartesian variables defined at cell centers, and contravariant volume fluxes
defined at cell faces. The governing equations are discretized in the general curvilinear
coordinates. Time advancement is semi-implicit using an implicit Crank-Nicolson scheme
for the diffusive and diagonal viscous terms and an explicit Adams-Bashforth scheme for
the other terms. In the momentum equations, spatial derivatives are computed with second-
order central differences, except for the convective terms which can be discretized by ei-
ther central difference (with special care due to numerical instabilities) or quadratic upwind
scheme, a variation of the QUICK (Quadratic Upstream Interpolation for Convective Kine-
matics) scheme (Leonard, 1979). Convective terms in the scalar equation are discretised
using the SHARP scheme (Leonard, 1988). Henceforth, in this study,unless specially em-
phasized, terms such as CD, QUICK, or SHARP scheme always refer to the discretization
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of the convective terms in the momentum equation or the scalar equation.
The fractional step approach (Kim and Moin, 1985) was used to for time advancement.
The idea of the fractional step method is to split the momentum equation into two parts: the
pressure vs. all the other terms. A three-step predictor-corrector solution procedure is then
formulated such that: (1) a predicted velocity field is calculated which is not constrained
by the continuity equation; (2) the pressure field is computed from the pressure Poisson
equation; and (3) the true velocity field is obtained by correcting the predicted velocity
with pressure. The pressure Poisson equation is solved with a multigrid method (Brandt,
1977), and the approximate factorization technique (Beam and Warming, 1976) is used in
solving the momentum equation. For the details about all these methods the reader may
refer to the above cited papers and Zang (1993).
3.2 Subgrid Scale Model
Spatially filtering the equations of motion introduces extra terms which are called the sub-
grid scale (SGS) stresses that must be modeled. These terms represent the effects of the
subgrid-scale motion on the resolved motion; dissipate the forward scatter resolved energy
or backscatter energy to the finest resolved scale motion (Mason and Thomson, 1992). In
other words, the interaction of the resolved and modeled fields occurs mainly over a very
narrow wave number range where the coarsest modeled scales interact only with the finest
resolved scales. This is the basic hypothesis of the scale similarity or mixing model (Liu
et al., 1994b) and it can been represented by Figure 3.1. There are several characteristics
that make a reliable subgrid scale model. The most important is that it adequately dissi-
pates the resolved turbulence energy. Those models which dissipate too much energy are
called overactive models, whereas those which dissipate much less energy can be named
underactive models (Fig.3.2). A second important feature is that the SGS stresses should
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vanish at the wall preferably with the correct asymptotic behavior. The SGS model should
also turn off when no SGS dissipation should occur, i.e., in laminar, potential and fully
resolved flow.
Smagorinsky’s model (Smagorinsky, 1963) was developed by assuming that the small
scales are in equilibrium so that energy production and dissipation are in balance. Recently,
dynamic versions of Smagorinsky and mixed subgrid scale turbulence models have been
developed, see for example, Germano et al. (1991), Zang et al. (1993), and Salvetti and
Banerjee (1995). In these dynamic models, the essential characteristics mentioned above
are relatively well satisfied (Piomelli, 1999a; Piomelli, 1998). In the present work, these
SGS models have been tested in order to find out which model is more appropriate for
wake type flows. However, the results obtained were not as good as expected . Thus it is
desirable to seek a SGS model which may be more suitable for wake flow. Considering
the many advantages, such as solving the kinetic energy explicitly, the one-equation SGS
model is getting much more attention (Menon et al., 1996; Sohankar et al., 2000; Ghosal
et al., 1995; Okamoto and Shima, 1999). In Chapter 5 (this study), the main features of
one-equation model will be reviewed and a one equation model is proposed.
3.3 LES of Channel Flow
Turbulent channel flow has been studied widely using experimental measurements (Clark,
1968; Hussain and Reynolds, 1975), Reynolds-Averaged-Navier-Stokes (RANS) simula-
tion (C.Wilcox, 1993), Direct Numerical Simulation (DNS) (Mansour et al., 1988; Abe
et al., 2001), and LES (Moin and Kim, 1982). Thus it is a good benchmark due to the
existence of abundant data bases. The geometry of the channel flow is shown in Figure 3.3.
The Reynolds number, based on the half channel width, is 33000. A 66  66  130 grid
with a non-uniform distribution in vertical direction is used. This grid is selected so that the
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grid distribution in the y-direction (vertical to the wall) is sufficient to resolve the viscous
sublayer (y+ < 5) and in the z-direction (spanwise) is capable to capture the ’streaks’ in
the wall region (Moin and Kim, 1982). no-slip boundaries were used for the bottom and
top walls with y+ 
=
3:095 at the first grid node, while the other boundaries are periodic.
The grid number as well as the other setups are similar to those used by Moin, et al. The
flow is driven by a fixed pressure gradient.
First the QUICK scheme without any SGS model was tested. It resulted in much higher
turbulence intensities compared to the experimental measurements. It seems that the nu-
merical diffusion inherent in this upwind scheme is not enough to balance the energy dis-
sipated by the subgrid-scale motion for this relatively fine grid. Next the dynamic subgrid-
scale eddy viscosity model and the dynamic mixing subgrid-scale model (Zang et al., 1993)
with central differencing scheme were applied. Although Vreman, et al.(1997) pointed that
in Zang’s model the test filter is incorrect, it should not have significant influence on the
results. The reason lies on that, theoretically, any test filter larger than the filter of the origi-
nal equation can be used in dynamic model. While they have many advanced features such
as resolving subgrid dissipation well, capable of capaturing backscatter energy, it has been
found that they predict much lower turbulence intensities compared to the experimental
measurement. This was also noticed by Vreman, et al.(1997). In the end,the Smagorin-
sky model with C = 0:05 with a central differencing scheme was applied, which gave
results much closer to the measurements. The wall damping was not included in this study
because grid is relatively fine in the wall range. The mean flow, the turbulence intensity
and the streamwise velocity contours are shown in Figure 3.5, Figure 3.6 and Figure 3.7,
respectively.
Fig. 3.5 shows that the classical log-law profile is captured correctly. In Figure 3.6
the turbulence intensity is shown and compared to the experiment data. The turbulence
intensity is obtained from the formula
p
u
02
u

, etc., where u

(
=
0:05) is calculated from the
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pressure gradient. From Figure 3.6, it can been seen that the predicted rms-fluctuations are
in good agreement with the experiments except that the location of maximum fluctuations
is predicted farther away from the wall. The reason may lie in the fact that not sufficient
grid was used near the wall although finer grids were located in this region, which precludes
the resolution of the whole boundary layer.
Figure 3.7 shows the instantaneous streamwise velocity contours and spanwise vortic-
ity contours at different times on a central x-y plane. The flow is fully turbulent with the
large scale structures well captured. The presence of the boundary layer and the experi-
mentally observed ejection and sweep events can be observed near the wall. Particularly,
the resolution of the well known bursting phenomenon in the boundary layer is noteworthy.
Figures 3.7(b) and 3.7(c) which are for two different instantaneous with sufficient separate
time show the dynamics of the unsteady turbulent motion of large eddies captured in the
present simulations.
3.4 LES of Flow Past Square Cylinder
The case of flow past a square cylinder has been studied by both experimental measure-
ments (Lyn et al., 1995) and numerical simulations (Rodi, 1997; Sohankar et al., 2000).
The geometry is shown in Figure 3.4. The Reynolds number, based on the cylinder side
length is 22000, which is the same as in Lyn et al.’s experiments. A nonuniform grid
194  162  18 in streamwise, vertical and spanwise directions, respectively, was used.
Such grid size was selected because more grids were needed to resolve the flow in x and
y directions due to the significant changes of the flow field in these directions, while in
the spanwise direction (z-direction) the flow can be assumed as homogeneous. Near the
body surface relatively finer girds were applied. As to the boundary conditions, symme-
try boundaries in the normal direction, inflow and outflow (Neumann) boundaries in the
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streamwise direction, periodic boundaries in the spanwise directions, as well as no-slip
boundaries on the surface of the cylinder were used. In this study case there was concern
more about on the wake of the body because the goal is eventually to study ship wakes.
Similar to the study of channel flow, different subgrid-scale models with different nu-
merical schemes were applied. The results showed that the QUICK scheme without any
SGS model gave better results for this case compared to the measurements by Lyn et al.
(1995), while dynamic model and Smagorinsky model had much lower turbulence fluctua-
tions, both in frequency and magnitude. It seems that these models dissipate more energy
than expected with the relatively coarse grid applied.
However, all the methods used gave good results for the mean flow parameters, such as
the Strouhal Number of vortex shedding and the mean velocity profile.
In this case an oscillatory flow with a period of about 0.56 s was obtained, which is close
to that reported by Rodi(1997) . The predicted Strouhal Number is 0.1335 as compared to
the experimental value of 0.132 reported by Lyn et al. (1995).
The velocity variation along the center-line is illustrated in Figure 3.8. Here the instan-
taneous velocity profile at the central plane of the cylinder is compared to the measurements
(Lyn et al., 1995). The body is placed at x = 0. The X-axis is nondimensionized by D (the
length of one side of the square) and Y -axis is nondimensionized by U
0
(inflow velocity).
The distributions of the rms-velocity fluctuations u02 and v02 (including the contribution
of the periodic oscillations) along the center-line are depicted in Figure 3.9 as compared
with the measurements. In the very near wake, the results agree very well with the ex-
perimental measurements while in the far wake the predicted fluctuations are smaller. This
may be because the grid size used in the far wake was much coarser. The spanwise vorticity
(!
z
) contours and the streamlines are shown in Figure 3.10. This Figure gives vorticity-
contours at the center of XY plane. One can clearly see the features of the vortex shedding.
Large turbulence structures are well resolved. The energy spectrum at one point in the near
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wake (2D from the rear edge) is shown in Figure 3.11. The inertial range captured in the
calculations is an indication of the validity of the LES.
3.5 LES of Plane Mixing Layer
The mixing layer flow simulations have been performed in order to study the bubble dy-
namics in a turbulence environment. The bubble dynamics (Smirnov et al., 2001a) is a
different topic and will not be included in this study. Here focus will be only on the turbu-
lent flow field.
This study is based on the experimental measurements (Lazaro and Lashears, 1992a;
Lazaro and Lashears, 1992b; Rightley, 1995). The computational domain is sketched in
Fig.3.12, which is sized as 0:55m0:2m0:2m in x, y, and z direction, respectively. The
mixing layer is generated by two separate parallel flows with different incoming velocities.
A thin flat plate, which is 0:15m length, 0:003m height , and 0:2m width (the whole span-
wise extent), is mounted in the middle of the inlet plane. The velocity of the lower half
flow is 0:28m=s, while the upper half value is 0:07m=s. Bubbles are carried in from the
lower half. In this study, a sinusoidal force , with the amplitude of five percent of the mean
flow, is added on the vertical velocity component of the flow in the lower half. The grid
used in this simulation was a 194 66 42 uniform grid on all three dimensions. The cell
size is 2:8mm 3:0mm 4:8mm.
As for the boundary conditions, uniform inflow is applied at the inlet plane, except at
the lower half, where a sinusoidal force is imposed on the vertical velocity component.
Free gradient boundary is used for outflow. Slip-wall boundary conditions are used at the
top and bottom (y direction). In the spanwise (z) direction, periodic boundary conditions
are applied. At the surface of the flat plate, slip-wall boundary conditions are used. The
reason of using slip-wall boundary conditions is that in this computation the effect of the
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mixing layer is dominant.
Central differencing (CD) scheme was applied on the discretization of the convection
term. The SGS model used was the Smagorinsky model.
Because the volume fraction of the bubbles was kept very small, the coupling between
the carrier flow and the bubbles was not considered. In other words, the flow behaves
as there were no bubbles inside. This approximation is also supported by the research of
Elghobashi and Truesdell (1993) in which they indicated that the influence of such low
dispersed phase particles (bubbles) would be seen in the smallest scales, not in the large,
energy-containing scales dominating the mean and rms velocity profiles. Following the
experiments (Rightley, 1995), the range of the computational domain is wholly confined to
the developing region of the mixing layer.
The streamwise mean velocities and the fluctuations are shown in Fig. 3.13 at x= =
1:25, where  is the characteristic flow length scale and is equal to 8mm . The profile of the
mean streamwise velocity is in good agreement with that of the measurements. However,
near the top and the bottom regions (y <  20mm and y > 20mm), small differences
exist. It is not clear, in the author’s knowledge, why the measurements give a higher mean
streamwise velocity at the lower half of the downstream location than the velocity at the
inlet, which is 0:28m=s. Theoretically, at a downstream station, after the fluid in the lower
half is mixed with that of the upper half, which has a lower velocity (0:07m=s), the flow
of the fluid in the lower half should expand. Thus the velocity should decrease according
to satisfy the continuity, although the change is small. In the upper half, it seems that
the flow is still in the earlier stages of development. The Kelvin-Helmholtz vortex is not
strong enough to affect the flow. With the development of the mixing, at the downstream
locations, such influence is remarkable and the flow is restrained at some extent. Then the
streamwise velocity at the upper half will decrease.
The predicted rms velocity in axial direction is generally lower than the measurements.
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The reason may lie on the slip-wall boundary conditions applied on the flat plate, which
means the influence of wall on the flow is removed. Thus leads to underestimation of tur-
bulence intensities. Farther away from the region where the mixing occurs, the difference
is even larger. Again, slip-wall boundary condition is used at the top and bottom bound-
aries and this may be the primary reason for the observed differences. Very little mixing
occurs in these regions, so the turbulence intensity is almost zero. A similar phenomenon
is observed for the vertical mean velocities and their fluctuations (Fig. 3.14).
The comparison of the predicted velocity field and the measurements at different axial
locations are shown in Figs. 3.15 to 3.17. In the experiments, the velocity field is obtained
by conditional averaging (phase averaging). Two periods of the conditional averages are
presented here - one period being broken into ten phase bins. Each period corresponds
to the characteristic length scale, , of the large coherent vortical structure. On the other
hand, in the simulations, space averaging along the spanwise direction is carried out. Also
in the simulations, a region of length (2) is depicted. The mid point of the depicted
region corresponds to the location of the measurement. Although the averaging methods
are not the same, it is still worthwhile to notice that the coherent vortical structures match
very well. Besides, obviously, if the space averaging domain is transferred to the phase
averaging domain, the measurements and simulations would match perfectly. The mean
convective velocity has been subtracted in the Figures 3.15 to 3.17.
The vertical velocity contours are shown in Fig. 3.18 in which the developing Kelvin-
Helmholtz vortices are clearly observed. Correspondingly, the bubble distributions are
presented in Fig. 3.19. The bubble cloud can be seen to be entrained by the fluid entering
the mixing region from the high speed side into the cores of the coherent vortical structures
present in the mixing region.
Nevertheless, based on previous work by others (Elghobashi and Truesdell, 1993; Trues-
dell and Elghobashi, 1994; Elghobashi and Lasheras, 1996), when there is a large density
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ratio between the phases, such as in this study, the influence of bubbles on the carrier phase
may become important even though the void fraction remains small. Works on this topic
are continuing under the current project.
3.6 LES of Open Channel Flow
The goal of this benchmark is to test the capability of the presently used code in represent-
ing the model of the free surface as the symmetry boundary. The computation was set up
exactly the same as in channel flow in Section 3.3 except that half of the grid nodes in the
spanwise wise direction were used in order to save the computational time. The top wall
has been represented by the symmetry boundary conditions:
@u
@y
= 0
@w
@y
= 0 v
n
=  v
n 1
: (3.1)
Note, that y represents the vertical direction, and n and n  1 are the last two grid nodes in
the vertical direction.
The computed mean streamwise velocity is shown in Fig. 3.20. It is seen that by using
the symmetry boundary condition a free surface type velocity profile could be obtained.
This means that symmetry boundary conditions can be applied on the free surface. The
streamwise velocity contours as well as the velocity vectors on the center vertical plane
are shown in Fig.3.21. Clearly while the turbulence has been well captured near the wall,
there is hardly turbulence near the free surface. The spanwise vorticity contours presented
in Fig. 3.22 also confirm this conclusion. A wave-like flow field can be seen in Fig.3.21
although it is very weak. It is believed that this phenomenon was generated by the ejections
and sweeps at the wall boundary layer.
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3.7 Summary
In this chapter, the solution method for the incompressible Navier-Stokes equations has
been described briefly. The subgrid-scale models have been summarized and the necessity
for refinement of the current SGS models has been emphasized. The approach has been
tested by applying it to four benchmark cases: channel flow, flow past a square cylinder,
mixing layer flow, and open-channel flow. In general, good results have been achieved,
testifying to the feasibility of the current LES approach.
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Figure 3.1: Resolved and modeled energy spectra
Figure 3.2: Overactive model and underactive model
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Figure 3.3: The geometry of the channel flow
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Figure 3.4: The geometry of the flow past a square cylinder
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Figure 3.5: Mean flow logarithmic velocity profile in the channel flow (Central difference
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Figure 3.7: Contours on the center x-y plane (Central difference with the Smagorinsky
model)
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Figure 3.8: Mean velocity distribution on the center plane of the cylinder. The experiments
are by Lyn et al. (1994) and the data starts behind the cylinder. The velocity decreases
ahead of the cylinder because of the viscous forces. The cylinder is located in  1 
x=D  1. The QUICK scheme without any SGS model is used.
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Figure 3.9: Turbulence intensity of the flow around the square cylinder. QUICK scheme
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Figure 3.11: Energy spectrum in the near wake of the flow passed the square cylinder.
QUICK scheme without any SGS model is used.
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Figure 3.12: The sketch of plane mixing layer flow
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simulation.
y (mm)
Me
an
Ve
rtic
al
Ve
loc
ity
(m/
s)
Me
an
Ve
rtic
alV
elo
city
RM
S(m
/s)
-40 -20 0 20 400
0.005
0.01
0.015
0.02
0.025
0
0.01
0.02
0.03
0.04
0.05
0.06
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(a) Measurements by Rightley (1995)
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Figure 3.15: Velocity vectors at x= = 1:25
38
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Figure 3.16: Velocity vectors at x= = 1:88
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(a) Measurements by Rightley (1995)
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Figure 3.17: Velocity vectors at x= = 2:50
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Figure 3.18: Vertical velocity contours
Figure 3.19: Bubble trajectories in the mixing layer, courtesy of Smirnov, A. (2001).
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Figure 3.20: The mean streamwise velocity in the open channel flow
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Figure 3.21: The contours of the instantaneous streamwise velocity and velocity vectors in
the center vertical plane in the open channel flow
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Figure 3.22: The contours of the instantaneous spanwise voticity in the center vertical plane
in the open channel flow
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Chapter 4
Random Flow Generation
In this chapter, a Random Flow Generation (RFG) (Smirnov et al., 2000b; Shi et al., 2000b)
approach is described that can provide turbulent initial or inlet flow conditions for LES. The
technique is based on previous methods of synthesizing divergence-free vector fields from a
sample of Fourier harmonics and allows the generation of a non-homogeneous anisotropic
flow field representing turbulent velocity fluctuations. This approach has been verified by
reproducing the turbulent channel flow.
4.1 Introduction
In a Reynolds Averaged Navier-Stokes (RANS) turbulence modeling approach information
about turbulent fluctuations is contained in the time averaged Reynolds stresses of the form
u
i
u
j
. These are obtained as an outcome of a turbulence model that links Reynolds Stresses
to mean flow quantities (e.g. k- model), or solves modeled transport equations for each
Reynolds stress component (e.g. Reynolds Stress models). However, this is not the case
when the large eddy simulation (LES) methodology is employed since the goal here is to
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explicitly resolve the large eddy turbulent fluctuations. In LES the inlet conditions can not
be derived directly from experimental results, because of the unsteady and pseudo-random
nature of the flow being resolved, unless, of course, the turbulent intensity is zero at the in-
let, which is rarely the case. This problem becomes more important for spatially developing
turbulent flows where for example the boundary or shear layer thickness changes rapidly.
In such cases periodic boundary conditions can not be specified as in the case of a fully
developed channel flow (Ravikanth and Pletcher, 2000). A similar situation exists when
prescribing the initial conditions over the whole calculation domain. This can be of impor-
tance when the turbulent flow is not steady in the mean (i.e., non-stationary turbulence) and
the transients of the flow are to be resolved. Even for stationary turbulent flows, if realistic
initial conditions are not prescribed, the establishment of a fully developed turbulence takes
an unreasonably long execution time. For these reasons it is necessary to initialize the flow-
field with some realistic form of perturbation to provide the initial turbulent conditions. It
is important that the perturbation be spatially correlated, as is the case with the real flow.
For external flow problems the turbulent flow field can be initiated simply by appropriately
perturbing the inlet flow-field. In this case an accurate representation of temporal correla-
tions of the flow-field can be important. The inlet perturbation propagates throughout the
domain and helps trigger the turbulence that is to be captured. One strategy is to begin
the LES by initializing the flow field to that of a previously obtained RANS solution. A
higher resolution grid is then used with an appropriate sub-grid-scale model. The Reynolds
stress terms provided by the RANS solution can be used to construct spatially and tempo-
rally correlated perturbed inlet and initial conditions. In principle it is possible to predict
turbulence via LES technique by starting from a quiescent flow or with the mean flow ob-
tained from RANS. Unfortunately, it takes a very long time for a turbulent flow to develop
spatially and temporally. This is especially true in the case of decaying turbulence in the
absence of strong turbulence generating factors like walls. A reasonably accurate approach
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to this problem is used in modeling of boundary layer turbulence (Lund, 1998). It consists
in applying a separate flow solver with periodic boundary conditions to construct the inlet
conditions for the LES/DNS solver. It provides well-formed inflow conditions consistent
with the solution of the Navier-Stokes equation, which makes it particularly suitable for
DNS. However, its implementation may not be straightforward for the problems without
well defined fully developed boundary/shear layers. For some engineering problems it may
also be too expensive in the usage of computer resources and programming effort.
To remedy this problem the inlet and initial conditions are often viewed as consisting of
a mean component and a randomly fluctuating component with the appropriate statistics.
Most of the work done in this direction is based on simplified variants of a spectral method,
in which Fourier harmonics are generated with the appropriate statistics and assembled into
a random flow-field. Realistic turbulence spectra can be realized in this way. In the work
of Lee et al. (1992) for example, a very good representation of turbulence spectra was
achieved by using Fourier harmonics with a random phase shift. This is a rather efficient
method to generate the inflow turbulence with pre-defined characteristics. However, it does
not satisfy the continuity of the flow-field, which may be important in diminishing the size
of the non-physical transition region between the inlet flow-field and the solution provided
by the Navier-Stokes solver inside the computational domain.
A considerable amount of work in random flow generation has been performed in the
area of particle dispersion modeling using the RANS approach (Zhou and Leschziner,
1991; Zhou and Leschziner, 1996; Li et al., 1994). RANS modeling produces smooth
flow fields, which do not accurately disperse particles that are embedded in the flow. To
correct this turbulent Reynolds stresses are used to generate temporally and spatially cor-
related fluctuations, such that the resultant instantaneous velocity can be superimposed on
the particles to induce a realistic dispersion. A number of approaches found in the lit-
erature (Li et al., 1994; Bechara et al., 1994; Fung et al., 1992) are based on a variant
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of spectral method of generating an isotropic continuous flow-field proposed earlier by
Kraichnan (1970). However, this flow-field does not satisfy the requirement of spatial in-
homogeneity and anisotropy of turbulent shear stresses, which may be important in realistic
flows. The method of Zhou and Leschziner (1991) complies with the latter requirement,
but the resultant flow field does not satisfy the continuity condition and is spatially uncorre-
lated. For homogeneous isotropic turbulence, the initial conditions can also be constructed
as described by Ferziger (1983). The approach is based on a vector curl operation and
forward/backward Fourier transforms. The extension of this method to anisotropic inho-
mogeneous flows is not trivial. At least one study presents a successful application of
Kraichnan’s method to anisotropic flows (Maxey, 1987). The technique is based on filter-
ing and scaling operations applied to the generated isotropic flow-field to filter only the
vectors with the prescribed correlations. Again, the filtering operation may be expensive
computationally. The method presented in this study is different in that it is based only on
scaling and simple coordinate transformation operations.
It is the objective of this study to formulate a relatively simple random flow genera-
tion (RFG) algorithm, which can be used to prescribe inlet conditions as well as initial
conditions for spatially developing inhomogeneous, anisotropic turbulent flows.
4.2 Methodology
To generate a more realistic flow field a modified version of Kraichnan’s technique (Kraich-
nan, 1970) is used. The detailed information about this approach can be found from the
references (Celik et al., 1999; Smirnov et al., 2000b). Here only a brief description is
provided.
1. Given an anisotropic velocity correlation tensor
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3. Apply scaling and orthogonal transformations to the flow-field v
i
generated in the
previous step to obtain a new flow-field u
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The procedure above takes as an input the correlation tensor of the original flow-field r
ij
and information on length- and time-scales of turbulence (l ; ). As was shown in (Smirnov
et al., 2000b; Shi et al., 2000c), the time dependent flow-field u
i
(x
j
; t) generated by the
procedure is divergence-free for homogeneous anisotropic flow fields and to a high-degree
divergence free for inhomogeneous anisotropic fields. The shear-stresses of the generated
flow-field are equal to r
ij
. By virtue of Eq.(4.4), spatial and temporal variations of u
i
follow Gaussian distributions with characteristic length and time-scales of l ;  ; however,
other distributions can be used to simulate different turbulence spectra.
This approach has been tested by applying it to isotropic turbulence, homogeneous
anisotropic turbulence and inhomogeneous anisotropic turbulent flows (Celik et al., 1999;
Smirnov et al., 2000a). The boundary layer is selected as a test case because it has all
the features of non-homogeneous anisotropic turbulent flow. Experimental and large eddy
simulation (LES) data exist for this flow field, providing both mean and fluctuating ve-
locity profiles, as well as turbulent correlations. The details such as flow field, turbulence
intensities (u
rms
; v
rms
; w
rms
) are reproduced very well as compared with the experiments
(Smirnov et al., 2001b).
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4.3 Determination of the Length Scale and Time Scale
To build the turbulent inflow boundary, embedding the right turbulence length scale and
time scale is one of the crucial requirements. Generally, turbulence length scale can be
obtained by using information of kinetic energy, k, and its dissipation rate, ,
l = C

k
3=2

(4.10)
where C

is a constant.
However there is no effect of the filter or grid size, which is the baseline of LES. There
are two feasible ways to account for the filtering effect.
1. Compare the length scale calculated from Eq. 4.10 and the filter, the grid size in this
study, and use the larger one as the length scale in RFG. This is reasonable because
in LES the resolved length scale of the turbulence can not be smaller than the size of
the numerical mesh.
2. Use the length scale calculated from Eq. 4.10 in RFG directly, filter the resulting
fluctuations, and then superimpose the filtered fluctuations on the mean parameters.
The turbulence velocity scale, u, can be obtained from the turbulent kinetic energy, k.
u =
s
2
3
k (4.11)
The turbulence time scale  is computed by using
 = l=u; (4.12)
or
 = 1=! = C

k=!; (4.13)
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where ! is the so-called specific dissipation rate (C.Wilcox, 1993).
4.4 Validation of RFG
A turbulent channel flow case was used to test the reconstruction capability of RFG ap-
proach. Instead of solving the Navier-Stokes equation, the flow field is built by superim-
posing a RFG field on the given mean flow field. The purpose of this test is to check how
close the turbulence field from RFG can be compared with measurements or DNS results.
The data used in this study was taken from DNS results by Kim and Moin (1989).
The Reynolds number based on the velocity at the center line and half of the height of the
channel is 7890. The domain used in this study was selected as 2Æ 2Æ Æ, where Æ is half
of the channel height. The grid size was 30 97 30 in x; y, and z direction, respectively.
In the vertical direction (y), nonuniform grid is used and it matches the grid of the database,
while in the streamwise (x) and spanwise (z) direction uniform grid was used.
The length scale was obtained by using a similar formulation as in a generic mixing
length model, i.e.
l
y
=
8
>
>
<
>
>
:
 y y  0:21Æ
c Æ y > 0:21Æ
9
>
>
=
>
>
;
(4.14)
where  = 0:41, and far from the wall (> 0:21Æ) the length scale was taken constant which
is equal to cÆ, where c = 0:09. The resulted length scale should be bigger than the cell size,
which is given by as  = (x
1
x
2
x
3
)
1=3
.
l = max(l
y
;) (4.15)
The velocity scale is deduced from the turbulent kinetic energy of DNS.
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The Fourier space was sampled with 1000 wave-numbers selected according to Eq.
4.4. Fig. 4.1 and Fig. 4.2 show examples of the snapshots of the flow field. The size
of the captured turbulent eddies clearly indicate the length scale used in the calculation.
Fig. 4.2 shows the velocity on a plane parallel to the wall. The captured length scales and
time scales indicated that the turbulence is isotropic and homogeneous in the transverse
direction.
To compare the RFG simulations with the DNS data, the velocity profile along a vertical
line in the center of the axial plane was stored for each simulated realization of the flow-
field. The profiles of ten thousands time realizations were then used to calculate the mean
flow characteristics. Fig. 4.3 shows the mean axial velocity, while Fig. 4.4 shows the
fluctuating components as well as the Reynolds shear stresses. As can be seen, the DNS
data is well reproduced. The energy spectrum at a point near the wall is presented in Fig.
4.5. The integral of this curve (the area under the curve) is approximately 1  10( 6) and
it matches the turbulence intensity. This means the fluctuations generated from RFG truly
captured the energy-scales.
4.5 Summary
The RFG approach used to construct the instantaneous turbulent flow field for a given mean
flow field is validated. This approach is used in the present study to provide the initial
condition of turbulent flow or the turbulent inflow boundary conditions. This is important
in simulations of developing wake flows because of the difficulty to incorporate the whole
wake-generating bluff body in LES. The turbulence information needed in RFG can be
obtained from measurements, or RANS.
The RFG method has been validated by reproducing the turbulent flow field of channel
flow. Comparisons of the results between RFG and DNS show that they are extremely well
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matched. This demonstrates the potential of the RFG approach to enhance the capabilities
of large eddy simulations in complex geometries, which are otherwise prohibitive due to
the limited computer capabilities. The advantages of this approach is that it can generate
a turbulent flow field given a limited information on inlet conditions, thus giving a way to
study the complex flow dynamics.
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Chapter 5
One Equation Subgrid-scale Model
In Chapter 3, the numerical methods have been briefly described to compute incompressible
flows. A summary of the Smagorinsky-based subgrid-scale models has been made. As
have been discussed in Section 3.2, the development of a SGS model capable to represent
the effect of the unresolved motion is essential in LES of turbulent flows. Since then one
wishes to keep the computational domain as large as possible for the present ship wake
simulation, there is a need to find a SGS model which would give good resolution even
with relatively coarse grids. This is the subject of this chapter.
5.1 Introduction
There are many SGS models being used in LES today. Some of these are the Smagorin-
sky model(Smagorinsky, 1963), scale similarity model or mixing model(Bardina, 1989),
dynamic model(Germano et al., 1991), dynamic mixed model (Zang et al., 1993), one-
equation model (Sohankar et al., 2000), monotone integrated LES model (Boris et al.,
1992), and those based on the estimation of unresolved scales of turbulence (Domaradzki
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and Saiki, 1997). Studies have been carried out to assess many of these models (Fureby
et al., 1997; Vreman et al., 1997; Jordan, 2001). It is not easy to determine which SGS
models generate the best results. One of the reasons is that the true behavior of a turbulent
flow may well change depending upon the specific case. Another factor relevant to LES
is the selection of the filter, which becomes important for complex geometry flows. Mat-
ters of this topic have been experimentally studied (Vasilyev et al., 1998). More recently,
Magnient et al. (2001) summarized the theoretical studies on LES filters and kinetic en-
ergy spectra. They presented a mesh-independent filtering length larger than the mesh size
and applied it together with the Smagorinsky model and the Schumann model (Schumann,
1975). To the author’s knowledge, the Schumann model was the first one equation subgrid
scale model developed for LES.
The idea of the one equation subgrid-scale model in LES comes from the one equation
model (C.Wilcox, 1993) of RANS type. Normally, as in this study, one equation refers
to the turbulent kinetic energy equation. An important feature of a one equation model
is that no assumption is made of local balance between the subgrid scale energy produc-
tion and dissipation rate. Therefore, it is expected that this model would be much better
than the algebraic eddy viscosity model having constant coefficients in regions where lo-
cal equilibrium is violated. Yoshizawa and Horiuti (1985) and Horiuti (1985) developed
a one-equation model and applied it to channel flow. Comparison was made between this
model and the Smagorinsky model, which is a special case of one-equation model when the
equilibrium between production and dissipation of the SGS kinetic energy is assumed (Pi-
omelli, 1997). The one-equation model gave better results, especially near the wall where
the assumption of homogeneity is no longer valid.
Among the advantages of a one equation model is the fact that the independent defi-
nition of the velocity scale results in a more accurate prescription of the SGS time scale
compared to algebraic eddy-viscosity models (Piomelli, 1999b). Lewellen (1977) pro-
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posed a one equation model and applied it to the atmospheric flow simulations. This model
works very well in their LES of the atmospheric study and is able to capture the main ed-
dies in the air flows. A rotational damping term was added to this model recently and it has
been successfully applied to simulate tornado flows (Lewellen et al., 2000). Menon and
Yeung (1995) proposed a one equation subgrid-scale model with or without a stochastic
backscatter forcing term. These results showed that the subgrid stresses and the energy
fluxes predicted by the subgrid-scale model correlated very well with the experimental
data. Comparisons between this one equation model and a scale similarity model (Liu
et al., 1994a) showed that when the grid-cell size decreases, the one-equation model gave
better predictions (higher correlation). The results also showed that to use the scale simi-
larity assumption relatively fine grid resolution was required, whereas, the kinetic energy
model could be used even on relatively coarse grids. Later this one equation model has
been improved by Menon et al., (1996) and was named as a dynamic one-equation model.
The main objective of the dynamic one-equation model was to improve the representation
of the dissipation term, which was poorly resolved in the previous model. Thus, in the
dynamic one-equation model, the constants for modeling the diffusion and the dissipation
were determined dynamically, analogous to those in other dynamic models (Germano et al.,
1991), based on the assumption of the similarity of the stresses between the subgrid scale
and the test scale. Recently, different versions of the dynamic one-equation model have
been developed (Sohankar et al., 2000; Ghosal et al., 1995). The least squares approach is
applied to reduce the number of constants within the filtering operation. Some constrained
variational formulations were used to avoid the instability. However, all of the methods,
including the local least-squares method and the volume-averaging prescription method,
were designed to prevent instability in the calculation by ruling out backscatter in one way
or the other.
On the other hand, the inclusion of a backscatter model is desirable because this phe-
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nomenon has been shown to be important. By using DNS results, Piomelli et al. (1991)
indicated that about 50% of the grid points were experiencing backscatter. Moreover, the
backscatter and forward scatter contributions to the SGS dissipation were comparable, and
each is often larger than the total SGS dissipation. The backscatter increases with Reynolds
number while the magnitude of the SGS dissipation increases with filter width. The conclu-
sion is: for nonequilibrium flows, backscatter must be taken into account to ensure accurate
prediction by LES. A comprehensive review about the backscatter energy has been done
by Domaradzki et al.(1997).
The Smagorinsky model is a purely dissipation model and can not account for the
backscattering energy. Other Smagorinsky-type models, including the mixture model, dy-
namic model, and mixed dynamic model, may involve the backscatter energy, but they do
not explicitly contain any information regarding the total amount of energy contained in
the subgrid scales. The happening of the backscatter totally depends on the assumption of
the similarity of the shear stresses between the test scale and grid scale. Therefore, if the
proportionality coefficient in the eddy viscosity relation becomes negative in any part of
the domain, then the backscatter happens which means that part of the energy is transferred
back from the subgrid-scale to the resolved scale. However, the model itself do not have
any information on the available energy in the subgrid scales and is therefore unable to
provide the mechanism to saturate the reverse flow of energy. Moreover, in a physical sys-
tem, if all the energy of the subgrid scales is removed the subgrid-scale stress should go to
zero, thus quenching the reverse flow of energy. Clearly, a more elaborate model that keeps
track of the subgrid-scale kinetic energy k is required. But the subgrid-scale kinetic energy
transport equation itself does not describe the reverse flow of energy from the subgrid to
resolved scales, i.e. backscatter, so other terms responsible for energy reversal might be re-
quired. The energy transfer to/from the subgrid-scales can be divided in two types. One is
the effect of the very small eddies representing the dissipation which can be easily modeled
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by applying a positive eddy viscosity. The other is the effect of the intermediate size eddies
which can be thought to be responsible for the phenomenon of backscatter. There are some
methods designed to model the effect of the intermediate-size eddies. Among them are:
1. Gradient diffusion model (Clark et al., 1979);
2. An addition of a stochastic force to the eddy viscosity term (Chasnov, 1991; Mason
and Thomson, 1992; Leith, 1990).
Although some fairly good results have been reported through those methods, theoret-
ically the models are not quite satisfactory. Modeling backscatter using a stochastic noise
totally uncorrelated from one time-step to the next implies that the correlation time of the
intermediate eddies is much shorter than that of the smallest resolved eddies. Obviously
this is not the case since both of them should not be so different, at least being of the same
order of magnitude. Moreover, the backscatter also has the feature of uncertainty (Piomelli
et al., 1991) which is strongly dependent on the filter type. These issues have to be better
understood before any meaningful assessment of the importance of backscatter in LES and
a better way to represent it can be achieved.
In the following sections, first the mathematical description of the subgrid-scale kinetic
energy transport will be derived. Then a one equation model, in which the backscatter
energy is included, will be proposed. The validation will be performed next followed by
the summary of the results.
5.2 Subgrid-scale Kinetic Energy Equation
The subgrid kinetic energy k
sgs
is defined as,
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The equation for k
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is first derived by filtering the equation of the kinetic energy u2
i
=2 and
subtracting from it the exact equation for the resolved kinetic energy u
i
2
. After modeling
the dissipation, diffusion, and pressure term , the resulting equation can be written as
@k
sgs
@t
+
@
@x
j
(u
j
k
sgs
) = 
ij
@u
j
@x
j
  C
D
k
3=2
sgs

+
@
@x
j
[(
T
+ )
@k
sgs
@x
j
]; (5.2)
where the Reynolds stress tensor 
ij
is given by:

ij
= u
i
u
j
  u
i
u
j
(5.3)
and the strain rate tensor is defined as:

S
ij
=
1
2
 
@u
i
@x
j
+
@u
j
@x
i
!
; (5.4)
The essential idea of one-equation SGS model is that the eddy viscosity is a function of
the SGS turbulent kinetic energy while an eddy-viscosity assumption is used in modeling
the Reynolds stresses, i.e.
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where  is the length scale which is defined as  = (x
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. The model
constants are chosen as, C
k
= 0:09, C
D
= 0:9 and 
k
= 1:0 (Menon and Yeung, 1995).
If unresolved scales have energy-containing eddies, then there is a good chance for
backscatter of energy from the subgrid scales to the resolved scales. An earlier study (Chas-
nov, 1991) has shown that forward scatter (by eddy viscosity term) and backscatter are two
distinct processes. Therefore, these two effects must be modeled separately. Menon and
Yeung (1995) assume that the backscatter effect can be modeled by a random force, which
satisfies certain constraints. This model can be written as follows
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Here C
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is a constant of order unity. t is the time step of the LES. Q is a random number
with zero mean and unit variance. Then the modeled SGS stresses 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As discussed in the last section, modeling backscatter as a stochastic noise totally un-
correlated from one time-step to the next leads to some unphysical features. Another fact is
that the influence of the filter should be included according to the investigation by Piomelli
et al. (1991). To overcome these deficiencies, here a SGS model is proposed in which the
backscatter energy is included by applying the RFG approach (Chapter 4). The resulting
form of the backscatter contribution to the subgrid stress model can be written as:

bs
ij
= f(k
sgs
; l; ) (5.9)
here l and  are turbulence length scale and time scales, respectively, and f represents the
RFG algorithm.
The subgrid scale kinetic energy is applied as the input of RFG. There are two benefits
by doing this. First, it will guarantee that there is energy available to transfer back, and
the energy transferred between the GS (Grid Scale) and SGS is limited by the amplitude of
the subgrid scale energy. Secondly, by using the parameters of time scale and length scale,
the energy correlation between time steps and filter influence can be resolved. It should be
noted that the RFG function f is not a totally random function. The SGS model now can be
expressed as
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Substitution of Eqn. 5.9 and Eqn. 5.10 into Eqn. 5.2 gives
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C
k
and C
D
are calculated by using the same strategy as the dynamic eddy viscosity
model, dynamic one equation subgrid scale model (Sohankar et al., 2000; Kim et al., 1999).
This approach is described briefly following Sohankar et al.(2000). The dynamic coeffi-
cient C
k
in the production term is computed as
C
k
=
L
ij
M
ij
2M
ij
M
ij
; (5.12)
L
ij
=
d
u
i
u
j
 
c
u
i
c
u
j
; (5.13)
M
ij
=
b

d
K
1=2
d

S
ij
  
d
k
1=2
sgs

S
ij
; (5.14)
K = k
sgs
+
1
2
L
ii
: (5.15)
Here L
ij
denotes the dynamic Leonard stresses, and K is the subgrid kinetic energy on the
test level. The test filter is twice as large as the grid filter, i.e., b = 2.
To estimate C
D
is not as straightforwards as C
k
. Using C for the energy convective
term, D for the diffusion term, and P for the production term, i.e.
C
k
sgs
=
@k
sgs
@t
+
@
@x
j
(u
j
k
sgs
); (5.16)
D
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k
1=2
sgs

@k
sgs
@x
j
!
; (5.17)
and
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Pk
sgs
= 
ij
@u
j
@x
j
; (5.18)
the subgrid scale k equation can be written as:
C
k
sgs
  D
k
sgs
= P
k
sgs
  C
D
k
3=2
sgs

: (5.19)
A similar formulation can be written for K,
C
K
  D
K
= P
K
  C
D
K
3=2
b

: (5.20)
Assuming that similarity exists between the test filter and grid filter, after filtering Eqn.
5.19 and combining it with Eqn. 5.20 C
D
can be obtained as:
C
n+1
D
=

P
K
 
d
P
k
sgs
+
1

d
C
n
D
k
3=2
sgs

b

K
1=2
d
k
sgs
(5.21)
The dissipation cannot be negative, which requires C
D
to attain nonnegative values. In
Eqn. 5.21 C
D
is kept inside the filtering process and is taken from the previous time step.
5.3 Solution to the SGS Turbulent Kinetic Energy Equa-
tion
The SGS k-equation is similar to the generalized scalar equation described in Chapter 2
except that there are two more terms, the production term and the dissipation term. How-
ever, if the equation is solved explicitly, then these two extra terms can be treated as source
terms. Thus the SGS k equation can be solved by using the same methods as those for the
scalar equation.
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5.4 Near Wall Modification
In the wall region it is always very difficult to resolve the sublayer especially for high
Reynolds number flow, even when the dynamic one-equation model is applied. Because of
the numerical instabilities, the dynamic coefficients have to be averaged through the flow
field. This process eliminates the advantage of the dynamic model which is supposed to
resolve the near wall problems.
There are many different ways to account for wall effects. Wilcox (1993) has done
very comprehensive reviews about modeling wall bounded flows by using so called Low-
Reynolds-Number model. Hwang and Lin (1998) proposed a model by using the Taylor
microscale in the damping function and including the pressure diffusion terms in the equa-
tion. Goldberg et al.(1990) use a hybrid k L model to account for the near wall influences
by altering the formulas for k and L in the near wall region, while Lewellen (1977) added
a new term in the k equation. As for LES, Cabot and Moin (2000) reviewed the popular
methods in dealing with the near wall resolution problem and discussed the achievements
and discrepancies of the near wall treatments up to date.
In this study, Goldberg’s method was adopted as a base model and some modifications
have been made.
The dissipation rate of the energy is modeled in terms of k and a length scale which
should guarantee proper behavior from the wall to the fully turbulent region, that is
 = 2A

k
3=2
sgs
=[y(1  e
 A

R
y
)] (5.22)
where A

= C
3=4

=2;  = 0:4; C

= 0:09; R
y
=
q
k
sgs
y=, and y is the distance from the
wall.
From Eq. 5.22 it can be seen that at the wall the dissipation becomes zero because k
tends to zero there. This is not physical because at the wall the dissipation is balanced by
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the molecular diffusion which has a limited value. Thus the dissipation term is modified
as:
 = 2A

k
3=2
sgs
=[y(1  e
 A

R
y
)] + 2
k
sgs
y
2
: (5.23)
The velocity scale, needed to complete the formulation for the eddy viscosity field, is
given by
u =
q
k
sgs
(5.24)
The entire eddy viscosity field is given by

T
= C
k
f

k
1=2
sgs
 (5.25)
f

is a near-wall function and is given by (Goldberg, 1991)
f

= 1 + [A

p
k
+
y
+
(1  e
 A

p
k
+
y
+
)]
 1=2
(1  e
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
p
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+
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+
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where y+ = yu

=; k
+
= k
sgs
=u
2

, u

=
q

w
=
w
, and A

= 0:016.
5.5 Calculation of the Backscatter Energy
The backscatter energy is included in the present one-equation SGS model by applying the
RFG method. The main idea is to import a reasonable amount of energy from the unre-
solved small structures into the large scale structures. In some sense, this strategy is similar
to those used in other studies(Menon et al., 1996; Leith, 1990). However, in these studies
the backscatter energy is mainly based on the approximation that the energy is proportional
to the strain rate tensor using scale analysis. The modeled terms are multiplied by a random
number and added to the momentum equation as a random force. Such a scheme is more
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or less arbitrary because the more important physical parameters, such as the subgrid time
scale or the subgrid scale energy, are not included. To overcome these inadequacies, in the
present model, two important turbulence parameters, namely, the subgrid length scale and
time scale, are included in the stochastic term based on the real subgrid turbulent kinetic
energy itself.
Two approaches have been proposed to implement the backscattering process.
5.5.1 Superimposition of the velocity fluctuations on the resolved flow
field Explicit Superimposition Method (ESM)
Assuming a specific percentage of subgrid scale turbulent kinetic energy (k) can be in-
volved in the inverse interaction between the grid scale and subgrid scale one can use it
as the input for RFG. The volume size is selected as the length scale for RFG because the
energy transfer mainly takes place between the smallest resolved structures and the biggest
unresolved structures. The velocity scale is calculated from the square root of k. Time
scale can be calculated from length scale and velocity scale.
The condition for the backscattering is realized whenever the time interval (integral
time from last backscattering) is bigger than a specified time, for example, the Taylor time
scale or the Kolmogorov time scale.
The Taylor time scale is computed (Tennekes and Lumley, 1997) from

T
= =u = (15l)
1=2
=u
3=2
; (5.27)
where  is the the Taylor length scale. In Eq. 5.27, l and u can use the length scale and
time scale of RFG.
The Kolmogorov time scale can be computed from
 = (=)
1=2
: (5.28)
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Here  is kinematic viscosity, and  = k3=2=l is dissipation rate.
The wall damping was also applied for backscatter energy by reducing the ratio of the
backscatter energy to the total SGS turbulent kinetic energy.
After RFG a sub-turbulent random flow field with smaller magnitude of turbulence
intensity was generated. As it was discussed in Chapter 4, this sub-flow field, which could
be called subgrid fluctuations, satisfied continuity. Thus the whole flow field still obeys
mass conservation after the addition of the subgrid fluctuations. Besides, some iterations
will be performed before another ”backscattering” happens. Therefore the overall flow
field essentially satisfies the Navier-Stokes equations.
5.5.2 Superimposition of backscatter stresses in both k-equation and
momentum equation Implicit Superimposition Method (ISM)
Instead of adding the subgrid fluctuations directly on the resolved flow field, they are used
to create a sort of stress, namely subgrid stresses, and then these subgrid stresses are added
to the Reynolds stresses in both the momentum equation and the subgrid scale k equa-
tion. The way to compute the subgrid stresses is by averaging the product of the subgrid
fluctuations v
i
v
j
in space, i.e.

bs
ij
= v
i
v
j
: (5.29)
Here v is the subgrid fluctuations.
Superimposing the subgrid stresses on the Reynolds stresses is quite straightforward
in the k equation. However, in the momentum equation it is more complicated and is
explained below.
The Reynolds stresses without backscattering in the momentum equation is split into
two parts. One is combined with the molecular diffusion term, another is treated as a source
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term (see Eq. 2.33 and Eq. 2.34). To make the backscattering approach simple, the subgrid
stresses are added as source terms in the momentum equation. Similar to Eq. 2.34, these
source terms are rewritten as:

S
i
=
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0
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i
2 +
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T
@x
j
@u
j
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@x
j
: (5.30)
After coordinate transformation the source term (Eq. 2.53) appears like:
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): (5.31)
Note, the density fluctuations have been ignored.
As in approach 1, the wall damping was also applied for backscatter energy.
5.6 Application to the Channel Flow
The channel flow is always a good choice to test a newly developed numerical scheme or
turbulence model. Although the geometry is simple, it contains most of the flow features
in turbulent flows. The Reynolds number based on half of the channel height and the mean
center velocity was 33000, which is the same as it was in Chapter 3. Three different grids
have been used to test the one equation model. The parameters and grid resolution used are
given in Table 5.1
The grid is uniform in both streamwise (x) and spanwise (z) directions, but nonuniform
in the vertical (y) direction, with fine grids near the wall. Non-slip boundary conditions are
used on the wall, while periodic boundary conditions are applied in the other directions.
The initial condition is that the velocity field is at rest with no random perturbations. All
the statistics were taken after the flow was fully developed, with at least 20 characteris-
tic flow times (particles past the flow domain 20 times). The instantaneous velocities on
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Case SGS Model Grid points Domain size (=delta) C
S
or C
K
C
D
I Smagorinsky (34,34,34) 4  1 2=3 0.065 -
II OEM (34,34,34) 4  1 2=3 0.05 0.10
III OEM (50,50,50) 4  1 2=3 0.05 0.10
IV OEM (66,66,66) 4  1 2=3 0.05 0.10
Table 5.1: Parameters for large eddy simulation of channel flow using One-equation model
three different vertical lines were saved for turbulence statistics. Then all the mean flow
characteristics, such as mean velocity and turbulence intensities on these three lines were
averaged and projected on half of the channel height. The final mean velocities were taken
by weighting the space averaging and time averaging.
5.6.1 Results of one equation model
To test the one equation (K equation) model, three cases with different grid numbers have
been computed (Table 5.1). Simulations with the Smagorinsky model have also been per-
formed in Case I using the same grid as in Case II in order to verify the one equation
model.
The mean streamwise velocity along the vertical line for Case III and Case IV is
presented in Fig. 5.1. It has not been converted into y+   u+ because not enough data
have been accumulated yet. However from this figure it is seen that the logarithm range
is captured. In Case I and Case II , this range has not been resolved because of relatively
coarse grid being used. This issue will be discussed later.
The mean subgrid scale turbulent kinetic energy (k
sgs
) along the vertical line is shown
in Fig. 5.2 for Case II and Case IV . Case III is in between and has been omitted. k
sgs
is decreasing with the increasing of the grid number. This is the right trend because for
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finer grids more energy-bearing eddies will be resolved in LES thus leaving less energy to
transfer to the subgrid scales. When the grids are fine enough to resolve the smallest eddies
(Kolmogorov scale), then LES becomes DNS and k
sgs
will tend to be zero. Correspond-
ingly, the turbulence viscosity should also drop down when fine grids are used. This feature
is confirmed in Fig. 5.3.
The comparison of the turbulence intensities between Case I and Case II is presented
in Fig. 5.4 to Fig. 5.6. Because the logarithm range has not been resolved in these two
cases, the friction velocity u

is calculated by using the empirical relationship (Hussain and
Reynolds, 1975). In both cases the same u

was used in order to compare the results. It can
be seen that u
rms
from the one equation model is larger than those from the Smagorinsky
model and measurements. But the position of the maximum u
rms
from the one equation
model is much closer to that of the measurements. The other two components, v
rms
and
w
rms
, are almost the same. Therefore, if the total turbulent kinetic energy is considered,
then it appears that the one equation model can capture more turbulence structures. The
energy spectra, Fig. 5.7, clearly show that the resolved energy of the one equation model,
the area under the curve, is higher than that of the Smagorinsky model.
To validate the one equation subgrid-scale model and the solver for the subgrid scale
turbulent kinetic energy (TKE), the resolved TKE and the subgrid-scale TKE for case IV
are shown in Fig. 5.8. The TKE from the measurements is also depicted in this figure. Note
that k has been nondimensionized by u2

. The overall subgrid-scale TKE is under twenty
percent which means the grid is fine enough to capture most of the turbulence. However,
near the wall, it seems that the grid is not fine enough to resolve the boundary layer. The
peak point is too close to the wall. The subgrid-scale TKE estimated from the Smagorinsky
model is also presented in Fig. 5.8. It is comparable to the subgrid-scale TKE resulted from
the subgrid-scale TKE equation. This implies that the solver for the subgrid-scale TKE is
appropriate.
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Dynamic one equation model, where the constantsC
k
andC
D
are computed locally, has
been implemented in the computer code. But to achieve numerical stability, these constants
have to be smoothed along the whole domain, thus giving no benefit. The results will not
be presented here and focus will be put on the one equation model with energy backscatter.
5.6.2 Backscatter results and discussion: approach 1
In this approach, the backscatter is implemented by superimposing the velocity fluctuations
on the resolved flow field directly. This procedure will be active whenever the criteria
cited above are reached. Adding random fluctuations onto the resolved velocity may not
sound physical. However it really depends on what kind of fluctuations were added. In
this study, the fluctuations are obtained by reproducing the small scale turbulence (subgrid
scale turbulence) field which can not be resolved. This small scale field is based on the
subgrid scale turbulent kinetic energy (k
sgs
), subgrid length scale and subgrid time scale
which is computed from k
sgs
and subgrid length scale. As have been verified by Smirnov
et al. (2001b), the fluctuations thus generated satisfied continuity. Therefore, adding such a
small scale turbulence flow field will not greatly alter the physical behavior of the main flow
field, rather it feeds back some reasonable energy (carried by those small eddies) through
which the flow field will be rearranged and directed to the more physical outcomes.
The mean velocity is shown in Fig. 5.9 compared with that of the case without backscat-
ter. There are slight differences and the logarithm range is still not resolved well.
The turbulence intensities have been changed significantly by including the backscat-
ter. The streamwise component, Fig. 5.10, is somewhat reduced and comes closer to the
measurements. The mechanism for this result is not very clear but it can be explained
to some extent. From the last section it can be found that the turbulence intensities are
strongly anisotropic. The streamwise component is unphysically larger than the other two
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components, which implies that somehow the fluid particles are much easier to oscillate in
the streamwise direction. After including the small scale fluctuations, which are isotropic
those disparities could be averaged to some degree. Thus the energy of flow field will be
redistributed. This analysis is also confirmed by the noticeable change of the turbulence
intensities in the other directions, Fig. 5.11 and Fig. 5.12. Both have increased.
The instantaneous subgrid scale turbulent kinetic energy on the center vertical plane is
presented in Fig. 5.13 to compare with that without backscatter which is shown in Fig.
5.14. Before backscatter is included, the subgrid scale turbulent kinetic energy is smoothly
distributed on the plane. With backscatter, subgrid scale turbulent kinetic energy is clearly
effected and redistributed among the turbulence structures.
To show the detail flow field, comparisons of the velocity contours, with the same
contour levels for both with backscatter and without backscatter, are depicted in Fig. 5.15
to Fig. 5.20. More turbulence structures, especially small eddies, are presented when
backscatter is included.
However, despite some encouraging results have been obtained, many uncertainties still
exist. The first one is how much out of the subgrid scale turbulent kinetic energy can serve
as backscatter resource. Another one that comes into mind is how often the backscatter
should happen. Needless to say that considerable work is still needed to resolve these
issues.
5.6.3 Backscatter results and discussion: approach 2
The backscatter stresses have been added to the momentum equations, which can become
a source when it is positive and a sink when negative. When it acts as a source term,
backscatter is realized. Otherwise it provides another dissipation source to the modeled
Reynolds stresses 
ij
. Thus the constant C
k
in eddy viscosity formulation 
t
= C
K
K
1=2

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needs to be adjusted. The empirical constant has been well tested and it is verified that it
properly accounts for the global SGS dissipation. So to keep the total dissipation rate fixed,
the constant C
K
has to be reduced. This conclusion is somehow different from those by
Mason and Thomson (1992), in which the Smagorinsky constant is not changed, or needs
to be slightly increased.
One circumstance that is worth mentioning is that with the backscatter included, the
logarithmic velocity profile can be clearly reproduced (Fig. 5.21). This feature has also
been investigated by Mason and Thomson (1992) for boundary flow simulations. When
backscatter was modeled, the logarithm range was captured; otherwise the gradient near
the wall was unrealistical.
The turbulence intensities computed with approach 2 have the same trend as in approach
1 but slightly better; see Fig. 5.22 to Fig. 5.24. The rms-streamwise velocity components
are still too large compared to the measurements. The reason may lie partially in the smaller
empirical constant being used. However, as pointed out by Mason and Thomson (1992),
and also was supported by numerical experiments performed by the present author, the
improvements found with backscatter are not just a consequence of effectively constant
adjusting or the length scale modification.
The subgrid scale turbulent kinetic energy presented in Fig. 5.25 also shows the influ-
ence of the backscatter, i.e. some turbulence structures appears compared to Fig. 5.14.
For completeness, the velocity contours at the center vertical plane and a horizontal
plane close to the wall are depicted in Fig. 5.26 to Fig. 5.28. Clearly, more turbulence
structures are present in the cases with backscatter compared to those without backscatter.
Based on the results in this section and last section, we may conclude that including en-
ergy backscatter in LES is feasible, and that better results can be expected. Both approaches
proposed in this study provide a simple but physical and effective way to account for the
energy backscatter, which is an observed feature in turbulent flows. The second approach,
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in which the backscatter stresses are superimposed on the Reynolds stresses in both the k
equation and the momentum equation is preferred since the process has a sounder physical
basis. Nevertheless, more validation study is necessary.
5.7 Summary
In this Chapter subgrid scale models have been reviewed. The focus was mainly on the
one equation model. A subgrid scale one equation model has been briefly derived. The
dynamic modeling procedure has also been presented. Near wall modifications have been
discussed and a combination of new approaches has been proposed. Results show that
the proposed modifications are appropriate in LES. The new one equation model has been
tested on channel flow by using three different grid sizes. The Smagorinsky model was also
used for comparison.
Backscatter, which means that energy is transfered back from the subgrid scales to the
resolved scales is an important factor in LES. In this study, two different approaches have
been developed to model the backscatter: (i) Superimposing the velocity fluctuations on
the resolved flow field; (ii) Superimposing backscatter stresses on the Reynolds stresses in
both k-equation and momentum equation. It is well known that the sub-grid stress tensor
correlates very poorly with the strain rate tensor (Pomraning and Rutland, 2001; Jimenez
and Moser, 2000). By adding the backscatter part which is not correlated with the strain
rate tensor the correlation can be reduced. Consequently, the resulted stresses may be more
physical. The results obtained from the presently proposed approaches are encouraging.
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Figure 5.1: The mean velocity. , case IV ;     , case III .
y/δ
k sg
s
0 0.5 1
0
0.004
0.008
0.012
0.016
Figure 5.2: The mean subgrid scale turbulent kinetic energy. , case IV ;       ,
case II .
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Figure 5.3: The mean turbulence viscosity. , case IV ;     , case II .
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Figure 5.4: The turbulence intensity u
rms
. , case II;       , case I; Æ, measure-
ments (Hussain & Reynolds, 1975).
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Figure 5.5: The turbulence intensity v
rms
. , case II;       , case I; Æ, measure-
ments (Clark, 1968).
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Figure 5.6: The turbulence intensity w
rms
. , case II;       , case I; Æ, measure-
ments (Clark, 1968).
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Figure 5.7: The energy spectra. , case II;     , case I .
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Figure 5.8: The comparisons of the resolved turbulent kinetic energy and subgrid-scale
turbulent kinetic energy. , resolved k;       , subgrid-scale k;     , estimated
subgrid-scale k from Smagorinsky model;    , the total calculated TKE; Æ, measure-
ments (Hussain & Reynolds, 1975; Clark, 1968).
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Figure 5.9: The mean streamwise velocity. , without backscatter;       , with
backscatter (ESM).
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Figure 5.10: The turbulence intensity u
rms
. , without backscatter;       , with
backscatter (ESM); Æ, measurements (Hussain & Reynolds, 1975).
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Figure 5.11: The turbulence intensity v
rms
. , without backscatter;       , with
backscatter (ESM); Æ, measurements (Clark, 1968).
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Figure 5.12: The turbulence intensity w
rms
. , without backscatter;       , with
backscatter (ESM); Æ, measurements (Clark, 1968).
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Figure 5.13: Typical subgrid scale turbulent kinetic energy at the center xy plane with
backscatter (ESM).
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Figure 5.14: Typical subgrid scale turbulent kinetic energy at the center xy plane without
backscatter.
84
1.42
1.26
1.11
0.95
0.79
0.63
0.47
0.32
0.16
0.00
Figure 5.15: Typical streamwise velocity contours at the central xy plane with backscatter
(ESM).
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Figure 5.16: Typical streamwise velocity contours at the central xy plane without backscat-
ter.
85
0.09
0.07
0.05
0.03
0.01
-0.02
-0.04
-0.06
-0.08
-0.10
Figure 5.17: Typical spanwise velocity contours at the central xy plane with backscatter
(ESM).
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Figure 5.18: Typical spanwise velocity contours at the central xy plane without backscatter.
86
0.09
0.07
0.05
0.03
0.01
-0.02
-0.04
-0.06
-0.08
-0.10
Figure 5.19: Typical spanwise velocity contours on the xz plane at y=Æ = 0:16 with
backscatter (ESM).
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Figure 5.20: Typical spanwise velocity contours on the xz plane at y=Æ = 0:16 without
backscatter.
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Figure 5.21: The mean streamwise velocity with backscatter (ISM), the logarithm range is
shown.
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Figure 5.22: The turbulence intensity u
rms
. , without backscatter;       , with
backscatter (ISM); Æ, measurements (Hussain & Reynolds, 1975).
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Figure 5.23: The turbulence intensity v
rms
. , without backscatter;       , with
backscatter (ISM); Æ, measurements (Clark, 1968).
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Figure 5.24: The turbulence intensity w
rms
. , without backscatter;       , with
backscatter (ISM); Æ, measurements (Clark, 1968).
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Figure 5.25: Typical subgrid scale turbulent kinetic energy at the central xy plane with
backscatter (ISM).
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Figure 5.26: Typical streamwise velocity contours at the central xy plane with backscatter
(ISM).
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Figure 5.27: Typical spanwise velocity contours at the central xy plane with backscatter
(ISM).
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Figure 5.28: Typical spanwise velocity contours on the xz plane at y=Æ = 0:16 backscatter
(ISM).
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Chapter 6
Applications to Flat Plate Wake
6.1 Introduction
The primary goal of this research is to study the turbulent flow in the ship wake. Due
to the lack of measurement or DNS data for the turbulent ship wake flows, to the best of
author’s knowledge, it is necessary to test the techniques described in the previous chapters
by applying them to a well documented similar, but simpler, flow. The flat plate wake is
thought to be a proper case.
In line with the present approach of simulating high-Reynolds number wake flows with-
out incorporating the body itself, the LES simulations started from a plane located behind
the plate in the wake region (Fig. 6.1). In this way solving a complex boundary layer
problem around the object, e.g. flat plate, was avoided. The inflow boundary is generated
using the RFG method described above with input from experiments (Ramaprian et al.,
1981), including mean velocity U
m
, the turbulence intensities u
rms
, v
rms
, w
rms
, and the
turbulent shear stress uv. Thus the realistic inflow boundary conditions, which include the
turbulence characteristics created by the plate, are provided. This is an important factor for
accurate and efficient LES.
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6.2 Details of Simulations
The length of the flat plate is 1:829m (Ramaprian et al., 1981). The inflow boundary
is located at 19:5mm (x=L = 0:01) behind the rear edge of the plate. The computational
domain size is 1:0m 0:2m  0:6m in x,y and z direction, respectively. Two different grid
numbers have been used. One of these is 82 50 50, which is the primary grid in this case.
Another is 258 66 50, which is used to test the sensitivity of the grid resolution in LES.
A non-uniform grid is used in both x and y directions with stretching not exceeding three
percent. Again, in this study, x represents streamwise direction, y represents vertical and
z represents spanwise direction, respectively. Neumann boundary condition (free gradient)
is applied for the outflow. Symmetry boundaries are used in vertical direction and periodic
boundaries are used in the spanwise direction. Unless particularly pointed out, a central
difference scheme is applied.
6.3 Inflow Boundary
The time-dependent inflow boundary conditions were re-constructed using RFG and the
experimental measurements. Because the inlet plane is very close to the flat plate, it still
keeps the features of boundary layer. Thus the length scale and the time scale can be
calculated by using similar methods as those described in Section 4.4. Fig. 6.2 shows the
u, v, and w velocity time histories at one point at the inlet plane. The velocity fluctuations
closely resemble the real turbulence except that it has a weak periodic behavior because
sinusoidal functions were used to generate these signals (Eq.4.4).
Fig.6.3 to Fig.6.6 present the comparison of the turbulence statistics between the sim-
ulations and the measurements at the inlet plane. The agreement is very good except very
near the centerline of the wake. This is because the grid is relatively coarse in this region,
which leads to the smoothing of the very sharp gradients. The overall difference is under
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1%. It should be noted that the agreement is good because the comparison is given for the
inlet plane where the RFG procedure was designed to reproduce the turbulence quantities
exactly.
6.4 Instantaneous Flow Field
Fig. 6.7 shows the contours of the streamwise vorticity at different cross sections. As
can be seen, with the increasing of x , the size of the turbulent eddies increase while their
vorticity (i.e. their strength) decrease which means the turbulence is decaying. Strong
anisotropic structures are notable. In Fig.6.8, the velocity time histories are shown for dif-
ferent points along the wake. From these pictures it can be seen that both the amplitude and
the frequency of the velocity fluctuations decrease (decaying turbulence) along the stream-
wise direction which is consistent with the behavior of a turbulent wake. Additionally, the
grids are becoming coarse with the increasing of x which might have smeared out part of
the velocity fluctuations. To support these conclusions, the energy spectrum at the corre-
sponding locations have been calculated. Fig.6.9 shows the energy spectrum at the inflow
boundary. A sharp cut-off exists at the wave length 0.001 which matches the length scale
that was selected for RFG. Fig.6.10 and Fig.6.11 show the energy spectra at x = 0:16 and
x = 0:53, respectively. It is seen from these figures that a good portion of the inertial range
is captured. With the grid becoming coarser farther downstream in the wake only large
wave lengths can be resolved. The predicted anisotropy is also noteworthy.
The spanwise vorticity contours are shown in Fig.6.12(a). Large coherent structures
are clearly visible. These structures are similar in appearance to the Karman vortex street
because they seem to be comprised of vortices of alternating sign of vorticity. This is sim-
ilar to the experimental visualization (Fig.6.12(b)) of Wygnanski et al. (1986). As they
explained ”Neither the varicose mode, which requires that the vortices appear in pairs dis-
tributed symmetrically about the centerline, nor the sinuous mode, which requires vortices
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whose center coincides with the centerline, dominate this flow”. Similar structures can be
seen in the simulations (Fig.6.12(a)).
6.5 Mean Flow Quantities
It is believed by many authors (Nakayama and Liu, 1990; Ramaprian and Patel, 1982;
Wygnanski et al., 1986; Andreopoulos and Bradshaw, 1980) that in the near wake the mean-
velocity in both streamwise and transverse directions has a log-law feature as in the wall
boundary layer, although Nakayama and Liu (Nakayama and Liu, 1990) claimed that this
behavior is Reynolds number dependent while the others have the opposite point of view.
If such a feature exists, then U+
c
 U
c
=u

versus with x+  xu

= could be described by
the logarithmic function
U
+
c
= Alog
10
x
+
+ B (6.1)
where U
c
is the streamwise mean velocity at the center line, u

= 0:853m=s is the friction
velocity of the boundary layer at the trailing edge, x is the distance from the plate edge, 
is the kinetic viscosity and A and B are constants which are 4.65 and 0.7 (Andreopoulos
and Bradshaw, 1980), respectively.
In the transverse direction (direction normal to the plate), the logarithmic mean velocity
profile (if it exists) can be expressed (Nakayama and Liu, 1990) as
U
+
=
1

lny
+
+ 5:2 (6.2)
where U+  U=u

and y+  yu

=.  is the Von Karman constant taken as 0:41.
Fig.6.13 and Fig.6.14 show the comparisons of the present simulations with experi-
ments (Ramaprian and Patel, 1982). The predictions are in good agreement with experi-
ments. The predicted mean velocity along the x- direction has a small amplitude long wave
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oscillation. This phenomenon may be due to a weak vortex shedding which could exist
because only the statistical analysis at one line instead of the whole center plane was per-
formed. In Fig. 6.13, the results from the QUICK scheme is also presented. There is not
much difference between the QUICK scheme and CD scheme results. It has to be pointed
out that when QUICK scheme is applied, no SGS model is used.
The ergodicity of the flow field was tested and shown in Fig. 6.15. The results of time
average was taken at the center line on the middle plane, while space average was taken
by averaging the instantaneous velocities of the same plane along the spanwise direction.
The difference is significant especially at the downstream locations. It is noticed that if
the mean of the time averaged and space averaged results are taken, the simulations could
agree with the measurements even better.
6.6 Reynolds Stresses
Figures 6.16 to 6.19 show the computed Reynolds stresses along y- direction at different
x locations in comparison with the experimental results. The agreement is good although
more quantitative studies would be appropriate. Near the very beginning of the wake,
most of the fluctuations can be captured. Later in the flow field, the percentage of the
resolved turbulence is becoming small due to the coarser grids. It can be noted that the
values of both v0 and uv at the second x-station are higher than those at the first x-location
(x = 31:75mm). This effect has been investigated and discussed by Nakayama and Liu
(1990) where they attribute it to a near wake phenomenon. Figure 6.20 shows the decay
of the turbulent kinetic energy along the center line of the wake. In the near wake most of
the turbulent kinetic energy has been captured. Also, it is noted that the LES results with a
finer grid are closer to the experimental results.
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6.7 Sensitivity to Grid Resolution
Up to now, all the simulations were based on the same grid size, of 82 50 50. Obviously
this is relatively coarse for LES of the flat plate wake. Although some encouraging results
have been obtained, in the coarse grid range a considerable difference between simulations
and experiments still exists. If the proposed approaches are appropriate, then with the
refining of the grid size, more turbulence should be resolved. To test this hypothesis, a finer
grid of 258  66  50 was utilized. All the other conditions were kept same as in the
previous simulations.
Fig. 6.20 presents the fine grid solution of the resolved turbulent kinetic energy (k)
along the center line. It can be clearly seen that with the refining of the grid size, the
solution has been significantly improved. Again, the oscillations are because of the non-
sufficient averaging (time averaging only at one line). The Reynolds stresses are also shown
in Figures 6.21 to 6.24. Only the comparisons in the far wake are provided here, as having
been demonstrated before, the solution in this area is poor when a coarse grid was applied.
All the stresses in the central region of the wake have been enhanced by using fine grids.
However, away form the centerline, the predictions become worse. This is not surprising
because in the vertical (y) direction a relatively coarser grid has been used.
6.8 Effects of SGS models
The one equation model proposed in Chapter 5 was applied to the the flat plate wake sim-
ulation. The grid number is still 82  50  50.
Fig. 6.25 shows the comparisons of the turbulent kinetic energy (TKE) along the
streamwise direction (the center line of the wake) between the measurements and the sim-
ulations. When one equation subgrid scale model was used, the backscatter energy was
not included in the simulation. The resolved TKE increases significantly at the beginning,
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much more than that when Smagorinsky model was used. It is not clear to the author
why this happens. As the wake develops downstream , the resolved TKE comes much
closer to the measurements than that of Smagorinsky model. The subgrid-scale TKE is
also presented in this figure. Generally, the summation of the resolved TKE and subgrid-
scale TKE is slightly smaller than the TKE of the measurements. However, considering
the uncertainty in the measurements, the agreement between the two is very good. Similar
comparisons along the vertical direction at x = 590:55mm is also presented in Fig. 6.26.
Again, when one equation model was used, the resolved TKE is much higher than that of
Smagorinsky model, and the total TKE agrees well with that of the measurements.
The Reynolds stresses along the vertical direction at x = 590:55mm are shown in
Figures 6.27 to 6.30. With one equation model being used, only u0 is notably improved. All
the other stresses (v0 , w0 , uv) are similar to those when Smagorinsky model was used. The
reason is that at this location, the cell size x (0:020m) is much bigger than y (0:003m)
and  z(0:005m). One equation model may improve the LES simulation when the grid is
relatively coarse.
The one equation subgrid-scale model with backscatter energy has also been tested in
the flat plate wake. However, the results have not improved remarkably over that of without
backscatter. The reason might be that the ratio of the subgrid scale TKE involved in the
backscatterring was not appropriate.
6.9 Summary
The RFG and LES techniques have been applied to compute the wake of a flat plate. Unlike
the traditional approach, the flat plate is not included in the computational domain. Instead,
the simulation starts from a plane behind the flat plate. The instantaneous flow field at the
inflow boundary is numerically generated using the RFG technique that provides the instan-
taneous velocity field at the inlet boundary in conjunction with the prescribed mean flow
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field obtained from experiments. This approach enables LES of high-Reynolds number
flows with complicated geometries, such as those seen in ship wakes.
The flow information at the inflow boundary has been reproduced very well. The simu-
lation results have been compared with the experiments. Good agreement has been obtained
thus validating the LES procedure used in the remainder of this study.
Issues relevant to SGS models and grid resolutions have been discussed. With finer
grids being employed, the resolution of turbulence scales hence prediction of turbulence
statistics have been improved.
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Figure 6.1: The schematic of the flat plate wake
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Figure 6.2: The velocities at the inflow boundary. Grid of 82 50 50 are used along this
chapter unless otherwise stated
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Figure 6.3: Turbulence intensities at the inflow boundary, u
rms
.
0 2 4
-0.1
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
0.1
Exp. by Ramaprian, et al. (1981)
RFG result
y (m)
v’/U
∞
× 102
Figure 6.4: Turbulence intensities at the inflow boundary, v
rms
.
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Figure 6.5: Turbulence intensities at the inflow boundary, w
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Figure 6.6: Turbulence intensities at the inflow boundary, uv
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Figure 6.7: Typical streamwise vorticities (!)
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Figure 6.8: Temporal history of the instantaneous velocity components at different points
in the flat plate wake (y = 0; z = 0 (center line)
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Figure 6.9: Energy spectrum at the same point as x=0 in Fig.6.8
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Figure 6.10: Energy spectrum at the same point as x=0.16 in Fig.6.8
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Figure 6.11: Energy spectrum at the same point as x=0.53 in Fig.6.8
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(a) Typical spanwise vorticity contours at one x-y plane in the wake of the flat plate
(b) A photograph showing the large coherent structures in the flat plate wake (Wygnanski
et al., 1986)
Figure 6.12: Comparison of the turbulence structures between LES and experiments
108
x+ = uτx/ν
U c
/u
τ
103 104
13
14
15
16
17
18
19
20
21
Experiment Results
Uc/uτ = 4.65 log10(uτx/ν) + 0.7
Present LES results with QUICK scheme
Present LES results with central differencing
Figure 6.13: Centerline velocity in the wake of flat plate wake.
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Figure 6.14: U-component mean-velocity profile in the wake of the flat plate
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Figure 6.15: Centerline velocity in the wake of flat plate wake (for testing ergodicity).
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Figure 6.16: Comparison between simulation and measured turbulence intensity (u
rms
).
Present simulation: , x = 31:75mm;       , x = 158:75mm;        , x =
361:95mm;     , x = 590:55mm. Experiment results (Ramaprian, et al. 1981): ,
x = 31:75mm; Æ, x = 158:75mm; , x = 361:95mm; #, x = 590:55mm;
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Figure 6.17: Comparison between simulation and measured turbulence intensity (v
rms
).
Present simulation: , x = 31:75mm;       , x = 158:75mm;        , x =
361:95mm;     , x = 590:55mm. Experiment results (Ramaprian, et al. 1981): ,
x = 31:75mm; Æ, x = 158:75mm; , x = 361:95mm; #, x = 590:55mm;
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Figure 6.18: Comparison between simulation and measured turbulence intensity (w
rms
).
Present simulation: , x = 31:75mm;       , x = 158:75mm;        , x =
361:95mm;     , x = 590:55mm. Experiment results (Ramaprian, et al. 1981): ,
x = 31:75mm; Æ, x = 158:75mm; , x = 361:95mm; #, x = 590:55mm;
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Figure 6.19: Comparison between simulation and measured shear stresses Present simu-
lation: , x = 31:75mm;       , x = 158:75mm;        , x = 361:95mm;
    , x = 590:55mm. Experiment results (Ramaprian, et al. 1981): , x = 31:75mm;
Æ, x = 158:75mm; , x = 361:95mm; #, x = 590:55mm;
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Figure 6.20: Turbulent kinetic energy profile along the center line in the wake of a flat plate
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Figure 6.21: Turbulence intensity (u
rms
) with finer grid at x = 590:55mm. , coarser
grid solution;       , finer grid solution; #, Exp. results (Ramaprian, et al. 1981) at
x = 590:55mm;
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Figure 6.22: Turbulence intensity (v
rms
) with finer grid at x = 590:55mm. , coarser
grid solution;       , finer grid solution; #, Exp. results (Ramaprian, et al. 1981) at
x = 590:55mm;
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Figure 6.23: Turbulence intensity (w
rms
) with finer grid at x = 590:55mm. , coarser
grid solution;       , finer grid solution; #, Exp. results (Ramaprian, et al. 1981) at
x = 590:55mm;
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Figure 6.24: Turbulence intensity (uv) with finer grid at x = 590:55mm. , coarser
grid solution;       , finer grid solution; #, Exp. results (Ramaprian, et al. 1981) at
x = 590:55mm;
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Figure 6.25: Turbulent kinetic energy profile along the center line in the wake of a flat
plate with one equation model. Experiment results (Ramaprian, et al. 1981); ,
Smagorinsky model;    , one equation model;   , subgrid-scale k;    ,
the total calculated TKE.
k/U
∞
2 ×100
y(m
)
0 0.2 0.40
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
Figure 6.26: Turbulent kinetic energy profile along y direction at x = 590:55mm with
one equation model. Experiment results (Ramaprian, et al. 1981); , Smagorinsky
model;     , one equation model;        , subgrid-scale k;            , the total
calculated TKE.
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Figure 6.27: Turbulence intensity (u
rms
) with one equation at x = 590:55mm. ,
coarser grid solution;    , finer grid solution; #, Exp. results (Ramaprian, et al. 1981)
at x = 590:55mm;
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Figure 6.28: Turbulence intensity (v
rms
) with one equation at x = 590:55mm. ,
coarser grid solution;    , finer grid solution; #, Exp. results (Ramaprian, et al. 1981)
at x = 590:55mm;
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Figure 6.29: Turbulence intensity (w
rms
) with one equation at x = 590:55mm. ,
coarser grid solution;    , finer grid solution; #, Exp. results (Ramaprian, et al. 1981)
at x = 590:55mm;
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Figure 6.30: Turbulence intensity (uv) with one equation at x = 590:55mm. ,
coarser grid solution;    , finer grid solution; #, Exp. results (Ramaprian, et al. 1981)
at x = 590:55mm;
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Chapter 7
Application to Ship Wake
The subject of this Chapter is the application of the numerical schemes and SGS models
described in previous chapters to the calculation of turbulent ship wake flows. Starting
from the review of the current research status of ship wake hydrodynamics, this Chapter
leads to the summary of the strategies described in previous chapters. Several cases have
been simulated and results are analyzed and assessed.
7.1 Introduction
Ship hydrodynamics has been the subject of numerous studies in the past. Both experimen-
tal and numerical achievements have been made. Since real ships can not be fitted into tow
tanks, it is common practice to base the research on small-scale models of real ships. Ex-
perimentally, in the 60’s or 70’s of the last century, most of the experiments concerned the
ship surface drag force, or propeller influence. Recently, experiments are more focused on
the investigation of micro dynamics of flow around ships, such as wave dynamics, turbu-
lence parameters, bubble dynamics, etc. Although experiments can provide useful results,
there are many limitations encountered in practice. First, it takes a very long time to de-
sign, set, and perform the experiment. Secondly, it is very expensive. Thirdly, it can not
provide very detailed information due to the limited space to arrange the measuring devices
or detectors. Benefited from the rapidly developing capabilities of computers, the modern
119
research in computational hydrodynamics has replaced the more elegant, but less general,
analytical methods (Larsson et al., 1998). Since ship wake flows are the main subject of
this study a separate but concise review is presented next.
7.1.1 Experiments on turbulent ship wake flows
In a earlier study of ship wake flows, Naudascher (1965) found that the wake width has a
power law behavior. This was supported by Milgram et al. (1993). By carrying out field
measurements for ship wakes, they found that the wake width has a power law behavior of
the type x1=5 where x is a distance from the ship stern. Reed et al. (1990) summarized the
hydrodynamics research of ship wake flows both in experimental and numerical areas and
pointed out the hydrodynamic wake schematic shown in Fig. 7.1. Benilov et al. (2000)
found that even in the far wake the ship wake turbulence is still well detectable and the
Kolmogorov range can be identified. Hoekstra (1991) gave relatively comprehensive tests
of turbulence parameters in which the wakes of different ship models were studied. The
vortices generated by the ship body, named bilge vortices, were analyzed, and it was found
that these vortices can be avoided by hull form adjustment but this was found to be im-
practical. Stern et al. (2000) present some results for CFD validation, but the experiments
providing turbulence intensities are still underway, and hopefully some results from them
will be available in the coming years. For this study it was not possible to find the necessary
experimental information to initialize an LES study, or to build the inflow boundary condi-
tion including the turbulence features induced by the ship hull. Thus the current simulation
is based on RANS results.
7.1.2 Computations of turbulent ship wake flows
Most of the computational fluid dynamics efforts applied to flow past ships are based on
Reynolds-Averaged Navier-Stokes (RANS) equations utilizing various turbulence models
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(Sotiropoulos and Patel, 1995; Paterson et al., 1996; Ratcliffe, 1998). The commonly used
models include k   , k   ! and algebraic stress models. RANS is often quite adequate
for mean flow predictions, but provides only limited information about turbulence charac-
teristics and almost no details on large-scale unsteady structures of the flow field. The LES
technique, on the other hand, was designed to capture the unsteady behavior of at least the
large coherent turbulent eddies. There is hardly any study in the literature where LES has
been applied to flow around ship-hulls including the wake. The main reason obviously lies
in the fact that large computer resources are required. In LES, the energy containing eddies
of the flow are computed explicitly, while only the more universal (isotropic) small eddies
are modeled. Thus very fine grids have to be applied in order to resolve the boundary layer
near the wall where the turbulence length scales tend to zero as the wall is approached.
However, in some applications, like bubble dynamics modeling, it is still necessary to re-
solve coherent flow structures - large turbulent vortices and eddies. In RANS simulations,
especially those using two-equation models such as k    model, these unsteady flow fea-
tures are usually smeared out.
Since it can be computationally prohibitive to include both the ship hull and the wake
in LES, it would be desirable for the purposes of pure wake simulations to start the com-
putations somewhere in the near wake excluding the ship hull. However, this technique,
also known as the Initial Data Plane (IDP) approach (Hyman, 1998; Paterson et al., 1996;
Dommermuth et al., 1996) can introduce considerable errors (Hyman, 1998) - not surpris-
ingly though, since the body generating the wake is not included in the non-steady LES
simulations.
In principle it is possible to predict turbulence via the LES technique by starting from a
quiescent flow or with the mean flow obtained from RANS. Unfortunately, it takes a very
long time for a turbulent flow to develop spatially and temporally without any initial per-
turbation. This is especially true in the case of decaying turbulence in the absence of strong
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turbulence generating factors like walls. A reasonably accurate approach to this problem
was used in modeling of boundary layer turbulence (Lund et al., 1998). It consisted of
applying a separate flow solver with periodic boundary conditions to construct the inlet
conditions for the LES/DNS solver. It provides fully turbulent inflow conditions consis-
tent with the solution of the Navier-Stokes equation, which makes it particularly suitable
for DNS. This method was used later by Wang and Moin (2000) to compute the inflow
boundary for simulating a trailing-edge flow. However, its implementation may not be
straightforward for the problems without well defined fully developed boundary/shear lay-
ers. For some engineering problems it may also be too expensive in terms of computer
resources and programming effort.
Another numerical simulation with time dependent turbulent inflow boundaries was
performed by Voke and Potamitis (1994) for a wake of a flat plate. In their simulation, the
inflow boundary information was derived from a separate simulation, called the precursor
simulation, in which a low Reynolds number turbulent boundary layer was simulated. At
the inflow plane of the wake simulation the three velocity components were specified by
reading one transverse plane of velocity data from the boundary layer simulations at each
time step. The transverse plane was selected at a location where the flow was fully turbulent
but with a safe distance from the outflow boundary of the precursor simulation. Two sep-
arate sets of velocity data of the boundary layer were needed to provide inflow conditions
for the upper and lower halves of the wake simulation. To achieve this they used the data of
the same precursor simulation of the boundary layer at well-separated times in it’s history.
This method is costly and only applicable to parabolic wake flows. In application to the
ship wake flow it would require LES of the flow around the hull itself which is impractical.
To achieve a higher accuracy of ship-wake simulations and still remain within realistic
constraints on computer resources, the whole problem of computing the flow past ships and
their wakes is divided into two parts: steady-state RANS calculations around the ship hull,
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and non-steady LES of the wake. In this approach the LES starts from a plane in the near
wake where the inflow conditions are retrieved from the RANS results. This is similar to
the IDP approach used by Hyman (1995) and Dommermuth et al. (1993) where the data
reflects the mean flow, mean turbulence quantities and the scalar field at this plane. In the
present approach, a wider range of turbulent quantities at the inlet plane are allowed, which
include length- and time-scales, and all nine components of the turbulent shear-stress ten-
sor (only six components to be computed due to symmetry), thus providing anisotropic
and inhomogeneous turbulent inlet conditions. The technique is based on a Random Flow
Generation (RFG) algorithm (Celik et al., 1999; Smirnov et al., 2001b; Shi et al., 2000b),
which is applied to generate the inflow turbulence on the basis of the information obtained
from experiments or RANS calculations. The generated velocity fluctuations satisfy instan-
taneous continuity equation, and the turbulence statistics (Reynolds stresses) are prescribed
a priori. Thus in some sense, although the LES starts at a plane behind the body, the in-
fluence of the body is implicitly included. The features of the generated flow-field such
as continuity, anisotropy and inhomogeneity make the RFG method also well suited for
setting the initial conditions for LES.
In the present simulations anisotropic, inhomogeneous, unsteady IDP conditions were
applied. Thus the flow develops according to the dynamics prescribed by the Navier-Stokes
equations without forcing and it is believed more reasonable in the near wake. This ap-
proach differs from that of Dommermuth et al. (1996) which is appropriate for the far
wake field (Hyman, 2001)
To describe the dynamic behavior of the turbulence in the ship wake, in another study
(Benilov et al., 2000) made the following assumptions:
1. The wake turbulent kinetic energy significantly exceeds the upper layer turbulence
that reduces the turbulent wake problem to the turbulent region development in a
non-turbulent liquid.
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2. The main source of turbulence is a moving ship which means that all interactions be-
tween the wake turbulence and environment do not contribute in the wake dynamics
and allow the problem to be reduced to the shear-free turbulent model.
Through all this study, those assumptions were taken to simplify the problem which is
to perform LES on the wake flow of the ship model DTMB 5415 (5512)
7.2 Ship Model DTMB 5415
The ship wake simulations in the present study are for the ship model DTMB 5512, a
smaller ship model scaled from DTMB 5415 which are well known in the ship hydro-
dynamics community. Model 5415 is a towing tank model representing a modern naval
combatant. It was constructed out of wood and measured 5.72 m (18.767 ft) between per-
pendiculars. Model 5512 measures 3.04 m (10.000 feet) between perpendiculars. It is an
appended version of 5415, with shafts, struts, rudders and propellers. However in this study
it has been simplified as a bare hull model. The geometry of this ship model is shown in
Fig. 7.2. Note that this picture is not scaled, and it is only used to show the profile of the
ship model.
7.3 Designing of Cases Studied
7.3.1 Case 1: Ship wake with flat free-surface
In order to avoid solving for the flow around the bodies, the computational domain starts
from the inflow boundary (initial data plane) located immediately after the body in the
wake where there is no flow-reversal. The pseudo-random flow field generated by the RFG
method is added to the mean flow of RANS simulations to establish the boundary condition
at the inlet plane.
124
The whole ship flow including the ship wake can be sketched as in Fig.7.3. The com-
putational domain starts from x=L = 1:05 (x=L = 1: is the end of the ship model). At
these planes the RFG method described in Chapter 4 is used in conjunction with the RANS
calculations (Stern and Wilson, 2000).
At the inflow boundary all components of the velocity were specified as a function of
time and space. At the outflow boundary both convective and Neumann (free gradient)
boundary conditions were applied. A comparison (not shown here) indicated that there is
not much difference between the results obtained by applying these two conditions. The
reason is that, as indicated by Voke and Potamitis (1994), to make the convective type out-
flow boundary work properly the grids at the outflow range should be very fine. However,
in the present study, the grids were much coarser because fine grids have to be used in the
upstream regions to capture the initial development of the turbulence.
Symmetry conditions have been used in y direction and periodic boundary conditions
have been used in the spanwise (z) direction. At the free surface a slip condition is allowed
in x and z directions but the velocity component normal to the free surface is set to zero.
As such the free surface is approximated as a moving flat plane.
The computational domain size is 1:5  0:3  0:6 (given in non-dimensional units in
ship length) in x, y and z-directions, respectively. The grid size is 162  50  66. Non-
uniform grid spacing, stretching smaller than 1:03, is used in both x and y directions.
The length scale and time scale used in RFG were selected as constant in this case. The
length scale was 0.02 of the ship length, and the time scale was 0.001, nondimensionized by
free stream velocity and ship length. Those numbers were selected because the turbulence
length scale is about 15% of the ship width.
The Smagorinsky SGS model, and second order central differencing scheme were used
unless otherwise stated.
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7.3.2 Case 2: Ship wake with sinusoidal free surface
At this stage, the purpose is to test the capability of the code, which is able to solve the
unsteady Navier Stokes equations in a boundary fitted curvilinear coordinate system. It is
also of interest to explore the effect of the surface waves on the turbulent kinetic energy
distribution.
A s a first approximation the free surface profile was prescribed by
dy = a
1
[(jxj+ 1)(jzj+ 1)]
1=2
sin(2=x + =2); (7.1)
 = b [(jxj+ 1)(jzj+ 1)]
1=2
: (7.2)
where dy is the variation from flat surface; a = 0:025 and b = 0:3 are constants to define
the amplitude of the ”wave”.
The computational domain is shown in Fig.7.4.
The boundary conditions as well as the grid number, time scale and length scale for
RFG were the same as those used for the case with a flat free surface.
The Smagorinsky SGS model and second order central differencing scheme were used.
7.3.3 Case 3: Simulations including part of the ship hull with wave
free surface
Up to this point, the computational domains employed to study of wake flows started from
somewhere behind the bluff body that generates the wake. Although RFG provides a ro-
bust and promising way of doing LES of complex geometry flow, it is still desirable to
include the body or, at least, part of the body in the simulations, to study flow dynamics
immediately after the body. There are many advantages of this approach among which are:
1. The wake flow is more realistic. At least a portion of the influences of the body
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are calculated explicitly. Thus the reverse flow behind the body, if it exists, or the
nonstationary periodic flow can be taken care of directly.
2. It is more realistic for embedding a bubble dynamic simulation because most of bub-
bles are generated near the wall.
This will provide a state of the art study for LES of ship wake flows.
The ship model surface as well as the wavy free surface were obtained by interpolation
the computational domain data from a RANS calculations (Stern and Wilson, 2000). The
surface of the resulting domain for LES is presented in Fig. 7.5.
The ship model was called DTMB model 5512, a 3:048m length model scaled from
DTMB model 5514. The Reynolds number (Re) is 4:65  106, and the Froude number
(Fr) based on the hull length was 0:28.
The simulation domain started from x=L = 0:7, the cross-section at 70% length of the
ship hull. Again x=L = 0 was the ship bow, and x=L = 1:0 was the ship stern. The
inflow boundary was specified in the same way as in the previous cases, i.e. using RFG
together with RANS simulation.
The computational domain size was 1  0:3  0:6 (given in non-dimensional units
in ship length) in x, y and z-directions, respectively. The grid size was 194  66  98.
Non-uniform grid was used in both x and y directions.
The boundary conditions were exactly the same as the previous cases except that the
no-slip wall boundary condition was applied on the ship hull surface.
The length scale and the time scale used in RFG were calculated locally by using tur-
bulent kinetic energy (k) and specific dissipation rate (!)
l = k
1=2
=! (7.3)
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 = 1=(C

!) (7.4)
where C

= 0:09 is a empirical constant.
The Smagorinsky SGS model and second order central differencing scheme were used.
Van Driest wall damping was applied in the Smagorinsky model to reduce the near-wall
eddy viscosity in which the length scale takes the form (Piomelli et al., 1988):
l = [1  e
( y
+
3
=A
+
3
)
]
1=2
(x
1
x
2
x
3
)
1=3
; (7.5)
where A+ is a constant taken to be 25.
7.4 Results and Discussion
7.4.1 Ship wake with flat surface
The mean inflow boundary data was obtained by slicing the RANS solution at x=L =
1:05 plane with visualization software, Tecplot , and then interpolating those data to the
inlet plane of the computational domain. The mean velocities after the interpolation are
presented in Fig. 7.6 to Fig. 7.9. In Fig. 7.10 the interpolated turbulent kinetic energy is
shown. The two separated identical circle-like flow profiles are because of the special body
structure at the bottom of the ship bow (see Fig. 7.2). By using RFG and the mean flow
on this plane, the turbulent inflow boundary were re-constructed. Fig. 7.11 to Fig. 7.14
present the instantaneous velocities on this plane. Clearly, many small scale turbulence
eddies can be seen. Due to the use of a constant length scale, the superimposed eddies are
more or less homogeneous.
The streamwise vorticity contours at different planes are shown in Fig.7.15 and the
contours of the vertical component of vorticity are shown in Fig.7.16. Fig. 7.15 shows
that concentrated vorticity decreases with axial distance, and in the far wake vorticity is
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only concentrated near the free surface. Some of this rapid decay may be partially due to
the grid expanding towards the outlet plane, while the size of the wake increases in axial
direction of the flow. As a result of this, many turbulence structures may have died out
prematurely in the simulations. It is interesting to note the two distinctly concentrated vor-
ticity streaks away from the center line of the wake (Fig.7.16). The streamwise velocity
contours at a plane near the free surface are shown in Fig.7.17. Due to the lack of experi-
mental data for this wake, a quantitative judgment of the predictions is difficult. However,
based on the other simulations (Hyman, 1995; Paterson et al., 1998), these results seem
to be reasonable. As the width of the wake increases, turbulence decays. In the far wake
only larger turbulence structures can been seen. This is due to the combination of two rea-
sons: (a) coarser grids applied in the far wake; (b) the small turbulence structures contain
significantly less energy so that they can only last for shorter time compared to the larger
turbulence structures.
To test the effect of the grid size on the flow field resolution, the grid number was
doubled in x (streamwise) direction and retaining the same grid in the other directions as
in the previous run. In Fig. 7.18 more detailed turbulence structures can been seen clearly
as compared to the coarser grid solution (Fig.7.16).
The effects of different numerical schemes and SGS models were also tested in this
study. The resolved portion of the turbulent kinetic energy (TKE) for different schemes
and different grid sizes is depicted in Fig. 7.19. The RANS solution is also shown in this
picture for comparison. The resolved TKE from fine grid is higher than that of the coarse
grid as expected. Central differencing discretization with Smagorinsky model gives better
results than the other schemes. From this figure it can also be seen that there is not much dif-
ference in the results when the QUICK scheme is used with or without SGS model. More-
over, the resolved TKE is lower than that of central differencing with Smagorinsky model.
It means that the QUICK scheme gives even higher numerical diffusion than the Smagorin-
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sky model. This is mostly due to grid resolution. For more detailed information about
the comparisons of numerical schemes and subgrid-scale models the reader is referred to
Shi et al. (2000a). One uncertainty in the computations is presented by sinusoidal-like
distribution of TKE in the near wake. It may be because of the existing surface wave (not
accounted directly here). When the wave descends towards the bottom of the domain, it
creates a constriction with flow passing through a small area. Thus both the velocity and
TKE are higher at this region. To prove this deduction, the profile was checked with the
wave profile of the RANS calculation. The peak region of k-profile does indeed correspond
to the descending wave. It is interesting to note that the present calculations also provide a
similar trend although no surface wave profile was applied. This indicates that some wave
information may be present implicitly in the inflow boundary.
In Figures 7.20-7.24 the velocity vectors on different vertical cross sectional planes
are presented. Clearly, the large scale turbulent eddies (vortices) are captured, which can
play an important role in bubble dynamics. These flow structures are not apparent in the
inlet conditions (see Fig. 7.6). The prediction of outward flow near free surface, and the
streamwise evolution of the vortices are very encouraging indications of the success of the
present LES approach.
The vorticity contours on different vertical planes shown in Fig.7.25, Fig.7.26 and
Fig.7.27 are indicative of the degree of resolution of the calculations. These structures are
hard to see in Figures 7.20-7.24 due to relatively small magnitude of the velocity vectors.
However, to demonstrate the small weak turbulence structures, like those in Fig.7.23(a), the
areas containing turbulence structures corresponding to those in the vorticity contour plot
have been enlarged and depicted them in Fig.7.23(b). A corresponding area in the vorticity
contour plot is also included in Fig.7.27 for reference with the cross section taken at x/L =
1.2. In the velocity vector plot the weak vortices can not be seen due to scale difference,
whereas the contour plots do show small structures. Figures 7.26 and 7.27 show again that
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much of the vorticity is concentrated near the free surface, and there the two large counter
rotating vortices originally from the ship hull on two sides of the wake have been retained
in LES.
7.4.2 Ship wake with sinusoidal free surface
This case is designed to test the influence of the wave surface on the distribution of the
turbulence kinetic energy. The flow field at the inflow boundary is the same as the previous
case.
The free surface is represented by a free-slip sinusoidal wall. As shown in Fig. 7.28,
the surface has a significant influence on the turbulent kinetic energy distribution, although
the amplitudes of the wave here are much larger than those in RANS calculations. This
seems to be in agreement with the experiments of Rashidi et al. (1992) as well as with the
DNS of Lombardi and Angelis (1996). This increase may have originated from convective
transport of kinetic energy towards the surface under the influence of the imposed wave
profile. Of course, further studies of the turbulence/wave interaction are necessary to clarify
the interaction of surface waves with turbulence.
7.4.3 Ship wake flows including part of the ship hull with free surface
waves
The inflow boundary conditions were in the same way as in the previous cases. The mean
flow field is shown in Fig. 7.29 to Fig. 7.33. The turbulent kinetic energy is presented in
Fig. 7.34. In this figure, the presence of the wall boundary layer is apparent. To see the
details in the boundary layer, area A in Fig. 7.30 and Fig. 7.34 is enlarged to show the
streamwise velocity and turbulent kinetic energy in Fig. 7.30 and Fig. 7.35, respectively.
The flow in the boundary layer flow is expected to be strongly anisotropic and nonho-
mogeneous. Thus the length scale and time scale should be calculated locally. Also, the
anisotropic stresses should be taken into account. In this study, both time and length scales
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are computed from k and !. However, because of the lack of information about the shear
stresses, isotropic turbulence assumption was involved. The instantaneous flow field re-
sulted from RFG is shown in Fig.7.36 to Fig. 7.39. It is seen that the turbulence generated
is quite nonhomogeneous.
The measurements of the flow field for model 5512 are now underway at the University
of Iowa. A preliminary results at a cross section located at x=L = 0:935 was available
and they were used to assess the simulations. The computed streamwise velocity at this
plane is shown in Fig. 7.40 to be compared with that from the measurements, which is pre-
sented in Fig. 7.41. Qualitatively, both are comparable considering that the results from the
simulations are instantaneous (not averaged) of an instance, and therefore some turbulence
structures exist. However, the velocities at the other two directions, Fig. 7.42 to Fig .7.45,
are not easy to compare with measurements because through averaging, the measurements
smooth out all the turbulence information. Nevertheless, the distribution of the velocities
is basically similar. For example, the peak of the vertical velocity is at the same location
(0:0; 0:25) and overall vertical velocity is upwards. Note, in the experiments or RANS
simulation, the vertical direction was assigned as z direction while the spanwise direction
was assigned as y direction, different from the present study. Comparisons of the velocity
vectors at this plane between measurements and simulations are presented in Fig. 7.46 and
Fig. 7.47. Again, the overall quality of the simulations is satisfactory.
In Fig. 7.48 to Fig. 7.50 velocity contours very near the surface plane are shown.
Correspondingly, the vertical vorticity on the plane is demonstrated in Fig. 7.51. The
turbulence structures reflect the core of the ship wake.
Similarly, the streamwise velocity and the spanwise vorticity at a vertical plane are
shown in Fig. 7.52 and Fig. 7.53. Most of the turbulence structures are sustained near the
free surface. In the stern region, reverse flow is present.
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7.5 Summary
Most of the results in this Chapter provide qualitative studies because very limited exper-
imental data was available to compare with. However, valuable assessments still can be
made through numerical analysis.
The RFG technique in conjunction with LES has been applied to simulate the turbulent
wake flows. Ship model DTMB 5512 was used as the subject of the wake flows.
Three cases have been studied: (i) ship wake with flat free surface; (ii) ship wake with
sinusoidal free surface; (iii) ship wake including part of the ship hull with free surface
waves. All these cases can be considered stake-of-the-art studying of ship wakes.
The simulation resolves most of the turbulence, especially the large eddies. A distinct
pair of counter-rotating longitudinal vortices exist in the wake. These type of vortices
have been referred to as the ”bilge vortices” (Hoekstra, 1991) which are generated by the
shrinking of the ship body at the stern range.
As the turbulence intensity decays in the wake, most of the turbulence structures con-
centrate near the free surface.
The presence of the surface waves has significant effects on the distribution of the tur-
bulent kinetic energy.
Including part of the ship hull in LES and using these results for far wake simulation can
improve the predictions. This is more desirable for future studies because the ship hull itself
is the source of the turbulence, which is always better to be solved explicitly. In addition to
this the inclusion of a part of the ship hull provides benefits to the bubble dynamic research,
since bubbles are influenced primarily by the ship-surface boundary layer.
One-equation SGS model has not been used in the simulation of the ship wake flows.
But, based on its success in the channel and flat plate wake flows, it is believed that with
one-equation SGS model even better results will be achieved.
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Figure 7.1: Hydrodynamic wake schematic showing major large-scale contributors to the
wake (Reed et al. 1990)
Figure 7.2: Geometry of DTMD 5415
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Figure 7.3: Ship wake simulations setup
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Figure 7.4: Ship wake simulations setup with surface waves
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Figure 7.5: The sketch of ship wake including part of the ship hull and wave surface
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Figure 7.12: Typical instantaneous vertical velocity at the inlet plane for case 1
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Figure 7.13: Typical instantaneous spanwise velocity at the inlet plane for case 1
z
y
-0.1 -0.05 0 0.05 0.1-0.1
-0.08
-0.06
-0.04
-0.02
0
0.1
Figure 7.14: Typical instantaneous velocity vectors at the inlet plane for case 1
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Figure 7.15: Typical instantaneous streamwise vorticity (!
x
) contours on different y-z plane
in the ship wake
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Figure 7.16: Typical instantaneous vorticity contours (!
y
) on a x-z plane parallel to free
surface at y=L =  0:01 in the ship wake
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Figure 7.17: Typical instantaneous streamwise velocity contours on a x-z plane parallel to
free surface at y=L =  0:01 in the ship wake
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Figure 7.18: The same as Fig.7.16 but double grid number in streamwise direction
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Figure 7.19: Comparison of resolved turbulence kinetic energy for different computing
cases
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Figure 7.20: Typical instantaneous velocity vectors on y-z plane at x/L = 0.2 in the ship
wake
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Figure 7.21: Typical instantaneous velocity vectors on y-z plane at x/L = 0.6 in the ship
wake
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Figure 7.22: Typical instantaneous velocity vectors on y-z plane at x/L = 1.0 in the ship
wake
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(a) The velocity vectors on y-z plane at x/L = 1.2 in the ship wake
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Figure 7.23: Typical instantaneous velocity vectors and the enlargement of area A on y-z
plane at x/L = 1.2 in the ship wake
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Figure 7.24: Typical instantaneous velocity vectors on y-z plane at x/L = 1.4 in the ship
wake
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Figure 7.25: Typical instantaneous vorticity contours (!
x
) on y-z plane at x/L = 0.2 in the
ship wake
147
zy
-0.05 0 0.05-0.08
-0.06
-0.04
-0.02
30.00
26.00
22.00
18.00
14.00
10.00
6.00
2.00
-2.00
-6.00
-10.00
-14.00
-18.00
-22.00
-26.00
-30.00
Figure 7.26: Typical instantaneous vorticity contours (!
x
) on y-z plane at x/L = 0.6 in the
ship wake
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Figure 7.27: Typical instantaneous vorticity contours (!
x
) on y-z plane at x/L = 1.2 in the
ship wake
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Figure 7.28: Resolved turbulent kinetic energy at Y/L=-0.02
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Figure 7.29: The mean streamwise velocity at the inlet plane for case 3
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Figure 7.30: The detail information of area A in Fig. 7.29
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Figure 7.31: The mean vertical velocity at the inlet plane for case 2
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Figure 7.32: The mean spanwise velocity at the inlet plane for case 3
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Figure 7.33: The mean velocity vectors at the inlet plane for case 3
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Figure 7.34: The turbulent kinetic energy at the inlet plane for case 3
152
2.
81
E-
04
2.
81
E-
04
2.
81
E-
04
8.
41
E-
04
8.
41
E-
04
1.
40
E-
03
1.
40
E-
03
1.
96
E-
03
1.
96
E-
03
2.
52
E-
03
2.
52
E-
03
3.
08
E-
03
3.
08
E-
03
3.
08
E-
03
3.
65
E-
03
3.
65
E-
0
3.
65
E-
4.2
1E-
03
4.
21
E-
03
z
y
0.045 0.05 0.055 0.06-0.038
-0.034
-0.03
-0.026
Figure 7.35: The detail information of area A in Fig. 7.34
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Figure 7.36: The instantaneous streamwise velocity at the inlet plane for case 3
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Figure 7.37: The instantaneous vertical velocity at the inlet plane for case 3
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Figure 7.38: The instantaneous spanwise velocity at the inlet plane for case 3
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Figure 7.39: The instantaneous velocity vectors at the inlet plane for case 3
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Figure 7.40: The instantaneous streamwise velocity at x=L = 0:935 for case 3
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Figure 7.41: The mean streamwise velocity at x=L = 0:935 from measurements (Stern
and Longo, 2001)
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Figure 7.42: The instantaneous vertical velocity at x=L = 0:935 for case 3
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Figure 7.43: The mean vertical velocity at x=L = 0:935 from measurements (Stern and
Longo, 2001)
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Figure 7.44: The instantaneous spanwise velocity at x=L = 0:935 for case 3
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Figure 7.45: The mean spanwise velocity at x=L = 0:935 from measurements (Stern and
Longo, 2001)
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Figure 7.46: The instantaneous velocity vectors at x=L = 0:935 for case 3
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Figure 7.47: The mean velocity vectors at x=L = 0:935 from measurements (Stern and
Longo, 2001)
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Figure 7.48: The instantaneous streamwise velocity at the free surface for case 3
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Figure 7.49: The instantaneous vertical velocity at the free surface for case 3
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Figure 7.50: The instantaneous spanwise velocity at the free surface for case 3
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Figure 7.51: The instantaneous spanwise velocity at the free surface for case 3
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Figure 7.52: The instantaneous streamwise velocity at the center vertical plane for case 3
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Figure 7.53: The instantaneous spanwise vorticity at the center vertical plane for case 3
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Chapter 8
Conclusions and Recommendations
8.1 Conclusions
With the fast growth of computer resources, large eddy simulations of high Reynolds num-
ber, complex flows are now becoming feasible. To ensure the quality of the LES, efficient,
accurate and robust numerical methods as well as effective subgrid-scale models are essen-
tial.
Solution methodologies for the time-dependent, three-dimensional, incompressible Navier-
Stokes equations have been verified by applying them to four benchmarks: channel flow,
flow past a square cylinder, flow in a shear/mixing layer, and open channel flow. By com-
paring the simulation results with the experiments, it has been shown that the used solution
methodology has favorable accuracy and efficiency.
LES of complex turbulent flows induced by large bluff bodies is still prohibitive due to
the requirement of excessively large number of grids to resolve the boundary layer surround
the body. In the course of this study a robust approach for reconstructing the instantaneous
turbulent flow field from a given mean flow field, namely - the Random Flow Generation
(RFG) technique, has been improved and validated. This approach can be used to initialize
the turbulent flow field and also to prescribe realistic turbulent inflow boundary conditions
for LES. By using this technique, the turbulent flow field can be reproduced with good
accuracy, even when limited information is available on the mean flow. This information
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can include the turbulent kinetic energy, its dissipation rate, or shear stresses.
A one equation SGS model has been selected and modified to suit the purpose of this
study. This model is based on the subgrid scale turbulent kinetic energy which is solved
simultaneously with the Navier-Stokes equations. A near-wall modification aimed at im-
proving the near wall resolution, which includes dynamically adjusting the length scale
and improving the dissipation model has been proposed. Energy backscatter, which is an
important mechanism in turbulent flows, has been included in the one equation model. The
RFG algorithm together with the subgrid scale turbulent kinetic energy and the subgrid
length scales were used to generate a subgrid turbulence flow field which was superim-
posed on the resolved flow field by using two different approaches. Channel flow was used
as a test case to validate the proposed techniques. The results show that the one equation
model by itself gives the same quality as the well known Smagorinsky model. However,
with the backscatter included, the results have been significantly improved.
Before starting the ship wake flow simulation, it was necessary to test the numerical
schemes and modeling strategies on a well documented benchmark. For this purpose, the
case of flat plate wake flow has been selected. Unlike the used simulation strategies, the
flat plate itself has not been included in the calculation domain. Instead, the computa-
tional domain starts from a certain distance downstream of the plate’s edge. Based on the
turbulence parameters, such as the Reynolds stresses and turbulent kinetic energy from
measurements, the RFG method was used to produce a time-dependent turbulent inflow
boundary. The generated flow field inherits most of the turbulence characteristics of the
real flow at this location, with proper turbulence structures, almost exact turbulence inten-
sities, and turbulent shear stresses. Large eddy simulation was then used to solve the wake
flow. A good agreement between predictions and the measurements was obtained. The in-
fluences of grid resolution, and different SGS models have been studied. With a fine grid,
better results were obtained, as should be expected.
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Pursuing the primary objective of simulating the turbulent flow in the near wake of a
ship by LES technique, the RFG method was used with inputs from RANS calculation to
provide the turbulent inflow boundary. Three different cases have been simulated for the
ship model DTMB 5512. The first case was designed to model the pure ship wake (ex-
cluding ship hull) with a flat free surface. The large turbulence structures have been well
resolved. Two distinct stripes (bilge vortices) develop through the whole wake with appar-
ent turbulence eddies. The resolved turbulent kinetic energy was comparable in magnitude
to that of the RANS simulation.
The second test was mainly to estimate the influence of surface waves on the flow field.
The results show that the presence of surface waves significantly affects the distribution
of turbulent kinetic energy near the free surface. The third case in which both the free
surface waves and part of the ship hull were included is the first of its kind. Although only
a small part (30%) of the hull was included, this simulation has important benefits for the
calculation of bubble trajectories in the very near wake of the ship. This is because most of
the bubbles in the wake are generated on the surface of the ship hull and restrained in the
boundary layer while they are being transplanted into the wake . For this case, calculated
velocities at a cross section were compared with measurements. There is a qualitative
agreement between the two although a further analysis would be needed to clarify certain
issues.
In summary, with all the techniques presented in the present work, performing large
eddy simulation of high Reynolds number ship wake flows seems possible and promising.
8.2 Recommendations
Accuracy and efficiency are the primary issues in large eddy simulation of high Reynolds
number flows. The program used in this study is second order accurate. To achieve a better
accuracy, higher order discretization schemes should be investigated.
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To perform LES of high Reynolds number flows, sufficient grid resolution has to be
used to capture most of the energy-containing eddies. A single processor run will hardly
provide enough capability to satisfy this demand. Thus, parallel computation with domain
decomposition technique are desirable. Parallelizing the current LES program has been
attempted and some preliminary results are included in Appendix A.
Free surface with waves is one of the most significant features in ship wake flows. An
account of its shape and dynamics using an adequate physical model is more appropriate
than using symmetry-boundary conditions with ship. Wave breaking is another important
fact in the surface ship wake, which has significant effects on the turbulent flow field.
However to include this phenomenon in the LES is rather difficult and should be undertaken
as a long term future work.
Density stratified flows are common in the ocean, especially in the estuaries. When den-
sity stratification is present it may create a complicated flow pattern with vertical gradients
in temperature and salinity. The interaction between temperature and salinity gradients
has a notable effect on the velocity field and turbulent quantities (Jin and Zhang, 1992),
which in turn will affect bubble dynamics. Therefore, it would be of a definite advantage
to include the salinity and thermal stratification effects in the future LES of ship wakes.
Finally for surface ship wake simulations, the effects of free-surface/turbulence inter-
action, waves, and stratification should be eventually included. Fortunately, when using the
one equation model SGS model, it is possible to account for some of these effects through
the explicit modeling of dissipation rate of the subgrid turbulent kinetic energy.
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Appendix A
Parallel Computation
In this study the parallel implementation of large eddy simulations (LES) was performed by
using MPI standard. In Section A.1 methodology for a domain decomposition technique on
distributed memory computer platforms was proposed. In this methodology the decomposi-
tion can be realized on different levels of complexity, depending on the flow characteristics
and efficiency considerations. In Section A.2, the results of realization of both parabolic
(one-way) and elliptic (two-way) decomposition on a cluster of workstations at WVU were
presented.
A.1 Domain Decomposition Strategy
The conventional domain decomposition technique for elliptic problems is realized through
a two-way exchange of data at the boundaries of the domains (Simon, H.D., 1992; Dihn,
Q.V., Glowinski, R. and Periaux, J., 1984) as illustrated in Fig. A.1(a) for a one-dimensional
problem. This guarantees the physical integrity of the solution and the convergence to the
corresponding single domain case. However, this strategy may carry an excessive com-
munication overhead for three dimensional CFD simulations. If the problem is parabolic
in one of the spatial directions one can employ a more efficient parabolic communication
approach illustrated in Fig.A.1(b). This may reduce communication overhead considerably
when non-blocking send-routines are used.
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Nd =NUMBER_OF_SUBDOMAINS
domain=THIS_SUBDOMAIN_NUMBER
first =FIRST_SUBDOMAIN_NUMBER
last =LAST_SUBDOMAIN_NUMBER
recipient=Mod(domain+1 ,Nd)
sender =Mod(domain-1+Nd,Nd)
Loop (time=0..N)
{
if (domain IS_NOT last)
{
if (time IS_NOT 0) Wait
Send(data,recipient)
}
...
if (domain IS_NOT first)
{
Receive(data,sender)
}
}
Table A.1: Parabolic domain decomposition algorithm
Considering these factors, the first parallel version of the LES code has been imple-
mented using parabolic data exchange. This approach is valid for ship-wake applications
since the flow in most of the ship-wake region has a parabolic character. Even though small
recirculation zones exist in the proximity of ship’s stern they do not stretch far enough and
can be contained entirely within the first sub-domain.
To exploit the parabolic nature of the solution the computational domain of the whole
wake should be subdivided into Nd sub-domains by cutting it with planes normal to the
ship-velocity1. Figure A.2 illustrates it on the example of two sub-domains. Data exchange
between the domains occur at the plane EH in the figure.
Table A.1 provides an outline of the message-passing algorithm that should be used
1Ship velocity is presumed constant
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to accomplish the parabolic data exchange. The Send and Receive statements are intro-
duced into the main time-loop of the flow-solver routine, where time is an integer time-step
counter. Recipient and sender domain numbers are computed using the division by modu-
lus function Mod(a; b). Ellipses (”. . . ”) inside the Loop in Tab. A.1 designate all the rest
of the flow-solver routines not related to message-passing functions. The Wait function is
introduced to enable the usage of non-blocking Send’s, which avoids unnecessary waiting
for data-receipt confirmations and allows the processor to perform other flow-solver pro-
cedures while the data are being sent. This implementation of the domain-decomposition
technique is rather simple and straightforward. It also carries a minimum communication
overhead and is suitable for ship-wake applications.
However, the parabolic domain decomposition algorithm is only the first stage of our
MPI implementation. The drawback of the parabolic exchange scheme is the necessity to
provide additional outlet boundary conditions for each domain, which can alter the char-
acter of the flow close to the domain outlet, as compared to the elliptic exchange scheme.
To avoid the influence of this distortion on the flow-field the communication plane should
be set at some distance from the outlet plane. Thus some of the memory space and the
processing time is inevitably lost. Moreover, only by using elliptic message transfer can
one apply domain decomposition technique in non-parabolic directions which is necessary
for geometrically complex flows. For these reasons the elliptic communication mechanism
is currently under development. The message-passing algorithm of elliptic data exchange
is similar to the parabolic one expect that the messages are transferred in both way between
the two domains. The outline of the elliptic message-passing is demonstrated in table A.2
A.2 Implementation on the Beowulf cluster
The parallelizing methodology described above was implemented on a Beowulf cluster of
DEC-Alpha workstations at the CFD laboratory of WVU (Fig.A.5).
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Nd =NUMBER_OF_SUBDOMAINS
domain=THIS_SUBDOMAIN_NUMBER
first =FIRST_SUBDOMAIN_NUMBER
last =LAST_SUBDOMAIN_NUMBER
recipient_right=Mod(domain+1 ,Nd)
recipient_left=Mod(domain-1 ,Nd)
sender_right=Mod(domain-1+Nd,Nd)
sender_left=Mod(domain+1,Nd)
Loop (time=0..N)
{
if (domain IS_NOT last)
{
if (time IS_NOT 0) Wait
Send(rsdata_send,recipient_right)
Receive(rsdata_receiv,sender_left)
}
...
if (domain IS_NOT first)
{
Send(lfdata_send,recipient_left)
Receive(lfdata_receiv,sender_right)
}
}
Table A.2: Elliptic domain decomposition algorithm
170
The cluster is setup to run the Linux operating system with the MPI interface freely
available from www.mcs.anl.gov/mpi/mpich/download.html.
A.3 Test Simulation
A simulation was successfully run on 2 processors of the cluster with the message-passing
schemes described above. The sketches of both parabolic and elliptic data transferring are
shown in Fig.A.3.
A flat plate wake was used to test the parallelizing computation approach. The geometry
and numerical scheme can be found in Chapter 4. the first domain starts from the same
plane as in Chapter 4. Inflow boundary is also created by using RFG technique.
As shown in Fig.A.3(a), for parabolic decomposition both domains have their own out-
flow boundary. So, to avoid the influence of outflow boundary condition, the second domain
starts far away from the outflow boundary, about half of the domain in this test case.
The first domain stretches from 0 to 0:4m, while the second - from 0:2m to 0:8m. The
other two dimensions are of the same size for both domains.
For elliptic decomposition as shown in Fig. A.3(b), the information exchange is hap-
pening between the last two nodes of the first domain and the first two nodes of the second
domain, i.e., the last node of the domain 1 gets messages from the second node of domain
2, and the first node of domain 2 gets messages from the node next to the last one of domain
1. In this case both domains can be of the same size, i.e., 0:4m.
The grid size for both domains is 181818 with slight stretching in both the stream-
wise and vertical directions. The other boundary conditions applied here for both domains
are the same as those described in Chapter 4.
Next, the streamwise velocity contours of both parabolic and elliptic schemes are shown
in Fig.A.4. There is a slight difference between each other because in parabolic scheme the
outflow boundary has to be applied for both domains. This in turn will effect the flow inside
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the domain.
A.4 Scalability Analysis
The scalability analysis has been performed by implementing the MPI technique on dif-
ferent domain decompositions (Osman et al., 2000). It indicted that the speedup is almost
linear proportional to the processors (domains) being used.
A.5 Summary
The following conclusions can be drawn from the results of this chapter:
1. Customized message-passing routines were written and tested on the basis of MPI to
provide a simple language-independent interprocessor communication.
2. Both parabolic domain decomposition and elliptic domain decomposition methodol-
ogy can be used for efficient parallelization of CFD codes for wake flow applications.
3. Scalability analysis indicted that the speedup is almost linear proportional to the pro-
cessors (domains) being used.
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(a) Elliptic decomposition
(b) Parabolic decomposition
Figure A.1: Domain decomposition strategy
a; b; c - cells of the grid in different computational domains
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Figure A.2: Wake decomposition
174
(a) The demonstration of parabolic decomposition scheme
(b) The demonstration of elliptic decomposition scheme, 1,2 — the first and second
grid of Domain 2; N-1, N — the last two grid of Domain 1
Figure A.3: The demonstration of domain decomposition scheme
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(a) The streamwise velocity contours of parabolic decomposition scheme
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(b) The streamwise velocity contours of elliptic decomposition scheme
Figure A.4: The streamwise velocity contours
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Figure A.5: A cluster of DEC-Alpha workstations at the CFD lab of WVU
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Appendix B
Introduction of the LES Code
The LES code was originally developed by Zang et al. (1994) at Stanford University. As
has been verified in this study, it is a robust code with satisfied accuracy and efficiency.
However, with no instruction and very few comments, it is very difficult to use. Therefore
it is worthwhile to summarize the code and create a user manual.
B.1 Flow Chart
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START
Coordinates 
transfer coeff.
Boundary 
information
DATA INPUT
INITIALIZATION RestartSetup
RFG FOR IDP
TIME MARCHING
CFL>1? Yes STOP
EDDY VISCOSITY 
Smagorinsky model
Dynamic model
Dynamic mixing model
One−equation model?
Dynamic one−equation
 model?
ENERGY EQUATIONCall saltcall sisteri
call sisterj
B.C. ENFORCEMENT FOR ENERGY 
Call bndsstr
call bndsp
call snup
PREDICTION OF THE VELOCITY
Call ustar
call usiteri
call usiterj
NEXT SLIDE
Equ. (3.20)
Figure B.1: The flow chart of the LES code - A
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UPDATE VELOCITY AND PREPARING FOR
 PRESSURE EQUATION Call source
For U at surfaces
CORRECT OF VELOCITY USING PRESSURE FIELD Equ. (3.26)Call ucorr
B.C. ENFORCEMENTCall bndup
PRESSURE SOLVERCall presr
Convergent ?
NO
VELOCITY CORRECTION
OUTPUT
NEW TIME STEP
Call bcpg
call relax
call resid
call check
call rsrtct . . .
YES
Call ucorr
Call output Statistic
Figure B.2: The flow chart of the LES code - B
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B.2 Description of the Subroutines
           PREPARING FOR N-S SOLVER           
stan11.f:  gsize8.inc
grid generation and curve-liner coordinate transferring;
stan5.f:  gsize8.inc
multi-block (domain decomposition);
coefficients of interpolation between blocks;
stan1.f:  gsize8.inc
boundary conditions preparing; both the velocity and the scalar;
       N-S SOLVER: (zzzzzz.f) — zang (programmer)       
zzzzzz.f:  gsize4.inc, com1, com2, com3, com4, com5
main program
openc.f:
open the data files, both input and output (history);
setloc.f:
make equivalent one-dimension storage for global variables;
metricin.f:
read in data;
bcmet, matrix period BC enforced;
initial.f:
initialize the flow, or restart it;
cofin) cofmg, compute the ap(19) for muti-grid;
tick.f:
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control routine;
time marching;
solver.f:
N-S solver;
                 solver                  
eddy.f:
calculate the strain rate tensor;
calculate the turbulent eddy viscosity (
T
) for momentum equation;
calculate the eddy diffusivity (
T
) for the scalar equation;
s23) 
T
; sab) 
T
;
Smagorinsky model; dynamic model; mixed dynamic model;
two - parameter mixed dynamic model; Salvetti, et al. (1997)
ssmm.f:
calculate the similarity term if mixed model is applied;
the last term in Eq. (3.5); and Eq. (3.7);
sst(i; j; k;m); m = 1; 3 for momentum equation;
sst(i; j; k; 4) for scalar equation;
tensor.f:
calculate the turbulent eddy viscosity (
T
) through one-equation
SGS model;
backscatter is accounted by applied RFG; fluctuation.f;
source term (include production and dissipation) for k-equation is
calculated and stored in sst(i; j; k; 4);
salt.f:
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calculate the convection term in scalar equation by using SHARP;
cross diffusion term form Eq. (3.16); (explicit)
similarity-part is added in; in one-equation SGS model: source term;
Crank-Nicolson for the diagonal duffusive term; Eq.(3.15);
marching on k direction; Eq.(3.27) approximate factorization;
siteri.f:
scalar equation, marching on i direction; Eq.(3.27) approximate
factorization;
siterj.f:
scalar equation, marching on j direction; Eq.(3.27) approximate
factorization;
bndsstr.f:
boundary condition for scalar-changing s;
bnss.f:
Inter-BC; MPI reference;
snbc, interpolate between blocks;
snup.f:
snew = s+ ds;
bndsp.f:
physical boundary for scalar is enforced;
bndsn.f:
Inter-BC ;
get data form the next block and saved as sst(i; j; 4; ig),
which is used in siteri.f;
ustar.f:
calculate the convection term in scalar equation by using QUICK;(3.10)
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cross diffusion term form Eq. (3.13); (explicit)
Adams-Bashforth applied;
similarity-part is added in; from ssmm.f;
Crank-Nicolson for the diagonal duffusive term; Eq.(3.15);
marching on k direction; Eq.(3.25) approximate factorization;
coefficients modified at the boundaries;
usiteri.f:
momentum equation, marching on i direction; Eq.(3.25) approximate
factorization;
usiterj.f:
momentum equation, marching on j direction; Eq.(3.25) approximate
factorization;
bndustr1.f:
bndustr2.f:
boundary condition for velocity changing u
i
;
bnsu.f:
Inter-BC; MPI reference;
uwbc2, interpolate between blocks;
get du
i
from other blocks;
bnduw2.f:
Inter-BC; MPI reference;
get u   u(n) from other blocks and store in uby(i; j;mv;mb)
source.f:
update the velocity u; v; w after Eq.(3.25);
interpolate (fourth order) the velocity on the surfaces;
calculate the contravariant velocity using the interpolate velocity;
184
(intermediate, U
m
in Eq.(3.30));
calculate the source term for Eq.(3.31); store in loc(33)
calculate (U   U)=dt at the boundaries; RHS of Eq.(3.41) utosst.f:
save the velocities temporary at sst which was used in eddy.f;
ucorr.f:
update the velocities after Eq.(3.26);
dp/dx, dp/dy, ... , are @
@
;
at boundary 2nd order interpolation is applied;
faces! edges! corners! interior;
update the contravariant velocities after Eq.(3.30); this step active
only after the pressure iteration has been finished;
bndup.f:
enforce the physical boundaries;
compatible with those in ucorr.f
bnduwn.f:
Inter-BC for velocities; MPI reference here;
calculate pressure source terms for inter-BC;
uwbc1 get velocity and store it at usb(i; j;mv;mb);
bvelsr2 compute contravariant velocity using usb for Inter-BC;
bpnum.f:
Inter-BC for pressure; MPI reference here;
pnbc) pp,pm, it seems no difference between pp and pm; MPI.
ppbc) update pressure pp and pm for Inter-BC,
presr.f:
pressure solver;
in bcpg.f, @p
@
, ..., at the
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boundary is calculated; for physical BC, see, Eq.(3.41);
for inter-BC, CD is used;
it seems pp, pm from bpnum are not used; if this is
the case, MPI for bpnum is not necessary;
call relax for smoothing;
call resid for residual;
for multi-grid, do V-cycle;
enforce BC on the finest level;
smoothing on the finest level;
inner loop for MG:
get residual on the finest level;
call rstrct to restrict the residual on one coarser level;
smooth the residual on current level (ndown loops);
(the coef. from cofin cofmg);
...
till the coarest level; finish down of V-cycle
use interp to interpolate p to get it at a finer level;
smooth p at current level (nup loops);
...
till the finest level; finish up of V-cycle;
enforce BC for p;
finish inner loop.
relax.f:
bndp.f: update the p at all the ghost nodes; only on the surfaces;
the corners and edges are updated in interp;
using @p
@
, ...,
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from bcpg.f to get p; symmetry BC and
periodic BC are enforced;
point Gauss-Seidel smoothing when intp=1;
ZEBRA/4-color smoothing when intp=2; (as my note);
notice the boundary points;
ap(19) is the 19 coefficients for pressure equation,
see(3.137) Perng (1990);
resid.f:
get the residual for pressure equation;
residual of pressure gradient at the boundary;
rstrct.f:
restrict correction from fine grid to one coarser level;
3-D, 8)1, points are repeat twice; thus divided by 2;
2-D, 4)1, no point repeat; Fig:4:3, Perng (1990);
pressure gradient at the boundaries;
corners not included;
call relax after this; smoothing correction on current level;
interp.f:
interpolate pressure from coarse grid to finer grid;
corners and edges are updated here;
liner-interpolation;
bndun.f:
Inter-BC update for the new time-step;
unbc — for MPI;
ckdiff.f:
calculate pressure difference and mass residuals;
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dfm is the maximum of pressure changing =
q
p
2
max
;
dfv is the average =
p
P
p
2;
rpm is the maximum of mass residuals;
rpv is the average of mass residuals;
output.f:
output file;
getcfl.f:
calculate CFL;
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B.3 Using the Code
............................ Step 1 ..................................
Step1: Compile and run "stan11.f" --- Grid generation and
coordinates transferring
do not change anything at the part before "subroutine coord";
in the part of subroutine coord (grid generation), any-
thing can
be changed, the only thing needed to get back is "x2" which is
the grid coordinates;
"gsize8.inc" is an include file for "stan11.for";
il: nodes at x direction;
jl: nodes at y direction;
kl: nodes at z direction;
ijm: max(il,jl,kl);
ng: block number; (always be 1 in our case)
"cmin2" is the input file for "stan11.for";
8 : switch, always be this number.
0.45 : useless
1 : ng, block number
82 50 50 : grid size
1 3 2 3 5 5 : nb, boundaries, description bellow
0. -0.1 -0.3 : starting points for x, y and z;
1.0 0.1 0.3 : length of domain, Lx, Ly/2, Lz/2
0 0 1 : 0 -- nonuniform, 1 -- uniform
0.001 0.02 0.02 : parameters for grids distribution
0.0003 0.04 0.04: the size of first node, dx, dy dz;
0.001 0.001 : useless
nb = 1,Dirichelet brdy (user specifies velocity);
2,Neumann brdy (gradient-free);
3,symmetric boundary;
4,axisymmetric in theta-direction
(specific geometry)
5,periodic brdy;
6,inter-grid brdy;
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notice, in "gsize8.inc" and "cmin2", grid number must match.
"xx" for checking the grid quality. first part: x, dx
second part: y, dy
third part: z, dz
............................ Step 2 .....................................
Step2: Compile and run "stan5.f"---computer the coefficients for
interpolation at the interfaces
between blocks.
to creat "coef.in" for N-S solver;
"gsize8.inc" is an include file for "stan5.for";
"cfin" is the input file for "stan5.for";
1 : nb at surface 1 --- left (inlet)
2 : nb at surface 2 --- top
2 : nb at surface 3 --- right (outlet)
2 : nb at surface 4 --- bottom
5 : nb at surface 5 --- behind
5 : nb at surface 6 --- front
3 : 3-D
............................ Step 3 ..................................
Step3: Compile and run "stan1.f" --- compute the initial and
boundary conditions.
the content of this code needs to be changed for
different flow; the purpose is to specify the
velocity or the scalar variable on all six surfaces,
or turbulence intensities if RFG is used to
provide unsteady inflow boundary;
"gsize8.inc" is an include file for "stan5.for";
"ubin" is the input file for "stan1.for";
it does not need to be changed it now, because all the
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information needed is either specified or read in;
............................ Step 4 ..................................
Step4: Compile and run N-S solver --- use "make".
"gsize8.inc" is an include file for "com4"
il: nodes at x direction;
jl: nodes at y direction;
kl: nodes at z direction;
mij: max(il,jl,kl);
nlg: block number; (always be 1 in our case)
"ltot" in "com3" needs to be changed according to the grid number;
"datain" is the input file:
1 : block number
66 66 66 : grid numbers
5 1 5 1 5 5 : nb --- boundary conditions
0 : inter-BC, for multi-block
1000000 1 : time step; restart or not:
0 - start from initial;
1 - restart;
2 2 2 : ngrid, nup, ndown
20 1 3 2 : itmout, itmin, iterout, itck
1 1 1 3 : itsm, ismth, imod, iavg
3 0 : idim, istat
2 0 100 0 8 : intp, inio, ntout, iani, nfz
1.e-10 1.e-6 0.00050 0.01175 0.03175 0.03175
: epsp, epdp, dt, sorw, al, ah
0.439 0.439 1.01e-6 1. 998.
: utop, umax, vis, massini, rho
0. 1.01e-06 0. 0. : beta, gamm, fom, dels
0.8 0.0 0.00442 1. 0.0804 : shp,omdp,csv,prt,grad
------------------- variables descriptions -----------------
iavg = 0,no averaging of model constants
1,line or plane averaging of model constants
2,local averaging
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idim = 2,2-D domain
3,3-D domain
imod = 0,no turbulence model
1,Smagorinsky model
2,Dynamic model
3,Mixed model
4,Dynamic Scale Similarity Model
5,Truncated DSSM
6,Truncated DSSM with positive C
intp = 1,Point Gauss-Seidel smoother
2,LGS smoother
inio = 1,debugging run, print out everything
2,no print out of test data
irest = 1,restarting run
2,initial run
istat = 0,no statistics collected
1,mean profiles are computed
2,mean profiles are inputed and fluctuating
profiles computed
itmin: max. inner iteration for each grid
itmout: max. outer iteration in pressure equation
iterout: skip # of output of residual info
itck: # of iterations to do residual checking
nmax: max. time steps in this run
nstep: # of time steps at the start of this run
ntout: skip of time step to output data
nfz: =1: uniform flow
ngrid: # of grids in multigrid system
nup: ndown: # of iterations in up and down move in multigrid
beta: salinity coefficient
dels: initial salinity difference
dt: time step
epdp: tolarence of pressure diff. on num. boundaries
epsp: tolarence of residual of pressure equation
fom: Coriolis parameter
gamm: diffusivity of salinity
grav: gravitational acceleration
massini: initial mass in the container
rho: density
utop: boundary velocity ( top disk)
vis: kinematic viscosity
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grad: pressure gradient
OUTPUT:
"usshi": velocity
"vort": vorticity
"up*" : velocity at one point
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Appendix C
Calculation of the Energy Spectra
The purpose of this Appendic is to write a simple program for the analysis of turbulence
flow. The method is based on a Fourier transformation approach(Hayasa, 1999).
The energy spectrum of the U-velocity perturbation is calculated by the following for-
mula
S
1
(!
n
) = E
2
6
4
h
T
M
d






M
d
X
m=1
U
0
1
(t
m
)exp( i!
n
t
m
)






2
3
7
5
N
d
(C.1)
(n = 1; :::;M
d
)
Where !
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) is the nondimensional circular frequency, M
d
is the number
of time series data, and E[]
N
d
denotes the averaging over N
d
samples.
The energy spectrum can be converted into wave number domain as,
E
1
(
n
) = U
c
S
1
(!
n
) (C.2)
where  = !
n
=U
c
is the wave number.
The program is written in Fortran as follows:
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parameter (md = 20000)
dimension up(md),wn(md),s1(md),an(md),e1(md)
open(10,file=’out1’)
open(11,file=’output’)
dt = 0.0002 !time step
uc = 0.4 !mean velocity
do i =1,Md
read(10,*) up(i)
end do
do i = 1,md
esum1 = 0.
esum2 = 0.
wn(i) = 2*3.1415926*i/dt/md
do j = 1,md
tm = float(j)*dt
esum1 = esum1+up(j)*cos(tm*wn(i))
esum2 = esum2+up(j)* (- sin(tm*wn(i)))
end do
esum = esum1**2 + esum2**2
s1(i) = dt/md*esum
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an(i) = wn(i)/uc
e1(i) = uc*s1(i)
write(11,*)an(i),e1(i)
end do
end
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NOMENCLATURE
E
1
- energy spectrum of U-velovity perturbation in wave number
domain;
E []
N
d
- averaging over N
d
samples;
h
T
- computational time step;
h
T
- computational time step;
N
d
- number of averaging data ;
U
c
- mean velocity.
This algorithm has been tested by using two benchmarks. One is a sinusoidal function
which is shown in Fig. C.1. The other one is the test data from the Kay (1988) database
which has been widely used to verify the energy spectra algorithm. After the transforma-
tion, the resulted spectra for the first test case is shown in Fig. C.2. As expected, two
peaks exist while it is zero everywhere else. For benchmark two, the results are presented
in Fig.C.3.
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Figure C.1: The sinusoidal signals
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