Abstract-This paper deals with traffic modeling and control design for high-frequency metro lines. A complete discrete-event traffic model pointing out the natural instability of metro lines is to-implement state feedback traffic control algorithms are depresented. The traffic stability properties are analyzed and easysigned, which guarantee the system stability. Simulations illustrate the methodology.
I. INTRODUCTION IGH-FREQUENCY metro lines are well known to be naturally unstable. This means that any deviation with respect to the nominal schedule of a given train is amplified with time and disturbs the operation of the other trains. The phenomenon is explained as follows. On a high-frequency line, the passengers arrive randomly at the stations. Hence, the number of passengers waiting at a platform to get on the next train increases with the time elapsed since the departure of the preceding train. If a train is delayed, this time interval, and therefore the number of passengers, become greater than nominally expected. The staying time of the train at the platform depends on the number of passengers exchanged between platform and train and naturally increases too. Hence, the delay of the train is increased from one platform to the next. Conversely, if the next train operation is not delayed, this train will be ahead of schedule since the time interval will be shorter than expected due to the number of passengers at a platform and the corresponding train staying times being less than their nominal values. The same argument shows that the next train is delayed. . . and so on.
Traffic control is therefore necessary in order to prevent such instabilities. A minimal traffic control is always implemented on metro lines, by use of traffic lights and other protection devices in order to ensure, according to the security rules, a minimal distance between successive trains and to avoid collisions. The resulting traffic conditions are, however, far from being ideal: the time deviations with respect to the nominal time schedule are large, the distribution of passengers among the trains is excessively nonuniform and the commercial speed is reduced. Thus, more efficient traffic control strategies are therefore necessary, both from a passenger and company viewpoint.
Currently, on most commercial lines, traffic control consists only of resetting the time deviations to zero at selected platforms (generally those of the end of each line) by use of time margins. This solution however requires operating more trains than necessary and consequently, at each instant, several trains are in standby. In this paper, we shall show how efficient control algorithms can be designed which ensure the stability of the operation, do not need time margins and therefore allow operation with a minimal number of trains.
Control algorithms for a string of moving vehicles have been proposed, by Levine and Athans [l] and others [2]-[5].
The approach in [l] is based on the optimal control theory, but it is inconvenient for traffic control of metro lines; the vehicle stopping at fixed points (platforms) is not taken into account. Moreover, the control algorithms are elaborated from mathematical models which are deduced from the motion equations. Therefore, the position, velocity, and acceleration of each vehicle have to be evaluated at each instant.
A more suitable class of mathematical models is obtained from a discrete-event approach. Such models account only for discrete events occurring on the line, e.g., arrival or departure of trains at or from platforms. The corresponding variables are related to both trains and platforms. This approach which is used in this paper, has already been used in order to design optimal-time schedules by means of optimization techniques [6] or to examine the traffic dynamics of an automated transit system [7] .
The purpose of this paper is to present a complete discrete-event traffic model pointing out the natural instability of metro lines, to analyze the traffic stability properties, and to design easy-to-implement traffic control algorithms which guarantee the system stability.
The paper is organized as follows. The description of the traffic on sequential metro lines is given in Section II. accounting for this structure is deduced from the linear traffic description. Instability properties and traffic control algorithms are presented. Traffic description, when there is no reference time schedule, is then presented and traffic control algorithms valid for this situation are designed, An estimation technique which allows the model to cope with inaccurate prior knowledge of the natural interval is also proposed. Simulation results are given in Section VI to illustrate the methodology.
II. TRAFFIC DESCRIPTION
Consider an ordered set of trains running on a metro line constituted by a sequence of platforms where each train has to stop in order to allow passengers to get on and off. Each train and each platform are characterized, respectively, by a number referred to as the train index and the platform index. In this paper, we restrict ourselves to sequential line structures and operating conditions and therefore exclude branching and tree structure lines. This means that:
1) the sequence of platforms encountered by a given train is ordered and the same for all trains on the line;
2) at each platform, the sequence of trains is ordered and the same for all platforms.
The class of sequential lines can be divided into two subclasses: open lines and loop lines which are defined as follows.
Open Lines:
An open line is defined as a sequence of N platforms where M trains are operated. The platform indexes and the train indexes vary, respectively, from (1) to ( N ) and from (1) to ( M ) , The trains are injected at the first platform ((1)) independently of the past traffic evolution, and leave the line after platform (N) (see Fig. 1 
).
Loop Lines: A loop line is defined as a closed line with N platforms (indexes (1) to (N)) where platform (N) is connected to platform (l) , and where a given set of trains (indexes (1) to ( M ) ) is periodically operated (see Fig. 2) .
For each platform, the ordered sequence of crossing trains is {1,2;** M , 1 , 2 ; -* M , 1 , 2 . -. , } and the ordered sequence of platforms crossed by a given train is {1,2;.*, N , 1 , 2 ; * * , N , l,".,}.
Due to the closed structure of the line, the variables relative to a given train at platform (1) depend on the past traffic evolution and namely on the variables relative to the preced- Notation: Throughout this paper we use a two-indexes notation to identify the variables relative to a given train at a given platform: the upper index refers to the train number and the lower index to the platform number. For example t: will denote the departure instant of the ith train from the kth platform. These indexes however have to be interpreted, respectively, modulo M and modulo N . With this convention the indexes of two successive trains can be denoted, without loss of generality, (i) and ( i + l), with (I s i d M ) , (the train ( M ) is followed by train (l)), and two successive platforms by the indexes ( k ) and (k + 1), with (1 5 k 4 N), (platform (N) is followed by platform (1)).
III. TRAFFIC MODELING
In this section, we derive the mathematical model relating the departure instants of the different trains from the dierent platforms.
According to the aforementioned notation, let us denote t i as the departure instant of train ( i ) from platform ( k ) . Obviously, the departure instants of train ( i ) from two SUCcessive platforms { k ) and ( k + 1) are related by where ri is the running time of train ( i ) from (k) to ( k + 1) and s : is the staying time of train ( i ) at platform (k).
In order to further model r: and sb, we introduce four basic assumptions.
Basic Assumptions AI:
The operating conditions (number of trains, desired interval between successive trains, number of passengers arriving at a given platform per second, . . . ) are constant.
A2:
The running time of a train between two successive platforms ( r ; ) does not depend on the number of passengers on the train.
A3:
The staying time of a train at a platform depends linearly on the number of passengers getting on the train.
A4: The number of passengers to be embarked on train ( i ) at platform ( k ) is proportional to the interval between the departure instants of the successive trains (i -1) and ( i ) from platform ( k ) .
Assumption A1 is introduced only in order to simplify the analysis and can easily be relaxed. The three assumptions A 2 , A3, A4 can be replaced by more sophisticated modeling assumptions. It is possible, for instance, to take into account the load (i.e., the numbers of passengers) on the trains and to relate the staying time not only to the number of embarking passengers (like in A3) but also to the number of passengers From A1 and A 2 , the running time can be expressed as follows r; = R k + u i + wl: (2) where R , is the nominal running time from ( k ) to ( k + l), ui is the control action applied to train ( i ) between ( k ) and ( k + 1) in order to increase ( u i z 0) or to decrease (ui < 0) the running time, and wl', is a disturbance term.
From Al, A3, A4, the staying time can be modeled as SA+, = s + Ck+l(ti+l -t:::) + w2:+,
where S is the minimal staying time at a platform, when no passenger gets on the train and the doors are closed as soon as possible, c , +~ is the delay rate representing the effect of the time interval between the departure instants of two successive trains (A4), and w2:+, is a disturbance term.
In relations (2) and (3), S, R k , and c , are parameters to be estimated. S and R k can be evaluated from the operating conditions while the ck have to be estimated by linear regression on a large number of observations ( t : , s: ) at each platform, according to (3). Usual values of ck are in the range 0.01 to 0.05 (see [8] for examples relative to Brussels metro lines).
Using (2) and (3), the relation (1) can be rewritten as
where w; = wl', + w2i+,.
This relation between the departure instants of the trains is used throughout the paper. It must be pointed out that the admissible control actions and disturbances are bounded in order to always satisfy the security requirements which are in place to prevent collisions between trains.
Equation ( 
IV. TRAFFIC ANALYSIS FOR OPEN LINES
To begin the analysis, we consider the simple case of an open line, constituted by a sequence of N platforms (see Fig.  1 ). We first introduce in Section IV-A the concept of a nominal schedule and we describe the traffic dynamics in terms of the time deviations between the actual system behavior and this nominal schedule. The intrinsic instability of the system is then analyzed in Section IV-B . Finally, stabilization of the traffic dynamics by state feedback is discussed in Section N -C .
A . Tr&c Description with Reference to a Nominal Schedule
Nominal Schedule: We assume that an ideal traffic plan has been established for the line under consideration. It takes the form of a nominal time schedule which is defined as the set of the nominal departure instants Tl for each train at each platform on the line. This nominal time schedule is characterized by a constant time interval H between successive trains, l.e., H = Ti+, -TL.
( 5 )
It must be coherent with the natural dynamics of the line, Le., it must satisfy the basic relation (4) in the absence of control and disturbances ( u ; = w; = 0).
Initial Conditions: For consistency in our subsequent developments, some care must be taken with the initial conditions of (4). We need to introduce a "fictitious initial train" and a "fictitious initial platform." The fictitious initial train, with index ( i ) = 0, is supposed to be "exactly on time" at each station, Le., t i = T f , V k . The fictitious initial platform, with index ( k ) = 0, is such that all the trains are supposed to be. exactly "on time" at this platform, i.e., t: = T;, V i .
Time Deviations: Define x: as the deviation of the actual departure instant t i from its nominal value Tk, i.e.,
x;
t; -T i .
Then, the basic dynamical equation (4) is rewritten as fob lows:
(1 -C k + I ) X : + l + ck+lX;;'l = x: + ui f w: ,
For given sequences of control actions and disturbances (u; and w;), (7) describes completely the evolution of the set of time deviations { x i } .
B. Intrinsic Instability of the Trqffic Behavior
We now use (7) to emphasize the natural instability of a metro line. Define the I-dimensional vector X f of the time deviations of the first I trains on the line, at a given platform
This vector will serve as the state vector of a state-space representation (8) which will be referred to as the "station sequential model" (see [SI). From (7), it is easily shown that, without control or disturbances (u: = wi = 0), the evolution where
AI is lower triangular with diagonal elements 1/(1 -c k + , ) > 1. As the system (8) 
C. Trafic Control Using State Feedback
In this section, we shall present a feedback control law which guarantees system stabilization. The control law will be designed by minimizing a performance index which reflects the operational objectives. Since the traffic description equation (7) is linear with respect to the time deviations, we choose a quadratic performance index in order to reduce the problem to a standard LQ problem resulting in a linear state feedback control. It can be seen, however, that the state-space representation (8) is not suited for an on-line state feedback control implementation: since the state vector components ( x ; , i = 1, -* , I ) are relative to the I trains, the control to be applied to train ( i ) at platform ( k ) would be a function of the I corresponding time deviations including the future (and therefore unknown) time deviations. Before formulating a convenient alternative state model, we introduce the following matrix notation. 
State-Space Formulation:
We first introduce the following definitions of state, control input, and disturbance input vectors:
We notice that the state vector Xi is made up of the time deviations x; such that the sum of their indexes is precisely equal to the state index j : Xi = { x ; I i + k = j } .
It then follows from the basic traffic dynamics equation (7) that X,,, is generated by Xj (Le., x:, is generated by x: and x:;', for all ( i ) and (k)). This is expressed in the compact matrix form by the following state-space model:
with . IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 36, NO. 7, JULY 1 9 9 1 Performance Index: For a given Xi, the control law u/ is computed in order to minimize, under the linear constraint (9), the following criterion: (10) where p and q are two positive constant design variables at the user's disposal. The motivation for this criterion is as follows. The first term Xj'+ X j + I penalizes the deviations with respect to the nominal schedule while the second term penalizes the deviations of the intervals between successive trains from the nominal value ( H ) and is therefore related to the average waiting time for the passengers at a platform. This term may be. used to enhance the traffic regularity, irrespective of the nominal time table. The third term penalizes control actions that are too large. The values of p and q depend on the control purpose and reflect a trade-off between the regulation objectives (Le., time table versus regularity). The choice of the criterion (10) and of the specialized statespace formulation (9) is primarily justified by the fact that their combination leads to a very simple, meaningful, and stabilizing control law, as we shall now demonstrate. 
Closed-Loop Sfability:
The state matrix of the closed-loop system corresponding to the state-space formulation (9) coupled with the feedback control law [ 11) is easily seen to be exponentially stable. The closed-loop system is therefore "bounded-input bounded-state" stable. On the other hand, it is more interesting, from a practical point of view, to examine the variations of the mean-square value of the time deviations at a given platform in the closed-loop system. In absence of disturbances, the time deviations at two successive platforms are related by the following nonstationary closedloop equation: Since the model (12) is not stationary, no definite general conclusion can be drawn immediately from the structure of the matrix concerning the evolution of the mean-square deviation at a given platform. We can, however, state the following result.
Theorem 2: For p and q such that the mean-square value of the time deviations at any platform decreases exponentially from platform to platform.
This theorem is easily proved by using similar arguments as for Theorem 1. The conditions (13) are satisfied for a wide range of positive p and q. To illustrate this, the domain of the [ p , q ) plane wherein these conditions are achieved, for c k + 1 = 0.1, is represented in Fig. 4 .
Comment: The simple one-step-ahead performance index (10) is attractive because, under the constraint (9), it leads to a simple stabilizing control law. We could also consider a multistep index of the following form:
The corresponding optimal control law will be linear in the state vector X j , with a gain matrix obtained from the solution of a Riccati equation. In this case, the control to be applied to train (i) at platform (k) involves all the time deviations xf; relative to index j such that i + k = j .
V. TRAFPIC ANALYSIS FOR L o o p LINES
This section deals with the description and control of the traffic on loop lines whereon the sequence of platforms crossed by every train is periodic. We consider a set of M trains which are operated simultaneously on a loop line with N platforms ( M c N ) [see Fig. 2 ). Without traffic control, the time deviations with respect to a nominal operation are cumulated from circuit to circuit. Currently, on most commercial loop lines, traffic control consists only of resetting the time deviations to zero at selected platforms (generally the terminus stations) by use of time margins. This solution, however, requires operation of more trains than necessary and consequently, at each instant, several trains are in standby. The aim of this section is then to design efficient traffic control laws which are adapted to the periodic structure of the line, which ensure the stability of the operation, do not need time margins and allow therefore to operate a minimal number of trains.
We first introduce in Section V-A the concept of natural interval between successive trains which characterizes the nominal operation of a loop line. In Section V-B, we show how the traffic description w.r.t. a nominal time schedule has to be modified in order to account for the periodic structure of the line. Then, we design in Section V-C a generalized performance index specific for loop lines which allows us to compute a stibilizing control law having the same properties as that for open lines. In Section V-D, we extend the traffic description when there is no reference schedule and in Section V-E we design traffic'control algorithms valid for this situation. Finally, Section V-F presents an attractive solution incorporating estimation to cope with the possibly inaccurate knowledge of the natural interval.
To simplify the presentation of the following sections, we make the following additional assumption.
fi5:
The ck are identical for all platforms, i.e., ck = c, k = I;.., N .
A . Natural Interval Between Successive Trains
The objective is to control the traffic regularity, i.e., to maintain the line at a nominal steady-state situation characterized by a constant time interval H between successive trains. It must be pointed out that for a given loop line holds also for loop lines. However, the combination of these scalar equations in order to define a global state-space formulation must reflect the periodicity of the structure.
Operation Quality Index: We define
as a quality index for loop lines. This index is defined as the mean-square value of the time deviations of the M operating trains (indexes (1) to ( M ) ) at M successive platforms (indexes ( k -1) to ( k -M ) , modulo N ) . Notice that this index is equal to zero in nominal operation. Matrix Notation: Before defining a convenient state-space formulation to study the traffic instability properties of loop lines, we introduce the following matrix notation. &(a, b ) is an N X N matrix of the following form: 2) The last M components are the time deviations relative to the M trains and characterized by the same value j for the sum of their upper and lower indexes (interpreted, as usual, respectively, modulo M and modulo N ) .
The control and disturbance vectors (v' and W:) are M-vectors whose components are relative to the M trains and characterized by the same value j for the sum of their upper and lower indexes. With the definitions (16), we obtain from the basic equation (7), the following state-space formulation: Moreover, it must be noticed that the values of I I k for two successive circuits can be related using (16) For c = 0, the eigenvalues of A , are 0 and 1, whose algebraic multiplicity ( M ) is equal to the geometric multiplicity. This implies that the free system is stable but not asymptotically. There is therefore no guarantee of boundedness of the solutions in the presence of bounded disturbances. This result illustrates the natural instability of a loop line
C. Traflc Control with a Nominal Time Schedule
As for the open line case (Section IV), the feedback control is designed in order to minimize a quadratic performance index, under the linear constraint (17).
Performance Index: By analogy with the performance index of open lines J, (lo), we define the following performance criterion:
where - For p = 0, the solution of the closed-loop system converges, in the absence of disturbances, to a steady-state situation characterized by a constant time deviation with respect to the nominal schedule, i.e., I A such that lim r I k + = A*.
P =

I*.%
This means that if the interval regulation ( p = 0) is the only control 'objective, a nominal time schedule is no longer necessary, as we shall see in the next section.
D. Tr@c Description Without Reference to a Nominal Time Schedule
So far, in the preceding section, we have analyzed the traffic dynamics in terms of time deviations between the actual system behavior and a given nominal schedule. On the other hand, it is clear that a nominal schedule is not really required for fully automated high-density lines. In this section, we show how to cany out the description and the analysis of the traffic in this case.
Znterval Equation:
We define y : t: -t;-' -H as the deviation, with respect to H, of the nominal time interval between trains ( i ) and (i -1 ) at platform ( k ) . Thus, from (4), the traffic dynamics are rewritten as follows: with Sui 6 ub -ui-' and 6w: w: -wi-'. Equation Once again, the feedback control is designed in order to Performance Index: The following performance index is where Q is the same diagonal weighting matrix of dimension N as those defined in J; ' (19) . The two termsof Jl penalize, respectively, the deviations of q+ , and Uj from the setpoint.
Feedback Control Law: The control minimizing (29) under the linear constraints (25) and (27a) is linear in y' and q-1 -. Proof: See the Appendix, Section A.6. These technical results allow us to prove the boundedness of the operation quality index uk in the presence of bounded disturbances.
Theorem 7 : For q > c(l -c), in presence of bounded disturbances, the feedback control law (30) ensures the boundedness of the operation quality index 0 , and of the corresponding control vector.
Proof: See the Appendix, Section A.7.
F. Unknown Natural Interval
The implementation of the feedback control law (30) requires an accurate howledge of the natural interval H . On the other hand, as the number of operating trains on the line varies during an operation day, the value of the natural interval may change. Therefore, in this section, we first investigate the influence on the control performance of a modeling. error on H. Then, we present an asymptotic estimator designed in order to track the value of the natural interval H when the number of trains is changing. This estimation, combined with the control law (30) guarantees closed-loop convergence. 
Proof: SeeAthe Appendix, Section A.8. When H = N, this equilibrium point is the desired setpoint r j i = 0, = 0). In the presence of bounded disturbances it can easily be shown, as in Theorem 7, that the deviations with respect to the equilibrium point (H*, u*) are bounded.
Estimation of the Natural Interval H: The natural interval H can be estimated recursively. Let H, be the estimation used in the implementation of the control law, Le., = qi + f i j b 2 . Then, using (28) and (34) we obtain b r q + brq!-, = bTb2fij -bTR?-,
This suggests the following estimator of H :
where a is a design parameter. The estimation error dynamics are written
For a chosen such that
the estimator is asymptotically stable, independent of the control law. This is summarized in the following theorem.
The control law (35) with y' and the adaptation law (36) for Hi with a satisfying (38) ensures the asymptotic stability of the closed-loop system around y' = 0, q = O , a n d H = O . This algorithm ensures therefore the convergence of the system to the natural setpoint, even when the natural interval is unknown.
VI. SIMULATION RESULTS
The preceding linear stability analysis holds only for traffic conditions close to the nominal setpoint. In case of large deviations, nonlinear constraints have to be introduced mainly due to security requirements. In order to test the robustness of our linear approach under nonlinear conditions, we have developed a simulation software SIMETRO, which accounts for the nonlinearities and is based on a discrete-event approach where realistic security constraints are implemented.
A full description of SIMETRO can be found in [12].
Our purpose in this section is to show through simulation results the economical performance of the proposed'on-line traffic control. We consider a loop line with 30 platforms. One of these platforms is a terminus where the train staying time is adapted in order to ensure the periodicity of the nominal schedule. On the other hand, the train staying time at the terminus platform is also bounded below due to constraints on the line operation.
The traffic conditions are the following: the parameter c = 0.02; the minimum staying time S = 15 s (except for the the nominal running times are between 60 and 100 s; the minimal staying time at the terminus platform is 3 the natural interval H is 3 min.
We consider three case studies. Case I: the total staying time at the terminus is 6 min constituted number of trains: 15 the total nominal time for a full circuit is therefore 15*3
Case 2: the total staying time at the terminus is 3 min no time margin number of trains: 14. The total nominal time for a full circuit is therefore 14*3 min = 42 min. The reduction with respect to Case 1 is due to the suppression of the time margin at the terminus station.
This allows us to operate the line with 14 trains instead of 15.
Case 3:
same conditions of operation as in Case 2 except that traffic control law (21) is implemented with p = q = 1.
We simulate these three situations with the same sequence of stochastic disturbances applied to the system: the staying time at each train stop is disturbed with white noise having a mean of 3 s and standard deviation of 7 s. In Fig. 5 , we compare the evolution of the time deviations of train (1) during its trip along the line. The platform numbers have to be interpreted modulo 30.
Case I : Due to the disturbances all the trains are delayed. The delay is increasing progressively along the circuit but the time margin is allowed to recover the nominal schedule at platform (1) Case 2: Since there is no time margin the deviations are continuously increasing, from circuit to circuit.
Case 3: Due to the traffic regulation the delays are bounded (less than 40 s) and are not increasing from circuit to circuit, even without a time margin at the terminus station.
These simulation results show the following.
1) The proposed traffic control law allows reduction in the terminus time margins and therefore the number of trains necessary to ensure a given nominal operation mode. This by the minimal time (3 min) and the time margin (3 min) min = 45 min.
shows the economic benefit to be expected from efficient control.
2) The quality of the line operation (evaluated by the quality index I I , ) is better with traffic control than in Case 1 (exploitation with time margin at the terminus station).
VII. CONCLUSIONS In this paper, we have shown how efficient traffic control algorithms for high-frequency metro lines can be designed by means of a complete traffic model obtained from a discrete event approach. 1) We have developed a complete traffic analysis for sequential metro lines with or without reference to a nominal time schedule. The intrinsic instability of metro lines has been pointed out. We have shown how well chosen state-space formulations allow design of state-feedback control algorithms ensuring the stability of the system. The proposed traffic control algorithms have simple forms and are easy to implement in real-life systems.
2) Simulations have shown the robustness of the proposed traffic control algorithms against disturbances occumng randomly on a loop line and their efficiency when compared to a classical time margin strategy. Other simulation studies, including applications to the Brussels Metro network can be found, e.g., in 
For any real z inside the third circle (A3)
if z 2 c;+~
These three circles are therefore contained in.the unit circle and the eigenvalues of (Hi)-' are, in absolute value, less than 1 (see 1)). This implies that the eigenvalues of Hf are in absolute value strictly greater than 1.
3) Let & be the eigenvalue of Hf with the smallest absolute value ( I )mi, I > 1). Then A.P. Proof of Theorem 3 1) Any realistic perturbation affecting the state vector is compatible with (16), i.e., it only affects the M last components of this vector.
2) We first characterize the eigenvalues of A,. Consider a first vector U'(E R"') of the form 
For q > c(1 -c), it can be easily checked that l ) f o r p = O , a < l , a n d b = l -o 2 ) f o r p > O , a c l a n d b c l -u .
Assume that there exists X, , with 11 X, 11 2 1 satisfying the characteristic equation. Then bM
In this case 
for p = 0, all the eigenvalues are strictly inside the unit circle except one, equal to 1, with a corresponding eigenvector of the form [ l * 1IT. Without perturbation, the system converges therefore to a steady-state situation where all the deviations are equal and l I k is constant.
A.4. Proof of Lemma I
In order to make the proof more comprehensible, we consider a simple loop line with 5 platforms and 3 trains.
This proof can easily be extended to the general case at the price of tedicus index_m@pulations. Consider a given step Obviously, these vectors are defined in relation with train 3. The components of r j i are related to the departure times t: by
On the other hand, these 10 values ti satisfy a set of 5 transfer equations (4) denoted (**)
C ( t : -t : -H ) = -c H + t : -t : -S -R 5 -u 3 --3
5 5 C ( t : -t; -H ) = -cH + t: -t: -S -R , -u: -w:
-w i C ( t : -t: -H ) = -cH + t: -t: -S -R , -u: -wi
The relations (*) and (**) constitute a set of 10 linear relations between these10 ti a n d the vectors q-, and y!-,. In absence of disturbances, the system satisfies It follows that 11 x,!'+, 11 5 11 x,!' 11 and limj+,X; = a I u I and From Theorem 6 and Lemma 2, we know that, for any initial it can be easily checked that condition compatible with the line structure, the state of this system converges to a stable equilibrium point. It is easy to of Y and U , say y* and u*, such that 
