We investigate techniques for acoustic modeling in automatic recognition of context-independent phoneme strings from the TIMIT database. The baseline phoneme recognizer is based on TempoRAl Patterns (TRAP). This recognizer is simplified to shorten processing times and reduce computational requirements. More states per phoneme and bi-gram language models are incorporated into the system and evaluated. The question of insufficient amount of training data is discussed and the system is improved. All modifications lead to a faster system with about 23.6% relative improvement over the baseline in phoneme error rate.
Introduction
Our goal is to develop a module which would be able to transcribe speech signals into strings of unconstrained acoustic units like phonemes and deliver these strings together with temporal labels. The system should work in tasks like keyword spotting, language/speaker identification or as a module in LVCSR. This article investigates mainly techniques for acoustic modeling. The TRAP based phoneme recognizer has shown good results [1], therefore this system was taken as a baseline. The TRAP-based system was simplified with the goal of increasing processing speed and reducing complexity. The influence of wider frequency band (16,000 Hz instead of 8,000 Hz) was evaluated to keep track with previous experiments [1]. Then two classical approaches for better modeling -HMM (Hidden Markov Model) with more states and bi-gram language model -were incorporated into the system and evaluated. The main part of the work addresses the problem of insufficient amount of training data for acoustic modeling in systems with long temporal context, and tries to solve it. Two methods are introduced -weighting of importance of values in the temporal context and temporal context splitting.
Experimental Systems

TRAP Based System
Our experimental system is an HMM -Neural Network (HMM/NN) hybrid. Critical bands energies are obtained in the conventional way. Speech signal is divided into 25 ms long frames with 10 ms shift. The Mel filter-bank is emulated by triangular weighting of FFT--derived short-term spectrum to obtain short-term critical-band logarithmic spectral densities. TRAP feature vector describes a segment of temporal evolution of critical band spectral densities within a single critical band. The central point is actual frame and there is equal number of frames in past and in future. That length can differ. Experiments showed that the optimal length for phoneme recognition is about 310 ms [1]. This vector forms an input to a classifier. Outputs of the classifier are posterior probabilities of sub-word classes which we want to distinguish among. In our case, such classes are context-independent phonemes or their parts (states). Such classifier is applied in each critical band. The merger is another classifier and its function is to combine band classifier outputs into one. Both band classifiers and merger are neural nets. The described techniques yield phoneme probabilities for the center frame. These phoneme probabilities are then fed into a Viterbi decoder which produces phoneme strings. The system without the decoder is shown in Figure 1 .
One possible way to improve the TRAP based system is to add temporal vectors from neighboring bands at the input of band classifier [1, 6] . If the band classifier has input vector consisting of three temporal vectors, the system is called 3-band TRAP system. 
Simplified System
The disadvantage of the system described above is its quite huge complexity. Usual two requests for real applications are shortest delay (or short processing time) and low computational requirements. Therefore we introduced a simplified version of the phoneme recognition system.
The system is shown in Figure 2 . As can be seen, band classifiers were replaced by a linear transform with dimensionality reduction. The PCA (Principal Component Analysis) was the first choice. During visual check of the PCA base components, these components were found to be very close to DCT (Discrete Cosine Transform), therefore the DCT is used further. The effect of simplification from PCA to DCT was evaluated and does not increase errors rates reported in this article by more than 0.5%. It is necessary to note that PCA allows greater reduction of feature vector dimensionality -from 31 to approximately 10 instead of 15 in case of DCT. Another modification is a window applied before DCT. Its purpose will be discussed later.
