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ABSTRACT 
 
ECONOMIC OBSERVATIONS USING ORIGIN AND DESTINATION 
ESTIMATION THROUGH OBSERVED TRAFFIC COUNTS 
 
by 
Joshua Depies 
The University of Wisconsin-Milwaukee, 2015 
Under the Supervision of Professor Alan J. Horowitz 
 
 
A relationship exists between the economy and the amount of traffic that is observed on 
the nation’s roadways.  Traffic patterns generally peak during times of economic prosperity 
when people are spending more money and new homes and businesses are being built.  On 
the other hand, as the economy starts becoming more stagnant, people travel less while 
home sales decrease and businesses close as fewer patrons shop.  What this thesis attempts 
to accomplish is to see if an Origin and Destination Estimation technique is sensitive 
enough to pick up these economic trends of a region by using traffic counts. 
Two sets of traffic counts used in this thesis were obtained by the Wisconsin Department 
of Transportation; with one set of the traffic counts recorded prior to the Great Recession 
in 2007 and another set of traffic counts after the recession had ended.  This provided a 
perfect snapshot of the travel behaviors just as the economy was peaking and the travel 
behaviors after the economy had recessed.  In addition to the recession, the study area, 
Southcentral Wisconsin, provides an interesting scenario as a large manufacturing plant 
had closed down during the recession leaving thousands of people unemployed. 
ii
As this paper will show, economic patterns and trends of a region can been seen by 
estimating origin and destinations using traffic counts.  In turn, this also provides some 
validation to Origin and Destination Estimation that has previously left many planners and 
modelers’ skeptical of the technique.  
  
iii
TABLE OF CONTENTS 
 
Acknowledgements ............................................................................................................... ix 
Chapter 1: Introduction ......................................................................................................... 1 
1.1 Purpose............................................................................................................... 1 
1.2 Area of Study ..................................................................................................... 3 
Chapter 2: Economic Analysis .............................................................................................. 7 
2.1 Great Recession of 2007 .................................................................................... 7 
2.2 Recession in Area of Study ................................................................................ 10 
2.3 Janesville Economic Background ...................................................................... 17 
2.4 Janesville General Motors Assembly Plant ....................................................... 26 
Chapter 3: Literature Review ................................................................................................ 28 
3.1 Overview ............................................................................................................ 28 
3.2 Origin and Destination Trip Matrix ................................................................... 29 
3.3 Four Step Process ............................................................................................... 31 
3.4 Trip Generation .................................................................................................. 32 
3.5 Trip Distribution ................................................................................................ 34 
3.6 Mode Choice ...................................................................................................... 35 
3.7 Route Assignment .............................................................................................. 35 
3.8 Economic Trends in a Traffic Forecasting Model ............................................. 36 
Chapter 4: Methodology ....................................................................................................... 38 
4.1 Biproportional Method ...................................................................................... 38 
4.2 Collection of Data .............................................................................................. 40 
4.3 Computer Software ............................................................................................ 44 
Chapter 5: Results ................................................................................................................. 46 
5.1 Overview ............................................................................................................ 46 
5.2 Subarea 1 ............................................................................................................ 51 
5.3 Subarea 2 ............................................................................................................ 51 
iv
5.4 Subarea 3 ............................................................................................................ 51 
5.5 Subarea 4 ............................................................................................................ 55 
5.6 Subarea 5 ............................................................................................................ 55 
5.7 Subarea 6 ............................................................................................................ 55 
5.8 Subarea 7 ............................................................................................................ 59 
5.9 Subarea 8 ............................................................................................................ 59 
5.10 Subarea 9 .......................................................................................................... 59 
5.11 Subarea 10 ........................................................................................................ 63 
5.12 Subarea 11 ........................................................................................................ 63 
5.13 Subarea 12 ........................................................................................................ 63 
5.14 Subarea 13 ........................................................................................................ 63 
5.15 Subarea 14 ........................................................................................................ 68 
5.16 Subarea 15 ........................................................................................................ 68 
5.17 Subarea 16 ........................................................................................................ 71 
5.18 Subarea 17 ........................................................................................................ 71 
5.19 Subarea 18 ........................................................................................................ 71 
5.20 Subarea 19 through Subarea 23 ....................................................................... 75 
5.21 Weighted Averages of Subareas ...................................................................... 75 
Chapter 6: Analysis and Discussion ..................................................................................... 88 
6.1 Problems and Potential Issues ............................................................................ 88 
6.2 Conclusion ......................................................................................................... 89 
References ............................................................................................................................. 93 
Appendix – Janesville GM Assembly Plant History  .......................................................... 95 
 
 
  
v
LIST OF FIGURES 
 
Chapter 1: Introduction 
Figure 1.1: Map of Location of I-39/90 Travel Forecasting Model ..............4 
Figure 1.2: Map of Location of Janesville GM Assembly Plant ...................6 
Chapter 2: Economic Analysis 
Figure 2.1: Graph of Percent Change In Employment During Recessions, 
At Annual Rate, Selected Industries, 1973-2009 ...............................8 
Figure 2.2: Graph of Unemployment Rate ....................................................21 
Figure 2.3: Graph of Total Employment Growth ..........................................21 
Figure 2.4: Graph of Industry Sectors As A Percent of Total Employment ..22 
Figure 2.5: Graph of Select Components As A Percent of Total Personal 
Income................................................................................................24 
Figure 2.6: Graph of Annual Growth In Personal Income and Wages and 
Salaries ...............................................................................................24 
Figure 2.7: Graph of Single-Family Housing Permits ...................................25 
Figure 2.8: Graph of Median Homes Sales Price, 2007 and 2011 .................25 
Chapter 4: Methodology 
Figure 4.1: Graph of Maximum Desirable Error for Link Volumes ..............42 
Chapter 5: Results 
Figure 5.1: Map of Origin Factors in 2007 ....................................................47 
Figure 5.2: Map of Destination Factors in 2007 ............................................48 
Figure 5.3: Map of Origin Factors in 2010 ....................................................49 
Figure 5.4: Map of Destination Factors in 2010 ............................................50 
Figure 5.5: Map of Origin-Destination Factors: Subarea 1 ...........................52 
Figure 5.6: Map of Origin-Destination Factors: Subarea 2 ...........................53 
Figure 5.7: Map of Origin-Destination Factors: Subarea 3 ...........................54 
Figure 5.8: Map of Origin-Destination Factors: Subarea 4 ...........................56 
vi
Figure 5.9: Map of Origin-Destination Factors: Subarea 5 ...........................57 
Figure 5.10: Map of Origin-Destination Factors: Subarea 6 .........................58 
Figure 5.11: Map of Origin-Destination Factors: Subarea 7 .........................60 
Figure 5.12: Map of Origin-Destination Factors: Subarea 8 .........................61 
Figure 5.13: Map of Origin-Destination Factors: Subarea 9 .........................62 
Figure 5.14: Map of Origin-Destination Factors: Subarea 10 .......................64 
Figure 5.15: Map of Origin-Destination Factors: Subarea 11 .......................65 
Figure 5.16: Map of Origin-Destination Factors: Subarea 12 .......................66 
Figure 5.17: Map of Origin-Destination Factors: Subarea 13 .......................67 
Figure 5.18: Map of Origin-Destination Factors: Subarea 14 .......................69 
Figure 5.19: Map of Origin-Destination Factors: Subarea 15 .......................70 
Figure 5.20: Map of Origin-Destination Factors: Subarea 16 .......................72 
Figure 5.21: Map of Origin-Destination Factors: Subarea 17 .......................73 
Figure 5.22: Map of Origin-Destination Factors: Subarea 18 .......................74 
Figure 5.23: Map of Origin-Destination Factors: Subarea 19 .......................76 
Figure 5.24: Map of Origin-Destination Factors: Subarea 20 .......................77 
Figure 5.25: Map of Origin-Destination Factors: Subarea 21 .......................78 
Figure 5.26: Map of Origin-Destination Factors: Subarea 22 .......................79 
Figure 5.27: Map of Origin-Destination Factors: Subarea 23 .......................80 
Figure 5.28: Map of 2007 Weighted Origin Factors ......................................82 
Figure 5.29: Map of 2007 Weighted Destination Factors ..............................83 
Figure 5.30: Map of 2010 Weighted Origin Factors ......................................84 
Figure 5.31: Map of 2010 Weighted Destination Factors ..............................85 
Chapter 6: Conclusion 
Figure 6.1: Map of Links With 2007 Traffic Volume Counts .......................63 
Figure 6.2: Map of Links With 2010 Traffic Volume Counts .......................64 
 
vii
LIST OF TABLES 
 
Chapter 2: Economic Analysis 
Table 2.1: 2007 County Business Patterns, Dane County – Number of 
Employees and Payroll Size by Major Industry  ...............................11 
Table 2.2: 2010 County Business Patterns, Dane County – Number of 
Employees and Payroll Size by Major Industry ................................12 
Table 2.3: 2007 County Business Patterns, Jefferson County – Number of 
Employees and Payroll Size by Major Industry ................................13 
Table 2.4: 2020 County Business Patterns, Jefferson County – Number of 
Employees and Payroll Size by Major Industry ................................14 
Table 2.5: 2007 County Business Patterns, Rock County – Number of 
Employees and Payroll Size by Major Industry ................................15 
Table 2.6: 2010 County Business Patterns, Rock County – Number of 
Employees and Payroll Size by Major Industry ................................16 
Table 2.7: 2007 County Business Patterns, Rock County – Number of 
Establishments by Employee-Size Class ...........................................18 
Table 2.8: 2010 County Business Patterns, Rock County – Number of 
Establishments by Employee-Size Class ...........................................19
viii
ACKNOWLEDGEMENTS 
 
I would like to express my deepest appreciation to Professor Dr. Alan J. Horowitz, who 
has not only been patient and extremely helpful as I worked on my thesis, but as he has 
supported and guided me through all my years as a Graduate student at the University of 
Wisconsin-Milwaukee.  Dr. Horowitz introduced me to the practice of traffic forecasting 
modeling and I had the privilege of working with him, along with several other students, 
on the RADIUS project which developed the traffic forecasting model that was used in this 
thesis. 
Dr. Horowitz allowed me to write my thesis with his idea of observing economic trends 
using a traffic forecasting model and has provided me direction and offered many 
recommendations through the entire process. 
I would also like to thank Professor Lingqiun (Ivy) Hu, who served on my thesis 
committee, worked alongside me on the RADIUS project, and advised me during my 
course work in the School of Architecture & Urban Planning at the University of 
Wisconsin-Milwaukee.  She helped organize the traffic count data used in this thesis and 
assisted me with my school work as a student.   
ix
Chapter 1: Introduction 
1.1 Purpose 
Traffic forecasting is a tool planners use to predict future traffic volumes and patterns to 
better prepare themselves in short range and long range planning.  A conventional traffic 
forecasting model uses demographic and economic information derived from surveys and 
the U.S. Census to generate and calculate the number of trips produced in one area and 
estimate the number of trips that are attracted in another area.  During the process of traffic 
forecasting, the trips produced in one area are connected with trips that are attracted in 
another area, creating an origin and destination pair.  Once all trips are connected, the 
resulting trip table – known as the Origin and Destination Matrix – displays the number of 
trips from each origin to each destination. 
While planners and transportation engineers use traffic forecasting models to help provide 
supporting evidence for future plans and infrastructure, traffic forecasting models are 
imperfect.  There is, also, skepticism among planners and traffic modelers on Origin and 
Destination Estimation directly from traffic counts due to the lack of a good validation of 
the practice.  Traffic forecasting models are built with existing surveys and U.S. Census 
data and modelers use this information to build a traffic model the best replicates existing, 
or current year  traffic counts, patterns, and trip tables; however, there is no certainty that 
the resulting traffic counts or trip tables are a good representation of the real world.  In 
addition, when planners and transportation engineers use the same model to forecast future 
travel patterns to analyze traffic operations and conditions under different infrastructure 
improvement scenarios, the results will not necessarily be a good predictor of the actual 
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outcomes of the different proposed scenarios.  This is because internal factors such as the 
shifting demographics of an area or region and external factors such as economic changes 
can alter traffic patterns and trip maker decisions.  To account for possible changes in the 
environment, planners and transportation engineers must use growth factors to help predict 
the actual and future traffic levels.  Since so much can change from the time a planner or 
transportation engineer forecasts future traffic, it is important for the modeler to go back 
and validate their past estimations with current and existing traffic levels. 
What this thesis will try to determine is whether an origin and destination table estimation 
is sensitive enough to pick up economic trends of a region. However, instead of using 
surveys and the U.S. Census to generate trips and assigning those trips to a network, this 
thesis will essentially reverse the conventional traffic forecasting process and use existing 
traffic counts to estimate the origins and destinations of trips.  Using observed traffic counts 
from two different time periods,  an Origin and Destination Estimation technique will be 
used to produce two Origin and Destination Matrices that will be compared to analyze 
whether or not the results of the model show any land use changes between the two time 
periods.  If the differences between the origin and destination factors are as expected and 
intuitively correct, we can also validate the Origin and Destination Estimation technique. 
Given the recent recession, an opportunity arose to test this idea.  According to the National 
Bureau of Economic Research, the United States experienced an 18 month recession 
starting December 2007 and ending June 2009 (1).  With that, traffic volume data from two 
time periods, the first set from the year 2007 before the start of the recession and the second 
set from the year 2010, one year after the recession ended were assembled.   
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During a period of time of increasing unemployment rates and the decline in median 
household income, the amount of traffic on the roads also decreases.  The reason behind 
this is because when unemployment increases, there are fewer people driving to work and 
lower traffic counts are seen during the morning and afternoon peak periods.  Also, while 
people lose their jobs and experience a reduction in their disposable income, people take 
fewer shopping trips and limit their travel in other ways.   
1.2 Area of Study 
The traffic forecasting model used in this thesis was the product of a research project, 
known as the RADIUS project.  The model extent covered the Southcentral Region of 
Wisconsin along the Interstate 39/90 corridor, stretching from South Beloit, IL. to 
Madison, WI.  This model was provided to the Wisconsin Department of Transportation 
for work zone analysis. 
Figure 1.1 shows the location of the I-39/90 model in Southcentral Wisconsin and where 
it extends into Northcentral Illinois.  The model is located primarily in parts of three 
Wisconsin counties: Dane County, Jefferson County, and Rock County; and extends into 
Boone County and Winnebago County in the state of Illinois.  The largest cities located in 
model area include Madison, Janesville, and Beloit.  The total population of the entire area 
was slightly over 300,000 in 2010 and the median income was slightly over $48,000 in 
2010 (2).  The major interstates located in the model boundaries include Interstate 39 
(jointly with Interstate 90), Interstate 94, and Interstate 43.  Other major highways include 
U.S. Highway 12, U.S. Highway 51, and U.S. Highway 14. 
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Sources: Esri, HERE, DeLorme, TomTom, Intermap,
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A specific area of interest within the region is the City of Janesville in Wisconsin. This is 
because on April 23, 2009, a General Motors Assembly Plant located in city closed and 
left more than a thousand people jobless.  This unfortunate circumstance should strengthen 
the idea that we might observe a significant change in the origin and destination tables.   
The City of Janesville is the county seat of Rock County.  It is the largest city that is entirely 
within the boundaries of the I-39/90 model.  In 2010, the City of Janesville population was 
about 63,500 people and the median household income was just over $49,000 (2).  Figure 
1.2 shows the location of the GM Assembly plant in respect to the boundaries of the I-
39/90 Traffic Forecasting Model Network. 
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Chapter 2: Economic Analysis 
2.1 Great Recession of 2007 
The National Bureau of Economic Research defines a recession as a “significant decline 
in economic activity spread across the economy, lasting more than a few months, normally 
visible in real GDP, real income, employment, industrial production, and wholesale-retail 
sales.”  Other indicators of a recession include a decline in investment spending, business 
profits, and inflation.  The great economic recession the occurred from December 2007 to 
June 2009 hit the nation hard and resulted from a number of factors including the housing 
bubble burst in 2006, massive amounts of home foreclosures, poor government fiscal 
policies, including bailouts and bank regulation, high interest rates, and large debts. 
As the recession worsened, the unemployment rates rose across the nation.  The acceptable 
unemployment rate for the United States is anywhere between 4 to 6 percent.  In December 
of 2007, at the time of the start of the recession; the U.S. unemployment rate was at 5 
percent (3).  A year and a half later, at the end of the recession, the U.S. unemployment 
was at 9.5 percent, peaking at 10 percent in October 2009. 
While most industries saw significant declines in employment during the recession, no 
industry was impacted more than Construction and Manufacturing.  Figure 2.1 below 
shows the change of employment in various industries during several recessions that the 
U.S. has experienced over the past 40 years.  During the 2007 recession, employment in 
construction declined roughly 14 percent.  In fact, during each recession, with the exception 
of the 2001 recession, Construction saw employment levels drop at least 5 percent for each 
period and at least 10 percent in four of the six shown in the past four decades.   
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Figure 2.1
Source: Figures from BLS Spotlight On Statistics: The Recession of 2007-2009 (3), page 11
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The Retail Trade Industry saw its biggest decline in employment during the 2007 recession.  
All of the other recession periods show only a minimal decline in employment in the 
industry.  Of the six industries shown in the graph, all but one saw its largest decline in 
employment during the recession in 2007.  This explains how significant the recession was 
in 2007 relative to other recession the United States has experienced in the past.  The 
Education & Health Service Industry is the only industry not to see its largest decline of 
employment during the 2007 recession as employment actually grew during each 
recession.  Industries such as Education & Health Service are more tolerant during 
economic downturns because they are less dependent on other industries and these services 
are necessities for families.  On the other hand, the Manufacturing Industry is dependent 
on consumers buying products that these companies produce.  During a recession, as people 
lose their jobs and the median household income decreases, families spend less on the 
goods made by manufacturers.  As manufacturers lose their profits, they look for ways to 
save money which often results in employee layoffs.  
As Figure 2.1 shows, the Manufacturing Industry has suffered significantly during the most 
recent recession.  In recession from 2007 to 2009, the number of employees in the industry 
decreased 10 percent.  The decline in manufacturing hurts Wisconsin, as it does most rust 
belt states, because such a large portion of the state’s GDP is manufacturing based.  The 
recession is not the sole reason for the decline in Manufacturing because the United States 
has slowly shifted from a manufacturing base to a service base economy for the past few 
decades. 
Agriculture is another large portion of Wisconsin’s economy.  Unlike the Manufacturing 
and Construction sectors, Agriculture had relative stability through the recession since food 
9
is a basic commodity.  Whether the economy is good or bad, people still need to eat.  
Despite the recession and a severe drought in 2012, a study done Steven Deller, a professor 
in the UW-Madison agricultural and applied economic department, found that Agriculture 
generated $59.2 billion in economic activity in 2007 and $88.3 billion in 2012, an increase 
of 49.3 percent.  The study also found that sales related to farm activity increased from 
$12.6 billion to $20.5 billion and sales from food processing industrial sales increased from 
$50 billion to $67.8 billion.  It also added nearly 60,000 jobs in the same time period as it 
accounted for 11.9 percent of the state’s total employment (4). 
2.2 Recession in the Traffic Network Model Area 
Given the study area encompasses three Wisconsin counties; Tables 2.1 through 2.6 
express the change of employment in each industry in Dane, Jefferson, and Rock Counties 
(2). 
Dane County had 255,574 paid employees in March of 2007, nine months prior to the start 
of the recession.  By March 2010, shortly after the peak of the U.S. unemployment rate, 
the number of paid employees dropped to 244,080, a decrease of 4.5 percent.  The number 
of paid employees in Jefferson County dropped from 31,728 to 29,173 and the number of 
paid employees in Rock County decreased from 61,172 to 51,167 during the same time 
period, an 8.1 percent and 16.3 percent decline, respectively. 
Like the rest of the nation, each of the three Wisconsin counties saw a decline in the number 
of employees in the Construction and Manufacturing Industries.  In Dane County, the 
number of employees in Construction decreased from 16,961 to10,775, a 36.5 percent drop, 
and the number of employees in Manufacturing decreased from 24,783 to 22,126, a 10.7 
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percent drop.  In Jefferson County, the same industries declined from 1,269 to 990, 22 
percent, and 9,706 to 8,217, 15.3 percent, respectively.  In Rock County, which also 
encompasses the Janesville Metropolitan Statistical Area, the number of paid employees 
in the Construction Industry dropped from 3,154 to 2,349, a 25 percent decline, and the 
number of paid employees in Manufacturing dropped significantly from 13,395 to 7,618, 
a 43.1 percent decline.   
In Tables 2.7 and 2.8, the number of establishments by employment size in Rock County 
is shown.  In 2007, Rock County had one establishment with more than 1,000 employees, 
presumably the GM Assembly Plant; it also had one business in the 500 to 999 employee 
range, 11 businesses with 250 to 499 employees, and another 19 businesses with at least 
100 to 249 employees.  By 2010, Rock County had no business with more than 500 
employees, five business with 250 to 499 employees and 20 businesses with 100 to 249 
employees.  
2.3 Janesville Economic Background (5) 
The Janesville Metropolitan Statistical Area is the 8th largest MSA in the state with a 
population slightly more than 160,000.  The MSA includes the cities of Janesville, Beloit, 
Milton, Evansville, and Fulton.  Janesville and the surrounding areas struggled 
tremendously through the recession in 2007.  The unemployment rate in the Janesville 
MSA was much higher than the state and national averages.  In the year 2006, the MSA 
unemployment rate was about 5 percent, roughly the same rates as the state and nation.  In 
2008, the unemployment rate in the Janesville MSA was 6.2 percent.  After the GM 
Assembly Plant closed in December 2008, the Janesville MSA unemployment rate 
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continued to rise and peaked over 12.5 percent in 2009.  As seen in Figure 2.2, the 
unemployment rates of the state of Wisconsin and the country are significantly less 
compared to the unemployment rate in Janesville.  Even after the “end” of the recession, 
the unemployment rate remained at 9.4 percent in 2011 and 8.3 percent in 2012, compared 
to 7.5 percent (2011) and 6.5 percent (2012) in Wisconsin, and 8.9 percent and 8.1 percent 
in the U.S., respectively. 
The total employment growth in the Janesville MSA has fluctuated throughout the past two 
decades, but as Figure 2.3 shows, there is a significant drop-off from 2007 to 2009.  In 
2007, the employment level decreased slightly, about 0.5 percent, but in 2008, the 
employment level decreased by 2.5 percent and in 2009 the employment level decreased 
nearly 10 percent.  The state of Wisconsin experienced a similar pattern but the growth and 
decline over the 20 years is not as dramatic as the Janesville MSA. 
Figure 2.4 shows that in in 2001 nearly 25 percent of the total employment in the Janesville 
MSA was in the Manufacturing Sector, in 2011, this percentage declined all the way to 
roughly 14 percent.  This actively shows the significant impact the GM Assembly plant 
had, not only in the City of Janesville, but the entire MSA.  The only other industries that 
experienced a decline of their share of the total employment in the Janesville MSA are the 
Information industry and Construction and Mining industry.  These two industries 
however, did not experience as steep as a decline as Manufacturing did. 
Figure 2.5, which displays the percentage of total personal income that is from wages and 
salaries and current transfer receipts, also shows the significant effects of the recession and 
the GM Assembly Plant closure as well.  From 1990 to 2007, the percentage of total 
20
Figure 2.2
Figure 2.3
Source: Figures from Metropolitan Statistical Areas of Wisconsin (5), page 18
21
Figure 2.4
Source: Figure from Metropolitan Statistical Areas of Wisconsin (5), page 19
22
personal income that came from wages and salaries never dipped below 50 percent and the 
percentage of income that came from current transfer receipts was never above 17 percent.  
In 2008, these percentages were roughly 50 percent and 18 percent respectively.  By 2010 
the total percentage of income that came from wages and salaries was about 46 percent and 
the total percentage of income that came from transfer receipts was above 24 percent.   
To further demonstrate the effects of the recession and plant closure, Figure 2.6 shows the 
annual growth in personal income and wages and salaries.  The table shows that from 2000 
to 2006, wages and personal income have generally increased.  In fact, in 2006 just before 
the recession, personal income increased by roughly 7.5 percent while wages and salaries 
increased by nearly 10 percent.  In 2007, personal income had increased only 2.5 percent 
while wages and salaries had the slightest decreased.   In 2008, personal income had 
increased about 2 percent while at the same time wages and salaries dropped about 2.5 
percent.  The year 2009 saw the largest declines in personal income, about 2.5 percent, and 
wages and salaries, nearly 10 percent.  This is the year immediately following the GM 
Assembly Plant closure.  
The housing market is generally a good indicator of the economy and not surprisingly, the 
recession in 2007 coincided with the housing bubble burst.  Figures 2.7 and 2.8 show that 
in the Janesville MSA, the number of single-family housing permits had a peak in 2004, 
just over 700, but has declined ever since.  The median sales price for homes in the 
Janesville area was about $129,000 in 2007 and was $90,000 in 2011, a 30.2 percent 
decrease.  These figures are much lower than the median home sales price in the state of 
Wisconsin.  The median sales price in the state was at $163,000 in 2007 and at $132,000 
in 2011, 19 percent decrease. 
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Figure 2.5
Figure 2.6
Source: Figures from Metropolitan Statistical Areas of Wisconsin (5), page 19
24
Figure 2.7
Figure 2.8
Source: Figures from Metropolitan Statistical Areas of Wisconsin (5), page 19
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2.4 Janesville General Motors Assembly Plant 
Janesville General Motors Assembly Plant was first opened in 1919 as a farm tractor 
manufacturer before switching over to automobiles in 1923.  The Assembly Plant was 
producing large trucks and sport utility vehicles at the time of its closing.  The rise in gas 
prices in conjunction with decreasing sales of sport utility vehicles and the poor economy 
all factored in to the plant closure.  GM reported it sold just over 200,000 Chevrolet 
Suburbans and Tahoes and GMC Yukons in 2008, which was down almost 38 percent from 
2007 and 58 percent from 2008 (6). 
At its peak, the plant employed over 7,000 workers and at the time of its closing, more than 
1,200 local GM workers lost their job (7).  Including the layoffs at the Assembly Plant, the 
Janesville-Beloit metropolitan area lost 2,600 jobs in January 2009 with an unemployment 
rate of 11.6 percent, up from 8.1 percent in December 2008 (8).  During the same month, 
Beloit and Janesville had two of the top three unemployment rates in the state of Wisconsin, 
15.1 percent and 13.1 percent, respectively (8). 
The number of people who lost their jobs was staggering, putting many families in tough 
positions.  With so many people without a steady income, families started to move out of 
Janesville in hopes to find opportunities elsewhere.  In a survey posted online in the spring 
of 2009, 21 of 72 families had responded saying they had planned to leave Janesville by 
the fall while additional families said they would consider leaving if the GM plant does not 
reopen (9).  The survey was posted by the United Auto Union at the request of the Janesville 
School District to determine how students it would lose within the next year.  The school 
also surveyed parents in February of 2009 and found that 74 families had planned to leave 
26
Janesville as well.  This is important to the district because the district loses state aid and 
tax revenue for every student it loses and every family that leaves.   
For an overview of the history of the Janesville General Motors Assembly Plant, see 
Appendix. 
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Chapter 3: Literature Review 
3.1 Overview 
An exhaustive effort was done to find literature regarding how economic trends are seen 
in traffic forecasting models and reports done to validate Origin and Destination Estimation 
but it appears that there has not been much research done about either topic or practice.   
The lack of validation of origin and destination estimation was expressed by Ken Cervenka, 
from the FTA Office of Planning and Environment, in the Travel Model Improvement 
Program (TMIP) Email List.  His concern was that the results of Origin and Destination 
Estimation are created to “fit” the trip table of a traffic network assignment.  He continued 
on to state that when these techniques are used to analyze different roadway improvement 
scenarios in the future, there is no certainty the results are a good predictor of the actual 
outcome.  With this, Cervenka posted this question on the TMIP Email List (10). 
“Has anyone conducted predicted-actual tests (also called post-project 
assessments, retrospective studies, or dynamic validation) to see how well 
the ODME and "growth factoring" approaches, particularly those that are 
informed by seed matrices, have been able to predict the actual observed 
traffic volumes, for situations where the local zonal demographics and/or 
roadway networks have changed from what existed at the time of the 
original ODME implementation?” 
 
Cervenka stated that there are many studies where the Origin and Destination Estimation 
approach has been used for short-range planning but he could not find examples where the 
predictions were compared to what actually happened after implementation.  Cernvenka 
described the responses to his question as “distressing.”  He paraphrased some of the emails 
and discussions which indicate consultants have not validated their origin and destination 
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patterns because there is no data and their clients were happy with the results and clients 
who say all they can do is trust their consultant.  A researcher/behavioral modeler stated 
that the origin and destination approach causes problems once you start to develop a future 
year trip table.  On the other hand, some of the more “promising” responses claimed the 
origin and destination estimation should be more focused on small areas with a seed matrix 
consisting of real world data and that origin and destination estimation should be used only 
for short-range analysis because long-range estimation is too hard to predict (10). 
3.2 Origin and Destination Trip Matrix 
There are various methods of obtaining an origin and destination trip matrix beginning with 
direct sample estimation (11).  This method uses surveys, such as household surveys or 
roadside interviews to document traveler information and building an Origin and 
Destination Matrix from the survey results.  Another method used is using model 
estimation such as the Gravity Model.  The Gravity Model uses demographic data, such as 
household income, vehicles available, workers per household, employment levels, from 
each Traffic Analysis Zone to generate trips and to distribute trips across the entire 
network.  The Gravity Model also considers factors such as time, distance, and cost per trip 
to enhance the model outputs.    The third method of obtaining an Origin and Destination 
Matrix can be through traffic counts.  This approach estimates the Origin and Destination 
Matrix that minimizes a measure of distance from a target – or seed – matrix, which can 
be given by the model or an old estimate.  A target matrix is a central part to Origin and 
Destination Estimation using traffic counts because there are many more elements in the 
Origin and Destination Matrix than links that contain traffic counts.   
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There are several methods to estimating Origin and Destination Matrices using traffic 
counts and there have been many papers written about the development and testing of such 
practices.  A brief background of generic approaches, including several important 
contributions, was written by Torgil Abrahamsson (12).  The paper reviews traffic 
modelling based approaches, statistical inference approaches, and gradient base solution 
techniques that use different traffic assignment techniques such as proportional assignment 
and equilibrium assignment. 
In the proportional traffic assignment, the link volumes are proportional to the origin and 
destination flows and is independent of traffic congestion.  The biproportional origin and 
destination table method is used to estimate separate row and column factors while the 
uniproportional method estimates a factor for each zone that is applied to both origins and 
destinations.  Alan Horowitz used these methods to validate trip generation parameters of 
several static planning networks that have been transferred from other locations or used 
national defaults (13).  He found that traffic forecasting models could improve by factoring 
origin and destinations. 
Origin and Destination Estimation using traffic counts have been used at smaller scales and 
have been validated.  As part of a larger experiment, Alan Horowitz and Layali Dajani used 
traffic counts to estimate an origin and destination table along a 16 mile long freeway 
corridor in Milwaukee (14).  The results were shown to be credible after comparing the 
origin and destination table to a ramp-to-ramp video-logging of license plate numbers. 
An Origin and Destination Estimation model using traffic counts can be categorized as 
static or dynamic based.  The static method is considered time-independent and primarily 
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used for long-time transportation planning and design purpose (15).  The dynamic method 
is mean for short-term strategies such as route guidance and traffic control (15). 
Prior research has shown that a relationship between traffic and land use can be tied 
together using the biproportional method of estimating row and column factors of an origin 
and destination table.  The research used the biproportional technique to find land use 
activity levels within a region as traffic volumes were balanced out across the traffic 
network within the existing design street capacity (16). 
3.3 Four Step Process (17) 
The National Cooperative Highway Research Program published a report in 2012 which 
thoroughly outlines the conventional four step process in traffic forecasting which will be 
explained below.  This will provide a better understanding of how the process works and 
how economic factors can influence the results of the traffic forecasting model. 
In conventional travel forecasting, there is a four step process to a travel model.  The 
process begins with trip generation when the model determines how many trips begin in a 
particular zone and how many trips end in a particular zone.  This is determined by socio-
economic factors and household data such as number of employers, income, and household 
size.  The next step involves trip distribution when each origin is matched with a 
destination.  This can be determined by using the Gravity Model or the Frater Model.  The 
Gravity Model was used in this thesis and will be explained further below.  The third step 
of the process involves mode choice.  At this stage, the proportion of trips using each 
transportation option (bus, drive alone, carpool) is determined.  The last step is route 
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assignment when trips are allocated different routes on the traffic network from origin to 
destination. 
3.4 Trip Generation 
Trip generation is the first step to the four-step modeling process.  In this step, it is 
determined how many trips start in a Traffic Analysis Zone – productions – and how many 
trips end in a Traffic Analysis Zone – attractions.  A Traffic Analysis Zone (TAZ) is a unit 
of geography that holds socio-economic data of a particular geographical area.  The socio-
economic data in each TAZ is used to generate trip productions and trip attractions.   
Trip productions commonly use variables such as number of vehicles, median household 
income, household size, and number of workers to determine the trip rate.  The trip rate is 
an estimated rate representing the average number of trips per household for each 
combination of variables.  The number of trips generated in a zone is given by: 
௜ܲ
௣ ൌ 	෍ܲ	ݎܽݐ݁௣௞
௞
∗ 	݄௜௞ 
Where: 
 ௜ܲ
௣ = Number of trips ends produced for purpose p in zone i; 
 ܲ	ݎܽݐ݁௣௞ = The production trip rate for purpose p per household for category k; d 
 ݄௜௞ = The number of households in category k in zone i. 
Trip attraction variables, such as employment levels, student enrollments, households, and 
population are often derived from household survey data.  Since these parameters are 
difficult to obtain, they are sometimes transferred from other metropolitan areas.  It is also 
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common practice to estimate the parameters in at a larger spatial level (groups of zones).  
Trip attraction models are most often in linear equation form: 
ܣ௜௣ ൌ 	෍ܣ	ݎܽݐ݁௣௞
௞
∗ 	ݒ௜௞ 
Where: 
 ܣ௜௣ = Attraction of trip ends produced for purpose p in zone i; 
 ܣ	ݎܽݐ݁௣௞ = Rate of attraction trip ends for purpose p per unit of variable k; and 
 ݒ௜௞ = Value of variable k in zone i. 
Special generators are used to estimate trip activities that are not related to the number 
employees or households in a zone such as trips to airports, hospitals, colleges, and 
recreational facilities. 
The estimated number of trips can be categorized by home-based trips and non-home-based 
trips.  Home-based trips are trips that either start or end at the trip-makers homes.  These 
trip productions are naturally affected by household characteristics such as number of 
persons, workers, children, vehicles, and household income level.  Non-home-based trips 
are trips that do not have an origin or destination in the zone where the household of the 
trip-maker is located. 
The number of trips can further be defined by the purpose of trip.  Examples of trip 
purposes include work, school, and shopping.  Each trip purpose may have different 
explanatory variables that help best estimate the number of trips productions and trip 
attractions.  Work trips are estimated best by using employment figures, school trips are 
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estimated best by using school enrollment information, and shopping trips are estimated 
best by using retail employment data. 
3.5 Trip Distribution 
The second step to the four-step travel forecasting process is trip distribution.  It is in this 
step that connects trip productions with trip attractions.  The most common type of trip 
distribution model is the Gravity Model: 
Tij
p= Pi
p* 
Aj
p * ݂൫ݐ௜௝൯ * ܭ௜௝ 
∑ Aj'p * ݂൫ݐ௜௝ᇱ൯ * ܭ௜௝ᇱ௝ᇱ∈௓௢௡௘௦
 
Where: 
 Tij
p = Trips produced in zone i and attracted to zone j; 
 Pi
p = Production of trip ends for purpose p in zone i; 
Aj
p = Attraction of trip ends for purpose p in zone j; 
݂൫ݐ௜௝൯ = Friction factor, a function of travel impedance between zone i and zone j;  
ܭ௜௝ = Optional adjustment factor, or “K-factor,” used to account for the effects of 
variables other than travel impedance on trip distribution. 
The trip distribution step uses the trip generator outputs to produce trip tables, also known 
as an origin and destination table, which display the number of trips from each production 
zone to each attraction zone, categorized by each trip purpose. 
3.6 Mode Choice 
The third step of the four-step travel forecasting process is mode choice.  In this step, it is 
determined what vehicles are utilized for a trip from one zone to another zone.  The types 
of mode choice include drive alone, carpool, bus, rail, bicycle, and walk.  In a model where 
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vehicle trips are the unit of travel and only the automobile it modeled, the mode choice step 
is not need.   
3.7 Route Assignment 
The final step of the four-step travel forecasting process is route assignment.  This step 
takes the trips from mode choice and assigns each of the trips to the appropriate route on a 
transportation network.  There are several methods of assigning trips onto a network such 
as using a predetermined probability matrix (fixed path assignment), assigning all traffic 
to the shortest path (all or nothing assignment), or finding the probability of the percentage 
of trips assigned to a set of links (stochastic assignment) but all of the methods are 
essentially the variation of the formula: 
௔ܸ ൌ 	෍ݐ௜௝ ∗ 	 ௜ܲ௝௔
௜௝
 
Where: 
 ௔ܸ = The volume of vehicles on link a; 
ݐ௜௝ = The number of vehicle trips from origin i to destination j; and 
௜ܲ௝௔ = The probability of using link a on the path from origin i to destination j. 
Additional methods try to account for congestion by completing an iterative process.  The 
first is the incremental capacity restrained assignment which use multiple iterations of all 
or nothing assignments.  In between iterations, travel times on the links are updated based 
on the assigned volume and capacities of each individual link.  New all or nothing paths 
are then calculated and those percentages are applied to each successive all or nothing 
probabilities.  The second is known as the user equilibrium assignment.  The user 
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equilibrium assignment is similar to the incremental capacity-restrained assignment except 
that the iterative process will result with travel times on used routes that are equal to or less 
than the travel times of unused routes.  This is also known as Wardop’s first principle. 
3.8 Economic Trends In A Traffic Forecasting Model 
The first step in the four step traffic forecasting process is the point when economic factors 
are considered in traffic forecasting.  This is the most critical part of the process within the 
model that ultimately drives everything.  The number of trip productions and the number 
of trip attractions created in the trip generation stage of the process use a number of 
economic variables in the model to generate the number of trips that either start or end in 
each traffic analysis zone.   
Trip production models can use factors such as household income, workers per household, 
and vehicles per household to help determine the number of trips that originate in traffic 
analysis zones.  Factors, such as the number of workers, will determine how many home-
base work trips start in a zone, while other factors, such as income, may influence home-
base shopping trips.  Vehicle availability also adds another variable that factors into how 
many trips a household takes is taken by a personal vehicle, as opposed to transit or non-
auto modes such as bicycle or walking.  Under good economic conditions – when 
unemployment rates are low, gross domestic product is increasing, and wages are high – 
one can expect that such variables as average number of workers per household and median 
household income are higher – relative to poor economic conditions.  As the average 
number of workers per household and median household income increase, it would be 
expected that the number of trips per household would increase, in particular the number 
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of home-base work trips.  On the other hand, under poor economic conditions – during a 
recession or depression when the unemployment rate is high and wages start to decrease – 
one can expect the average number workers per household and median household income 
will be relatively lower, resulting in fewer trips per household, in particular home-based 
work trips. 
Much like trip production models, economic conditions will affect the number of trips 
attracted to a traffic analysis zone.  Factors including employment levels, number of retail 
workers, and school enrollment are used in trip attraction models to estimate the number 
of trips being attracting to a traffic analysis zone.  Under good economic conditions, an 
area will experience higher employment levels – whether they may be retail jobs or office 
jobs – which will increase the attractiveness of a zone in a traffic forecasting model.  If an 
area is experiencing a recession or depression, fewer trips will be generated by the model 
as there are fewer jobs in that particular area.  This relationship between the number of jobs 
in a zone and the number of trips attracted to the zone is especially true for home-based 
work trips as well as home-based shopping trips.  A model will predict fewer trip attractions 
to a zone where there is low retail employment. 
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Chapter 4: Methodology 
4.1 Biproportional Method 
The purpose of this thesis is to see if a traffic forecasting model is sensitive enough to pick 
up the change in origin and destination rates over a given time frame.  This will be done 
using observed traffic counts from two different time periods to generate “before and after” 
origin and destination tables using the biproportional method.  The biproportional method 
directly estimates separate row and column factors to be applied to an origin and 
destination table that has been created from a Gravity Model or from existing data sources.  
Fratar biproportional least squares estimates these row and column factors creating the best 
trip table to replicate existing counts (18). 
The resulting origin and destination factors that are obtained in the thesis are done so 
statically, as it does not consider the time-dependent traffic flow, and estimated using the 
biproportional method.  The biproportional method directly estimates separate row and 
column factors that are applied to the target – or seed – matrix.  The biproportional method 
is suitable for peak period hours. 
minܲ ൌ	∑ ݓ௔஺௔ୀଵ 	൫ܸ௔ െ ݏ ∑ ∑ ݌௜௝௔ே௝ୀଵ ݔ௜ݕ௝ ௜ܶ௝∗ே௜ୀଵ ൯ଶ ൅ ݖ ∑ ∑ ௜ܶ௝∗ ଶ൫1 െ ݔ௜ݕ௝൯ଶே௝ୀଵே௜ୀଵ   
where: 
 ܸ௔ is a ground count for link direction a, 
 ௜ܶ௝∗  is the seed trip table, 
݌௜௝௔  is the proportion of trips between zones i and j that use link direction a (as 
determined by an equilibrium traffic assignment), 
 N is the number of zones, 
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 ݓ௔ are link weights, 
 z is the trip table weight, 
s is a single factor that is either set to 1 or is set to scale the trip table to produce the 
correct average traffic count, 
ݔ௜ is the row (origin) factor for zone i, and 
ݕ௝ is the column (destination) factor for zone j. 
The x’s and y’s cannot be negative. 
As mentioned before, the biproportional method attempts to replicate the existing counts 
from the seed matrix with the observed counts.  During this process, the origin and 
destination factors from the existing matrix are adjusted accordingly for each Traffic 
Analysis Zone.  This means if the resulting factor of a Traffic Analysis Zone is less than 1, 
there are fewer productions or attractions in that particular zone compared to the seed 
matrix and if the resulting factor is more than 1, there are more productions or attractions 
in that particular zone.  Constraints were used in the process to control the amount of 
distortion in the estimated origin and destination table.   
The Origin and Destination Matrices in this thesis were produced using traffic counts over 
a five hour afternoon peak period.  In addition, the model used a seed Origin and 
Destination Matrix to help estimate the Origin and Destination Matrix.  The seed table was 
obtained using the Gravity Model in the region.  For the purpose of this thesis, the seed 
table is arbitrary and also somewhat inaccurate.  As it will be discussed later, the numeric 
value origin and destination factors produced in the model are not necessarily important 
for analyzing, but it is the change in the factors that is sought. 
Methods of origin and destination table refinement cannot produce a unique answer.  
Instead, the methods produce a trip table that does not deviate much from a seed trip table 
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and comes close to reproducing the traffic counts through an equilibrium traffic 
assignment.  The target trip table in this study provides a basis for the origin and destination 
factors that will be produced but do not speculate whether or not there are more origins 
from or destinations to a particular zone.  It is not necessary to know the values of the OD 
trips themselves (18). 
The two time periods of traffic counts used are June 2007 and September 2010.  These time 
periods are significant because the United States experienced the “Great Recession” from 
December of 2007 through June 2009.  Thus, the observed traffic counts in June 2007 will 
provide a snapshot of an origin and destination table before the Great Recession under 
normal economic conditions while the observed traffic counts from September 2010 will 
potentially show the after effects of the Great Recession through a new origin and 
destination table. 
The area of study is also significant due to a massive plant closing in the City of Janesville 
in Southcentral Wisconsin. This plant, the General Motors Assembly Plant, had been open 
since 1918 before it was shut down in April 2009 during the Great Recession. The General 
Motors Assembly Plant, which provided thousands of jobs, is a significant traffic generator 
and provides a local area of study to analyze in this thesis. 
4.2 Collection of Data 
In order to derive new origin and destination tables from observed traffic counts, a target 
– or seed – origin and destination table needs to be established.  The target origin and 
destination table used in this thesis was produced by a traffic forecasting model for the 
Southcentral Region of Wisconsin.   
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The table was built using the Gravity Model which used data from a large range of sources 
including 2010 Census data.  The Traffic Analysis Zones in the model are the Census 
defined Census Blocks.  The variables that were downloaded an provided the building 
blocks to the Gravity Model included employment data, population data, median income, 
vehicle availability, and occupational data.  These factors were used in the trip attraction 
model.  Other sources, such as Dun & Bradstreet, provided additional data including retail, 
nonretail, and service employment levels.  These factors were used in the trip production 
model. 
As with any target matrix, errors are always possible, but it provides a plausible start to 
estimating new origin and destination tables using traffic counts. 
The traffic count data used to obtain new Origin and Destination Matrices were provided 
by the Wisconsin Department of Transportation (WisDOT).  There are three different types 
of traffic count detectors: ATR (Automated Traffic Recorders), coverage sites, and V-
SPOC (Volume, Speed, and Occupancy) detectors.  Each type of detector uses different 
technologies to count traffic volume and consequentially results in errors in the traffic 
counts.  It should always be expected that there are errors in the ground counts (see Figure 
4.1) and “one should not be overly optimistic about matching the simulated volume to 
ground counts” (19). 
The biproportional equation above includes two parameters that account for the amount of 
error found in the traffic counts.  The first parameter, wa, provides weights to each of the 
links which have traffic counts.  The first detector, known as an ATR (Automated Traffic 
Recorder), is the most accurate.  These detectors are permanent sites which count daily 
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traffic volumes using microwave technology.  The model assigns links with ATR volumes 
with a numeric value of 10.  The second type of detector is coverage sites, which use tubes 
to count the number of axels that cross it.  The number of axles is then converted to the 
number of vehicles using an axle factor. These detectors only count the number of vehicles 
at a particular site for a 48 hour period.  The model assigns links with coverage volumes 
with a numeric value of 3.  The third type of detector, V-SPOC (Volume, Speed, and 
Occupancy), is the least accurate of the three detectors.  These detectors are loops in the 
ground that detect a vehicle that travels across the loop.  These sites are much more prone 
to error due to merging vehicles and traffic congestion and therefore are assigned a numeric 
value of 1 in the model.  These numeric values were assigned with the help of WisDOT 
officials as to how accurate they are perceived. 
The second parameter, z, is a weight for the origin and destination table.  The purpose of 
this parameter is to control the amount of error to fit the traffic counts.  The NCHRP Report 
765 suggests that “a perfect model should still have apparent error, and the amount of this 
apparent error should be such that about one-third of the points fall above the count-error 
curve and about two-thirds of the points fall below the count-error curve” (20).  In this 
thesis, the parameter was set to “.02” so that the assigned traffic counts would be within 
10 percent of the ground counts.  This value was chosen as it was desired to have less error 
than what is shown in Figure 4.1. 
These errors must be acknowledged as they can affect the results of this thesis.  Any 
discrepancies in the traffic counts could overestimate or underestimate the number of 
origins and the number of destinations in the Traffic Analysis Zones which would skew 
origin and destination factors.  This is especially true due to the fact that the ratio of links 
43
with traffic counts and the number of Traffic Analysis Zones is not at a desired level.  The 
results of this thesis would be certainly more accurate if there were more links with traffic 
counts so that the data is not “stretched too thin.” 
4.3 Computer Software 
Two computer programs were primarily used in this thesis to develop the origin and 
destination tables: General Network Editor and Quick Response System II.  The General 
Network Editor (GNE) is a computer program designed by Dr. Alan Horowitz for storing, 
analyzing, retrieving and displaying transportation network data.  Much of the network 
manipulation, including building the network model, was completed using ArcMap.  After 
the major editing was completed in ArcMap, the shapefiles were uploaded into GNE.  GNE 
is used first to input data and then later to display the model output – either directly on the 
screen or in spreadsheets – to analyze the results. 
The Quick Response System II (QRS II) runs a four-step planning process, trip generation, 
trip distribution, mode split, and traffic assignment, for traffic forecasting.  QRS II has been 
developed by Dr. Alan Horowitz through his extensive research on travel forecasting 
methodologies.  It can be used for region-wide traffic forecasting as well as small scale and 
corridor analysis.  QRS II performs equilibrium traffic assignment and area-spread 
multipath trip assignment and considers the effects of traffic-controlled intersections.  QRS 
II had the ability to refine or estimate origin and destination tables from traffic counts while 
it is performing a travel forecast.   
44
An origin and destination table refinement is performed almost exactly the same way as a 
normal QRS II run.  The major change is that QRS II uses information about traffic counts 
that are provided by the user in the network file.   
Traffic models can be static or dynamic, depending upon the selected traffic assignment 
method.  This thesis used a static model.  A static traffic model does not account for time 
of day or the relative congestion or capacity of a roadway.  This means that the inflow of 
volume on a link is always equal to the outflow.  Since the link volume does not conform 
to the capacity of the roadway, the volume on a link may increase indefinitely, exceeding 
the physical capacity of the link.  On the other hand, a dynamic traffic model is more 
reflective of reality because when the inflow volume increases to a point where it exceeds 
the outflow volume, traffic (or link) density increases, congestion increases, and speed will 
decrease.  The static model is more appropriate for situations such as a peak period analysis 
where the number of origins from and the number of destinations to a particular zone are 
likely to be unequal (18).  
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Chapter 5: Results 
5.1 Overview 
To recap, the three largest cities in the study area include the City of Madison, the City of 
Janesville, and the City of Beloit.  The City of Madison is the second largest city in 
Wisconsin with a population of about 243,000 in 2013 according to the U.S. Census 
Bureau.  The population of the City of Janesville in 2013 was nearly 64,000 and the 
population of the City of Beloit in 2013 was nearly 37,000.  Other than these three cities, 
the study area is scattered with small towns, villages, and cities with small populations 
surrounded by vast amounts of farmland. 
The following maps in this section provide an overview of the entire traffic network 
modeling area.  Figures 5.1 through 5.4 show the resulting origin and destination factors 
for each time period.  The area was arbitrarily divided into 23 subareas to allow for a closer 
assessment of the change in origin and destination factors.  The origin and destination 
factors that are displayed are based on the seed origin and destination table which 
represents what the expected origin and destination counts should be in reality.  The factors 
provide an opportunity to analyze the change in the land use activities between the two 
time periods. 
The maps display the origin and destination factors using 6 intervals: less than .25, .25 
through .50, .50 through 1, 1 through 2, 2 through 4, and greater than 4.  The scale of the 
factors is based on the fact that there is a high frequency of origin and destination factors 
that are concentrated in the lower ranges and that there is a low frequency of the factors in 
the upper ranges.  
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5.2 Subarea 1 (See Figure 5.5) 
This area includes parts of the City of Madison where there is a concentration of Healthcare 
and Education jobs.  This area also includes portions of the University of Wisconsin 
campus where around 40,0001 students are enrolled.  This would lead to a hypothesis that 
there would be a relative tolerance to the change in origin and destination factors between 
the years 2007 and 2010.  The patterns of the origin and destination factors across all TAZs 
in the area seem relatively similar between each year but the actual factors do appear to 
change.  There is however, no significant difference around the University of Wisconsin 
campus. 
5.3 Subarea 2 (See Figure 5.6) 
This subarea is a rural area with only a few TAZs so one could hypothesize there would be 
fewer trips starting and ending in the vicinity to begin with.  There is no real significant 
difference between the origin and destination factors in this area except where one TAZ 
may decrease (one interval); an adjacent TAZ increases (one interval). 
5.4 Subarea 3 (See Figure 5.7) 
This area includes the Village of Johnson Creek whose economy is dependent on the traffic 
on Interstate 94 as there is a large outlet mall located along the freeway.  The outlet mall 
attracts shopping trips more so than work trips but it would be expected to see fewer trips 
made to areas of retail shopping after an economic decline.  There is no significant 
                                                            
1 Enrollment for the Fall 2014 semester was 43,193 (updated March 2015) 
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difference in origin factors between 2007 and 2010 but there seems to be a significant 
change in destination factors. 
5.5 Subarea 4 (See Figure 5.8) 
This area is just south of the City of Madison and includes suburbs such as portions of the 
City of Fitchburg and the Village of McFarland but otherwise this subarea is mostly rural.  
The origin factors in this area were low in 2007 – with the exception of the Village of 
McFarland in the northeastern portion of the subarea – and a similar pattern is seen in 2010.  
The high destination factors in this area appear concentrated to only a few TAZs in 2007 
but in 2010 the factors seem to spread out. 
5.6 Subarea 5 (See Figure 5.9) 
This subarea is a rural area southeast of the City of Madison.  In 2007, the origin factors 
appear to be high but all TAZs are in the lowest interval (less than 0.25) in 2010.  The 
destination factors are the same for each TAZ between the years 2007 and 2010 with the 
exception of the easternmost TAZ where there is any notable residences in the entire 
subarea.   
5.7 Subarea 6 (See Figure 5.10) 
This is a rural area is just west of the small City of Jefferson.  The map shows low origin 
factors in 2007 and even lower origin factors in 2010.  The map also shows low destination 
factors in 2010 compared to 2007 but the change between 2007 and 2010 is more 
significant than the change in origin factors. 
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5.8 Subarea 7 (See Figure 5.11) 
This area includes the City of Jefferson and the City of Fort Atkinson surrounded by rural 
areas.  The geographic patterns of the origin factors are similar between 2007 and 2010 
and the maps show that where one TAZ decreases (one interval), an adjacent TAZ increases 
(one interval).  The destination factors in 2007 appear to be high in nearly all TAZs but in 
2010, the factors seem even higher and more concentrated in the fewer TAZs. 
5.9 Subarea 8 (See Figure 5.12) 
This area is mostly rural but includes the Village of Oregon in the northern portion of the 
subarea.  The origin factors follow the same pattern between the years 2007 and 2010.  The 
destination factors for both 2007 and 2010 appear to be high for this area.  The change 
between the years is only slight with the central TAZ decreasing and the easternmost TAZ 
increasing. 
5.10 Subarea 9 (See Figure 5.13) 
This area is mostly rural but includes the City of Stoughton in the northwest portion of the 
subarea.  The origin factors follow the same pattern between the years 2007 and 2010 while 
remaining relatively the stable for each time period.  The destination factors change slightly 
between 2007 and 2010 as more TAZs surrounding the City of Stoughton have higher 
factors in the year 2010. 
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5.11 Subarea 10 (See Figure 5.14) 
This area is mostly rural but includes the City of Evansville in the center of the subarea.  
Relatively speaking, the patterns for both the origin and destination factors remain similar 
between the years 2007 and 2010. 
5.12 Subarea 11 (See Figure 5.15) 
This area is located to the north of the City of Janesville and is mostly rural but includes a 
portion of the City of Edgerton in the north central portion of the subarea.  The origin 
factors are nearly identical and follow the same pattern between the years 2007 and 2010.  
The destination factors between 2007 and 2010 follow a slightly different pattern in the 
northeast corner of the subarea. 
5.13 Subarea 12 (See Figure 5.16) 
This area is located to the northeast of the City of Janesville and is mostly rural but includes 
the City of Milton.  The origin factors in this area appear to follow a similar pattern but 
there is some variation of the actual origin factors across some of the TAZs.   Similarly, 
the destination factors follow the same general pattern between the years 2007 and 2010 
but the map shows differences between the actual factors in the TAZs.  The western TAZs 
increase in 2010 while the eastern TAZs decrease significantly. 
5.14 Subarea 13 (See Figure 5.17) 
This subarea is a sparsely populated area located just to the west of the City of Janesville.  
Interestingly, despite the low population and economic centers, the TAZs here show 
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relatively high origin and destination factors.  The origin and destination factors seem to 
be higher in the year 2007 than they are in 2010. 
5.15 Subarea 14 (See Figure 5.18) 
This subarea includes the City of Janesville where the General Motors Assembly Plant 
closed in 2009.  As an area as a whole, including some of the surrounding subareas, it 
appears that the origin and destination factors change drastically between the years 2007 
and 2010; however, not all the TAZs behave as one might expect.  The origin factors of 
many of the geographically smaller TAZs appear to be relatively stable.  Some of the other 
smaller TAZs increase while others decrease.  On the other hand, the destination factors of 
many of the geographically smaller TAZs do in fact increase or decrease while only a few 
to remain stable. 
With the GM Assembly Plant closing and nearly 1,000 people being laid off, one would 
expect to see the land use activity to change dramatically over the course of three years.  
Especially if we take in account the large number of workers and families that move out of 
Janesville to seek other job opportunities. 
5.16 Subarea 15 (See Figure 5.19) 
This subarea is located to the southeast of the City of Janesville and similarly to Subarea 
13 the origin factors appear to be relatively high for a sparsely populated area as the factors 
are higher in the year 2010 compared to 2007.  On the other hand, the destination factors 
in this subarea are low in both time periods. 
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5.17 Subarea 16 (See Figure 5.20) 
This subarea is located the west of the City of Beloit and is mostly rural.  The map shows 
a slight change in the origin factor pattern as the TAZ with the highest factor changes 
between the year 2007 and the year 2010.  The pattern of the destination factors remains 
similar but the actual factors increase in the eastern portion of the area. 
5.18 Subarea 17 (See Figure 5.21) 
This subarea is primarily the City of Beloit.  It appears that the origin factors change 
slightly in the TAZs around Beloit (including the TAZs surrounding Subarea 17).  The 
larger TAZs in and around the City of Beloit change from the year 2007 to the year 2010 
but many of the smaller geographical TAZs appear unchanged.  In both the years 2007 and 
2010, many of the TAZs in the City of Beloit have origin factors greater than 4.0.  Much 
like the origin factors, the destination factors of the TAZs in the City of Beloit appear to 
remain unchanged from the years 2007 to 2010, with destination factors greater than 4.0, 
but the surround TAZs within Subarea 17 seems to change significantly.  Some of the TAZs 
increase from 2007 to 2010 while others decrease in the same time period. 
5.19 Subarea 18 (See Figure 5.22) 
This area is located east of the City of Beloit and is mostly but includes the Village of 
Clinton.  The origin factors change significantly from the years 2007 to 2010.  In 2007, the 
origin factors are concentrated in the eastern portion of the area while in 2010 the map 
shows the origin factors decrease in each of the TAZs while appearing to be more spread 
out across each of the zones.  The destination factors are high in the year 2007 but decrease 
in the year 2010. 
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5.20 Subarea 19 Through Subarea 23 (See Figure 5.23 through Figure 5.27) 
These subareas are all located south of the City of Beloit and are all located in the State of 
Illinois. In Zones 19 through 22, all of the TAZs have origin and destination factors below 
0.25 in each year, with the exception of a single TAZ in Zone 22 where each the origin and 
destination factor decreases in 2010. 
On the other hand, Zone 23 is drastically different as the origin and destination factors are 
quite high.  The origin factors in each of the TAZs are at least 0.50 in each year.  
Interestingly, the TAZs with higher origin factors decrease in 2010 while the TAZs with 
lower origin factors increase in 2010.  The destination factors in this area are also quite 
high with all TAZs increasing from the year 2007 to 2010. 
5.21 Weighted Average of Subareas 
To further illustrate the changes in the origin and destination factors across the subareas, a 
weighted average was taken of the Traffic Analysis Zones for each subarea so that the 
change in the origin and destination factors could be analyzed at a larger scale.  This 
provides an opportunity to see a change in land use activities across a larger area, which 
may be more sufficient to evaluate economic trends of an area.  Examining the change in 
the origin and destination factors at the TAZ level is helpful but when considering the 
economic trends at such a small level, in this case, census block level, the change in one 
TAZ may not reflect the overall change of the surrounding area.  We must also consider 
that the errors in the traffic counts may skew the origin and destination factors in a TAZ 
because the zones are so small.  Finding the weighted average of the TAZs and examining 
the area at a larger scale should help with these errors. 
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Figures 5.28 through 5.31 display the weighted averages of each subarea.  Also, these maps 
show which county each subarea is located in.  Dane County is located in the northwest 
region of the study area, Jefferson County is located in the northeast region, and Rock 
County is located in the central region.  In the southern edge of the study area, two counties 
in the state of Illinois, Winnebago and Boone, are also shown. 
Examining the six subareas that are located in Dane County, there are only slight changes 
to the origin factors.  Subarea 1, the Madison area, remains unchanged, as are Subareas 2 
and 9.  Subareas 4 and 8 increase one interval and decrease one interval, respectively, and 
Subarea 5 increases the most.  Similarly, the destination factors are somewhat stable 
between the years 2007 and 2010.  Once again, Subarea 5 changes the most as it 
significantly decreases between 2007 and 2010.  Subarea 1 increases significantly as well.  
All other subareas remain the same. 
The stable patterns in the origin and destination factors are expected because the economy 
in Dane County remained relatively stable throughout the Great Recession.   Referring 
back to Tables 2.1 and 2.2, Dane County saw only small decreases in the number of paid 
employees and total establishments, 4.5 percent and 2.56 percent respectively.  Some 
industries, such as Education Service and Information saw significant increases in number 
of employees and total establishments within the time period. 
There are only three subareas in the study area that are located in Jefferson County.  The 
origin factor in Subarea 3 increased between 2007 and 2010 while Subareas 6 and 7 
remained the same.  The destination factor of Subarea 6 decreased between 2007 and 2010 
while Subareas 3 and 7 remained the same. 
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Similar to Dane County, Jefferson County experienced only small declines in the total 
number of paid employees, 8.05 percent, and total number of establishments, 4.16 percent, 
as seen in Tables 2.3 and 2.4.  However, Jefferson County is much smaller compared to 
Dane County in terms of its population, number of employees, and total number of 
establishments.  While Jefferson County experienced significant declines in the 
Construction industry, 15.13 percent, and Management of Companies & Enterprises, 35.71 
percent, it still saw large increases in Information, 21.74 percent, and Professional, 
Scientific & Technical Services industries, 10.16 percent. 
Of the three Wisconsin counties in the study area, Rock County covers the most area.  It is 
also an area of interest as the General Motors Assembly was once located here and two of 
its cities, Janesville and Beloit, were some of the hardest hit cities in the state during the 
recession.  The origin factors appear to change dramatically from 2007 to 2010. Of the nine 
subareas defined in the county, only one, Subarea 16, appears to have a higher origin factor 
in 2010 than in 2007.  The most notable difference between the origin factors in 2007 and 
2010 is the amount of subareas in the highest interval in 2007.  Subarea 13 went from the 
highest interval, a factor greater than four, in 2007 to a factor lower than one in 2010. 
Subarea 14, the location of the City of Janesville, also decreased from 2007 to 2010.  
Subarea 18 had an origin factor greater than one in 2007 and less than one in 2010.  The 
destination factors in Rock County also experience significant change in the subareas.  
Many subareas including Subarea 17, the City of Beloit, decreased from 2007 to 2010.  The 
destination factor for Subarea 14 does not change however.  The destination factor for 
Subarea 16, similar to the origin factor, increases from 2007 to 2010. 
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Unlike Dane and Jefferson Counties, Rock County saw a substantial decline in almost all 
industries in terms of total employment and number of establishments (see Tables 2.5 and 
2.6).  Total employment declined 16.36 percent from 2007 to 2010 while the number of 
establishments decreased 7.99 percent.  Industries that experienced the largest decline in 
paid employees are Construction (25.52 percent), Manufacturing (43.13 percent), Real 
Estate (17.89 percent), and Professional, Scientific & Technical Services (29.71 percent).  
The dramatic decline of total employment and number of establishments across Rock 
County correspond with the significant changes seen in the origin and destination factors. 
Overall, the destination factors seem to capture the recession better than the origin factors 
across the study area.  This could be because the traffic volumes used in the thesis are from 
the afternoon peak period when many people are returning home from work. 
The relative stability of the origin and destination factors in the rural areas of the study area 
can be explained by the stability of the Agriculture sector in the state of Wisconsin.  The 
rural areas found in the study area are comprised mostly of farmland.  The Agriculture 
sector’s impact on the state economy increased over a five year period from 2007 to 2012, 
despite the recession and a drought. 
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Chapter 6: Analysis and Discussion 
6.1 Problems and Potential Issues 
Despite promising results, there are some potential problems that must be addressed in 
more research. First, this technique does not address cell by cell manipulation.  This is 
because there are nearly 400 Traffic Analysis Zones in the region.  This means there are 
800 variables to address and over 160,000 cells to manipulate.  This process would be time 
consuming and beyond the scope of this thesis.  Second, since this region of Wisconsin is 
predominately rural with long stretches of interstate highways connecting Traffic Analysis 
Zones, some origin and destination factors may have been thrown off.  For example, Traffic 
Analysis Zones with farms may have high origin and destination factors because the two 
trip ends may have been paired between two farms.  One last potential problem involves 
error in the ground counts and the number of links that had ground counts.  As mentioned 
in the Methodology section of this thesis, there are substantial errors in the ground counts.  
No matter what technology is used to gather traffic volumes, one can reasonably expect to 
be errors in the volume.  We must also consider that not all the links in the model were 
assigned traffic counts.  If the number of links with observed traffic counts is sporadic in 
an area, the origin and destination factors could be thrown off.  Also, the volume assigned 
to the links could have differed from the 2007 dataset and the 2010.  For example, a link 
may have been assigned traffic counts in the 2007 model but not in the 2010 model.  If a 
situation like this occurred in the same general vicinity that encompassed many links, the 
results from 2007 and from 2010 could vary greatly.  This is because the origin and 
destination factors are derived from the volumes of the links and not factors from the 
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Traffic Analysis Zones.  Figures 6.1 and 6.2 show the links that were assigned traffic 
volume data from the years 2007 and 2010. 
6.2 Conclusion 
This thesis has shown that an Origin and Destination Estimation technique using ground 
counts has the capability of demonstrating the economic changes across a large region over 
time by using traffic counts.  This is demonstrated by the model which shows a rather 
significant change in the origin and destination factors of the Traffic Analysis Zones within 
the model extent.  The changes between the origin and destination factors signify the 
variation of productions and attractions of each zone from the target – or seed – origin and 
destination table.  These changes reflect a change in the land use activities of each Traffic 
Analysis Zones. 
By using two sets of traffic counts from two different time periods, we were able to 
compare the origin and destination factors before and after a severe recession that hit this 
particular region in Wisconsin hard.  After an overview of the economic and demographic 
conditions before and after the recession and acknowledging a substantial change in these 
conditions, we can reasonably expect to see traffic patterns and land use activities to 
significantly change over the course of a three year period.   
In particular, the results from the Origin and Destination Estimation show that in the City 
of Janesville, where a large manufacturing plant with over 1,000 workers closed, 
experienced a significant change in the number of origins and destinations from 2007 to 
2010.  In the regions most populated and larger economic centers, the Origin and 
Destination Estimation technique shows a steady change in the origin and destination 
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factors between 2007 and 2010.  On the other hand, the model shows little to no change of 
the origin and destination factors in the rural areas.  These results seem likely as these areas 
are sparsely populated to begin with and were less impacted by the recession. 
In addition to showing that an Origin and Destination Estimation technique is sensitive 
enough to exhibit the economic trends of a region, this thesis was also able to partially 
demonstrate the validity of Origin and Destination Estimation using traffic counts.  Very 
few (if any) research studies have been done to validate Origin and Destination Estimation 
by comparing predicted results with actual trip counts.  This has led to skepticism of Origin 
and Destination Estimation techniques within the travel forecasting community.  The 
changes that were observed in the origin and destination factors across a large region show 
that the Origin and Destination Estimation technique is fairly stable. 
This thesis reviewed the economic conditions of a region from two different time periods 
that “bookended” a recession that hit the nation – and this region – hard.  With that, the 
expectation was that we would see a significant change in land use activities across an 
entire region.  By using traffic counts from before and after the recession, this thesis 
produced two separate origin and Destination tables which supported this expectation.  
While more research and validation needs to be done, this thesis shows that origin and 
destination tables are stable and that estimation techniques can be validated. 
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APPENDIX 
Janesville GM Assembly Plant History (21) 
Throughout its history, the GM Assembly Plant has gone through its ups and downs.  The 
plant would go from thriving manufacturer with thousands of workers to being shut down.  
Strikes, recessions, depressions, consumer tendencies, and wars often contributed to a 
decline in production but the plant would quickly rebound. 
The GM Assembly Plant first opened as a manufacturer of farm tractors in 1918.  Joseph 
A. Craig, an important figure to the City of Janesville, brought GM’s Samson Tractor to 
Janesville and it merged with the Janesville Machine Co. who made farm equipment.  
Within 18 months, Janesville’s population jumped from 14,000 to 20,000 people, most of 
who came to work in the tractor factory.  At the time, the factory had 3,000 employees. 
Samson Tractor had more impacts on the City of Janesville than just attracting people to 
the city and supplying thousands of jobs, the company also helped vote to approve 
borrowing nearly $1 million for a new high school.  At the time, business and city leaders 
were very reluctant to raise taxes but Craig and Samson Tractor convinced them that in 
order to maintain its plant, the city needed to improve its schools, streets and housing. 
In 1920, the company experienced its first dramatic employment drop.  This is because a 
farm depression forced the company to slow production and lay off more than 1,000 
employees.  After nearly a year into the farm depression, the tractor production in 
Janesville was at a standstill; that is when Chevrolet came in to take over the Samson 
factory and brought with it a Fisher Body plant.  Fisher Body is a car body manufacturer 
that was founded by the Fisher family (22).  It worked in conjunction with Chevrolet to 
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help manufacture cars.  The first Chevy that was built and came off the line was on 
February 14, 1923.  It was a month later when the Fisher Body plant started its operations 
and supplied the Chevy workers with the automobile body.  At the end of the year, the two 
companies had built over 45,000 cars and employed over 1,500 people. 
The addition of Chevrolet and the Fisher Body plant brought immediate benefits that help 
uplift the old tractor factory.  By 1926, Chevrolet set a production quota of 435 vehicles 
per day and in 1928, Janesville workers had built about 125,000 Chevys with new six-
cylinder engines.  At this time, employment reached 2,600.  Just before the start of the 
Great Depression, Janesville was prosperous as Chevrolet and Fisher Body were expanding 
and setting records and the U.S. economy was booming and the stock market was soaring. 
The success was short lived as the Great Depression hit hard across America.  Once again, 
the factory would have to start laying off employees and slowing down production.  During 
the Great Depression, nearly 10,000 of the 74,000 county residents, and 2,000 of the 24,000 
Janesville residents, relied on government for food and money.  The two GM factories shut 
down frequently, the longest layoff being over a year, and when they were open, they 
operated with small workforces.  At the start of 1930, the Janesville plant produced about 
450 cars a day, a number that peaked at 700 per day before falling to 200 a day in 1931. 
The Janesville Chevrolet and Fisher Body plants reopened in 1933 as local employment 
grew to 700.  Even though this was such a small number compared to the plants peak a few 
years earlier, consumer confidence was returning.  Once again, the plants were returning 
to full force.  By 1934, the GM plants’ employment skyrocketed to nearly 3,000 people 
and produced over 115,000 cars and trucks.  In 1936, workers produced 140,000 vehicles 
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but in 1938, after a small recession, the GM plants’ produces roughly 84,000 vehicles and 
employed 2,500 workers. 
During World War II, the Janesville Chevrolet and Fisher Body plants shifted to the control 
of GM’s Oldsmobile Division.  Women and older man were hired to start producing 
artillery shells for the soldiers overseas.  In 1940, the annual production at the two 
Janesville plants hit almost 125,000 vehicles, the highest output since 1936.    After the 
attack on Pearl Harbor, the Janesville plant ended automobile production because of the 
uncertainty of the factory’s war roles.  At the time, several hundred workers were laid off.  
By August 1942, full scale production of artillery shells was under way at the Oldsmobile 
plants in Janesville with employment at 3,000 workers.  After war contracts were canceled 
in 1945, the Janesville GM plants returned to Chevrolet and Fisher Body control. 
Shortly thereafter, the United Auto Workers went on strike at the Janesville plants as part 
of a nationwide strike due to poor working conditions and low wages.  Janesville workers, 
along with national workers, had previously voted in 1940 to establish the United Auto 
Workers of the Congress of Industrial Organizations, a union for GM workers.  The strike 
ended after 125 days.  At the end of the 1940s, the Janesville GM plant employment level 
was at 2,650 workers and their annual output was about 150,000, the highest level to date. 
During the 1950s, the City of Janesville was experiencing high growth in business, 
housing, and population.  In 1953, both the Chevrolet and Fisher Body plants had added a 
second shift and employment totaled around 3,700 workers.  Nearly 178,000 vehicles were 
being produced.  Employment levels continued to increase dramatically in 1954 and 1955 
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as both plants totaled 4,000 and 4,600 workers, respectively.  By 1957, 4,900 people 
worked either at Chevrolet or Fisher Body in Janesville.  
In 1958, Janesville workers went on strike after GM refused to increase worker’s pay by 
24 to 30 cents an hour.  Workers pointed to the deals made by Ford and Chrysler with their 
employees.  The next year, a parts shortage forced a seven-week stoppage in production of 
the 1960 Chevrolets. 
In 1961, slumping car sales forced layoffs for both Janesville GM plants.  About 1,250 of 
Chevrolet’s 2,100 assembly workers were let go while all 2,500 production workers at the 
Fisher Body plant were laid off.  The remaining Chevrolet employees continued to work 
on pickup trucks.  With a continued auto recession, workers faced shortened workweeks 
and layoffs. 
After negotiations for a new contract and frequent strikes that shut the GM plants down in 
September 1961, the Janesville Chevrolet plant returned to full strength as it added 300 
jobs for its pickup line and added a second shift.  The total employment between the 
Chevrolet and Fisher Body plant was about 4,800.  Another strike in 1964 saw all 4,800 
workers walk of the job as part of a national strike against GM over unresolved grievances, 
production standards, and working conditions.  This strike lasted about a month. 
In 1968, Janesville’s Chevrolet and Fisher Body plants were assigned under a new GM 
Assembly Division.  This brought both plants under a single management and into one 
facility.  The consolidation brought on mores strikes as workers wanted to be paid at the 
higher of the two different pay scales originally for Chevrolet and Fisher Body.  Continued 
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strikes against GM continued through the 1970s as Janesville workers walked off their jobs 
five times in the decade. 
In the beginning of 1980, the first of the many layoffs hit the GM plant in Janesville.  The 
energy crisis in the mid to late 1970s had discouraged many people from buying full sized 
cars, many of which were made in Janesville.  Because of this, GM announced that they 
would change production at the Janesville GM Assembly Plant to small, fuel-efficient, 
front-wheel-drive J-cars.  Layoffs continued in 1981.  Later in the year, the car line was 
taken down to start retooling for production of new Chevrolet cars.  The first and second 
shifts were supposed to return to work in six months but it took nearly a year and half for 
second shift workers to return to the assembly line. 
In 1984, GM announced the pickup truck line in Janesville, along with 1,800 jobs, were 
heading to a new plant in Fort Wayne, IN.  The last truck to be made in Janesville was in 
1986.  This caused local and state officials to come forward and try to convince GM to 
schedule a new product for the Janesville truck line.  The product they had in mind was a 
medium-duty truck that was made in Pontiac, MI. 
At the end of year 1986, GM announced that a short-term production of commercial pickup 
trucks were to be made in Janesville.  Four months later, GM declared that medium-duty 
trucks would also be produced in Janesville starting in 1989.  GM expected to have 1,800 
jobs available but only 800 workers were hired because the market never materialized.  In 
1989, plant leaders tried to secure a more stable product than subcompact cars.  With that, 
the announcement came that the Janesville GM Assembly plant would make the next 
generation of full-sized sport-utility vehicles, suburbans, and slightly smaller trucks.  At 
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the start of the decade, the plant had 7,100 jobs but at the end of the decade, that number 
decreased to 5,700. 
In 1990, the plant started to retool its production line for GMC Suburbans, Chevy Blazers, 
and GMC Jimmys.  Nearly 3,400 workers on the old Cavalier-turned-Suburban line were 
laid off.  There were still 1,500 employees who continued to work on medium-duty trucks.  
About 500 workers returned to the suburban line while slow sales forced layoffs on the 
medium-duty line. 
The GM plant was able to hire 600 new workers in 1994 as SUV’s were very popular and 
backordered for up to six months.  Another production boost in 1995 resulted in 500 more 
employees.  The union went on strike in 1995 because they claimed that GM needed more 
workers.  After this strike, an additional 350 people were hired. 
In 1997, GM announced that the Janesville plant would produce the next generation of full 
size sport utility vehicles starting in 1999 but would also move the medium-duty line and 
1,200 jobs back to Flint, MI.  The new generation of big SUVs was extremely popular and 
sales continued to skyrocket. 
In 2004, GM announced it would invest $175 million to retool the plant for a new truck 
production, one that would ensure work at the Janesville GM plant through 2012; however, 
GM officials never confirmed what vehicle or would lay out a timetable.  By 2005, 
speculation about the plant’s future surfaced when GM announced that it want to close 
some assembly and component plants and eliminate up to 25,000 jobs.  In November of 
that year, GM announced that it would close 12 plants and cut 30,000 jobs by 2008.   The 
Janesville plant remained open because it was producing a profitable vehicle, currently 
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retooling the plant for a new line of SUVs, and its workers have worked well with GM to 
help save money. 
Sales of the big trucks started to fall in 2004 however, and this affected the Janesville plant 
in 2005.  The sales continued to fall in 2006 even with the debut of new Suburbans, Tahoes, 
and Yukons.  This forced the plant to eliminate overtime Fridays and by 2007, the plant 
was forced to week-long production cuts.  In December of that year, GM announced that 
Janesville’s production rate would job from 52 jobs per hour to 44. 
At the beginning of 2008, GM planned for layoffs, assembly line slowdowns, and other 
productions cuts.  This included the shutdown of the Janesville GM Assembly Plant. 
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