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In classification, we often need classifiers that do not
only have high accuracy, but can also tell how cer-
tain they are about a prediction. This is one reason
for evaluating classifiers based on their area under the
ROC curve (AUC), instead of accuracy: AUC penali-
zes incorrect predictions more strongly when they are
made with higher certainty.
In decision trees (DTs), a prediction’s certainty is usu-
ally estimated using the class distribution in the leaf
responsible for the prediction. We introduce an al-
ternative method that yields better estimates. It is
based on the following questions: (1) “If we add the
test instance to the training set but with a different
label than the correct one, will the DT learner find a
tree that explains this instance according to the wrong
label?”; (2) “How certain will the tree be about this
prediction?”; (3) “How does this situation compare to
the one where the instance is added to the training set
with the correct label?”. Investigating these questions
allows us to identify instances that might present some
difficulties to be correctly classified, and to attribute
some uncertainty to the prediction for these instances.
However, as the correct label of the test instance is
not known during training, the method tries all pos-
sibilities for the target attribute. More specifically,
to classify an instance x, the method builds k trees,
where k is the number of possible labels for the target
attribute. For each tree, x is inserted in the training
set with one of the possible labels. At the end, the
final prediction and its certainty for x are obtained by
combining the prediction of all the trees. To combine
the probability for each class we average the probabil-
ity for that class for the k trees. In this way, the final
prediction will have a lower certainty when the trees
give different predictions than when all trees give the
same prediction, for example. Additionally, to avoid
that small leaves have too much effect in the final pre-
diction, we apply the Laplace smoothing to add some
weight in the way we combine the class probabilities.
We evaluated our method on 55 randomly selected
UCI datasets, using leave-one-out validation. First,
we used 6 datasets for fine-tuning and validation - we
tested different alternatives to combine the class prob-
abilities of the trees, leading to the method configura-
tion just described. We then evaluated the method on
the other 49 datasets.
We implemented our method as an extension of the
DT learner Clus1; we call it Clus-Mod. We compare
Clus-Mod to the original Clus (Clus-Orig). To ensure
that an improvement of Clus-Mod is not simply due to
“ensemble effects” (since our prediction averages that
of k trees), we also compare to standard bagging (Clus-
Ens) with the same number of trees, averaging class
probabilities in the same way.
In a comparison with Clus-Orig, Clus-Mod obtained
better AUC for 38 out of the 49 test datasets; 4 ties
and 7 losses were observed. When compared to Clus-
Ens, we observed 29 wins, 2 ties and 18 losses for Clus-
Mod. Accuracy-wise, Clus-Mod does not improve over
the others. We conclude that the new method does not
yield more accurate predictions, but estimates its pre-
diction certainty more reliably than the other methods.
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