Abstract-Data mining approaches have been widely applied in the field of healthcare. At the same time it is recognized that most healthcare datasets are full of missing values. In this paper we apply decision trees, Naive Bayesian classifiers and feature selection methods to a geriatric hospital dataset in order to predict inpatient length of stay, especially for the long stay patients.
INTRODUCTION
Data mining has a wide use in the healthcare domain in areas such as diagnoses [1] and patient management [2] , [3] . One of the main concerns in the healthcare area is the measurement of flow of patients through hospitals and other health care facilities. For instance if the inpatient length of stay (LOS) can be predicted efficiently, the planning and management of hospital resources can be greatly enhanced [4] . Data mining algorithms have also been successfully applied to predict LOS, for example see [5] and [6] . Hospital LOS of inpatients is frequently used as a proxy for measuring the consumption of hospital resources and therefore it is essential to develop accurate models for the prediction of inpatients LOS.
However, not all learning systems are suitable for health care applications. Before applying the learning system to healthcare data, one should check whether the algorithm is meeting the following criteria [I]: 1) Performance. The algorithm should be able to extract important information from the valid data and the diagnosis precision of the algorithm should be as high as possible. The accuracy of the classifier is often higher than that of the doctor while using the same descriptions. 2) Handling missing data. There are always missing information for some patients. Hence, data mining approaches should be able to run on incomplete data. 3) Handling noisy data. Sometimes, there are errors or inconsistent data in the records. Therefore data mining approaches applied to healthcare dataset should always be able to handle the noise properly. 4) Transparency. The knowledge and conclusions should be clear. 5) Explanation. The system should be able to provide further elaboration whenever the health worker needs to understand the system's suggestion. 6) Training time. Collecting patient records is expensive and time consuming. Thus, a classifier that can diagnose with fewer data is preferred.
This paper introduces new algorithms based on apply decision trees, Naive Bayesian classifiers and feature selection and organized as follows: Section 2 describes the healthcare oriented data-mining techniques; Section 3performs data mining applications to Clinics dataset; finally, Section 4 presents the conclusions of this work.
II.
DATA MINING ALGORITHMS According to the characteristics of the healthcare dataset, this paper applies one of the two most successful and widely 1-4244-0195-X/06/$20.00 ©2006 IEEE used classifiers: decision tree C4.5 [7] and its successor R-C4.5s [8] , Naive Bayesian classifier (NBC) [9] and its successor NBCs [10] . In addition, Naive Bayesian imputation (NBI) model [11] is used for missing data handling.
2.1. C4.5 and R-C4.5s
Decision tree C4.5 uses attribute to split samples and normally lead to high classification accuracy. Lim et al (2000) compared twenty-two decision trees, nine statistical, and two neural network algorithms in terms of classification accuracy, training time and (in the case of trees) number of leaves [12] . C4.5 is one of the classifiers, which has the best combinations in terms of error rate and speed. However, C4.5 is not very good at explanation and not too robust. It tends to produce trees with much more leaves than those from other decision trees.
To overcome some of the limitations of C4.5, Liu et al [8] proposes a robust decision tree algorithm called R-C4.5s. Based on C4.5, R-C4.5s combines branches with little classification contribution and thus resulted in building more robust and smaller trees. R-C4.5s is hence a viable learning algorithm according to the six guidelines for healthcare data mining system proposed by Kononenko et al (1998).
NBC and NBCs
NBC uses probability to represent each class and tends to find the most possible class for each sample. Though the assumption of independency cannot be satisfied thoroughly, NBC always perform well in practice. If only the probability of the correct class id higher than those of the other classes, NBC can obtain the correct classification without the exact probability distribution. In the other words, NBC is robust and insensitive to missing data [10] .
Further, NBC can build better models with few training data [9] . Kononenko et al (1998) showed that NBC performed best on the whole and is suitable for medical diagnose and prediction. Healthcare dataset attributes are commonly known for conditional independency and doctors usually attempted to define this kind of attributes. NBC is transparent and good at explanation. These futures satisfy the doctors' requirements.
NBC, however, cannot automatically select suitable features like decision trees hence the performance of NBC lies on the suitability of the features selection in dataset. Thus careful features selection can improve the performance and efficiency for NBC. Liu [10] proposed a modification for NBC, called NBCs. In this important features for the NBC are chosen using feature selection strategy based on decision tree structure.
NBI Models
Imputation technique is one of the widely used missing data treatment methods [11] . The basic idea of Naive Bayesian Imputation (NBI) is first to define the feature to be imputed, called 'imputation feature' and then construct the NBC using the imputation feature as the class feature. Other features in the dataset are used as the training subset. Hence the imputation problem is becoming a classification problem. Finally, the NBC is used to estimate and replace the missing data in the imputation feature. In this paper we experimented with four different NBI strategies and are listed below. 
III. MODEL EXPERIMENTS
In this section we apply the data mining algorithms cited in the previous section to a real life geriatric hospital dataset, called Clinics dataset.
1. Clinics Dataset
The Clinics dataset contains data from a clinical computer system that was used between 1994 and 1997 for the management of patients in a Geriatric Medicine department of a metropolitan teaching hospital in the UK [13] . It 115 features and after initial data pre-processing analysis 30 features were retained. Therefore for healthcare datasets, one major goal of data pre-processing phase is to compress datasets and prepare them for the posterior data mining algorithms. In this paper we use feature selection strategy to compress the clinic dataset.
In this we uses 'Feature Important Factor (FIF)' based on decision tree structure to define the importance of the feature for the data mining task. All the decision tree models use the features, which contribute most for the classification task as the nodes of the tree. The features selected by the tree are important for the classification task. On the other hand, the different levels and branches also reflect the relative important degrees of the features. Therefore, we can obtain 'Feature Important Factor' on the base of the decision tree structure. This process can be described as follows: First, the feature on the root assigns 1 for its FIF. The FIF on node is equal to its father node's FIF multiplies by a proportion between the number of instances of this node and the number of instances of its father node. Quinlan's C4.5 [7] is used in this paper to compute the Feature Important Factor and is called FIF-C4.5.
The goal of data mining application in this paper is to improve the predication and classification of impatient length of stay. Hence the performance of the feature selection is judged by the final classification accuracy. In according with the descending order of the 'Feature Important Factor', we first select first one, then first two, .... and finally first several features to construct decision tree and NBC. The classification accuracies are summarized in Table I .
From Table I we could see that the feature selection has contributed to the improvement of the accuracy of the classifier. The feature selection strategy based on C4.5 structure has high impact on the improvement of the classification accuracy of NBC. It also provides the basis for NBCs. Decision tree algorithms always select the feature with the most classification power as the current node. Other features that are statistically correlated to the feature on the node have similar classification power and the tree will not select them as potential nodes for the below level, because they cannot provide new power for classification. Hence we can expect that the features selected by the decision tree algorithm in the process of constructing the tree to not only have good classification power, but also to be statistically independent.
From Table I, all the three classifiers perform better on subset selected by feature selection strategy compared with the original dataset. The FIF based on C4.5, compressed the dataset into only seven features without any lost in classification accuracy. Total number of instances PredictionAccuracyof Class (2) Numberof correctcategorizod instancesin the class 1000/ Total numberof instancesin the class ImputationProfit
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In this paper NBI models are applied to handle missing data in the following way. First, define the important imputation features. Second, multiply the missing proportion (MD0o) by the 'Feature Important Factor (FIF)' of each feature which containing missing data and then sort the obtained data in descending order see MD%*FIF-C4.5 in Table II . The feature whose value of MD%*FIF-C4.5 is above the mean is then selected as the main imputation feature those features are shown in Table 11 . "FIF-C4.5" shows the feature important factor based on C4.5 decision tree structure. According to section 3.2, feature OUT is selected as the root of the tree and the FIF-C4.5 of OUT is 4722/4722 (1.0000). Node BARTHIEL contains 1046 samples and its FIF-C4.5 is about 1046/4722 (0.2217). All the data in MD%*FIF-C4.5 have been normalized to take values between zeros to ones.
For the main imputation features in Table II , NBI models are used to impute missing data on these features. C4.5 trees are constructed on the imputed and non-imputed datasets and the classification accuracies for both datasets were compared. In fact, building C4.5 trees on the dataset, which wasn't imputed by NBI is equivalent to applying internal method of C4.5 to handle missing data. From the experiments, we can conclude that the internal method of C4.5 performs well in missing data handling [10] . Table III and IV show the comparison between C4.5 internal method and NBI models in terms of performance.
From Table III and IV, we can see that, NBI models performed better in improving the classification accuracy, especially for the long stay group in comparison with C4.5 internal method. The strategy of performing NBI models on the main imputation features only and the rest using C4.5 internal methods (strategies NBI-P and NBI-I-P) outperformed the strategy of performing NBI models on all the imputation features (strategies NBI-A and NBI-I-A). Both strategies NBI-P and NBI-I-P improved the accuracies of model and classes, and the corresponding imputation profits are 0.700 and 7.00o, respectively. The improvement of the classification accuracy is due to the imputation of the missing data. On one hand, it proved the effect of the missing imputation on the improvement of the classification accuracy. On the other hand, it also showed the efficiency of NBI models.
From Table III and IV, we can also see that, the improved NBI has a great improvement in the performance of the missing data imputation. For both strategies of imputing all the features and only the main features the improved NBI improved the classification accuracy by 6.99% and 6.22% respectively, see Table V. Through the use of NBI models, the classification accuracies of medium stay patients and long stay patients have obviously increased, especially for the long stay. The imputation profit reaches 90.0%O (see Table IV 
