We study the dynamics of a two-electron system undergoing resonant excitation and inter-Coulombic decay (ICD) in a pair of quantum dots. The influence of the focus of the exciting laser on the ICD process is investigated for a π-pulse with a close look on competing processes, i.e. direct ionization and multi-photon excitations.
I. INTRODUCTION
A persistently high interest exists in making electronic devices as small and efficient as possible while having in mind to operate fast and precise at the same time. As a result, the last decades of research brought forth revolutionary types of nanosized semiconductors that are assembled by only a comparatively small amount of atoms. 1, 2 Their name, quantum dots (QDs), reveals a three-dimensional spatial confinement ("dot") leading to an energy discretization ("quantum"), which practically makes the control of single electrons feasible.
This physical characteristic plus the large variety of QD geometries, compositions, and fabrication techniques [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] leads to a great number of novel and promising applications in nanotechnology. [13] [14] [15] [16] Particular attention lies on the interaction of QDs with electromagnetic fields within the spectral ranges of infrared and visible light 5, [17] [18] [19] [20] and comes from their potential application for optoelectronic devices, e.g. as QD infrared photodetectors. 21, 22 Other application in the field of energy conversion is seen for novel types of solar cells. [23] [24] [25] Also the fundamental strong-field light-matter interaction between two energy levels, Rabi oscillations, [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] is of special interest in combination with QDs for the field of quantum information processing. [36] [37] [38] One recently predicted example for the interaction of electromagnetic fields with an assembly of QDs is the initiation of the inter-Coulombic decay (ICD) process. 39, 40 ICD was shown to be operational in a system of two QDs (and earlier in atoms 41 ) as an efficient and dominant decay of a resonance state where energy is transferred between two electrons each localized in a different QD. 39, 40, 42, 43 The long-range electron interaction causes the emission of one electron from one QD into the continuum, while the other in the second QD relaxes into a lower bound state. Other decay processes such as by photon emission, electron-phonon interaction, and the Auger effect do not compete with ICD due to their much longer decay times or their energetic interdiction. 39 Important for this QD-ICD, which will be the center of investigation in this paper, is an efficient preparation of the resonance state. This, we could manage via resonant excitation of the ground state by a π-pulsed infrared laser field, as we described in earlier studies. 39, 40 It was shown that the focus of the laser sensitively determines the impact of the second and only competing ionization channel, the direct ionization (DI). 39 Focusing on the left QD only gives least contribution by DI while penetrating the full system with an unfocused laser causes clear disturbance of ICD through DI. Technical realization of a limited spatial focus could be by the use of shadow masks. 38 The field strength dependence of the ICD initiation has already been investigated for an unfocused laser. 40 The strong impact of DI including multi-photon effects made the observation of ICD possible only up to a 3π-pulse. Strong laser fields generally induce a timedependency on the electron-confinement potential, i.e. the atom's Coulomb or the QD's well potential, leading to ionization barriers alternating in time. Higher intensities cause stronger alternations making tunneling of the electrons out of their confinement increasingly likely.
In addition, lowering the laser frequency ω further increases the probability for tunneling, as the time for tunneling is limited by the cycle duration τ = 2πω −1 . Going away from this so-called quasi-static strong field regime, i.e. towards higher frequencies and lower intensities, opens up the regime of multi-photon excitations. 44 There, transitions of energies corresponding to a multiple of the single-photon energy ω are possible.
The Keldysh parameter γ = ω(2m e V IE ) 1/2 (eη) −1 with electron mass m e and charge e, zero-field ionization energy V IE and electric field strength η, serves as indicator for the preference of one of the two ionization processes. 45 Tunnel ionization is more likely for values of γ 1 (γ < 0.5 required 46 ), whereas γ 1 means multi-photon processes prevail.
Accordingly, for our previous investigation of a π-pulse excitation in a system of GaAs QDs 40
with an effective mass m * = 0.063 m e , the Keldysh parameter γ ≈ 14 was obtained based on ω = 5.17 meV, V IE = 2.31 meV and η = 2.31×10 4 Vm −1 , which indicates the multi-photon regime. Hence, we expect tunneling to become dominant only for pulses of field strengths about 28 times larger than for the π-pulse. To reach that regime the intensity needed to be three orders of magnitude higher than for the π-pulse, which is, however, clearly out of the range of observation.
To investigate more deeply on the effect of multi-photon processes during the resonant excitation, we theoretically study the electron dynamics for the complete excitation and decay process in the QD pair. We stick to a focused laser to obtain a larger field strength window for our observations by systematically quenching DI. A space-resolved wavefunction ansatz is applied by means of the antisymmetrized multiconfiguration time-dependent Hartree method (MCTDH). 47, 48 When performing grid-based dynamics as implemented in the Heidelberg MCTDH program, 49, 50 special care has to be taken regarding the avoidance of back-scattering of unbound electrons at the grid ends. Hence, oftentimes complex absorbing potentials (CAP) [51] [52] [53] are applied outside of the bound region to absorb electron density of delocal continuum states. It is obvious that CAPs may not only help, but also disturb the system's wavefunction dynamics. Even when only a single particle is absorbed, it will lead to a decrease of the wavefunction norm to zero, such that remaining particles are not defined anymore. 54, 55 Further, if the CAP reaches too far into the region of localized states it can artificially enhance the continuum state population by pulling bound electrons. In addition, the CAP strength must be chosen optimally, otherwise particle might pass the CAP or even be reflected by it.
What seemed a technicality at first, turned out to sensitively influence the analysis and interpretation of our dynamics results. We already found that ICD rates are independent whether calculating with or without CAP, 40 but we also saw irregularities in the dynamics caused by the CAP. Firstly, compared to calculations on a grid without CAP the resonance state population is too low. 40 Secondly, the single-electron state populations of the twolevel (left) QD are displayed incorrectly due to missing continuum terms. 39, 40 However, when scanning fields strengths, we were dependent on using CAPs while sacrificing the understanding of the system based on accurate populations. To overcome this limitation, we developed a more accurate analysis for CAP-free calculations performed on a longer grid during rather short, but sufficient propagation times. With the abscence of the CAP it is now also possible to determine the populations of multiple continuum configurations, which facilitates our understanding especially of DI and multi-photon processes in dependence on the laser focus and intensity.
This paper is organized as follows: In Sec. II we introduce the QD pair model. The electron dynamics is described in Sec. III for two complementary wavefunction approaches.
The results can be found in Sec. IV. Sec. IV A shows the π-pulse induced QD-ICD comparing laser foci and usage of a CAP. The field strength scan and nπ-pulse excitations are presented for a focused laser and CAP-free calculations in Sec. IV B. The conclusion can be found in Sec. V.
II. MODEL
For the model potential of two singly negatively charged and uncoupled QDs we use the double-well system that has been investigated in previous studies. 39, 40, 43, 56, 57 The QDs are chosen to be made of GaAs with the material specific effective electron mass m * = 0.063 m e and dielectric constant κ = 12.9, 58 that enter into the calculations.
In the x-and y-direction the electronic motion shall be strongly confined by harmonic oscillator potentials. In the resulting quasi one-dimensional (q1d) system the QD pair is modeled by two negative Gaussian potentials along the pairing z-axis,
with the sum running over the two QDs, which we call left (L) and right (R). The QD centers at z L = −R/2 and z R =R/2 are defined via the inter-QD distanceR = 86.68 nm.
Further parameters defining the system are the depths D L = 10.30 meV, D R = 8.24 meV and the full widths at half maximum r L = 36.08 nm and r R = 18.04 nm.
The Hamiltonian of the time-independent q1d two-electron system,
contains the sum over the single-electron Hamiltonians,
for i = 1, 2 with corresponding discrete |λ and continuum eigenstates |ε . For the above chosen parameters we find in particular two energy levels for the left QD (λ = L 0 , L 1 ) and one for the right (λ = R 0 ) with the energetic order E 1e
Above these energies the spectrum is continuous with energies ε ∈ [0, ∞). In Eq. (2) the Coulomb interaction between both electrons, which is for three dimensions well known to be defined as |r 1 − r 2 | −1 with r i=1,2 being the electrons' spatial coordinates, has been converted into a q1d form,
with the inter-electron distanceẑ 12 = |ẑ 1 −ẑ 2 |. 56, 59, 60 The solution to the respective timeindependent Schrödinger equation for the two-electron system,
yields the eigenstates |α with the corresponding eigenenergies E 2e α . The index α = {λλ , λε, εε } denotes the possible configurations with the three different cases of either both electrons occupying bound QD levels (λλ ), both occupying continuum levels (εε ), or a mixture of both (λε).
Here, we deliberately chose the more intensely investigated triplet electron configuration, i.e. same-spin electrons that require antisymmetrized spatial eigenstates. 39, 40 This results in a smaller number of bound states compared to spin-singlet states, namely |L 0 R 0 , |L 1 R 0 and |L 0 L 1 , where |L 0 R 0 is the energetic ground state. For observing ICD, solely the resonance state |L 1 R 0 is relevant. As the electrons are far apart, exchange is small and the decay behavior of spin-singlet and spin-triplet states has been shown to give very similar decay rates, 60 so that one could even work without antisymmetrization after the preparation of our appropriate initial state.
The population of |L 0 L 1 with both electrons in the left QD is negligibly small during the whole process, since on the one hand we start from the ground state |L 0 R 0 and on the other hand tunneling is ruled out as the localized single-electron states do not overlap and excitation intensities for the nπ-pulses will be low enough. Therefore, the terms related to this state are omitted in all our following considerations.
III. ELECTRON DYNAMICS
The process under investigation is depicted in Fig. 1 . Initially, the system is in its twoparticle ground state |L 0 R 0 with one electron per QD. The resonant excitation by a π-pulse
causes the complete depopulation of the ground state and inversion into |L 1 R 0 which corresponds to 1/2 of a Rabi cycle. 26 A single decay channel exists for the resonance state which is ICD into a continuum state |L 0 ε of equal energy. The L 0 -continuum state can further be populated through DI of the ground state's R 0 electron.
Besides these two single-photon processes that yield states of energy E 2e L 0 R 0 + ω, numerous processes which result in continuum states of energies E 2e L 0 R 0 + mω with m ∈ N, m > 1, are possible and shall be studied here as well. Those up to m = 2 are explicitly depicted in Fig. 1 .
The multi-photon excited states with m > 1 are either prepared via direct transitions with a multiple of the excitation energy or via step-wise excitations by consecutive single-photon processes as we will elucidate. The time-dependent wavefunction as solution to the Schrödinger equation,
yields the necessary information on the electron dynamics. The Hamiltonian
is a combination of the time-independent electronic partĤ el (Eq. (2)) and a time-dependent term for the electron-field interaction, which is represented in the semiclassical dipole ap-
The electric dipole operatorμ z = − iẑ i sums over the two electrons. The time-dependent electric field E z (t) of the z-polarized resonant laser pulse,
is defined by the field strength η, the pulse duration t pulse and the photon energy ω RES .
The intensity of the laser field relates to the field strength via I = η 2 (8πα) −1 with the fine 
Thus, by choosing z A and z B as left and right end points of the grid the laser is applied on the full system and all excitation pathways are possible (cf. upper of Fig 2(a) ). To focus solely on the left QD the right cutoff point must be changed to the center between the QDs, i.e. z B = 0 nm. In this case, we expect the DI of the right QD to be minimized which will reduce the number of populated states (cf. lower of Fig 2(a) ).
For continuous resonant excitations in a two-level system the populations of the ground state (GS) and the resonance state (RS) are described in terms of Rabi oscillations and are given by the following time-dependent expressions, 61
The Rabi frequency Ω R is defined by the cycle duration T = 2πΩ −1 R . For our two-electron QD pair system, Rabi oscillations compete with the decay of the resonance state via ICD into a continuum state as well as with direct ionization processes. The ground and resonance state populations can therefore be described by the modified equations,
The exponential factor now introduces the decay via ICD with rate Γ ICD as well as DI with the field-dependent rate Γ ion,η = (η/2) 2 × Γ ion . Furthermore, the Rabi frequency is time-dependent and given by the following expression,
with the transition dipole moment µ = 2 L 1 R 0 |z|L 0 R 0 . The time-dependence of the Rabi frequency is resulting from the envelope function g(t) = sin 2 (πt/t pulse ) used for the shape of the pulse in Eq. (9). If we demand all population within the QDs to be excited from the ground state into the resonance state by the end of the pulse, it would require the fulfillment of,
according to Eqs. (14) and (15) . Thus, we obtain a relation for the field strength in dependence on the pulse length describing the so-called π-pulse condition, namely
Choosing short pulse lengths will result in a high field strength in favor for DI. For small field strengths a long pulse length is needed, which in contrary gives enough time for the resonance state to decay via ICD. The optimal laser parameters are found for when the resonance state is populated to a maximum. However, the ionization processes cannot be completely avoided, such that the maximum of the resonance state will never reach a value of one. It is further constraint by the transition dipole moment µ.
A. Space-resolved representation
For a representation of the wavefunction in spatial coordinates we make use of the multiconfiguration time-dependent Hartree (MCTDH) method 47, 48 as implemented in the Heidelberg MCTDH package. 49, 50 The wavefunction for a system with two degrees of freedom z i (i = 1, 2) is described by a sum of Hartree products,
with time-dependent, and for the spin-triplet case, antisymmetric coefficients A j 1 j 2 (t) = −A j 2 j 1 (t), and likewise time-dependent single-particle functions (SPFs) ψ 
The one-electron bound state populations are calculated equally as,
with λ = L 0 , L 1 , R 0 . The prefactor two accounts for the two identical electrons. For inclusion of the second coordinate the projection on the two-particle identity is necessary,
To evaluate the expressions of the overlap of one-and two-electron states, one may rewrite the latter by products of single-electron states, 
where P λ λ (t) = P λλ (t) or P λε (t) = P ελ (t) is valid. Eq. (23) yields the following relations for the single-electron state populations expressed via the two-electron states,
Here, we introduced the short notation for the continuum terms P λC (t) = dεP λε (t) or for two continuum electrons P CC (t) = dεdε P εε (t). The relations Eqs. We compare calculations on a short and a long grid with 140 and 980 sine DVR 49, 64 points within an interval of [−542 nm, 542 nm] and [−3792 nm, 3792 nm], respectively. The constant mesh density of ρ z = 0.129 pts nm −1 has been approved in our previous studies being sufficient to treat the highest excited continuum states encountered here. 57 For the calculations on the short grid a CAP of 4th-order and strength η CAP = 8.6997 × 10 −6 has been applied left and right from the QD pair at z = ±325 nm. The long grid is CAP-free.
When treating Hermitian systems, the norm of the wavefunction |Ψ(t)| 2 equals unity at all times. In the case of our CAP-free system, this means
As shown here, when inserting the identity of Eq. (21) the norm can be expressed as sum over all two-electron eigenstate populations consisting of the two available localized states |L 0 R 0 , |L 1 R 0 , and the sum of continuum state populations,
Applying a CAP makes the system non-Hermitian. The absorption of continuum electrons causes a decrease of the norm during propagation, i.e. |Ψ(t)| 2 < 1 for times t > t CAP ,
where t CAP = t ion + t fly is the time the electron needs to undergo ionization (t ion ) plus the time of flight until it reaches the CAP (t fly ). Hence, the norm is reduced by the amount of continuum states P cont (t) with a time shift t fly and the following relation must be valid,
where in the second line we made use of Eq. (27) . According to Eq. (29), for times after the pulse the norm decreases together with the resonance state population due to ICD. As a consequence, for a π-pulse, which leaves no population in the ground state, the norm decreases towards zero.
B. State-resolved representation
Besides the space-resolved method (Sec. III A), a second approach has been introduced 40 allowing for much smaller computation times and which we want to apply here again. In this, the wavefunction is resolved into its individual eigenstates, 65, 66 but the number of states that are actually available is constrained to the ones relevant for the ICD process, i.e. the ground and resonance state |L 0 R 0 and |L 1 R 0 , as well as the range of continuum states dε|L 0 ε L 0 ε|. The latter include the states resulting from the ICD decay and they are naturally also the states subject to DI, cf. upper panel of Fig. 2(b) .
The wavefunction is fully described by expansion in the orthonormal basis of the twoelectron eigenstates. For this purpose |Ψ(t) is multiplied by the identity Eq. (21) . Under the constraint of the available states, renamed as initial state |i = |L 0 R 0 , decaying state |d = |L 1 R 0 and final state |f ε = |L 0 ε , we obtain the simplified state-resolved wavefunction,
where the time-dependent coefficients a α (t) = α|Ψ(t) with α = i, d, f ε , have been introduced. The populations of the two-electron states are directly accessible via P α (t) = |a α (t)| 2 .
The Schrödinger equation (6) with the state-resolved wavefunction Eq. (30) and the Hamil-
as has been derived in detail previously. 40 The products of electric field E z (t) and transition dipole moments describe the light-matter interaction. The two relevant transitions caused by the field are via the resonant photoexcitation with the corresponding dipole moment µ ex = 2 d|z|i and the direct photoionization with µ ion = 2 f ε |z|i , from which the fieldindependent ionization rate can be calculated as Γ ion = 2π|µ ion | 2 . The decay via ICD from |d to |f ε induced by Coulomb interaction is contained in the transition matrix element
Coul |d , which defines the ICD rate as Γ ICD = 2π|V | 2 . The rate γ = 2πV * µ ion describes the mixture of the two ionization pathways, i.e. ICD and DI. Note that the radiative decay from |d to |i is negligible, since it was found to be three orders of magnitude slower than all other relevant transitions. 43 Eqs. (31)-(33) were solved numerically with a non-commercial Fortran program. 40 Most of the required parameters are determined in advance from a MCTDH relaxation and propagation calculation for the CAP-free system, namely the eigenenergies E i = −9.46 meV and E d = E fε = −4.28 meV, Γ ICD = 4.09 × 10 −3 meV (6.22 × 10 −3 ps −1 ) and µ ex = 1.67 × 10 −27 Cm, and further the field parameters for the π-pulse, ω RES = 5.18 meV, t pulse = 14.1 ps and η π = 2.82×10 4 Vm −1 , corresponding to an intensity of I = 1.37×10 3 Wcm −2 . However, the ionization rate Γ ion cannot be determined straightforwardly, since the exact final state is impossible to find due to the finite resolution of the continuum from the MCTDH relaxation calculations. Still, Γ ion can be obtained from a fit of the state-to the space-resolved results (Sec. IV B). The focus of the laser is here determined by the value of Γ ion . For an unfocused laser the rate is higher since more DI of the right QD takes place in comparison to the focused laser.
In comparison to the space-resolved method which treats the continuum at equally high accuracy as the bound states, the state-resolved method yields a description of the continuum of limited accuracy. However, comparing the results of the two wavefunction approaches will serve us as a method to predict the importance of multi-photon processes.
IV. RESULTS
A. π-pulse induced ICD At first, we are going to study the impact of the laser focus on the ICD process in the two-electron QD pair. This is done by evaluating the electron dynamics with the help of the time-dependent populations of the localized and continuum states under a π-pulse excitation and thereafter. The MCTDH method is applied and we put particular emphasis on the evaluation of the influence of the CAP on the calculations. ) and (20) . Panels (a)+(b) belong to calculations performed on the short grid with CAP, (c)+(d) on the long grid without CAP. In (a)+(c) the results for the focused laser are displayed, (b)+(d) for the full laser penetration of both QDs. We specifically compare the resonance state populations for calculations on the two different grids either with or without CAP for the focused (Fig. 3(e 
))
or unfocused (f) pulse. This gives information on the impact of the CAP on the dynamics.
In Fig. 4 the continuum state populations P L 0 C , P L 1 C and P CR 0 are presented as functions of time for both laser foci and for calculations on the long grid without CAP. These are obtained using Eqs. (24)-(26) together with the results of the bound and localized state First of all, we will fully describe the dynamics of the excitation and decay process exemplarily for the CAP-free system for calculations on the long grid and a laser focused on the left QD only, cf. Figs. 3(c)+4(a) . In our understanding, this combination provides most comprehension on the process for the three reasons that continuum state populations can be determined, propagation times are sufficiently long before backscattering disturbs the dynamics within the QDs, and direct ionization of the right QD is assumably minimized. Initially, at t = 0 ps, the system is in its ground state, thus |L 0 R 0 as well as the single-electron states |L 0 and |R 0 are fully populated while all other states contain zero population. During the laser pulse a population inversion from the ground to the resonance state |L 1 R 0 can be observed with an equal inversion from |L 0 to |L 1 . The inversion is not immediately visible from the start of the pulse at t = 0 ps, but with a delay of about 3 ps when the pulse is strong enough. The ground state population reaches zero and the resonance state population its maximum of 0.95 at 11.5 ps, thus 2.6 ps prior to the end of the pulse. The latter can be ascribed to the fact that ICD is initiating the decay of |L 1 R 0 into |L 0 C already during the laser excitation. This can be seen from the decrease of the |R 0 -curve starting at 6 ps. As a consequence, by the end of the pulse already 4% of the population can be found in |L 0 C . Hence, the resonance state is never fully populated and the maximum is reached before the end of the pulse. On the other hand, during the excitation process, P L 0 C remains generally small, which means a low probability for DI of the right QD. After the pulse, the ground state remains unpopulated, while finally the decay of the resonance state solely via ICD can be observed. The ICD rate can be obtained from the exponential decay according to P L 1 R 0 (t) ∝ e −Γ ICD t . Vice versa, an increase of |L 0 C proportional to 1 − e −Γ ICD t can be seen. Hence, the |L 0 population starts to increase again, while |L 1 and |R 0 decay with the resonance state. Contributions from direct ionizations of the left or both QDs are visible, but marginal (cf. |CR 0 -and |CC -population in the lower panel of Fig. 4(a) ). Strong oscillations of the continuum state populations reaching into negative values can be observed during the laser excitation in Fig. 4 . These result from taking differences between single-and two-particle populations according to Eqs. (24)- (26) , which both strongly oscillate along with the laser pulse on a short time scale.
We now turn to the results for the calculations on the short grid with CAP under the same condition of a focused laser and point out the differences. As shown in Fig. 3(a) , after the pulse the |L 0 -population remains at a constant minimum value of about 0.01, even though ICD takes place as visible from the exponential decay of the resonance state.
Through this, the main characteristic of the CAP becomes evident, namely the removal of continuum population. Thus, in the presence of a CAP continuum states generally give no contribution to the single-electron bound states Eqs. (24)- (26) . The |L 0 -population solely depends on the ground state population, which itself is completely depopulated by the end of the pulse. Anyhow, since the |L 0 C -population is not immediately removed by the CAP, as a result of the time shift t fly (cf. Sec. III A), |L 0 is always populated by the small amount mentioned above.
In Figs. 3(d) and 4(b) we find the results for the unfocused laser for calculations on the long grid without CAP. In comparison to the focused laser we observe here less population in |L 1 R 0 and |R 0 , while the |L 1 -population is still similarly high. The reason is the increased impact of the direct ionization of the right QD that comes with the wide laser affecting now both QDs. Indeed, we find a local peak of the |L 0 C -population during the pulse at about 7 ps with an amount of 0.1. This is a result of DI from the ground state |L 0 R 0 into |L 0 C and further into |L 1 C . The population of |L 1 C rises even higher, also via other excitation pathways, namely up to 0.3 until 11.5 ps and stays constant afterwards. This keeps the |L 1 -population relatively high. In contrast, the probability to find either only the left or both QDs ionized is again very low (cf. P CR 0 and P CC in Fig. 4(b) ).
If we finally inspect the results for the calculations on the short grid with CAP under full laser exposition (cf. Fig. 3(b) ) we find another irregularity caused by the CAP. Since the high contribution of |L 1 C -population is removed by the CAP, the L 1 -curve is forced to approach the resonance state curve. This also becomes clear from Eq. (25) . Consequently, we observe a peak of P L 1 around 10 ps. This has been seen and discussed already in previous studies. 39 In the course of the study of the two differently sized grids, another inaccuracy caused by the CAP on the short grid concerning the resonance state population has become evident.
According to Eqs. (25) and (26), the resonance state population should equal both, the |L 1 -and the |R 0 -population after the ground state is completely depopulated. However, it is constantly smaller for both foci, cf. Figs. 3(a)+(b). It is also smaller than the resonance state population calculated on the long grid without CAP, cf. Figs. 3(e)+(f). We conclude that the combination of grid size and CAP position has not been chosen optimally for describing all aspects of the dynamics at equal accuracy. The CAP is too close to the QDs, causing a too strong overlap with the localized states. This we want to quantify by applying a CAP now to the long grid at z = ±3250 nm, thus with a distance from the QDs of factor 10 times the one for the small grid. As shown in Figs. 3(e)+(f), the resonance state dynamics on the long grid is now completely independent of the CAP, as the results are identical. In addition, we want to apply an alternative method for which the resonance state population on the short grid with CAP can be determined. By applying Eq. (29) we obtain an expression defined via the loss of the norm, namely P CAP To summarize the findings, the short-and long-term dynamics has been shown to be best represented for the calculations without CAP and the ICD process is prioritized by focusing the laser on the left QD only. Therefore, all our following calculations are performed under these conditions.
B. Scan of the field strength
The amount of population inversions between ground and resonance state can be controlled via the strength of the electric field Eq. (9) . For the fixed pulse length t pulse the field strength η nπ induces exactly n ∈ N inversions, or n/2 Rabi oscillations. The respective pulse is referred to as nπ-pulse.
The total ionization probability P ion is a measure for the two ionization pathways, either the direct one or ICD. Here, it is calculated for a range of field strengths going from very low to high intensities. The scan of the field strength allows to determine the distinct η nπ as shown below.
In our former studies, the same type of scan has been done for an unfocused laser on the short grid with CAP. 40 Due to the CAP, we were able to propagate the wavefunction for long times (t end = 1278 ps) and to deduce the ionization probability from the loss of the norm via 1 − |Ψ(t end )| 2 . The scan for the CAP-free calculations needs another measure for the ionization probability, because in this case the norm is unity at all times. Hence, we use the relation
instead. It is based on the fact that only those electrons do not contribute to the ionization probability which are left in the ground state after the laser pulse. Since the ground state population is constant for times larger than the pulse length (cf. Figs. 3(a)-(d) ), the propagation can be terminated right after the pulse. Here, we used t end = 19.2 ps. As a consequence, this method is much faster than the previously applied one while giving the same results.
The scan for the CAP-free system is now performed under irradiation of a focused laser using both the space-resolved and the state-resolved method. As described in Sec. III B, for the state-resolved calculations the ionization rate Γ ion still needs to be determined. The parameter can be found through fitting the |L 1 R 0 -curve to the result from the space-resolved calculations. We found the field-independent rate Γ ion = 10.230 meV and the corresponding field-dependent rate defined by the field strength Γ ion,ηπ = (η π /2) 2 ×Γ ion = 2.256×10 −3 meV. Fig. 5 shows the ionization probability P ion with respect to the field strength given in units of η π for the space-resolved (solid black) and state-resolved calculations (dashed black). The pulse duration is kept constant at t pulse = 14.1 ps as has been used before for the π-pulse calculations. The gray curve indicates the relative difference ∆ between both methods. An oscillatory behavior of the ionization probability can be observed for both methods. The maxima being all P ion = 1, represent zero population in the ground state at the pulse end.
A minimum of the ionization probability is reached when the population within the QDs is inverted back to the ground state at the end of the pulse, such that ICD is disabled.
Based on these explanations we conclude that the oscillations of the ionization probability follow the Rabi cycles between ground and resonance state, hence maxima are found at field strengths for odd nπ-pulses and minima at even nπ-pulses. Contrary to the maxima, the minima have no constant value of P ion , but increase with higher field strengths until finally fading into a constant value of one. This is due to the fact that the probability for ionizing the left QD increases with growing field strength. Indeed, for the π-pulse we only find 1% of all population in |CR 0 after the pulse has finished, cf. Fig. 6 . For the field strength that induces a 5π-pulse it is already 51%, and 95% for the 10π-pulse. This in consequence means, the impact of ICD becomes negligible for growing laser intensities.
In our former studies for an unfocused laser only three population inversions had been visible, as the impact of direct ionization was strong already for low field strengths allowing for massive ionization of the right QD. 40 Now, for the focused laser the scan shows much more inversions. Since direct ionization of the right electron is minimized, the system is able to return to its ground state still for highest field strengths. In total we see 12 population inversions for the space-resolved calculations and 19 for the state-resolved method before the population in the QDs becomes less than 0.05%.
Let us now turn to the differences of both methods. For a focused laser the state-resolved method basically describes single-photon processes only. Thus, if multi-photon excitations are negligible, both methods should give equal results. This is indeed the case for the field strengths range up to the first population inversion (η ≤ η π ) in agreement with our previous findings on the π-pulse excitations in Sec. IV A. As higher excited states are excluded in the state-resolved ansatz, a growing discrepancy between the two methods can be observed from the relative difference curve ∆. It gains amplitude with increasing field strength and attenuates where the ionization probabilities obtained with both methods converge towards unity.
The distance between extrema increases with growing n as can be clearly seen for the space-resolved calculations, cf. Table I and Fig. 7 . With increasing field strength the resonance condition for the system changes as the electronic levels are shifted when being exposed to the external field. However, we use the same excitation energy ω RES = 5.179 meV as it was initially determined without any field interactions throughout the whole scan. The extrema are further found in groups of two, i.e. one pair for each Rabi cycle, which all have in common of being approximately parallel to the linear function n (Fig. 7) .
We applied the nπ-pulses as determined in the scan and listed in Table I . In Fig. 8 the resonance state populations (solid lines) are shown (a) for n = 1, 3, 5 and (b) for n = 2, 4, 6.
For a better resolution of the initial dynamics the process is depicted only up to 30 ps.
We find that after each Rabi-cycle an additional maximum adds to the resonance state population. The first maximum is decreasing and appearing earlier in time for increasing n. The effect originates from the rising impact of DI of the left QD for increasing field strengths, as discussed in Sec. IV B. For the even-numbered nπ-pulses, the resonance state is completely depopulated by the end of the pulse (cf. Fig. 8(b) ) thus preventing further ICD. For an odd number of inversions the population in the dots is predominantly in the resonance state by the end of the pulse followed by the exponential decay via ICD (cf. Fig. 8(a) ). The decay rates for up to the 11π-pulse are determined from such type of figures, cf. Table I . However, for this purpose we performed extra calculations on the long grid now with CAP (not shown here). This was to reach a long final propagation time of 320 ps while eliminating backscattering, cf. Sec IV A. The decay rates determined for all odd n are in good agreement with each other. Only for the 11π-pulse a slight inconsistency can be found. The reason for this is purely numerical. The decay starts from a population of about 0.001 being left in the resonance state, hence making the fit extremely sensitive to errors.
Compared to the previously found result in Sec. IV A a slightly different Γ ICD is found for n = 1, since before the decay rates were determined from propagations until only 60 ps.
Finally, a comparison to a state-resolved calculation is made for n = 3 (dashed line), showing slight deviations between both methods. This confirms our expectations that the results for the two methods start to differ when going beyond the π-pulse as the scan (Sec. IV B) already showed.
V. CONCLUSION
The dynamics of two electrons in a pair of quantum dots has been studied with view on the strength and focus of the exciting laser pulse that determines the range of excited states and is a crucial factor for the two competing ionization pathways, a direct one and the inter-Coulombic decay.
When the laser is focused on the left QD ionization takes place mostly via ICD, whereas upon full penetration direct ionization of the right QD is of significance. In extension to former studies, new insights are given on multi-photon effects that become the more relevant the stronger and less focused the pulse is.
Such detailed analysis was now possible for two reasons. Due to the focused laser we were able to resolve in a scan over the field strengths six rather than only two Rabi cycles in the non-focused case. Moreover, the utilization of a long calculation grid without absorbing boundaries facilitated the development of extended analysis methods which made it possible Table I ).
to refine our understanding on the populations of the different continuum states in addition to that of the bound and resonance states.
In passing we investigated the influence of complex absorbing potentials and grid sizes.
CAPs on small grids, which will be of utter importance for future calculations with additional continuum dimensions, were found to disturb the accurate determination of relative state populations, but still to render exact decay widths for ICD, the quantity we are ultimately interested in.
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