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Abstract 
Hajnal, A. and N. Sauer, Cut-sets in infinite graphs and partial orders. Discrete Mathematics 117 
(1993) 113-125. 
The set S c V(U) is a cut-set of the vertex v of a graph 9 if v is not adjacent to any vertex in S and, for 
every maximal clique C of Q, ({v} u S) n C # 0. S is a cut-set of the element v of a partial order 9 if S is 
a cut-set of v in the comparability graph of 8. Given upper bounds for the clique sizes and cut-set 
sizes of g, we will determine the largest size of an independent set of vertices of Q. If 4 is the 
comparability graph of some partial order 9, we will also determine the best possible upper bounds 
for the size of a maximal antichain of 8. 
1. Introduction 
The concept of a cut-set was introduced by Bell and Ginsburg [l]. In [4] it was 
proved that a countably chain-complete ordered set with the finite cut-set property 
contains no uncountable antichain. A partial order 9’ is countably chain-complete if, 
for every countable chain C of 9, both sup C and inf C exist. It is o-chain-complete if, 
for every bounded countable chain C of 9, both sup C and inf C exist. If 9 is 
a o-chain-complete poset with the finite cut-set property then Todorcevic [7] proved 
that P is the union of countably many chains; in [6] it was proved that then every 
finite antichain of LF’ is extendable to a maximal finite antichain. It follows from the 
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examples given in [6] that if the upper bound of the sizes of the cut-sets of a partial 
order 9 is larger than one, then 9” can have arbitrarily large width. In contrast to that, 
it was proved [4] that if all chains and cut-sets are finite then 9 is finite. The 
relationship between the length, width and cut-set numbers of finite partial orders was 
investigated in [3]. Given an upper bound on the sizes of the chains and the cutsets of 
a partial order 9, [S] gives good upper bounds for the size of an antichain of 9. Here 
we investigate this problem in the case of infinite partial orders and graphs. 
Let Y=(V,E) be a graph and VEV. C(v) will denote some maximal clique 
containing v and q(9) will denote the set of all maximal cliques of Y. S c V is a cut-set 
for v in V(9), iff: 
(i) For all CE%?(%), Cn(Su{~})f@ 
(ii) No edge in E contains v and an element of S. 
Clearly, every VE V has a cut-set. S(v) will denote some cut-set for v which has 
minimal cardinality. If 9 is a partially ordered set and VEP, then S(v), C(v), U(P) refer 
to the comparability graph of 9. Note that a maximal clique of the comparability 
graph of a partial order 9 is a maximal chain of 9”. We will say that K is reachable 
from v if, for some p < K and i < v, pi 2 K holds. AlsozE is weak K power weak v, that is, 
@=sup{p”: P<K and I<v}. 
The pair of cardinal numbers (K, v) with K d v has property ( * ) if 
(*I v is a regular limit not reachable from K and v > K or v = K is weakly compact 
We then define, for all cardinals K and v, the following: 
~(Jc, v) is the smallest cardinal 2 such that every graph 9 = (V, E) which contains an 
independent set A with 1 A ( 2 2 either contains a complete graph of size K or a vertex 
v such that 1 {v> u S(v)1 > v. 
~‘(Ic, v) is the smallest cardinal J. such that every partial order 9 =(P, <) which 
contains an antichain A with 1 A 1 b A either contains a chain of size K or a vertex v with 
I{v}us(v)IBv. 
Obviously, T(Jc, v)>~(K, v) and if K’<K and v’<v then r(rc’,v’)<r(ic,v). If K+V is 
finite then [3-53 and [S] provide good bounds for ZI(rc,v). We will restrict our 
investigation to the case where K + v is infinite. Under this restriction, we completely 
determine the functions T(K, v) and IZ(K, v). Let us first define, for KG v, the function 
E(K, V) aS fOllOWS: 
E(K> V)= 
v K, 
$+ 
if (K, v) has property ( * ), 
otherwise. 
O(K, v) then is defined as 
@(K, V)= 
z(K,V) if K<V, 
E(v, IC) otherwise. 
Cut-sets in inJnite graphs and partial orders 11s 
Theorem 1.1. Zfv34, ~23 and V+K>SW, then ~(K,v)=@(K,v). r(l,v)=l, T(~,v)=v, 
r(K, 1) = 1, T(rc, 2) = 2 and T(tc, 3) = K. 
Theorem 1.2. Zf ~26, ~33 and V+K>O, then ZZ(K, v)=O(K, v). n(l, v)= 1, fl(2, v)=v, 
fl(K, 1) = 1, n(K, 2) = 2, n(K, 3) = 3 and n(K, 4) = n(K,5) = K. 
2. The upper bounds 
We will prove the stronger statement that if 99 = (V, E) is a graph which does not 
contain a complete subgraph with K elements and in which, for every vertex v, 
/ {v} u S(v)) < v holds, then ) V) d 0 (K, v). Throughout this paper, K + v will always be 
infinite. 
The family 9 of sets is a d-system if, for any three sets A,& CE~, with 
A#B#C#A, AnB=BnC=AnC holds. If 9 is a d-system and A,BE~, then 
AnB is the root of the d-system. Note that if LP is a d-system with root R and A,B 
any two sets in 9, then the sets A - R and B - R are disjoint. In particular, the family 
F--R={F-R: FEN-) is a family of disjoint sets. 
Lemma 2.1. Assume that E 3 K>V> 1, where E is a regular cardinal which is not 
reachable from v. Then every graph 53 = (V, E) with 1 V 12 E contains either a complete 
subgraph of size K or a vertex v with I{v) uS(v)J>v. 
Proof. For all p <E and A< v, we have pi <E and E is regular. Assume now to the 
contrary that 9 =( V, E) is a graph with I V 12 E which does not contain a complete 
subgraph of size K and, for every VE V, ) {v} u S( )I v <v. There is then a cardinal A<v 
and a set Tc V with I Tj = E such that VVE T( I(v) u S(v)) = ,I). Then, by [IS], there exists 
WE T with I WI = E such that the family { {v} u S(v): VE W> forms a delta system of size 
E. Because for all vertices VET, I {v} u S(v) I = 2 < v < E, there is some WE W such that w is 
not an element of the root of the delta system. But C(w) then does not intersect the 
root of the delta system and, hence, 1 C(w)1 3 E 3 K, a contradiction. 0 
Lemma 2.2. Assume that E 3 v > K> 1, where E is a regular cardinal which is not 
reachable from K. Then every graph 93 = (V, E) with ( V( 2 E contains either a complete 
subgraph of size K or a vertex v with 1 {v} u S(v) 13 v. 
Proof. Observe that for all jl<s and p<~, ,lp<c holds. Assume now to the contrary 
that 9 = ( V, E) with ( VI 2 E is a graph which does not contain a complete subgraph of 
size K, and, for every UE V, ({u} u S( u )I < v. There is then a cardinal A < K and a set TG V 
with T= E such that VVET (IC(v)I =;1). Then there exists WC T with I WI =E such that 
the family {C(v): DE W> forms a delta system [S]. Because, for all VET, I C(v)/ = 1 <E, 
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there is some WE W which is not an element of the root of the delta system, 
Furthermore, the delta system contains at least E different sets. But then 
1 {w} u S(w) I> E b v because S(w) does not contain an element of the root of the delta 
system but must intersect every C(U) with UE W. 0 
Lemma 2.3. Zf K is weakly compact, then every graph 9 =( V, E) with 1 V/I 2 K contains 
either a complete subgraph of size K or a vertex v with IS(v)1 >K. 
Proof. Let K be a weakly compact cardinal and assume that there is a graph $9 = (K, E) 
which contains neither a complete subgraph of size K nor a vertex v with IS(v)1 >K. 
We note first that there is no set WGK with I WI =K such that the family 
{C(a): CIE W} is a d-system of size K. For, otherwise, because 29 does not contain 
a complete subgraph of size K, there is an C(E W which is not in the root R of the 
d-system. By the definition of the cut-set S(E) of c(, S(cc)n R=@. On the other hand, 
S(a)nC(,B)#0 f or every BE w (~1. This is not possible because IS(c K. 
The fact that there is no large d-system in the family of sets of the form C(U) implies 
now the following statement: For every set X C K with 1 XI < K, there exists a nonempty 
set I YJ<K with Xn Y=@ and ayglc such that, for all aBy, YnC(a)#@ holds. Indeed, 
if M is a maximal subsystem of {C(a) -X: MEK} whose elements are pairwise disjoint 
then I MI < K. Otherwise, there would be a d-system of C(a)‘s of size K because some 
subset of X would be equal to C(cr)nX, with C(C()EM. Clearly, then Y= UM and 
y>sup Y satisfy the requirements of the claim. 
We define now a sequence of nonempty pairwise disjoint subsets { Y,: CLEK} of K with 
I Y,l < K as follows: Assume that the { Y,: /3 < a} are already defined. Let X, = u { Ys: 
/I < a}. Let then Y, be the set given by the previous claim, i.e. X, n Y, = 8, 0 < 1 Y,l < K 
and C(b)n Y,#@ for almost all PEK. Let Fa=(ZsX,: V~ECL, IZn Y,l= 1 and 2 in- 
duces a complete subgraph in 3}. Then UacK r= is a tree r ordered by inclusion. 
Fa is the crth level of r. K is weakly compact and, because I fn I < K, 9 has a branch of 
size K. But this is a contradiction because B does not contain a complete subgraph of 
size K. 0 
Lemma 2.4. Ifv>l, ~>l and v+k>o then T(K,v)<@(K,v). 
Proof. Assume that K<V and that 9=( V, E) is a graph with I VI >E(K, v). Also, 
in order to obtain a contradiction, assume that, for all vertices DE V, I S(v)1 <v and 9 
does not contain a complete subgraph of size K. Define then V,,,,, = (K I/: 
IS(u)IfvO A IC(U)I<K~}. If VICKY and )P’,,O,yOI>v~, then there is a set WGV~‘,,,,,, 
with ) WI > vo, such that the sets C(v) for UE W form a d-system (see e.g. [S]). Because 
I WI >,v~>K~, there is some vertex WE W which is not in the root R of the d-system. 
No vertex of S(w) can be in R because w is adjacent to every vertex of R. But this then 
is not possible because if x,y~ W, with x#y, then (C(x)-R)n(C(y)-R)=@ and 
I S(x)1 < I WI. We conclude that if v. 3 ~~ then I V,,, y. I Q v?. Because K d v, there is, for 
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each pair K~,v~, with~~dv~and~~<~,v~~v,apairIc,,v,with~~~~~,~~~~,~~~v, 
K~ <rco and v1 QV,,. Then V,,,,, c VKOIY,,. Hence, 1 Vldv”-. It follows that (*) holds for 
the pair K, v. If ( * ) would not hold, then E(K, v) = (zEF < 1 VI <J”, which is a contra- 
diction. If K < v, we obtain a contradiction from Lemma 2.2. If K = v, we obtain the 
contradiction from Lemma 2.3. 
If K 3 v, we reverse the roles of K and v in the above argument and apply Lemma 2.1 
instead of Lemma 2.2. 0 
We introduce now some notation. If 9=(P, <) is a partial order and xeP then 
k={y~P: x<y} and z?={y~P: x>y}. For AcP, A^=UxoAi and A=uxoAk. 
Lemma 2.5. Let new and let A be an antichain of the poset .Y =( P, <). For each aE A, 
let C,(a) be a chain of 9 containing a, and let S,(a)GA\a, IS,(a)ldn. If 
C,(a)nS,(b) #8 whenever a, b are distinct elements of A, then I Al <(n + l)! 
Proof. Let n be the minimal integer for which there is a counterexample. Clearly, 
n > 0. We will show that there is a counterexample for n - 1. Let aE A be fixed, and let, 
for xESA(a), 
Then A--(a) = U{B( x ) : xESA(a)} by the assumption. Hence, there is cESA(a), with 
IB(c)I > n!. Set B(c)=B and P’=BnE. We claim that the partial order 9’ induced by 
P’ is a counterexample for n - 1, with C,(b) = C,(b) n P’ and S,(b) = S,(b) n P’ for all 
bEB. Clearly, C’,(b) is a chain with bECB( b), and no element of S,(b) is related to b. In 
order to prove that, for any two elements b # d of B, S,(b) n C,(d) # 8, it is enough to 
establish that S,(b) n C,(d) E P’. Choose an element xESA( b) n C,(d). The element 
CE C,(d) and the element x~C,(d). Hence, x > c or x cc. c is also an element of C,(b) 
and CE& hence, c > b. This means that if x > c then x > b, a contradiction, because 
xES,(b). By assumption, XE~ and, because xeC,(d), we get x~fi and, hence, XEP’. 
Finally, we will show that, for all bEB, IS,(b)1 <n, by proving that 
S,(b)nC,(a)nP’=@. Let xgS,(b)nC,(a). If xeP’ then x<c and, because xEC,(a) 
and XE~, x > a and, therefore, c 3 a, which is a contradiction. Hence, I S,(b) I < n. 0 
Lemma 2.6. If 9 = (P, <) is a poset with no chain of cardinality K 2 o and such that 
IS( 63 for each VGP, then 9 contains no antichain of cardinality K. 
Proof. Suppose for a contradiction that A is an antichain of 9 of cardinality 
lAl=~. Then, there is BcA, with lBl=~ and VbEB, IS(b)nA^\A\Al<l or VbEB, 
IS(b)nA\Al<l. We assume w.1.o.g. that VbeB, IS(b)nA^\Al<l. Using Lemma 2.5, 
we can actually assume that VbeB, IS(b)n A\AI = 1. Otherwise, there is B’cB such 
that IBII=K and S(b)cB’. Then, for distinct elements a, beB, we have 
C(a) n S(b) n B’ # 8, and, so, by Lemma 2.5, we get the contradiction that 1 B’ I Q 4!. We 
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denote this element of S(b)n A^ by b’. If D cB has the property that Vu, LED, a’= b’ 
then S(a) n C(b) c fi and we conclude, using Lemma 2.5 in a similar way as above, that 
IDI <(2+ l)!. Hence, restricting B further, we can assume that, for each pair a, beB, 
a’ # b’. 
If LcB and UEB, let N(a,L)={dsL: a’~C(d)} and let N(L)=(aeL: 
IL-N(a,L)I<lc}. Note that if, for LcB, with ILI=K, we have a,bEN(L) then 
a’ 6 b’ or b’ <a’. This is so because then N(a, L) n N(b, L) #0 and, if 
dEN(a,L)nN(b,L), we get a’&(d) and b’EC(d). Hence, if LcB and lLl=rc, then 
IN( <K. We now construct recursively sets Li c B and elements UiELi as follows: 
Lo = B and a0 is some element of B - N(B). In general, Ui is some element of Li - N(Li) 
and 
Li+l=Li-N(Ui,Li)-N(Li)-{ai}-{b: b’GC(ai)}. 
Note now that, for each HEW, I Lil = K. If i < j, then a:~C(aj) and a>$C(ai). Therefore, 
C(ai)nS(aj)nA^#0, and Lemma 2.5 again leads to a contradiction. 0 
Lemma 2.7 follows immediately from Lemma 2.6 and the definition of ~(Jc, v). 
Lemma 2.7. IZ(lc, 4) < ZI(K, 5) 6 K. 
Lemma 2.8. r(ic, 3) d ic for K > 0. 
Proof. Assume for a contradiction that there is a graph 9 = (V, E) which has an 
independent set A with (A I = K, contains no clique of size K and is such that I S(u) I < 1 
for every vertex UE V. For distinct vertices u, UEA, S(u)n C(v) #0; so, we may assume 
S(U)={U’}#~. There is a set BsA, with lBl=rc, and for all veB, u’$B. Let B’={u’; 
UEB). If bEB then, for all x@‘-b’), xEC(b). Now if b and c are distinct elements of B, 
we have b’ #c’ since b’cC(c) and c’ is not adjacent to c. Thus, I BI = K. Observing 
that for beB and xEB\{b), we have x/EC(b). It follows that IC(b)l arc, a 
contradiction. q 
3. The limiting examples 
3.1. Example 1 
Our final aim here is to construct a partial order Y(Jc, v) for all cardinals K~V> 1 
and K infinite. 9’(rc, v) will, loosely speaking, consist of a tree P(K, v) which has its root 
as maximal element and a tree ~(Ic, v) which has its root as minimal element and 
~(K,v) and S(K, v) have the same set of endpoints. Figure 1 might be of some 
assistance. It shows 8(1,3), _9(1,3) and 9’(1,3). For infinite rc, imagine the three- 
element line segments extended to length K. Also, in order to make the picture more 
readable, we have depicted the functions f from cc+ 1 to rc+2 as sequences without 
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GwJl)1 Q(43) [2,(11)1 
Fig. 1. S(1,3). 
commas between the elements. So, for example, the function which maps 0 to 1, 1 to 
2 and 2 to 0 is written as (120). The elements in the center of Fig. 1, in between the 
elements (2, (ijk)) and [2, (@)I are of the form (3, ($0)) = [3, (ijko)]. 
The construction of 9(x, v) 
The vertex set of P(K, v) is the set of all pairs (a,_/), where 
(i) cldv is an ordinal number, 
(ii) f: cx + 1 +K + 2 is a function with the added restriction that for i < a, f(i) is not 
a limit ordinal (f(a) may be a limit), and 
(iii) if c(=v, then f(v)=@ 
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The elements of Y(K,v) are ordered in such a way that 
(a,f)>(/?,g) if and only if a<p, f(a)<g(m) and Vi<a, f(i)=g(i). 
Note that (1) the set A = {(v, f): (v, j”)&(q v)} is the set of minimal elements of 9(K, v), 
(2) P(K, v) is a tree and (3) (8, ((8,8))) is th e maximum element of P(K, v). We also note 
here that every maximal chain of P(K, v) contains one and only one element of the 
form (v, f). We then denote the chain generated by (v, f) with the symbol (v, f )p. 
We associate with each (c(, g)EY(K v) four sets R(cc, g), r(c(, g), d(cc, g) and I(cc, g). For 
functions fT g (whose domains and values are ordinals), we write f<g if there is 5 such 
that fl5=gl5 and f(O<g(O 
W4d={uAf): a>B A.m)=s(P)+ 1 A vi</32 g(i)=fG)}, 
44 9) = { <v, f >i not (4 9) 2 (v, f) A f-Q}. 
The following propositions follow easily: 
(Pl) If (a,g)~Y(~,v) and C is a maximal chain of P(K,v), then either C~1(~1,g) or 
there is some p~((cc,g)}uR(a,g) such that ~EC. (If C$l(a,g) then either C&(cr,g) so 
that (qg)EC, or C~r(a,g) and there is p<cr such that g(/?)<f(@. Then 
(B,&CnR(a,g), where hlP=glP and h(B)=g(B)+ 1). 
(P2) If (a,g)~Y(~,v), then IR(a,g)IGv and IR(v,g))=v. 
(P3) If C is a maximal chain of 9’(Ic, v), then I Cl d K and there are chains C of 9(Ic, v) 
with ICJ=K. 
(P4) Y(K, v) contains K’ elements, it has a maximal antichain A of size K" and 
contains K' maximal chains. 
The construction of Z?(K, v) 
The vertices of L?(K, v) are all pairs [cc, f], such that 
(i) a6v is an ordinal number, 
(ii) f: c1+ 1 +K + 2 is a function with the added restriction that, for i < LY, f(i) is not 
a limit ordinal (f(a) may be a limit), and 
(iii) if IX=V, then f(v)=@. 
The elements of S(K, v) are ordered in such a way that 
C~,fl~CP,sl ifand only ifa>B AflB=slB Af(B) 
<s(B) A f(B)=s(P) if E<P. 
Note, now that the set B= { [v,f]: [v,~]E~?(K, v)} is the set of maximal elements of 
Z?(K, v) and that S?(K, v) is a tree. We also note here that every maximal chain of Z?(K, v) 
contains one and only one element of the form [v,f]. We then denote the maximal 
chain generated by [v, f] by the symbol (v,f)o. 
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We associate with each [cx,~]E~(K,v) four sets L[z,g], d[a,g], /[cc,g] and r[a,g]: 
LC~~~l=~mfl: m>B A s(P)- 1 =.f(P) A Vi<B, s(i)=IT)), 
4Iwl={(v>f),: C~,sl6Cv>.fl)~ 
KK 671 = { <c f >g not CR, sl d Cv, fl A f4 s>, 
A if i is minimal under f(i)#q(i), then f(i)<g(i)}. 
Note that, if fi< c( and g(p)<O, then there is no term of the form (/3,f) in L(cr, g); if 
g(b) #O, q( /I)- 1 makes sense since g(p) is not a limit. 
Every maximal chain of Z?(K, v) is in one of the three disjoint sets d[a,g], 
I[@, g], r[cc, g]. The following propositions follow easily: 
(Ql) If [a,g]~Z?(rc, v) and C is a maximal chain of Z!(K, v), then either CEY[C(, g] or 
there is some pi{ [cc,g]}uL[z,g] such that PEC. 
(42) If [cz,~]E~?(K,v), then IL(cx,g)(<v and IL(v,g)j=v. 
(Q3) If C is a maximal chain of L!(K, v), then 1 Cl = K and there are chains C of Z!(K, v) 
with ICI=K. 
(Q4) .S?(K, v) contains K' elements, it has a maximal antichain B of size K" and 
contains K" maximal chains. 
The construction ofsP(k.,v) 
First we identify the elements of A in Y(rc, v) with the elements of B in $(K, v). That 
is, we put (v, f) = [v, f]. Then the elements of Y(K, v) are all of the elements of 22(~, v), 
together with the elements of P(K, v). We retain the order within the set P(K, v) and 
within the set _C?(K, v) and stipulate that (c(, f) 2 [p, g] iff there is (v, h) = [v, h] such that 
(%f) >P (v,h)=[v, hl 3 Q [b,sl. 
Clearly, now every maximal chain of Y(K, v) is the union of a maximal chain of 
P(K, v) and a maximal chain of A!(K, v) and contains exactly one element of the form 
(v, f) = [v, f]. We will then denote this maximal chain by (v, f ). We observe next that 
the following propositions hold: 
(Sl) (v,f),El(a,g) if and only if (v,f)QE/[@,g]. (v,f)QEr[x,g] if and only if 
(v>f>,Er(%g). 
(S2) If g(a) is a limit ordinal then 
~(~~g)~LC~~~l~CC~~sl~ IS an antichain cut-set of (tl, g), 
R(a,g)uLCcc,slut(CI,g)} is an antichain cut-set of [a,q] 
(S3) If g(a) is a successor ordinal then 
R(~,g)uLC~,slu{C~,sl}. IS an antichain cut-set of (c(,q), 
where V~YU, g(y)=g(y) and g(cc)=g(a)-1. 
R(a,g)uLCa,glu{(a,~)} is an antichain cut-set of [cr,q], 
122 A. Hajnai. N. Sauer 
where Vy<cr, &)=g(y) and j(a)=g(a)+ 1. 
(S4) If (v,~)=[v,~]E~((Ic,v) then 
R(v,f)uL[v,f] is an antichain cut-set of (v,f). 
(S5) Each element in Y’(rc, v) has an antichain cut-set of size not exceeding 2v. 
(S6) If C is a maximal chain of Y(rc, v), then 1 Cl = K. 
(S7) 9’(~, v) contains IC’ elements, it has a maximal antichain of size K” and contains 
K” maximal chains. 
We collect now the above observations about the partially ordered set Y(K, v) and 
arrive at the following lemma. 
Lemma 3.1. Let K be an infinite cardinal and K> v > 1. The partial order Y(K, v) has an 
antichain of size K”. Every chain of ~‘(Ic, v) has size at most K and, for every vertex u of 
Yp(K, v), IS(v)/ <2v. 
3.2. Example 2 
The construction of a(~, v) 
For K 2 v > 5 and K + v > KO, we define the partial order B(K, v) as follows: 
w(Jc+,v+)= 
Y(K,v) if v is infinite, 
Y(K, 1) otherwise. 
(ii) If K > v 2 KO and IC is a limit which is either v+-reachable or singular, then we 
construct a(~, v’) as follows: Let yi > v(i < cf K) be a strictly increasing sequence of 
successor cardinals cofinal in rc. (xi; iEcfK) is a sequence of different elements in the 
maximal antichain of Y(o, v) for some g > v, with by 2 cf rc. We then construct ~(Fc, v’) 
from Y(cJ,v) by replacing each xi with Y(yi,v). 
(iii) In the case that K is a limit and v > 5 is finite, we construct L%(K, v) as follows: 
Note first that if (v, K) does not have property ( * ) then K is singular. Assume, therefore, 
also that K is singular. Let (Xi; iEcf rc) be different elements in the maximal antichain of 
S(cf rc, 1) and (yi; iEcf rc) a rc-cofinal sequence. We construct R(K, v) by replacing each 
Xi in S(cf Ic, 1) by S(yi, 1). Note that, for each element u of R(K, v), (S(v)1 <4 holds. 
(iv) If v is a limit and K' > v then we construct L%!(K+, v) as follows: Let (Xi; kcf v) be 
a sequence of different elements in the maximal antichain of Y(K, 1). Let (cci; iecf v) be 
a v-cofinal sequence of cardinals. In order to construct ~(K',v), we replace each 
Xi with y(K,Cli). 
(v) If K and v are limits with K > v and K is either singular or v-reachable, then we 
construct %?(K, v) as follows: We choose successor cardinals p < K and D < v such that 
p > 0, p”>cf K and p”> v. Let (ai; iEZ) and (Bi; iEZ) be sequences of successor cardinals 
with 1 Z I< p”, sup ai = K, sup fii = v and CL~ > pi. We then construct L%(K, v) from y( p, a) 
by replacing elements in the maximal antichain of Y(p, a) with Y’(ai,pi). 
Note, now that the following lemma holds. 
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Lemma 3.2. For K Y=- v >, 5, B!(K, v) is defined unless (v, K) has property ( * ). The size of 
the largest antichain of .%?(tc, v) is&Y. B?(tc, v) does not contain a chain of size tc. For every 
vertex v of 9(ic, v), 1 S(v) u (v} I <v + 1. 
3.3. Example 3 
The construction of Y(K, v) 
For v > K > 1, we define the partial order F(K, v) as follows: 
(i) F(K+,v+) is a tree in which every element has v successors, every maximal 
chain contains K elements and has a maximal element. 
(ii) Suppose, K a limit. Let (pi; igcfrc) be a sequence of successor cardinals with 
suppi=K and let T(K, v’) be the disjoint union of T(pi,v+) (&cfK). 
(iii) Suppose that v is a limit which is either singular or k-+-reachable, with K is 
infinite. Let (yi; iecfv) be a sequence of successor cardinals cofinal in v, and let 
Xi (iEcfv) be distinct maximal elements of F(K, o), where CT~K is a successor and 
a”>cf v. We then construct F(K+, v) from F(K, a) by replacing each Xi with F(K', ri). 
(iv) F(K, v) for v singular and v 2 3 finite. Let (yi; iEcf K) be a v cofinal sequence of 
successor cardinals. S(K, v) is then the disjoint union of the partial orders Y-(2, yi). 
(v) F(K, v) with K d v are limit cardinals and v is either singular or K reachable. We 
choose successor cardinals p < K and CT<V such that oP>cfv and aP3~. Let (Ori; ill) 
and let (/Ii; iE1) be sequences of successor cardinals with ) I\ < OP and sup cli = K and 
SUP pi = v and CLi d pi. We then construct F(K, v) from T(p, CT) by replacing elements in 
the antichain of maximal elements of T(p, 0) with Y(cci, /Ii). 
We arrive at the following lemma. 
Lemma 3.3. For v 3 IC 2 3, F(K, v) is defined unless (K, v) has property ( * ). The size of 
the largest antichain of F(K, v) isz:"-. F(K,v) does not contain a chain of size K. For 
every vertex u of S(K, v), there exists a cut-set S(v) such that Is(v)u {v} 1 <v. 
Lemma 3.4. If ~26, ~33 and K+V>O then ~(K,v)>@(K,v). 
Proof. If v < rc, Lemma 3.4 follows from Lemma 3.2 unless (v, K) has property ( * ). If 
(v, K) has property ( * ) then, for every two successor cardinals K' > v' 2 5, with K' < K 
and v’ < v then, by Lemma 3.2, there exists the partial order L%(K', v') which contains an 
antichain of size g”‘. Hence, n (K, v) >-. 
If K 6 v. Lemma 3.4 follows from Lemma 3.3 by a similar argument. 0 
3.4. Example 4 
Lemma 3.5. For every cardinal K, there exists a graph C?(K) which contains an indepen- 
dent set of size K, no complete subgraph of size K+ and, for every vertex v of CT(K), 
IS(v)ldl. 
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Proof. The vertex set of 8(k) is KUK’, where K'= (y': YEK). The vertices in K span 
a complete subgraph of &(K) while no two vertices of K' are adjacent. The vertex XEK is 
adjacent to all vertices of K' except that it is not adjacent to x’. It is easy to see that &‘(K) 
has the required properties. 0 
3.5. Example 5 
Lemma 3.6. If K is singular, then there is a graph F(K) which has an independent set of 
size K but does not contain a complete subgraph of size K and, for every vertex v of F(K), 
lS(v)Id2. 
Proof. Let (yi: igcfy) be a sequence of ordinals with sup yi = K. The vertex set of 9(rc) is 
the set V= UiECrK( {Xij: jE?i} U {yij: jEyi}U {Zi}). For i, kEcflc and jEi, lEk, we define 
the edges of F(K) as follows. The vertex zk is adjacent to the vertex Xij if and only if 
k#i. The vertex zk is adjacent to the vertex yij if and only if k#i. The vertex zk is 
adjacent to all the vertices of the form Zi for k #i. The vertex yk[ is adjacent to the 
vertex Xij if and only if k= i and 1# j. The vertices of the form yij induce an 
independent set of vertices in the graph F(K) of size K. The vertex xkl is adjacent to the 
vertex Xij if and only if k = i and 1 #j. 
If Zi4C for some iEcfcfK, and Xij~C for some jG?i, then Yij~C. Therefore, 
C n {Xij, yij, Zi > # 8, and the lemma follows. 0 
Proof of the theorems 
Proof of Theorem 1.1. Because Z~(K, v)<r(K, v), Theorem 1.1 follows from Lemmas 
2.4 and 3.4 for all cardinals K 2 3 and v 2 6. Obviously, r(l, v) = 1, r(2, v)= v, 
r(lc, l)= 1 and r(~, 2) = K holds. Hence, we still have to determine T(K, 3), T(K, 4) and 
r(K, 5). 
According to Lemma 2.8, r(lc, 3) d K holds. For every y < K, 6(y) is a graph which 
contains an independent set of size y but no complete subgraph of size y ’ and, for 
every Vertex v Of b(y), ]S(V)[ d 1. Hence, I-(K, 3) = K. 
If K is a successor cardinal then S(K-, 1) contains an independent set of size K- and 
for every vertex v of S(K-, l), IS(u)1 Q2 holds. On the other hand, by Lemma 2.1, 
T(K,~)<~(K,~)<K. Hence, ~(K,~)=T(K,~)=K=(~~)+ =(_I_&)+ if K is a successor. 
(4, K) has property ( *) if and only if (5, K) has property ( *) if and only if K is a regular 
limit. But then, for every infinite successor cardinal y <K, T(y,4)=T(y, 5)=y and, 
hence, again r(~, 4)= K =$ = r(lc, 5) if K > co. If K is singular, we obtain from Lemmas 
3.6 and 2.4 that ~(K,~)=T(K,~)=K+ =(J")+ =(+)+. 0 
Proof of Theorem 1.2. Because Z~(K, v) Q r(~, v), Theorem 1.1 follows from Lemmas 
2.4 and 3.4 for all cardinals K> 3 and ~36. Obviously I7(1, v)= 1, U(2, v)= v, 
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U(rc, 1) = 1 and I~(K, 2) = K holds. Hence, we have only to determine I7(ti, 3), I~‘(K, 4) 
and I~(K, 5). 
It is easy to see that if, for every element u of a partial order 9, IS(o)1 f 1, then the 
width of 9 is at most 2 (see [6]). The partial order which consists of two incomparable 
elements shows then that IZ(IC, 3) = 3 holds. 
According to Lemma 2.7, n(lc, 4)~ II(k-, 5)~ K. On the other hand, for every 
cardinal 7 <K, the partial order S(y, 1) does not contain a complete subgraph of size 
K and, for every element u of S(y, l), IS(v)1 ~2. S(y, 1) contains an antichain of size y. 
Hence, I7(ti, 4) = K. 0 
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