In this paper, we study the strong consistency of a bias reduced kernel density estimator and derive a strongly consistent Kullback-Leibler divergence (KLD) estimator. As application, we formulate a goodness-of-fit test and an asymptotically standard normal test for model selection. The Monte Carlo simulation show the effectiveness of the proposed estimation methods and statistical tests.
Introduction
Let X 1 , ..., X n be iid random variables and assume that the common distribution function of these variables has an unknown density f . One can estimate f using the parametric approach assuming that the data are drawn from a known parametric family of distributions. The density f can then be estimated by finding estimates of the parameters from the data and substituting these estimates into the formula of the density. One can also use non-parametric approach for the density estimation. A well known non-parametric estimator of the pdf (probability density function) is the histogram [1] . It has the advantage of simplicity but it also has some disadvantages, such as: lack of continuity and the choice of the location of intervals and the bandwidth have an effect on the histogram result. To circumvent such difficulties, Rosenblatt and Parzen [1, 2] proposed a more general non-parametric estimator which is the widely used kernel density estimator. The asymptotic properties of this estimator has been intensively investigated and many kernel-types estimators have been proposed. Dony and Einmahl [3] showed the uniform consistency of kernel density estimator with general bandwidth sequences. Salim and Issam [4] established the uniform in bandwidth consistency of kernel-type estimators of Shannon Entropy. Einmah and Mason [5] proved the uniform in bandwidth consistency of kernel-type function estimators. Ngom et al. [6] proposed a strong uniformly consistent kernel-type estimator of divergence measures. Xie and Wu [7] focused on improving convergence rate of kernel density estimator by introducing a bias reduced kernel density estimator. The first main purpose of this paper is to prove the strong consistency of this bias reduced kernel density estimator. To choose a pratical optimal bandwidth of classical kernel density estimator, one way of determining a simple and attractive smoothing parameter is the cross-validation method introduced by Rudemo and Bowman [8] . Accordingly we shall propose a cross-validation bandwidth selection for the bias reduced kernel density estimator. Next, we adress the model selection problem. Considering a candidate model for some given data generated by an unknown probability distribution, the dissimilarity between those two probability distributions can be measured by the Kullback-Leibler divergence (KLD) introduced by Kullback and Leibler [9] . Since the true density is unknown, various criteria and hypothesis testing were used for model selection purpose ( [10, 11, 12, 13, 14, 15, 16, 17, 18] ). In this paper, we shall derive a strongly consistent estimator of KLD between two distributions based on the bais reduced kernel density estimator. The proposed KLD estimator is then used to construct statistics for hypothesis testing in model selection.
The rest of the paper is organized as follows. We give a brief review of the bias reduced kernel density estimator in Section 2. Cross-validation bandwidth selection for the bias reduced kernel density estimator is obtained in Section 3. In Section 4, the strong consistency of the bias reduced kernel density estimator is proved and we establish a strongly consistent Kullback-Leibler divergence estimator in Section 5. Applications for hypothesis testing in models selection are proposed in Section 6. The simulation study is presented in Section 7 and finally the conclusion appears in Section 8.
A review of the bias reduced kernel density estimator
Let X 1 , ..., X n be iid random variables and assume that the unknown distribution function of these variables has a Lebesgue density, which we shall denote by f . Consider a probability density function K defined on R (the kernel) and a positive parameter h, the bandwidth. Assuming that the random variable of density K is centered with finite variance µ 2 , the kernel density estimator (Rosenblatt [1] and Parzen [2] ) of f is given bŷ
Devroye [19] showed that the optimal bandwidth is h ∼ O n
and then the optimal MSE is of the order n The optimal performance of kernel density estimator has been widely investigated. Farrell [20] obtained the best asymptotic convergence rate of MSE for orthogonal kernel estimators. Abramson [21] successfully employed larger smoothing parameters in low density regions to reduce the bias. Samiuddin [22] reduced bias by introducing the idea of inadmissible kernels. On the other hand, El-Sayyad and Samiuddin in [23] used some probabilistic arguments in proposing an estimator which achieves the goal of bias reduction. Ruppert and Cline [24] used the estimated c.d.f. in introducing a bias reduction method via smoothed kernel transformations. Mynbaev and Martius [25] used the Lipschitz condition in order to work out a bias reduced kernel relative to the classical kernel estimator. Kim [26] reduced the bias and variance at the same time which in turn reduces the MSE in using the skewing method. Xie and Wu [7] proposed a very intuitive and feasible kernel density estimator which reduces the bias and MSE significantly compared to the ordinary kernel density estimator. It is defined bŷ
Assuming that f is differentiable of order four in a neighbourhood of x, Xie and Wu [7] came up with a convergence rate of order n − 6 7 for this estimator. We prove this resultats under the appropriate regularity conditions on the kernel K. Proposition 1. Suppose that f is differentiable of order four in a neighbourhood of x. Let K be the density of a centered random variable with finite second and third order moment denoted by µ 2 and µ 3 respectively, satisfying the following assumptions:
Then, we have
and
Consequently the optimal MSE (Mean Squared Error) is of the order n
If in addition, K is a symetric kernel, µ 3 = 0; hence the optimal MSE for the bias reduced estimator is of order n −8/9 .
We have
A Taylor expansion of f (x − uh) yields
On the other hand,
By integrating by part twice, and using assumption A 1 , we get
Using a 2nd order Taylor expansion of f (x − uh) about x we have
Consider now
Notice that the variance off n,h (x) is given by
Set I = var f n,h (x) , we have
From (8), (9) and (7), we get (4).
Now we consider
In our case, we have
Minimizing the term on the right-hand side of this inequality yields h opt = O(n
In general, there are many methods for selecting the practical bandwidth for the ordinary kernel density estimator: i. One can experiment by using different bandwidths and simply select one that "looks right" for the type of data under investigation (subjective selection) [27] . ii. One can refer to some given distribution, i.e. one selects the bandwidth that would be optimal for a particular pdf. iii. One can use the cross-validation method introduced by Rudemo and Bowman [8] which provides an optimal bandwidth defined by
where CV(h) is cross-validation given by
Following this idea, we propose a cross-validation bandwidth selection for the bias reduced kernel density estimator 3. Cross-validation bandwidth selection for the bias reduced kernel density estimator
The expression of Mean Integrated Squared Error (MISE) is defined by
Write MIS E b = MIS E b (h) to indicate that the mean integrated squared error is a function of bandwidth. First, note that
Consequently the estimator MCV(h) is given by
We deduce from (12) the expression of optimal bandwidth h b MCV as follows
and the corresponding bias reduced kernel density estimatorf b n,h of f is writen as:
In this following section, we establish the strong consistency of the bias reduced kernel density estimator.
Strong consistency of a bias reduced kernel density estimator
Let X 1 , X 2 , ..., X n be iid random variables of unknown density f . Under some conditions on f and K, one obtains a strongly consistent estimatorf b n,h of f . For proving such consistency results, we shall consider the following regularity conditions. (H.1) K is a density of a centered random variable with finite variance µ 2 .
Consider the class of functions
where the supremum is taken over all probability measures Q on (R, B), d 2Q is the L 2 (Q)-metric and N(ε, Φ, d 2Q ) is the minimal number of balls of radius ε needed to cover Φ. (H.3) For some C > 0 and ν > 0, N(ε, Φ) ≤ Cε −ν , 0 < ε < 1. This condition discussed in [28, 29] holds whenever ϕ : R → R is a function of bounded variation. (H.4) Φ is a pointwise measurable class, that is, there exists a countable subclass Φ 0 of Φ such that we can find for any function φ ∈ Φ a sequence of functions φ m in Φ 0 for which φ m (y) → φ(y), y ∈ R. This condition is satisfied whenever ϕ is right continuous. (H.5) f is four differentiable in neighbourhood of x. Theorem 1. Assuming (H.1-H.5) are satisfied. For each pair of sequences (a n ) n≥1 and (b n ) n≥1 such that ∀n ≥ 1, 0 < a n < b n ≤ 1 and a n ≤ h ≤ b n we have with probability 1,
The proof of this theorem follows along the lines of the proof of theorem 1 [5] and requires the following two lemmas that provide some results on pointwise measurable class of bounded functions.
Let X i , 1 ≤ i ≤ n be iid random variables defined from a probability space (Ω, F , P) to a measurable space (S , S). Let G be a pointwise measurable class of bounded functions and G be a finite-valued measurable function satisfying for all x ∈ S , G(x) ≥ sup g∈G |g(x)|. Define α n to be the empirical process based on the sample X 1 , ..., X n , that is, if g : S → R, we have
and set for any class G of such functions
Lemma 1. (Corollary 4 [5]
) Let G be a pointwise measurable class of bounded functions. If C, ν ≥ 1 and 0 < σ ≤ β, the following conditions hold :
Then we have for some absolute constant A,
where ε i , 1 ≤ i ≤ n, is a sequence of independent Rademacher random variables X 1 , ..., X n . [30] ) Let G be a pointwise measurable class of functions satisfying for some 0 < M < ∞,
Lemma 2. (Inequality of Talagrand
Then we have for all t > 0,
) and A 1 , A 2 are universal constants.
Proof of the theorem 1. We first write that
For j, k ≥ 0 and c > 0, set n k = 2 k , h j,k = 2 j c log n k /n k and
On the other hand, using (H.2),
Combining (15) and (16), we have
We now use the lemma 1 to bound
We first note that each Φ j,k satisfies the condition 1 with G = β = γ. Further, since Φ j,k ⊂ Φ, we see by (H.3) that each Φ j,k also fulfills the condition 2. Without loss of generality we assume that ν, C ≥ 1 in (H.3). Noting that
with a ∨ b := max(a, b).
Applying lemma 1 with U = β = γ and using the bound σ 0 ≤ σ j,k ≤ B 0 h j,k , we have for j ≥ 0,
which is writen for
Using the fact that h j,k ≥ c log n k /n k , for large k,
And for large k,
. This implies that
where
Using the lemma 2 with M = γ and σ
Setting for any δ > 1, with t = δa j,k , j ≥ 0 and k ≥ 1,
and using the fact that
≥ log log n k , we can infer that for large k,
Hence (17) and (18) give for large k and for δ ≥ 1
which implies that if we choose δ ≥ 2(B 0 /A 2 ) 1/2 , we have
Notice from [5] that by definition of l k for large k, h j,k ≤ 2 ⇒ 2h j,k ≥ 2 and h j,k ≥ 1. Consequently, we then have
Thus for all large enough k and n k−1 ≤ n ≤ n k ,
By (19) ,
This implies that
As n → ∞, (c log n)/n → 0. From (20), we can write for 0
Remark 1. We further note that Theorem 1 implies for any sequences 0 < a n < b n ≤ 1, satisfying b n → 0 and na n / log(n) → ∞, with probability 1,
which in turn implies
Theorem 2. Let f be Lipschitz function on R. Assume that (H.1) and (H.5) are satisfied and the derivative of order j of f are bounded, ∀ j = 2, 3, 4. For any sequences 0 < a n < b n ≤ 1 satisfying a n ≤ h ≤ b n together with b n → 0, we have
Using the formula (1) and (2), we have
Applying a Taylor approximation on the second term, we have
Since f and f are bounded on R, i.e. ∀x ∈ R, there exists two constants M and N such that f (x) ≤ M and f (x) ≤ N. We then have
For small enough h, (22) gives
Note that f is Lipschitz function on R .i.e. for α > 0 and for
For any sequences 0 < a n < b n ≤ 1 satisfying a n ≤ h ≤ b n together with b n → 0, we have
Which means that
This finaly implies that sup a n ≤h≤b n
It concludes the proof of the theorem.
Strongly Consistent Kullback-Leibler divergence Estimator
Let X 1 , ..., X n be a random sample of unknown density function f defined on R and let f θ be a parametric candidate model. Denote by D KL ( f, f θ ), the Kullback-Leibler divergence between f and f θ defined by
Notice that the Kullback-Leibler divergence does not obey the triangle inequality and in general D KL ( f, f θ ) does not equal to D KL ( f θ , f ). The unknown density function f can be estimated by the bias reduced kernel density estimator. Using this estimator, we then define the Kullback-Leibler divergence estimator of D KL ( f, f θ ) as follows
where A n = {x ∈ R;f b n,h (x) ≥ ε n } with (ε n ) a sequence of positive constants such that ε n → 0 as n → ∞. Sincê f b n,h is strongly consistent as shown in preceding section, we shall prove the strong consistency of Kulback-Leibler divergence estimator defined by (24) . Troughout the remainder of this paperÊ
where A n is defined in (24) . Hence the following theorem.
Theorem 3. Let the conditions (H.1-H.5) be satisfied and let f be bounded and Lipschitz density function on R. For each pair of sequence (a n ) n≥1 and (b n ) n≥1 and for 0 < h < 1 such that 0 < a n < h ≤ b n ≤ 1 together with b n → 0 and na n / log(n) → ∞ as n → ∞, we have with probability 1; sup a n ≤h≤b n
The proof of this theorem is based on two following lemmas and the methods developed in [4] will be helpfull.
Lemma 3. Suppose that the conditions (H.1-H.5) hold and let f be continuous and bounded density on R. We have with probability 1, for each pair of sequence 0 < a n < b n ≤ 1 and for 0 < h < 1 such that a n ≤ h ≤ b n together with na n / log(n) → ∞ as n → ∞ sup a n ≤h≤b n
We need the following proposition in order to prove this lemma.
Proposition 2. (Theorem 9.1. [31] ). Let K be an arbitrary integrable function on R d (i.e., |K| < ∞), and let f be a
Proof of the lemma 3. Define
One has
We first prove that sup a n ≤h≤b n |Γ n11 | = O log(1/a n )∨log log n na n
. Observing that for all y > 0, |ln(y)| ≤
Recalling that A n = x ∈ R,f b n,h (x) ≥ ε n , we readily obtain from these relations that, for any x ∈ A n ,
For any n ≥ 1, we can therefore write the inegalities
An application of proposition 2 gives
Assuming that ζ :
Therefore sup a n ≤h≤b n
Substituting (21) in (25) the result follows.
We next prove that sup a n ≤h≤b n |Γ n12 | = O log(1/a n )∨log log n na n . Since |ln(y)| ≤ 1 y + y, for all y > 0, one has
Similary as above, we get for any x ∈ A n ,
Therefore, we have
Since a n ≤ h ≤ b n and b n → 0, as n → ∞ we have sup a n ≤h≤b n
Substituting (21) in (26) we have sup a n ≤h≤b n
Hence sup a n ≤h≤b n
We evaluate now the last term sup a n ≤h≤b n |Γ n13 | = 0 log(1/a n )∨log log n na n .
Consider
For a n ≤ h ≤ b n and b n → 0 as n → ∞ there exists a constant
Thus in view of (21), we get sup a n ≤h≤b n
Finaly, the combination of (25), (27) and (28) gives sup a n ≤h≤b n
It concludes the proof of the lemma 3.
Lemma 4. Assuming (A.1), (H.1) and (H.5) and let f be Lipschitz density function on R. For each pair of sequence 0 < a n < b n ≤ 1 and for 0 < h < 1 such that a n ≤ h ≤ b n together with b n → 0 as n → ∞, we have with probability 1;
Our purpose is to show that sup a n ≤h≤b n |Γ n21 | = O(b n ), sup a n ≤h≤b n |Γ n22 | = O(b n ) and sup a n ≤h≤b n | Γ n23 |= O(b n ). Begin by the first term. We can write
Repeating the arguments above in the terms |Γ n11 | with the formal change off b n,h by f , one has
dx.
There exists a constant C 2 = A n
Applying the theorem 2, we have for each a n ≤ h ≤ b n , as n → ∞,
(29) combined with (30) gives sup a n ≤h≤b n
Finaly sup a n ≤h≤b n
Now we can prove the second term sup a n ≤h≤b n |Γ n22 | = O(b n ).
Since |ln(y)| ≤ 1 y + y, for all y > 0
As assumed above,
In view of theorem 2, one has sup a n ≤h≤b n
The third term is given by
Repeat the argument in terms of Γ n22 with the formal change of f by f θ and considering the constant
Thus sup a n ≤h≤b n
Finaly combining (31), (32) and (33), the proof of lemma (4) is deduced.
Proof of theorem 3. The combination of the lemma 3 and lemma 4 concludes the proof of the Theorem 3.
Applications for Hypothesis Testing in Models Selection
Let (X, β X , F) be the statistical space, X = {x 1 , x 2 , ..., x M 0 }, ∀M 0 ≥ 1; β X is the σ-algebra of all the sub-sets of X and (X, β X ), the measurable space. Let
T ; ∀x ∈ R and i = 1, ..., M 0 , F i (x) > 0 and
be the simplex of distributions M 0 -vectors. It is the set of discrete distributions. One can define the parametric family of models as follows
where Θ ⊂ R M 0 . To be more explicit, suppose that we are sampling from a distribution F X (x). Divide the range of the distribution into M 0 mutually exclusive and exhaustive classes, say I 1 , ..., I M 0 . Each class has a probability of containing the random variable X, P(X ∈ I i ) := F i , i = 1, ..., M 0 and each sample value x falls into exactly one of the intervals.
Goodness-of-fit test
The parametric family of models defined by (35) may or may not contain the true model. If F contains the true model, then there exists a θ 0 ∈ Θ such that F = F θ 0 and the model is said to be correctly specified. We consider now the case when the model is not specified i.e. H 1 : F F θ 0 . Based on Kullback-Leibler divergence, this alternative hypothesis is writen as H 1 : D KL (F, F θ 0 ) 0 where
We must reject the null hypothesis iff D KL (F, F θ 0 ) > c where c must be chosen for getting a level α test. In general it is not possible to get the exact distribution of the statistic D KL (F, F θ 0 ) and we must use its asymptotic distribution.
Notice that the estimator of D KL (F, F θ 0 ) given by (36) is defined as follows
n,h is a bias reduced kernel density estimator of F. In the following theorem we present the asymptotic distribution of D KL (F, F θ 0 ). Let us introduce the two important regularity assumptions: -(J 1 ) Under the regularity conditions on the dominated model F θ 0 , the MLE is unique and asymptoticly normal under
where I(θ 0 ) is Fisher information and n → ∞.
-(J 2 ) There exists θ 0 ∈ Θ and ∧ * = ∧ 11 ∧ 12 
is the vector of partial derivatives with respect to the components of the first variable with
and W T = (w 1 , ..., w M 0 ) is the vector of partial derivatives with respect to the components of the second variable with
Proof. A first order Taylor expansion gives
We observe that
have the same asymptotic distribution. In view of J 1 and J 2 we have
where ∧ 2 φ is given by (37). This completes the proof.
It is possible to choose the model among a collection of candidate models which is close to the true distribution according to the Kullback-Leibler divergence thanks to the goodness-of-fit test.
Test for model selection based on Kullback-Leibler divergence
We propose now to take two candidate parametric models F θ 1 and F θ 2 , .i.e. F θ 1 and F θ 2 ∈ F . For simplicity in the rest of the paper, we will note θ in place of θ 1 and γ in place of θ 2 . Based on Kullback-Leibler divergence; we would like to choose the candidate model which is close to the true probability distribution F; i.e. the minimized KLD. Our major work is to propose some tests for model selection as follows F γ ) means that the two models are equivalent,
To define the model selection statistic, we consider
the variance of
where U T θ = (u 1 , ..., u M 0 ); with
and S T θ = (s 1 , ..., s M 0 ); with
Since U θ , U γ , S θ , S γ and ∧ * are consistently estimated by their sample analogues Uˆθ, Uγ, Sˆθ, Sγ and∧ * . Hence ξ 2 is consistently estimated byξ
Therefore we propose the model selection statistic KL n as follows
It is possible to get the asymptotic distribution of KL n . Hence the following theorem. 
Proof. The results follows from a first order Taylor expansion.
Proof of theorem 5. From the lemma 5, it follows that
Finally, applying the Central Limit Theorem and assumptions (J 1 ) − (J 2 ), one can get immediately KL n −→ N(0, 1). It concludes the proof of the theorem 5.
Simulation Study
To illustrate the theory discussed in the preceding section, we consider the family of Poisson distribution and the family of Geometric distribution. For more details, let us introduce them. The probability mass function (PMF) of a Poisson distribution with the parameter λ is given by
and the PMF of geometric distribution with the parameter θ is given by
We consider various sets of experiments in which data are generated from the mixture of a Poisson and Geometric distributions. These two distributions are calibrated so that their two means are close (9 and 10 respectively). Hence the Data Generating Process (DGP) has density
where π ∈ (0, 1) is specific to each set of experiments. In each set, several random samples are drawn from this mixture. The sample size varies from 20 to 250, and for each sample size the number of replications is 1000. We choose different values of π which are 0.00, 0.25, 0.5, 0.75, 1.00. Although our proposed model selection procedure does not require that the data generating process belong to either of the candidate models. We consider the two limiting cases π = 0.00 and = 1.00 for they correspond to the correctly specified cases. For π = 0.25 and π = 0.75 both candidate models are misspecified but not at equal distance from the DGP. These cases correspond to a DGP which is Poisson or Geometric distributions but slightly contaminated by the other distribution. The value π = 0.5 is the value for which the Poisson and Geometric distributions are approximately at equal distance to the mixture t(π). In order to perfect fit by the proposed method, for the chosen parameters of these two distributions, we note that most of the mass is concentrated between 0 and 10. Therefore, the chosen partition has eight cells defined by . Since the properties of kernel density estimators do not depend much on which particular kernel is used, we choose the standard normal as the kernel function K without loss of generality. Therefore for the Gaussian kernel,
To get h optimal of a bias reduced kernel density estimator, the cross-validation bandwidth selection for a bias reduced kernel density estimator is used as proved in section 3.
Comparative results ofD
. In this subsection, we carry out a simulation study designed to demonstrate the performance of the KullbackLeibler divergence estimator based on the bias reduced kernel density estimatorf b n,h comparatively to the KullbackLeibler divergence estimator based on the kernel density estimatorf n,h given in (2) and (1) as a measure of efficiency of the estimator, where f θ is a given parametric model. If this MKLD is less than 1, then we conclude thatf b n,h is a more efficient estimator of f thanf n,h in this sense that it has a smaller Kullback-Leibler divergence. In our case, we suppose f θ to be a Geometric distribution. The values in parentheses are standard errors. Note that to be too rigorous, we have used the classical cross-validation method in order to get h optimal when the kernel density estimator is computed and the cross-validation bandwidth selection for a bias reduced kernel density estimator when the bias reduced kernel density estimator is computed. The results are presented in Tables 1-3 . All tables show thatD 2 has a small values comparatively toD 1 . As consequence the minimized Kullback-Leibler divergence (MKLD) is less than 1. This proves that the Kullback-Leibler divergence estimator based on a bais reduced kernel density estimator perform competitively well and better than the Kullback-Leibler divergence estimator based on the ordinary kernel density estimator.
Simulation results: Model selection procedure
To illustrate the model selection procedure discussed in the subsection 6.2, we consider the problem of choosing between the family of Poisson distribution and the family of Geometric distribution. The KLD between the bias reduced kernel density estimator and each model are defined as follows
where m is the number of cells considered. The results of our five sets of experiments are presented in Tables 1-5 . The tests are conducted at 5% nominal significance level. In the first two sets of experiments (π = 0.00 and π = 1.00 ) where the model is correctly specified, we use the labels correct, incorrect and indecisive when a choice is made. The first halves of Tables 1-5 confirm our asymptotic results. They all show that the MLÊ λ andθ converge rapidly to their true values in the correctly specified cases and to their pseudo-true values in the misspecified cases as the sample size increases. The statisticsD KL 1 andD KL 2 increase at the rate of n, as expected when the models are correctly specified and when the models are misspecified. As expected, our statistic divergence KL n converge to −∞ ( Tables 2 and 3 ) and to +∞ ( Tables 1,4 and 5) as the sample size increases. Turning to the second halves of Tables 1 and 2, we note that the percentage of correct choices using model selection statistic steadily increases and ultimately converge to 100%. As a consequence, the probability of correct choice (PCS) based on Monte Carlo simulation is found to be significantly higher in choosing the correct model in this selection procedure based on KLD. This preceding comments can be applied to the second halves of Tables 3, 4 and 5. In all tables, as sample size increases, the percentage of incorrect model still keeping the same.i.e. 0.0%. This is because in KLD, the correct model represents the "true" distribution of observations while the incorrect model represents an approximation of the true model. Except in Tables 4 the percentage of incorrect model converges to zero. This is because the Poisson and Geometric distributions are approximately at equal distance to the mixture t(π) according to statisticsD KL 1 andD KL 2 . For n = 90, we plot the histogram of datasets and overlay the curves for Poisson and Geometric distributions. As can be observed in Figure 1 and 3, the Geometric distribution is distinguished from Poisson distribution and is closely approximates the data sets. In Figure 2 and 5 the Poisson distributions is much closer to the data sets. When π = 0.5 ( Figure 4 ) the Poisson distribution and Geometric distribution try to be closer to the data set. This follows from the fact that they are equidistant from the DGP. 
Conclusion
This paper shows the strong consistency of the bias reduced kernel density estimator and establishes a strongly consistent Kullback-Leibler divergence estimator based on the bias reduced kernel density estimator. Furthmore, we have considered an application in the problem of selecting estimated models using Kullback-Leibler divergence estimator type statistics proposed. Specifically, we have proposed some asymptotically standard normal and hypothesis testing based on Kullback-Leibler divergence estimator constructed in terms of the bias reduced kernel density estimator. We have also proposed a cross-validation bandwidth selection for the bias reduced kernel density estimator. Our tests are based on testing whether the candidate models are equally close to the true distribution against the alternative hypotheses that one model is closer than the other where closeness of a model is measured according to the discrepancy implicit in the Kullback-Leibler divergence type statistics used. The simulations studies show that the Kullback-Leibler divergence estimator based on the bias reduced kernel density estimator is more efficient estimator of Kullback-Leibler divergence than the Kullback-Leibler divergence estimator based on an ordinary kernel density estimator. The model selection procedure based on the Kullback-Leibler divergence estimator proposed is competitively especially in small samples. Since the Kullback-Leibler divergence is a special case of f -divergences as well as the class of Bregman divergences. It would be interesting to propose the methods for discrimations based on others divergence measures.
