Nonstationary iterative processes by Sapir, Luba et al.
ar
X
iv
:1
91
1.
01
40
4v
1 
 [m
ath
.N
A]
  4
 N
ov
 20
19
Nonstationary iterative processes
Tamara Kogan, ∗ Luba Sapir, ∗∗Amir Sapir, ¶Ariel Sapir ‖
November 5, 2019
Abstract
In this paper we present iterative methods of high efficiency by the criteria of J.
F. Traub and A. M. Ostrowski.
We define s-nonstationary iterative processes and prove that, for any one-point
iterative process without memory, such as, for example, Newton’s, Halley’s, Cheby-
shev’s methods, there exists an s-nonstationary process of the same order, but of
higher efficiency.
We supply constructions of these methods, obtain their properties and, for some
of them, also their geometric interpretation. The algorithms we present can be
transformed into computer programs in straight-forward manner. The methods are
demonstrated by numerical examples.
Keywords: one-point iterative method with memory, Traub-Ostrowski index of computational effi-
ciency, informational efficiency, order of convergence, Kung-Traub conjecture.
1 Introduction
Iterative methods for solving a single non-linear equation of the form
f(x) = 0,
were known for a long time ago. Originally, most popular processes were of form
xi+1 = ϕ(xi), i = 0, 1, 2, . . . , (1)
where x0 is an initial approximation to a simple real root α of (1). Various schemes
of methods, with emphasis on higher order of convergence, were devised. Some of
these methods required increased computational cost per iteration. During the 60′s
of the last century, fundamental research was done by A. M. Ostrowski [22] and
J. F. Traub [24]. In these works, the issue of effectiveness of iterative methods was
studied, and criteria for effectiveness were defined (see Subsection 2.2).
Traub [24] classified iterative methods by the information they require. If xi+1,
for any i, is determined by the new information at xi and reused information at
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xi−1, xi−2, . . . , xi−k (k = 1, 2, . . . , i), i.e.
xi+1 = ϕ(xi; xi−1, xi−2, . . . , xi−k), 1 ≤ k ≤ i, (2)
then ϕ is called a one-point iterative function with memory. If ϕ for any i is
determined only by the new information at xi, i.e.
xi+1 = ϕ(xi) ,
it will be called a one-point iterative function without memory.
Recently, in [11] it was proved that the most efficient, in the class of one-point
methods without memory, are those of order 3, such as Halley’s method (23) and
Chebyshev’s method (26), and so on. These methods are subject matter of current
study too, such as of Kumari and Parida [5], which analyzed the local convergence
for Chebyshev’s method in Banach spaces by using majorizing sequence.
During 1960−1970′s, there was an increased use of multi-point iterative methods
(with and without memory). Traub [24] proved that the computational efficiency of
these methods is higher than that of one-point methods.
Note that all the above-mentioned iterative methods are stationary. Recall, that
an iterative process is called stationary if its function is the same at each iteration.
If the function depends on the iteration’s number, then the process is called non-
stationary (see [21]). During the last years, several works discussing nonstationary
iterative methods appeared. These methods have higher efficiency, which can be
explained, intuitively, as follows: For the first few approximations, which may still
be far away from α, it is less reasonable to apply iterative methods of high compu-
tation cost, so that not to “use a sledgehammer to crack a nut”. For nonstationary
methods, both the efficiency and the computational cost increase as we get closer
to the root.
In [9] the authors present a nonstationary iterative method, based on some class
of stationary methods (named the Fibonacci family), studied in [10]. In this paper
we provide a geometric interpretation of the nonstationary process of [9].
The methodology of construction of nonstationary methods was given in several
papers. Nasr Al Din [14] suggests an interesting nonstationary process, based on
Halley’s method. Jain and Sethi [17] and Jain, Chand and Sethi [18] combined Aitkin
type methods with other iterative processes, and obtained nonstationary methods
of high efficiency.
In this paper we define s-nonstationary iterative processes, explore their prop-
erties, and supply applications.
The paper is organized as follows: Section 2 contains the notations, definitions
and some previous results, pertaining to this paper. Section 3 provides our main
results, where we construct a nonstationary process of highest efficiency for the class
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of one-point processes with memory. We also present two examples of nonstationary
processes. Section 4 contains numerical example. Section 5 contains a comparison of
the suggested processes with one-point and multi-point processes, brief conclusions,
and some practical recommendations.
2 Definitions, notations and previous results
2.1 Order of convergence
Let en = xn − α be the error of the n-th approximation to α. If
|en+1| = c|en|k + o(|en|k), (3)
where c > 0 and k ≥ 1 are some constants, then the iterative process converges
with order p = k, and the number c is called the asymptotic error constant.
Wall [25] defined the order of the process in a more general way, namely by
p = lim
n→∞
pn+1
pn
, (4)
where pn = − log |en|, if the limit of the right-hand side exists.
From the practical point of view, for sufficiently large n, pn provides the number of
correct places of decimals in xn (with the log taken in base 10). Thus pn+1 ≈ p ·pn,
which means that the number of correct places of decimals in xn+1 is about p · pn.
Roughly speaking, the order p can be interpreted as the factor by which the accuracy
has been multiplied at each successive iteration.
Various representatives of higher-order of convergence iterative methods can be
found in ([1], [2], [3], [4], [5], [7], [8], [13], [15], [16], [19], [20]).
2.2 Efficiency of iterative processes
There is a variety of situations where the calculation of the function f or its deriva-
tives turns out to be of very high computational cost, such that other calculations
involved in the iterative process are negligible. For these situations, in 1960, Os-
trowski [22] suggested the unit of measure of computational work, so-called Horner
unit, which is equal to computational work involved in evaluating a function or any
of its derivatives. Suppose we need dn Horner units for passing from xn to xn+1.
Ostrowski’s methodology takes
I = lim
n→∞
p
1
dn , (5)
(if the limit exists) as the measure of the efficiency of the process – its efficiency
index. For a stationary process, dn is a constant, i.e., dn = d, and the efficiency
index I = p
1
d . Analogously to p, which roughly provides the rate of growth of
3
the number of correct digits per iteration, I provides the corresponding rate per
consumption of a single Horner unit.
Approximately at the same years, Traub [24] suggested the following two measures
of efficiency for iterative processes (in [24] they appear as EFF and EFF*, here we
use I1 and I2, respectively):
(1) Informational Efficiency
is the order p divided by the information usage d:
I1 =
p
d
,
where the information usage d is the number of new pieces of information
required per iteration (or, equivalently, it is the number of Horner units required
per iteration).
(2) Computational Efficiency
I2 = p
1
d ,
which takes into account the “cost” of calculating different functions and their
derivatives. For stationary processes, the efficiency index I of Ostrowski is
identical to the computational efficiency I2.
Recently, in 2012 J.M. McNamee and V.Y. Pan [12] suggested an improved es-
timate of efficiency for iterative processes based on I2, called
(3) Local Efficiency
I3 =
log10 p
d
,
which is proportional to the inverse of the computational work needed to obtain
a desired accuracy of solution.
According to [12], if after n steps, the output error is bounded by 10−p
n
and
must stay below a desired accuracy 10−D, then n ≈ log10 D
log10 p
. The computational
work equals
W = n · d ≈ log10D ·
d
log10 p
.
Note that the efficiency of iterative method is proportional to inverse work:
1
W
≈ 1
log10D
· log10 p
d
.
Since D is problem dependent, only the factor I3 =
log10 p
d
is connected with
efficiency of iterative method. (In [12] the authors denote this factor as Eff.)
Clearly, I3 = log10 I2, therefore I2 and I3 increase or decrease in the same time.
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2.3 Newton’s polynomial and its derivative
The construction of many iterative processes is based on Newton’s divided difference
formula. Denote by
fk,k−s = f(xk, xk−1, . . . , xk−s) =


f(xk), s = 0,
fk,k−s+1 − fk−1,k−s
xk − xk−s , 1 ≤ s ≤ k,
a divided difference of order s between xk, xk−1, . . . , xk−s. For example, fk,k =
f(xk), fk,k−1 =
f(xk)−f(xk−1)
xk−xk−1 , fk,k−2 =
fk,k−1−fk−1,k−2
xk−xk−2 and so on. Let xj , 0 ≤ n
be approximations to α. Choosing the points in decreasing order of the indices, i.e.,
xn, xn−1, . . . , x0, we obtain Newton’s polynomial:
Pn(x) = fn,n +
n∑
i=1
fn,n−i ·
n∏
j=n−i+1
(x− xj), (6)
therefore
f(x) = Pn(x) +Rn(x), (7)
where Rn(x) =
f (n+1)(ξ(x))
(n+ 1)!
·
n∏
j=0
(x− xj). Denote by
wn(x) =
n∏
j=0
(x− xj).
Using this notation, (6) is equivalent to:
Pn(x) = fn,n +
n∑
i=1
fn,n−i · wn(x)
wn−i(x)
. (8)
Since wn(x) = (x− xn) · wn−1(x), we obtain
w′n(x) = wn−1(x) + (x− xn) · w′n−1(x),
and therefore
w′n(xn) = wn−1(xn).
Deriving (8) and evaluating at xn we obtain:
P ′n(xn) =
n∑
i=1
fn,n−i · wn−1(xn)
wn−i(xn)
. (9)
Hence, deriving (7), we have
f ′(xn) = P ′n(xn) +R
′
n(xn), (10)
where R′n(xn) =
wn−1(xn)
(n+1)!
·f (n+1)(ξ(xn)). If f (n+1) is bounded in convergence region
of iterative process, then
f ′(xn) ≈ P ′n(xn). (11)
In the sequel, it will be convenient to follow these approximations.
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2.4 Previous results
Traub [24] considered two classes of one-point iterative functions with memory,
namely: interpolatory functions and derivative estimated functions.
Traub [24] proved that the order of a one-point iterative process with memory is
a unique real positive root of the equation
Fn(t) ≡ tn+1 − sΣnj=0tj = 0 , (12)
where s is the number of derivatives of f(x) (including f(x) itself), used in the
iterative process, and n is the number of points at which the old information is
being reused.
It is easy to check that Fn(s) = −Σnj=0sj < 0 and that Fn(s+1) = 1 > 0,
i.e.
s < p < s+ 1 , (13)
and the informational usage or number of Horner units is d = s. Therefore, for the
index of efficiency (or informational efficiency)
I1 =
p
d
=
p
s
it holds, by (13), that
1 < I1 < 1 +
1
s
≤ 2 . (14)
3 Main results
This section is composed of two subsections:
In Subsection 3.1 the authors introduce definition of s-nonstationary process and
determine its order of convergence.
In Subsection 3.2 we prove that any one-point process without memory, such as
Newton, Halley, Chebyshev and so on, can be improved by composing an appropriate
nonstationary process of the same order, but with higher effectivity indexes. In this
subsection we also present the general method of construction of these nonstationary
processes.
We also discuss the nonstationary process for s = 1, given by the authors in [9],
and its connection with Newton’s method. Then we depict its geometric interpre-
tation. In addition, for s = 2, we obtain two new nonstationary processes of order
3 with high efficiency indices.
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3.1 s-nonstationary process and its convergence order
Let x0, x1 be two initial approximations to α. Consider the following one-point
nonstationary process with memory:
x2 = ϕ1(x1, x0),
x3 = ϕ2(x2; x1, x0),
. . .
xk+1 = ϕk(xk; xk−1, xk−2, ..., x0), k = 1, 2, . . ..
(15)
where the iterative function ϕk, depends on the first s derivatives of the func-
tion f(x) (including f(x) itself). Such iterative methods we call s-nonstationary
processes. We will prove later that the convergence order of a s-nonstationary
process is s + 1. Note that, for an arbitrary k, if we already have (k + 1) ini-
tial approximation to α, than the s-nonstationary process (15) can be started by
xk+1 = ϕk(xk; xk−1, xk−2, ..., x0).
For any fixed k the process
xk+i = ϕk(xk+i−1; xk+i−2, ..., xi−1), i = 1, 2, . . .. (16)
is a stationary one-point process with memory. Denote its order of convergence by
rk.
An example of a s-nonstationary process with s = 1 is the iterative method
presented in [9]. By fixing k in the nonstationary process of [9] we receive the
following stationary process:
For k = 1
xi+1 = ϕ1(xi; xi−1) = xi − fi
fi,i−1
, i = 1, 2, . . . .
It is the well-known secant method with initial approximations x0, x1, which has an
order of convergence r1 =
1+
√
5
2
≈ 1.618.
For k = 2
xi+2 = ϕ2(xi+1; xi, xi−1)
= xi+1 − fi+1
fi+1,i + fi+1,i−1(xi+1 − xi) , i = 1, 2, . . . .
It is a generalized secant method with initial approximations x0, x1, x2, which has
an order of convergence r2 ≈ 1.84 (cf. [7]).
Similarly, various examples of stationary process (16) with convergence order rk
can be constructed for an arbitrary s-nonstationary process (15). Lemma 1 illustrates
the relation between convergence orders of such processes as follows:
Lemma 1 For any k (k = 1, 2, . . .): rk < rk+1
Proof: Traub [24] proved that rk is a unique value positive root of the equation
(12) i.e. Fk(rk) = 0 for any k, where Fk(t) = t
k+1− s∑kj=0 tk. Moreover,
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by (13) for any k it holds that:
s < rk < s+ 1 . (17)
From (12) we have:
Fk(t)− Fk+1(t) = tk+1 ((s+ 1)− t) .
For t = rk+1 from the last equation and (17) we have Fk(rk+1) > 0. Since
Fk(s) < 0, Fk(rk) = 0 and rk is a unique positive root of (12), we obtain that
s < rk < rk+1.

Theorem 1 The order of convergence of the nonstationary one-point iterative pro-
cess (15) is s+ 1.
Proof: By Weierstrass’s theorem, a monotone bounded sequence {rk} has limit
r, and by the properties of limits, it holds that
1 ≤ s < rk < r ≤ s+ 1. (18)
We shall show that r is the order of convergence of (15).
Indeed, the order of convergence of the nonstationary process (15) is
p = lim
k→∞
pk+1
pk
= lim
k→∞
log |xk+1 − α|
log |xk − α| . (19)
Since for a sufficiently large fixed k
xk+1 = ϕk(xk; xk−1, ..., x0),
we have:
|xk+1 − α| ≈ ck · |xk − α|rk ,
where ck > 0 is bounded. Thus
p = lim
k→∞
log(ck · |xk − α|rk)
log |xk − α| = limk→∞ rk = r.
Now we show that r = s+ 1.
From equation (12) for t = rk we have
Fk(rk) = rk
k+1 − s · rk
k+1 − 1
rk − 1 = 0
or
rk
k+2 − (s+ 1) · rkk+1 + s = 0
From the last equation we observe that:
rk = s+ 1− s
rkk+1
. (20)
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Since for any k it holds that
1 < r1 ≤ rk < r
s+ 1− s
r1k+1
≤ rk < s+ 1− s
rk+1
When k →∞ we shall have that
r = lim
k→∞
rk = s + 1
Corollary 1 The nonstationary process (15) is more effective than any of the sta-
tionary processes (16).
Indeed,
I1,k = I1(ϕk) =
rk
s
<
r
s
=
s+ 1
s
= 1 +
1
s
I2,k = I2(ϕk) = s
√
rk < r
1
s = (s+ 1)
1
s .
I3,k = log10 I2,k =
1
s
· log10 (s+ 1)
3.2 Construction of new nonstationary processes with memory
In this subsection we provide new nonstationary processes, with high efficiency
indexes.
Case s = 1: In [9] the authors construct a nonstationary iterative process:
xk+1 = xk − fk
Gk
, k = 1, 2, . . . , (21)
where Gk(x) =
k∑
i=1
fk,k−i
i−1∏
j=1
(xk − xk−j), and fk,k−i is the divided differences of
order i.
In [9] it was proved that the order of (21) equals 2, and that I1 =
I2 = 2.
Thus, the nonstationary algorithm can be formalized as:
Next we provide the geometric interpretation of the algorithm.
Let Pk(x) be an interpolation polynomial of order k, constructed based upon the
points (xi, fi), i = 0, 1, . . . , k.
Recall that fk = Pk (xk) and Gk (xk) = P
′
k (xk) (see Subsection 2.3). Hence,
from ( 21) we obtain:
xk+1 = xk − Pk(xk)
P ′k(xk)
. (22)
i.e. xk+1 is an approximation which is obtained from xk by Newton’s Method for
the equation Pk (x) = 0 (k = 1, 2, . . .).
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Algorithm 1 Method (21)
1: Choose x0, x1.
2: Compute f0 = f(x0).
3: k = 1.
4: repeat
5: Compute fk = fk,k = f(xk).
/* Construct divided differences of order i, where i = 1, 2, . . . , k, compute Gk and xk+1 */
6: fk,k−i =
fk,k−i+1 − fk−1,k−i
xk − xk−i , i = 1, 2, . . . , k
7: Gk = fk,k−1 +
k∑
i=2
fk,k−i
i−1∏
j=1
(xk − xk−j)
8: xk+1 = xk − fk
Gk
9: k := k+1
10: until required accuracy achieved
11: return xk
This process is illustrated by Figure 1. Starting with the initial approximations
x0, x1 we obtain x2 by the Secant method. The next approximation x3 is the x-
intercept of the tangent line TP2(x) to the graph of the interpolation polynomial
P2(x).
Similarly, at the i-th step let Pi(x) be the interpolation polynomial of the function
f(x) at the nodes x0, x1, . . . xi. Thus, the next approximation xi+1 to α by the
nonstationary iterative process is the x-intercept of the tangent line to the graph of
the interpolation polynomial Pi(x) at the point (xi, f(xi)).
Case s = 2:
Next, we give a recipe for constructing a new nonstationary iterative method.
Consider an arbitrary iteration process with order of convergence 3 without mem-
ory. For example, let us look at Halley’s method [6]:
xk+1 = xk − 2fkf
′
k
2(f ′k)
2 − fkf ′′k
, (23)
Let x0, x1, x2 be initial approximations to α. Denote f
′(x) ≡ g(x); then f ′′(x) ≡
g′(x). For k = 1, 2, . . ., using points (xi, gi), where gi = g(xi), i = 0, 1, . . . , k, we
construct the derivative of the interpolation polynomial of order k:
Gk = P
′
k(xk) = wk−1(xk) ·
k∑
i=1
gk,k−i
wk−i(xk)
, k = 2, 3, . . . (24)
where gk,k−i are the divided differences of order i. Then we substitute f ′′k in (23) by
P ′k(x), obtaining the following nonstationary iterative process
xk+1 = xk − 2fkgk
2g2k − fkGk
, (25)
For k ≥ 2, at any step, only two function evaluations are required: fk and gk. Thus,
d = s = 2 and the order of (25) is p = s+ 1 = 3.
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.Figure 1: Geometric interpretation of the nonstationary iterative process
A natural question arises: Is it beneficial to replace Halley’s method by the non-
stationary process (25) of the same order? In order to answer that, we compute the
efficiency indexes of each one of them. For Halley’s method:
p = 3, s = d = 3, I1 =
p
d
= 1, I2 = p
1
d = 3
1
3 , I3 =
log10 3
3
,
whereas for the method (25):
p = 3, s = d = 2, I1 =
p
d
= 1.5, I2 = p
1
d = 3
1
2 , I3 =
log10 3
2
.
The nonstationary method (25) can be formalized as:
Similarly, one can take Chebyshev’s method, of order 3:
xk+1 = xk − f(xk)
f ′(xk)
·
(
1 +
f(xk)f
′′(xk)
2 (f ′(xk))
2
)
, (26)
and construct the nonstationary process
xk+1 = xk − f(xk)
f ′(xk)
·
(
1 +
f(xk)Gk)
2 (f ′(xk))
2
)
. (27)
The effectivity indices of (26) and (27) are, respectively, those of (23) and (25).
Case s ≥ 3:
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Algorithm 2 Procedure Non-stationary Halley
1: Choose x0, x1, x2.
2: Compute f0 = f(x0), f1 = f(x1), g0 = g(x0), g1 = g(x1). /* g(x) = f
′(x) */
3: k = 2.
4: repeat
5: Compute fk = f(xk), gk = g(xk).
6: Construct divided differences of g(x), compute Gk and xk
7: gk,k−i =
gk,k−i+1 − gk−1,k−i
xk − xk−i , i = 1, 2, . . . , k
8: Gk = wk−1(xk) ·
k∑
i=1
gk,k−i
wk−i(xk)
, where wm(x) =
m∏
j=0
(x− xj)
9: xk+1 = xk − 2fkgk
2g2k − fkGk
10: k := k+1
11: until required accuracy achieved
12: return xk
Let xk+1 = F (xk) be any one-point process without memory of order p = s+1.
Let the iterative function F (x) depend on f(x), f
′
(x), . . . , f (s)(x). Similarly to
case s = 2, denote f (s−1)(x)≡g(x); then f (s)(x)≡g′(x). For k = 1, 2, . . ., using
the points (xi, gi), where gi = g(xi), i = 0, 1, . . . , k, we construct the derivative of
the interpolation polynomial of order k and substitute f (s)(xk) in F (xk) by P
′
k(xk),
obtaining a nonstationary process of order s+ 1.
The efficiency indices of the process xk+1 = F (xk) are
I1 =
p
d
=
s+ 1
s+ 1
= 1, I2 = p
1
d = (s+ 1)
1
s+1 , I3 =
1
s+ 1
· log10 (s+ 1) ,
whereas the nonstationary process’ indices are:
I1 =
p
d
=
s+ 1
s
= 1 +
1
s
, I2 = p
1
d = (s+ 1)
1
s , I3 =
1
s
· log10 (s+ 1) .
Hence, from the above and by Corollary 1 we obtain:
Theorem 2 For any one-point iterative process, one can construct a more efficient
s-nonstationary one-point iterative process of the same order.
4 Numerical Results
The following example illustrates the suggested methods (25) and (27). Consider
the equation
f(x) = x2 − e 1x ·sin pi·x
2
2 − 1 = 0, (28)
which has α =
√
2 as a simple root. The following table illustrates the compu-
tation by formula (25) and (27), respectively, starting with x0 = 1.7, x1 = 1.6,
and x2 = 1.5. The correct value of the root α to 10 decimal places is 1.4142135624.
12
i
Method (25) Method (27)
xi |ei| = |xi − α| xi |ei| = |xi − α|
0 1.7 0.2857864376 1.7 0.2857864376
1 1.6 0.1857864376 1.6 0.1857864376
2 1.5 0.0857864376 1.5 0.0857864376
3 1.4143581722 0.0001446099 1.4149666839 0.0007531215
4 1.4142135632 0.0000000008 1.4142135854 0.0000000009
5 1.4142135623 2.98 · 10−62 1.4142135623 2.02 · 10−62
6 1.4142135624 0 1.4142135624 0
Table 1: Illustration of the suggested nonstationary methods.
5 Summary
The main conclusions of the paper are:
1. For s-nonstationary methods, the order of convergence is p = s + 1 and the
efficiency indices are
I1 = 1 +
1
s
, I2 = (s+ 1)
1
s , I3 =
log10(s+ 1)
s
.
Obviously, the most effective among all s-nonstationary processes are those of
s = 1, for which
p = 2, I1 = I2 = 2 and I3 = log10 2 = 0.301.
2. Theorem 2 yields that for any one-point iterative process (with or without
memory) exists a s-nonstationary process of the same order, but more effective.
3. According to Kung-Traub conjecture the most effective methods among all
multi-point iterative processes without memory are methods of order 2n−1,
where n is number of function evaluations per iteration. Computational ef-
ficiency of these methods is I2 = 2
n−1
n < 2 for any n. Hence, a s-nonstationary
iterative method for s = 1 is more effective than any multi-point method with-
out memory.
4. Efficiency index is a conditional term, since it is measured by Horner units. In
practice, the amount of computations involved in evaluation may vary consid-
erably from function to function. Thus, the nonstationary methods we offer are
effective in particular if the evaluations of the derivatives require a large amount
of computations, or are non-existent, or if the function is given by a table of
values.
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