Actively shielded air-core superconducting machines: optimization and design considerations by Loder, David Charles
c© 2016 David Loder
ACTIVELY SHIELDED AIR-CORE SUPERCONDUCTING MACHINES:
OPTIMIZATION AND DESIGN CONSIDERATIONS
BY
DAVID LODER
THESIS
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2016
Urbana, Illinois
Adviser:
Associate Professor Kiruba Haran
ABSTRACT
Superconducting electric machines hold immense promise for increases in
power density, which is enabling for certain high-performance applications
such as electric aviation and offshore wind generation. However, key chal-
lenges include limitations of magnetic materials and containment of fields
within the machine, all while achieving the necessary cooling. This thesis ex-
plores the use of actively shielded air-core superconducting electric machines
to address these challenges. A design concept is first presented employing
mature and low-cost Nb3Sn windings on a conduction cooled field assembly.
First, electromagnetic performance of the device is rigorously explored us-
ing evolutionary optimization techniques. Armature flux densities of up to
5 Tesla are shown to be achievable. Next, mechanical and cryogenic design
aspects are discussed, along with preliminary analyses of key components.
Hardware validation efforts to build a sample superconducting racetrack coil
are then described. Bench test results indicate successful operation at fields
near 6 Tesla and a critical current of 480 A. Finally, a qualitative discussion
on potential field analysis methods for future work is given.
ii
To my parents, for their love and support
iii
ACKNOWLEDGMENTS
I would like to acknowledge the work of my fellow graduate students, Reed
Sanchez and Matthew Feddersen, whose help was instrumental in complet-
ing a detailed bench test design that incorporates thermal and mechanical
analyses.
I would also like to highlight the contributions of our friends in the Me-
chanical Engineering Department at Illinois under the guidance of Professor
Andrew Alleyne. I have included work of Dr. Timothy Deppen and Lijun
Zheng on the thermal and mechanical aspects of the project.
The expertise of our collaborators at the Air Force Research Laboratory
(Timothy Haugan) and The Ohio State University (Michael Sumption) has
also been of great help. Both Dr. Haugan and Dr. Sumption have been gen-
erous with their time in helping me to learn about superconducting windings
and materials.
Finally, I would like to thank Professor Scott Sudhoff at my undergraduate
institution Purdue University. It is from his expertise that I gained a back-
ground in evolutionary computing and multi-objective optimization which
comprises an integral part of this thesis.
This research has been supported by a NASA Leading Edge in Aeronau-
tics Research (LEARN) grant NNX15AE41 as well the Grainger Center for
Electric Machinery and Electromechanics.
iv
TABLE OF CONTENTS
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2 ELECTROMAGNETIC OPTIMIZATION . . . . . . . 2
2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Optimization Scheme . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Effect of Pole Count . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Impact of Singular Current Leads . . . . . . . . . . . . . . . . 14
2.6 Effect of Shielding Requirement . . . . . . . . . . . . . . . . . 16
2.7 Conductor Studies . . . . . . . . . . . . . . . . . . . . . . . . 18
2.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
CHAPTER 3 CRYOGENIC AND MECHANICAL DESIGN CON-
SIDERATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Cooling System Design . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Mechanical Analysis . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 Thermal Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 25
CHAPTER 4 HARDWARE VALIDATION . . . . . . . . . . . . . . . 37
4.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Design Selection for Bench Test . . . . . . . . . . . . . . . . . 38
4.3 Superconducting Coil Assembly . . . . . . . . . . . . . . . . . 38
4.4 Thermal Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.5 Structural Analysis . . . . . . . . . . . . . . . . . . . . . . . . 43
4.6 Current Ramp Stability . . . . . . . . . . . . . . . . . . . . . 44
4.7 Test Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.8 Strand Characterization . . . . . . . . . . . . . . . . . . . . . 49
CHAPTER 5 BENCH TEST RESULTS . . . . . . . . . . . . . . . . 52
5.1 Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2 Test Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Coil Performance . . . . . . . . . . . . . . . . . . . . . . . . . 55
v
CHAPTER 6 AN INVESTIGATION OF FIELD ANALYSIS TECH-
NIQUES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2 Finite Element Method . . . . . . . . . . . . . . . . . . . . . . 62
6.3 Integral Methods . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.4 Hybrid Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.5 Magnetic Equivalent Circuits . . . . . . . . . . . . . . . . . . 71
6.6 Comparisons and Recommendation . . . . . . . . . . . . . . . 72
CHAPTER 7 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . 74
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
vi
CHAPTER 1
INTRODUCTION
While superconducting electric machines have high potential to improve the
specific power of rotating machines, there are a number of design challenges
unique to these devices. Superconducting windings offer an order of increase
in magneto-motive force (MMF) capability. In order to overcome magnetic
saturation limits ( ≈ 1.8 T) and reduce weight, many configurations us-
ing high-temperature superconductor (HTS) windings employ an air-core
rotor. With high-performance low-temperature superconductors (LTS) such
as Nb3Sn, steel on the stator can also be eliminated; this results in an ex-
tremely lightweight design and a potential to increase armature flux density
to levels limited only by the superconductor critical surface (≈ 3 T).
However, now the very high field levels create field leakage and electromag-
netic interference (EMI) concerns. Mimicking active shielding techniques
used in the magnetic resonance imaging (MRI) industry, a separate set of
shielding field windings can be introduced to mitigate external fields. This
makes use of the existing cryogenic system, resulting in only a small increase
in weight as compared to a heavy iron yoke (passive shielding). The end
result is an immense improvement in machine specific power at the expense
of a marginal increase (10% to 20%) in superconductor requirement.
A salient drawback is the necessity of using LTS windings due to their
lower cost and high performance, creating a difficult cooling challenge in the
context of rapidly increasing liquid helium prices. By modifying the config-
uration to create a stationary field assembly, we can again exploit existing
technologies from the MRI industry. Mature and proven cooling technologies
such as conduction cooling and closed loop low-cryogen systems can now be
utilized. Before addressing these cryogenic challenges, we first examine how
the inclusion of active shielding will impact the electromagnetic performance
and superconductor requirement.
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CHAPTER 2
ELECTROMAGNETIC OPTIMIZATION
2.1 Background
The topology is essentially an inside-out synchronous machine, with station-
ary field windings on the outside, and a conventional rotating armature on
the inside. Racetrack windings are used for the superconducting field coils.
The main field coils are used to produce the desired flux density at the ar-
mature. Oppositely excited shielding coils, placed farther out, are used to
mitigate external field propagation. The field windings are kept stationary to
reduce cooling complexity. A sufficient spacing from the armature is main-
tained to incorporate space for mechanical and thermal components such as
a vacuum vessel and cryocoolers. With this spacing, the AC losses in the DC
excited superconducting coils are expected to be minimal. Assuming proper
thermal isolation, the only significant heat load stems from the current leads.
While the field coils must be cooled to low temperatures with cryogenics, the
copper armature can utilize simple air-cooling. Slip rings must be used to
supply power to the rotating armature, and experience from doubly-fed in-
duction wind turbine generators provides a good reference for this technical
aspect [1]. To provide some preliminary idea of scale, a 10 MW example
design is formulated, with the field winding parameters given in Table 2.1.
The flux density distribution over a cross section of the machine is shown
in Fig. 2.1, as obtained from a 2-D finite element analysis (FEA). The field
winding parameters are annotated on a sketch of the machine cross section
in Fig. 2.4. The shielding effect of the compensating coils is illustrated in
Fig. 2.2, where the radial flux density is plotted along the d-axis. How-
ever, the shielding coils also have an adverse impact on the armature flux
density, verified in Fig. 2.3. Therefore, larger windings must be used in the
main field coils in order to make up this loss at the armature. An optimiza-
2
tion scheme is next introduced in order to attain optimal designs minimizing
superconductor usage, device volume, and external field.
Figure 2.1: Flux density in 8 pole machine cross section.
Figure 2.2: Flux density along the d-axis.
2.2 Optimization Scheme
2.2.1 Field Computation
In order to optimize the field winding assembly, a method must be developed
to obtain key metrics of any candidate design. In this case, it is important to
know the field at the armature, as well as outside the machine. As discussed
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Figure 2.3: Radial flux density at the armature.
Figure 2.4: Field winding design parameters
later, it will also be necessary to compute the maximum field within the field
coils. With the ironless air-core design, the field can be computed within
the machine cross section using the 2-D simplification of Biot-Savart for free
space
Bθ =
µ0I
2piρ
(2.1)
where I denotes the source current, ρ denotes the distance from the source to
observation point, and Bθ denotes the flux density magnitude in the direction
perpendicular to the source to observation vector.
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Table 2.1: 10 MW example design.
Parameter Value
Radius of main coils (Rm) 320 mm
Main field coil height (Hm) 31.3 mm
Main field coil width (Wm) 33 mm
Main field coil aperture (Am) 152 mm
Main field coil turns (Nm) 1340
Main field coil current (Im) 400 A
Radius of compensating coils (Rc) 380 mm
Compensating field coil height (Hc) 20 mm
Compensating field coil width (Wc) 20 mm
Compensating field coil aperture (Ac) 222 mm
Compensating field coil turns (Nc) 520
Compensating field coil current (Ic) 375 A
Number of poles (Np) 8
Stack length (ls,base) 1.85 m
Armature flux density (Barm,base) 2.5 T
Figure 2.5: Flux density magnitude in main coil cross section.
With computational efficiency in mind, for observation points sufficiently
far from the coils (e.g. outside the machine), the coils can be treated as
point currents. For a given observation point, the field due to each coil is
computed and then summed to give the total field at that point. To compute
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the field at a point within a field coil, the coil must be discretized into small
segments and Eq. (2.1) is applied for each segment; the contributions of each
segment at an observation point are then summed similarly to find the total
field. The magnitude of the flux density over a cross section of the main
coil from the example design is shown in Fig. 2.5. Clearly, the maximum is
attained at some point along the edge of the coil. Thus, the field only has
to be computed along the edges in order to determine the maximum flux
density within a coil. Results for the field computations were validated with
a 2-D FEA.
2.2.2 Fitness Formulation
This work proposes a multi-objective optimization to maximize the field con-
tainment while minimizing the superconductor usage. An evolutionary ge-
netic algorithm was selected to perform the optimization for a 10 MW design.
An open-source MATLAB toolbox, GOSET, was specifically chosen [2]. To
quantify the field containment, the volume of the machine that contains the
field effectively must be determined. A common specification used for the
maximum field outside a device is given as 0.5 mT [3]. It is anticipated that
some thermal components such as the vacuum vessel could be constructed
from magnetic material. As an initial estimate, a thin 5 mm stator back yoke
is incorporated, reducing the active shielding requirement. It was determined
from a FEA that this yoke can contain a field of 35 mT to the desired 0.5
mT. The minimum radius of the machine enclosure is then determined by
computing the minimum radius at which the field in free space drops below
35 mT. If the armature flux density can be increased, then the volume can
also be reduced by shortening the stack length. Therefore, the fundamental
component of the radial armature flux density is computed and then used
to determine the stack length to meet the power requirement. The scaling
equation is given by
ls = ls,base
Barm,base
Barm
(2.2)
where Barm,base is the baseline armature flux density and ls,base is the baseline
stack length for the 10 MW design. The total volume of the active region can
then be determined from the machine enclosure radius and the stack length.
The superconductor wire length is derived simply from the geometry. The
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number of turns in a main coil is given by
Nm =
kpfwmhm
pir2strand
(2.3)
where rstrand is the radius of a superconducting wire strand, and kpf denotes
the packing factor. Then, the total wire length for one main racetrack can
be found by
lp,m = 2ls + pi(am + wm) (2.4)
lwire,m = lp,mNm (2.5)
where lwire,m is the wire length for one main field racetrack, and lp,m is the
average wire path length for a main racetrack. The wire length for a com-
pensating coil lwire,c is derived similarly; then the total wire length can be
computed with
lwire = (lwire,m + lwire,c)Np (2.6)
where lwire is the total superconductor usage in the machine. The optimiza-
tion is allowed to operate within the design space
θ = [HmWm Im Am HcWc Ic Rc Ac Np]
T (2.7)
whose ranges are given in Table 2.2; the algorithm will then generate candi-
date designs using parameters within those ranges. Essentially, all the field
coil dimensions, placement, and excitation are left as free parameters. The
only fixed variable is the radius to the main coils. The fitness is then given
by
f(θ) = [
1
lwire
,
1
V
]T (2.8)
where V denotes the machine volume. The genetic algorithm is then used
to maximize the fitness, which will then minimize machine volume and coil
usage.
2.2.3 Constraints
The fitness function is computed as described in Fig. 2.6. For a given
candidate design, it must first be checked that the design satisfies the imposed
constraints.
7
Figure 2.6: Fitness function.
Winding Geometry
First, it must be checked that the winding geometry is valid (e.g. no coils
are overlapping).
Armature Flux Density
To retain designs with a reasonable stack length, a lower bound is set on
the fundamental component of the radial armature flux density. For this
optimization it was set to 1 T.
Superconductor Critical Current
It must be checked that the winding is operating at a point within the crit-
ical surface of the superconducting material [4]. Assuming the winding is
properly cooled, the critical surface becomes a 2-D relationship between the
maximum flux density within the coil and the current density. For this design
study, Nb3Sn HyperTech T1505 wire superconductors were selected, with the
critical surface given in [5]. A packing factor of 0.5, consistent with similar
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racetrack superconducting coils [5], was selected. The maximum flux density
within the coil and the current density is then computed, assuming uniform
current distribution at zero frequency. If the coils are operating within the
critical surface, then this constraint is met. A substantial safety margin of
50% is included to account for hot spots and other non-idealities. If a candi-
date design fails any constraint, then its fitness is assigned a very small value
and the function terminates. To minimize computation time, constraints
are checked in order of the computational intensity associated with each. If
all constraints are passed, the fitness is then computed with Eq. (2.8) and
returned to the algorithm.
Table 2.2: Field winding optimization.
Parameter Optimization Range Design 377
Radius of main coils (Rm) Fixed 320 mm
Main field coil height (Hm) [0-100] mm 5 mm
Main field coil width (Wm) [0-180] mm 125 mm
Main field coil aperture (Am) [0-200] mm 143 mm
Main field coil turns (Nm) N/A 778
Main field coil current (Im) [200-1200] A 662 A
Radius of compensating coils (Rc) [330-700] mm 464 mm
Compensating field coil height (Hc) [0-60] mm 8 mm
Compensating field coil width (Wc) [0-60] mm 12 mm
Compensating field coil aperture (Ac) [0-600] mm 245 mm
Compensating field coil turns (Nc) N/A 116
Compensating field coil current (Ic) [0-1000] A 796 A
Number of poles (Np) [6-18] 8
Stack length (ls) N/A 1.85 m
Armature flux density (Barm) N/A 2.5 T
2.3 Results
For a preliminary investigation, the pole count is kept fixed for the optimiza-
tion. The pareto-optimal front for 8 pole designs is given in Fig. 2.7, as
generated with a 1000 individual, 1000 generation optimization run. This
illustrates the best achievable tradeoff between superconductor usage and
machine enclosure volume for an 8 pole design. The armature flux density
of each design is mapped to a color gradient. Flux densities greater than 5
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T are achievable. As expected, the designs with the lowest volume achieve
the greatest flux density at the armature (i.e. shorter stack lengths), but use
more superconductor. The front is given again in Fig. 2.8, except with the
minimum enclosure radius mapped in color. Similarly, smaller machine radii
are associated with higher superconductor usage. It is interesting to note that
the optimization engine is able to generate designs at very high armature flux
densities, yet still containing the fields to small radii. Lower volume designs
tend to have both a higher armature flux density and a smaller machine ra-
dius than those designs with a larger volume. The end winding fraction is
colormapped against the front in Fig. 2.9. As expected, those designs with
higher armature flux density and shorter stack length will have a higher end
winding fraction.
Figure 2.7: Pareto-optimal front for 8 pole designs.
Figure 2.8: Minimum radius colormap.
The normalized gene distribution is given in Fig. 2.10. It is interesting to
note that the optimization tends to push coils towards large dimension ratios.
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Figure 2.9: End winding fractions.
While the main coil width is always selected as the geometrical maximum, the
height is varied with respect to how much armature flux density is required.
However, this is expected because a coil with a large dimension ratio will
have a lower maximum flux density than a coil with a unity ratio having the
same current, allowing the designer to impress more current without leaving
the critical surface. In Fig. 2.11, the main coil superconductor operation
point is plotted for each design against the critical surface, with the design
volume in the colormap. It can be seen that the optimization has taken full
advantage of available design space, but has not exceeded the given safety
margin. Consider Design 377, the parameters of which are given in Table
2.2. This design has a machine volume of 1.8 m3, and a total superconductor
wire length of 30 km. Compare this to the design with the lowest volume,
essentially an optimized unshielded design. This design uses 14.7 km of su-
perconducting wire while having a machine volume of 6.9 m3. Therefore, we
can attain a 74% decrease in volume with a 104% increase in superconductor
usage, as compared to the optimized uncompensated configuration.
Figure 2.10: Normalized gene distribution.
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Figure 2.11: Critical current density in main coils.
2.4 Effect of Pole Count
Next, the effect of the changing the pole count is examined. Similar opti-
mization runs were completed for pole counts ranging from six to eighteen,
with appropriate modifications to the parameter ranges. The results from
these runs are gathered together and only those non-dominated designs are
kept to form the pareto-optimal front seen in Fig. 2.12. We would expect an
increase in pole count to increase superconductor usage and reduce armature
flux density, but also to contain the fields more effectively with tighter flux
coupling. To decrease the volume for a design with a given pole count, at
some point it becomes more efficient, in terms of added conductor, to in-
crease the number of poles rather than adding more compensating coil. This
can be readily observed in Fig. 2.12, as the front is segmented into different
pole counts. The optimization seems to favor higher pole counts, even for
relatively low superconductor usage requirements. This can be attributed to
the relationship of volume with the square of the machine radius, but only a
linear relationship with the armature flux density. Therefore, a minimization
for volume would tend to weight machines with lower radii more heavily than
machines with a smaller stack length, which would be achieved by designs
with lower pole counts. Furthermore, when end windings are included, the
reduction in the end winding usage for higher pole counts somewhat offsets
the increase in superconductor requirement. The pareto front is again given
in Fig. 2.14, with the armature flux density mapped in color.
Notice that no 18 pole designs reside on the pareto-optimal front. At this
point, the increase in superconductor from increased pole count begins to
12
Figure 2.12: Pareto-Optimal front with poles.
Figure 2.13: Comparison of design performance based on pole count for a
fixed volume. Results indicate that minimal benefits are gained by
increasing pole count higher than eight.
outweigh any benefit in increased shielding. It is interesting to note though,
that the lowest volume designs are 8 pole. It can be seen that the 14 pole
and 16 pole designs achieve much lower armature flux densities than the 8
pole designs. This puts a lower bound on the machine size achievable with
these pole counts, especially with the shielding effect already being very
high. In achieving the lowest volume, 8 pole designs seem to have the best
combination in terms of achieving a high armature flux density, as well as
effective shielding, or a smaller enclosure radius. A useful visualization of how
pole count affects performance can be garnered by taking a design of the same
volume from each of the pole count fronts, as seen in Fig. 2.13. Here designs
achieving 2 m3 volume are taken from each pole count front and compared
against the true pareto-optimal front comprised of all pole counts. Here we
see that 6 pole is the worst performing design at this design point, and 10
pole is the best. However, moving from 6 pole to 8 pole comprises a large
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majority of the performance gap between 6 and 10 pole. The improvement
from 8 to 10 is almost negligible. 12 pole design perform slightly worse
than 10 pole, but slightly better than 8 pole. Therefore, we conclude that
8 pole designs are optimal or close to optimal for most of the design range,
from an electromagnetic standpoint. Increasing pole counts past 8 yields
little benefit it seems. Increases in the number of superconducting magnets
required could increase manufacturing costs, maintenance costs, and design
complexity. Therefore, it seems that designs employing 8 poles are likely
to be the best solution from a system standpoint. Further optimization
incorporating structural and thermal considerations is needed to verify this
conjecture.
Figure 2.14: Pareto-optimal front with armature flux density colormap.
2.5 Impact of Singular Current Leads
Proper design of current leads is a crucial aspect of any superconducting
magnet. Ultimately, there will be some junction resistance between the room
temperature current source and the superconducting wire. The junction re-
sistance is comprised of the contact resistance, the resistance of the terminal,
and the transfer resistance. While HTS tapes can be used to bring in the
supply from a room temperature copper source, reduction and management
of the heat produced at junctions is an important concern. If the shielding
coils and main coils require two different operational current values, two sep-
arate current leads from the outside source must be used. If the same current
can be used for both shielding and main coils, then only one current lead is
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needed, reducing the head load caused by the current leads. This sections
explores how using only current lead impacts the device performance. The
tradeoff is that now both sets of field coils must use the same operational
current. The free parameter corresponding to the shield coil current is elim-
inated and set to the main coil current, and then optimization is run under
these conditions. The new pareto-optimal front is compared with the previ-
ous result in Fig. 2.15. The operating points of the shielding coil are plotted
against the critical surface in Fig. 2.16.
Figure 2.15: Optimization assuming equal strand currents for the main and
shielding coils.
Figure 2.16: Operating point of shielding coil versus critical surface. Some
margin remains, indicating setting strand currents equal for both sets of
coils will lead to an under-utilization of the superconductor capability in
the shielding coil.
The impact of this new constraint is that now the shielding coils are not
able to use the full capability of the superconductor; this indicates that a
larger coil is required to produce the same field. However, because the shield
coils contribute only a small amount to the total wire usage, this impact
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is small. A zoomed view of the front is examined in Fig. 2.17. We can
see here that some points on the new front perform slightly better than
the original, yet some perform slightly worse. Genetic algorithms are not
reproducible; every run leads to a different result. However, we know that it
has essentially converged when the results of different runs are very similar.
We observe here that the effect of using a single current lead is within the
margin of differences between runs. Therefore, we conclude that this impact
is negligible, and recommend using only one current lead to reduce heat load.
Figure 2.17: Results of optimization for singular current lead indicate that
benefits of using independent strand currents are almost negligible.
2.6 Effect of Shielding Requirement
Shielding is another important design criterion that impacts device perfor-
mance. Heavily shielded designs will require more wire usage to achieve the
same compactness, and designs that require limited shielding will save on
superconductor requirement. As the specification from the MRI industry is
on the extreme of the heavily shielded case, we expect we can improve device
performance by targeting a more relaxed requirement. However, in conven-
tional electric machines the external field is shielded by the iron yoke, and
external field is not a concern; therefore, no standard exists for field radia-
tion outside of rotating machines. Some work has been done with the Navy
to investigate the effect of magnet imbalance on field signature produced by
permanent magnet (PM) machines [6], [7]. Unfortunately, this work did not
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culminate in any standard. Typically radiated emissions are a concern only
at high frequencies, because they couple more easily and produce electro-
magnetic interference (EMI). Therefore, the best standard found for far field
specification was the standard given by the military MIL-461F RE101 [8].
The standard for the Army is shown in Fig. 2.18. The lowest frequency
is 60 Hz, the frequency used by most grid equipment; this frequency was
taken to be the standard for the external magnetic field. Converted from
dB, this corresponds to a maximum of 1 mT at 7 cm away from the device,
which is slightly more relaxed than the MRI standard. The Navy standard
corresponds to 0.1 mT, which is even more strict than the MRI standard.
To examine the impact of a reduced field requirement, the optimization is
redone with the Army standard; results are shown in Fig. 2.19, and a zoomed
view in Fig. 2.20. It can be seen that the new standard results in a small
but appreciable improvement (∼ 10%) in the pareto-optimal front.
Figure 2.18: Field emission specification RE101 for Army applications.
Emitted field at low frequencies must be below 1 mT at a distance of 7 cm
from the device.
Due to the difficulty in finding field standards, another approach is used
to investigate shielding requirement. Here, the external field is added as a
third objective to the optimization. The free space far field is computed at
a distance of 1 m away from the device, and is used as the third objective
to minimize. Outer device radius is now taken to be the outer point of the
compensating coil set. Results are shown in Fig. 2.21, with selected fronts at
different field requirements. A way to view this is that as the field requirement
increases, the pareto-optimal front moves to the right, corresponding to a
reduction in device performance. It is clear that field requirement has a
large impact on device performance.
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Figure 2.19: Optimization using MIL-461F for the external field
specification. Small improvements are gained with respect to the
specification used in the MRI industry.
Figure 2.20: Zoomed view of MIL-461F optimization. Results demonstrate
up to a 10% reduction in device volume.
Figure 2.21: Pareto-Optimal fronts for different external field requirements.
2.7 Conductor Studies
We now examine how the use of HTS windings would impact the electro-
magnetic design of the machine. Originally, Nb3 Sn conductors were selected
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for their ability to maintain high critical currents at high fields ( > 7 T) and
the relatively low cost associated with the relatively mature manufacturing
processes for LTS conductors coupled with economies of scale. However, re-
cent improvements in HTS conductors have increased their attractiveness [9].
Aside from field capability, another main pitfall of HTS conductors is its high
cost (∼ one order of magnitude). While first generation (1G) BSSCO HTS
conductors rely heavily on the use of silver in its production process, second
generation (2G) (yttrium barium copper oxide) YBCO tapes do not use a sig-
nificant portion of expensive or rare-earth materials. This suggests that costs
could fall dramatically with higher economies of scale and improved manu-
facturing processes [10]. While this trend is in progress, researchers have
been attempting new methods to improve performance. Improved flux pin-
ning and zirconium (Zr) doping have both been successful in improving the
critical currents of YBCO tapes [11] [12]. Recent work has also demonstrated
stability in tapes of increased thickness, increasing tape critical currents by
approximately 2x [13]. These improvements are described nicely with Fig.
2.22.
Figure 2.22: Recent developments in HTS conductors include increased
tape thickness, allowing for higher critical currents and reduced
superconductor usage.
While the percentage of superconductor in a given YBCO strand is very
small (∼ 1%), the tape structure of YBCO production means that pack-
ing factors near 100% are achievable, increasing engineering current density.
Furthermore, HTS coils can typically be operated with a much smaller safety
margin than LTS coils [10]. For this section, a new safety factor of 80% is
used for designs with YBCO tape conductors. Unlike LTS conductors, YBCO
tapes have a critical current dependent on the field orientation. Tapes achieve
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a higher critical current when the field is oriented parallel to the tape surface,
but performance is degraded under fields perpendicular to the tape surface.
For this section, the worst case critical surface is used, assuming all fields
are perpendicular. YBCO tapes can be operated at any temperature below
77 K, but most practical designs are near 40 K or 30 K to achieve useful
current densities. The following design studies indicate that an operating
temperature of 20 K is required to be produce designs competitive with the
prior results.
The latest increased thickness tapes from the Texas Center for Supercon-
ductivity at the University of Houston are used in a new optimization study
shown in Fig. 2.23 [13]. These results are encouraging because the wire
length requirement is now below that of the LTS studies used earlier. Al-
though critical current densities are increased with tape thickness (2.2 µm), it
also results in an overall decrease in engineering current density. Engineering
current density is the more important factor in enabling high armature flux
density. This can be observed in the noticeably lower flux densities achieved
by the YBCO tapes. The larger physical size of the coil cross section puts a
greater demand on the shielding coils, meaning they must also expand. This
creates a limiting effect on the volume of the device. Another optimization
is also completed for the thinner tapes (0.9 µm), which have a higher en-
gineering current density. This is compared against the previous results in
Fig. 2.24. Here, lower volume designs employing higher airgap flux density
are achievable with thinner tapes, but wire usage increases. Although HTS
designs cannot yet match the performance or cost characteristics of Nb3Sn,
results are encouraging that advancements in HTS production can help to
solve both performance and cost issues.
2.8 Discussion
While optimizing for volume results in high pole count designs, practical
design considerations may lead to selection of lower pole counts, especially
for a proof of concept design. Furthermore, the addition of mechanical and
thermal components might add enough overhead to increase the enclosure
radius such that the shielding achieved by the higher pole counts is unnec-
essary. If conduction cooling is used, space to integrate the cryocoolers close
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Figure 2.23: Pareto-optimal front using most recent YBCO tapes, 2.2 µ m
thickness at 20 K. With higher tape currents, wire length is competitive
with previous LTS studies. However, the lower engineering current density
limits the achievable magnetic loading.
Figure 2.24: Comparison of pareto-optimal fronts of YBCO tape versus
Nb3Sn wires. Thinner HTS tapes can be used to increase engineering
current density, resulting in higher field, more compact designs at the
expense of increased wire length.
to the coils might need to be considered as well [14]. Mechanical supports
will need to be included to counteract the large forces experienced by the
field windings. Thermal isolation components, such as vacuum vessels, also
need to be included. Additionally, some components, such as the vacuum
vessel, may be constructed from a magnetic material that will decrease the
active shielding requirement. Future work plans to expand the design space
and objectives of the optimization. It may be necessary to add a constraint
on the forces seen by the field coils. As the total machine mass is heavily
dependent on the mechanical and thermal design, these would need to be
taken into account in order to pursue a minimization such as total mass.
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Ideally, a full machine model could be used to perform such an optimization.
From an electromagnetic standpoint, there are a number of improvements
that could made to the model. The effect of AC losses induced in the su-
perconductor from the during transient conditions should be investigated to
verify that they are within the capabilities of the cryogenic system. The field
within the end windings needs to be considered as well, as the maximum field
is likely located within the end winding. The magnetostatic field computa-
tion should be expanded to 3-D to examine the field within the end windings,
as that is likely where the peak field lies within the winding. Finally, the ef-
fect of the passive magnetic components (e.g. steel vacuum vessel) should be
included within the numerical computation for greater accuracy as opposed
to approximating the effects with FEA results. A discussion comparing field
computation strategies is included in a later chapter as a basis for future
work.
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CHAPTER 3
CRYOGENIC AND MECHANICAL DESIGN
CONSIDERATIONS
. . .
3.1 Cooling System Design
Successful operation of the superconducting (SC) machine requires the coils
to be kept at cryogenic temperatures. Therefore, the design of the stator
includes an intricate cooling system whose purpose is to minimize any envi-
ronmental thermal loads on the superconducting coils. A schematic of this
system is shown in Figure 3.1. In this design, the entire stationary field
assembly is enclosed within a vacuum chamber to minimize convective heat
transfer with the environment. The main field coils and shielding coils are
embedded within an aluminum 6061-T coil former that is attached to the
vacuum chamber via a titanium alloy (Ti6Al4V) torque tube. The torque
tube folds back on itself to increase the thermal transport length and min-
imize the heat load due to conduction. To reduce thermal radiation to the
coil former, an aluminum heat shield is inserted around the inner radius of
the coil former. Additional heat shields are also placed at the inner and outer
radius of the entire assembly to further reduce the effect of thermal radiation
from the vacuum chamber. Finally, a 1.5 W dual stage cryocooler is used to
provide cooling to the system. The first stage of the cryocooler is thermally
linked to the aluminum heat shield and the torque tube while the second
stage is thermally linked to the coil former. All thermal links are made up
of copper conduction leads.
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Figure 3.1: Schematic of SC machine cooling system.
3.2 Mechanical Analysis
The mechanical analysis of the cooling system has focused on analyzing the
stress and strain of the titanium alloy torque tube. This is the main load
bearing member of the cooling system and it is the path of conductive heat
transfer from the outer wall of the vacuum chamber to the coil former. There-
fore, the goal of the torque tube design is to minimize conduction by min-
imizing the cross-sectional area and increase the thermal transport length
(total torque tube length) while meeting stress, strain, and total displace-
ment constraints. After several iterations, a torque tube design which loops
back on itself and has a thickness of 5 mm was selected. The 5 mm thick-
ness chosen due to constraints on total displacement and considerations of
manufacturability. The looping design was chosen because it offers a good
compromise between increasing the thermal transport length and increasing
the mechanical strength of the torque tube. A finite element mechanical
analysis was performed on the proposed torque tube design using ANSYS.
The maximum displacement was found to be 1.7 mm for an extreme loading
condition (300 kN m). The stress distribution for this loading condition is
shown in Figure 3.2 and was found to be within acceptable limits. In addi-
tion to analyzing the titanium alloy torque tube, composite materials were
also considered. However, these materials did not produce a clear advantage
because they have comparably lower mechanical strength but similar thermal
conductivity to the titanium alloy at cryogenic temperatures. Therefore, the
composite torque tubes required larger cross sectional areas to produce the
same displacement and mechanical strength which lead to greater thermal
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transport. Future work in the mechanical analysis will include design and
analysis of the suspension system needed to support heat shields at the inner
and outer radii and analysis of the internal stresses within the coil former.
Figure 3.2: Torque tube stress analysis for extreme loading. Maximum
stress is 181 MPa.
3.3 Thermal Analysis
In order to size the cryocooler within the cooling system, an estimate of the
thermal budget is needed. To produce this thermal budget, a lumped pa-
rameter static model of the cooling system is used. This model captures the
main mechanisms of heat transfer within the stator as well as the temper-
ature dependence of thermal conductivity within the torque tube, and the
cryocooler load curves. The model approximates the cooling system as a net-
work of nodes joined by thermal resistances which are based on the thermal
conductivity of the material joining the nodes. In addition, the radiation
between different components of the cooling system is also captured. The
lumped parameter thermal network is shown in Fig. 3.3. Starting with N1,
the inner most node and working out, the governing equations for each node
is given below. Since this is a static model, it assumes that the heat transfer
between nodes is constant and that the total heat entering a node must equal
to total heat exiting the node. For a complete list of the values used for each
parameter, see Table 3.1.
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Figure 3.3: Thermal network representation of the cooling system. Black
nodes correspond to the torque tube, green nodes correspond to the heat
shields the grey node corresponds to the aluminum heat shield, and the
blue node corresponds to the coil former. The black resistance elements
correspond to conduction, and the red arrows correspond to radiation. The
blue arrows represent heat removed by the cryocooler.
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3.3.1 Lumped Thermal Model
Node 1: Heat Shield 1
Here Qr−OV CI−HS1 is the radiation heat transfer from the inner wall of the
vacuum chamber to heat shield 1, Qr−HS1−HS2 is the radiation heat trans-
fer from heat shield 1 to the aluminum heat shield (heat shield 2), is the
Stephan-Boltzmann constant (5.675 × 10−8 W/ m2 K4 ), TOV CI , THS1, and
THS2 are the temperatures of the inner wall of the vacuum chamber, heat
shield 1, and heat shield 2 respectively, OV C , HS1, and HS2 are the emis-
sivities of the vacuum chamber, heat shield 1, and heat shield 2 respectively,
and AOV CI , AHS1, and AHS2 are the surface areas of the inner wall of the vac-
uum chamber, heat shield 1, and heat shield 2 respectively. FOV CI−HS1 and
FHS1−HS2 are the view factors from the inner wall of the vacuum chamber to
heat shield 1 and from heat shield 1 to heat shield 2. Note that since both of
these radiation terms are from a smaller cylinder radiating to a concentric,
larger cylinder both view factors are 1.
Qr−OV CI−HS1 =
σ(T 4OV CI − T 4HS1)
1−OV C
AOV CIOV C
+ 1
AOV CIFOV CI−HS1
+ 1−HS1
AHS1HS1
(3.1)
Qr−HS1−HS2 =
σ(T 4HS1 − T 4HS2)
1−HS1
AHS1HS1
+ 1
AHS1FHS1−HS2
+ 1−HS2
AHS2HS2
(3.2)
0 = Qr−OV CI−HS1 −Qr−HS1−HS2 (3.3)
Node 2: Heat Shield 2
Here Qr−HS2−CF is the radiation heat transfer from heat shield 2 to the coil
former, TCF is the temperature of the coil former, CF is the emissivity of
the coil former, and ACF , is the surface area of the coil former. FHS2−CF is
the view factor from heat shield 2 to the coil former and it is 1. Since heat
shield 2 is connected to stage 1 of the cryocooler, the total heat transferred to
the cryocooler from this node is given by Qr−HS2−CC1, and is the difference
between the heat entering this node via radiation from heat shield 1 and the
heat leaving via radiation to the coil former.
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Qr−HS2−CF =
σ(T 4HS2 − T 4CF )
1−HS2
AHS2HS2
+ 1
AHS2FHS2−CF
+ 1−CF
ACF CF
(3.4)
Qc−HS2−CC1 = Qr−HS1−HS2 −Qr−HS2−CF (3.5)
Node 3: Coil Former
Here Qr−TT−CF is the radiation heat transfer from the torque tube to the
coil former, TTT5 is the temperature of the torque tube at node 5, TT is the
emissivity of the torque tube, and ATT5, is the surface area of the torque tubes
inner surface. FTT−CF is the view factor from torque tube to the coil former.
To analyze the view factor for a larger cylinder radiating to a concentric,
smaller cylinder, the graph in Fig. 3.4 [15] is used. Due to the ratio of the
radii for these two cylinders being nearly 1, the view factor is approximated
as 1. The conduction heat transfer from the torque tube to the coil former is
given by Qc−TT−CF . Here Ac−TT−CF is the contact area between the torque
tube and the coil former, kTT−CF is the thermal conductivity between torque
tube and coil former, and TTT4 is the temperature of the torque tube at
node 4. Defining the thermal conductivity between two dissimilar materials
is challenging and a good reference for the contact between titanium and
aluminum could not be found. Therefore, to keep the model conservative a
large value was chosen for this thermal conductivity. Since the coil former
is connected to stage 2 of the cryocooler, the total heat transferred to the
cryocooler from this node is given by Qc−CF−CC2, and is equal to the sum of
all heat transferred into the coil former.
Qr−TT−CF =
σ(T 4TT5 − T 4CF )
1−TT
ATT5TT
+ 1
ATT5FTT−CF
+ 1−CF
ACF CF
(3.6)
Qc−TT−CF = Ac−TT−CFkTT−CF (TTT4 − TCF ) (3.7)
Qc−CF−CC2 = Qr−HS2−CF +Qr−TT−CF +Qc−TT−CF (3.8)
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Figure 3.4: View factor from outer cylinder to inner cylinder for two
concentric cylinders of finite length.
Node 4: Torque Tube at Coil Former
Here Qc−TT5−TT4 is the conduction heat transfer within the torque tube from
node 5 to node 4, Ac−TT5−TT4 is the cross-sectional area of the torque tube
between nodes 5 and 4, LTT5−TT4 is the length of torque tube from node
5 to node 4, kTT5−TT4 is the thermal conductivity within the torque tube
from node 5 to node 4, and TTT5 is the temperature of the torque tube at
node 5. The thermal conductivity within the torque tube varies greatly as
a function of temperature. See Fig. 3.5 [16] for experimental measures of
titanium alloys thermal conductivity. Therefore, to capture this temperature
dependence, the thermal conductivity between nodes is approximated by
taking the average temperatures of the nodes and using a lookup table to
interpolate the thermal conductivity at the average temperature, based on
measurements shown in Fig. 3.5.
Qc−TT5−TT4 =
Ac−TT5−TT4
LTT5−TT4
kTT5−TT4(TTT5 − TTT4) (3.9)
0 = Qc−TT5−TT4 −Qc−TT−CF (3.10)
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Figure 3.5: Measurements of titanium alloy’s thermal conductivity as a
function of temperature.
Node 5: Torque Tube Intermediary Node 1
Here Qc−TT6−TT5 is the conduction heat transfer within the torque tube from
node 6 to node 5, Ac−TT6−TT5 is the cross-sectional area of the torque tube
between nodes 6 and 5, LTT6−TT5 is the length of torque tube from node 6
to node 5, kTT6−TT5 is the thermal conductivity within the torque tube from
node 6 to node 5, and TTT6 is the temperature of the torque tube at node 6.
Qc−TT6−TT5 =
Ac−TT6−TT5
LTT6−TT5
kTT6−TT5(TTT6 − TTT5) (3.11)
0 = Qc−TT6−TT5 −Qc−TT5−TT4 −Qr−TT−CF (3.12)
Node 6: Torque Tube at Cryocooler
Here Qc−TT7−TT6 is the conduction heat transfer within the torque tube from
node 7 to node 6, Ac−TT7−TT6 is the cross-sectional area of the torque tube
between nodes 7 and 6, LTT7−TT6 is the length of torque tube from node 7
to node 6, kTT7−TT6 is the thermal conductivity within the torque tube from
node 7 to node 6, and TTT7 is the temperature of the torque tube at node
7. Since the torque tube is connected to stage 1 of the cryocooler at this
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node, the total heat transferred to the cryocooler from this node is given by
Qc−TT−CC1, and is equal to the difference of heat transferred into the node
minus heat transferred out of the node.
Qc−TT7−TT6 =
Ac−TT7−TT6
LTT7−TT6
kTT7−TT6(TTT7 − TTT6) (3.13)
Qc−TT−CC1 = Qc−TT7−TT6 −Qc−TT6−TT5 (3.14)
Node 7: Torque Tube Intermediary Node 2
Here Qr−HS3−TT is the radiation heat transfer from heat shield 3 to the torque
tube, THS3 is the temperature of heat shield 3, TTT7 is the temperature of
the torque tube at node 7, HS3 is the emissivity of heat shield 3, AHS3 is
the surface area of heat shield 3, and ATT7, is the surface area of the torque
tube outer surface. FHS3−TT is the view factor from heat shield 3 to the
torque tube and similar to FTT−CF it is approximated as 1. Qc−TT8−TT7 is
the conduction heat transfer within the torque tube from node 8 to node 7,
Ac−TT8−TT7 is the cross-sectional area of the torque tube between nodes 8
and 7, LTT8−TT7 is the length of torque tube from node 8 to node 7, and
kTT8−TT7 is the thermal conductivity within the torque tube from node 8 to
node 7.
Qr−HS3−TT =
σ(T 4HS3 − T 4TT7)
1−HS3
AHS3HS3
+ 1
AHS3FHS3−TT
+ 1−TT
ATT TT
(3.15)
Qc−TT8−TT7 =
Ac−TT8−TT7
LTT8−TT7
kTT8−TT7(TTT8 − TTT7) (3.16)
0 = Qc−TT8−TT7 +Qr−HS3−TT −Qc−TT7−TT6 (3.17)
Node 8: Torque Tube at Heat Shield 3
Here Qc−TT10−TT8 is the conduction heat transfer within the torque tube from
node 10 to node 8, Ac−TT10−TT8 is the cross-sectional area of the torque tube
between nodes 10 and 8, LTT10−TT8 is the length of torque tube from node
10 to node 8, kTT10−TT8 is the thermal conductivity within the torque tube
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from node 10 to node 8, and TTT10 is the temperature of the torque tube at
node 10.
Qc−TT10−TT8 =
Ac−TT10−TT8
LTT10−T87
kTT10−TT8(TTT10 − TTT8) (3.18)
0 = Qc−TT10−TT8 −Qc−TT8−TT7 (3.19)
Node 9: Heat Shield 3
Here Qr−OV CO−HS3 is the radiation heat transfer from the outer wall of the
vacuum chamber to heat shield 3, TOV CO is the temperature of the outer wall
of the vacuum chamber, and AOV CO, is the surface area of the outer wall of
the vacuum chamber. FOV CO−HS3 is the view factor from the outer wall of
the vacuum chamber to heat shield 3 and it is approximated as 1.
Qr−OV CO−HS3 =
σ(T 4OV CO − T 4HS3)
1−OV C
AOV COV C
+ 1
AOV CFOV C−HS3
+ 1−HS3
AHS3HS3
(3.20)
0 = Qr−OV CO−HS3 −Qr−HS3−TT (3.21)
Node 10: Torque Tube at Outer Wall of Vacuum Chamber
Since node 10 is in contact with the outer vacuum chamber wall, it is assumed
that the temperature of the torque tube at node 10 is equal to that of the
outer wall of the vacuum chamber.
TTT10 = TOV CO (3.22)
Cryocooler Load Curves
The final component of the thermal model is to include the cryocooler load
curves. The load curves relate the heat removed by the cryocooler at the
first and second stages to the temperatures of these stages (TCC1 and TCC2).
In the model, it assumed that the temperature of each node in contact with
the cryocooler has the same temperature as the cryocooler. In this way, the
cyrocooler response is directly integrated into the thermal model. Therefore,
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a solution of the model corresponds to an equilibrium state of the cryocooler.
An example of a cryocooler load curve is shown in Fig. 3.6.
THS2 = TCC1 (3.23)
TTT6 = TCC1 (3.24)
TCF = TCC2 (3.25)
Figure 3.6: Load curve for a 1.5 W dual stage cryocooler.
3.3.2 Results
Using the parameters listed in Table 3.1, the load curve shown in Figure
3.6 [17], and the assumption that both the inner and outer wall of the vac-
uum chamber are at 300 K, the thermal model is solved using an iterative
solution method. The solution method uses two cascaded while loops to
search for an equilibrium solution to the static model. In the outer loop, the
temperatures of stages 1 and 2 of the cryocooler are calculated based on the
heat transfers calculated within the inner loop and the cryocooler load curve.
In the inner loop, the cryocooler stage temperatures are held constant and
the temperatures of nodes 1, 4, 5, 7, 8, and 9 are found which satisfy the
heat transfer balance of their respective nodes. Then a new solution for the
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Table 3.1: SC machine thermal model parameters. Emissivity values
estimated using public data.
Value Parameters
Surface area (m2)
AOV CI 1·7979
AHS1 2·5578
AHS2 2·5578
AHS3 2·666
ACF 2·5578
ATT5 2·5578
ATT7 2·666
AOV CO 2·7427
Cross-sectional area (m2)
Ac−TT−CF 0·0188
Ac−TT5−TT4 0·0149
Ac−TT6−TT5 0·0149
Ac−TT7−TT6 0·0152
Ac−TT8−TT7 0·0152
Ac−TT10−TT8 0·0157
Length (m)
LTT5−TT4 0·506
LTT6−TT5 0·451
LTT7−TT6 0·431
LTT8−TT7 0·431
LTT10−TT8 0·011
Emissivity (-)
Outer vacuum chamber (polished steel) 0·2
Heat shield 1 (aluminum sheet) 0·03
Heat shield 2 (polished aluminum) 0·05
Heat shield 3 (aluminum sheet) 0·03
Coil former (aluminum) 0·1
Torque tube (titanium) 0·2
Thermal Conductivity (W / m2 K)
kTT−CF 144
cryocooler stage temperature is found based on the new heat load at stage 1
and 2 of the cryocooler. The two loops continue to iterate until they converge
to a solution. The solution for the system presented here is shown in Fig.
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3.7 and the thermal budget is given in Table 3.2. Note that when calculating
the total heat load on stages 1 and 2 of the cryocooler, it is assumed that
there is a 13.9 W heat load from the current leads at stage 1 and a 0.2 W
heat load from the current leads at stage 2.
These results show that with the present cooling system design, cryogenic
temperatures can be maintained using a single 1.5 W dual stage cryocooler.
However, it is desirable to have a larger margin of cooling capacity at stage
2 of the cryocooler, and the goal is to reduce the heat load associated with
radiation, conduction, and current leads at stage 2 down to 0.75 W. To ac-
complish this, more substantial thermal shielding could be used. The present
analysis assumes a single sheet of aluminum for heat shields 1 and 3. These
could be replaced by multi-layer insulation (MLI) to further reduce the ra-
diation heat load. Future work will look at incorporating thermal equations
for MLI into the model [18]. In addition, the results of the lumped parameter
model will be compared with a finite element thermal analysis of the torque
tube.
Table 3.2: Estimated thermal budget for 1.5 W dual stage cryocooler.
Source Heat Load
(W)
Stage 1 cryocooler
Radiation 12·8
Conduction 28·9
Current leads 13·9
Stage 2 cryocooler
Radiation 0·03
Conduction 1·06
Current leads 0·2
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Figure 3.7: Final temperature and heat transfer distribution for the SC
machine lumped parameter thermal model.
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CHAPTER 4
HARDWARE VALIDATION
4.1 Objectives
Much of the design configuration has been formulated taking into account
the advantages provided by the MRI industry. Such a configuration has been
pursued in part to reduce risk of the most exotic portions of the design (the
superconducting field assembly) by employing mature cooling and shielding
technologies developed by the MRI industry. By lowering the risk, we can
improve the attractiveness of the concept and its chance for commercial vi-
ability. Although low-cryogen cooling solutions are becoming more common
in MRI devices, conduction cooled Nb3Sn racetrack coils exist in only a few
number for research and high-energy physics applications. This section is
focused on the selection, design, and testing of a sample racetrack coil reach-
ing 6 T. A successful bench test will help to retire the biggest risks from
this aspect of the design, and further the concept to a higher technological
readiness level (TRL).
Design selection from the computed pareto-optimal front as well as electro-
magnetic performance of the test coil is discussed. The winding and support
structure design is discussed. Analysis of the thermal performance is carried
out to verify required temperatures given the cryostat and cryocooler setup.
Finally, a strain analysis is performed in order to verify that the supercon-
ducting windings are within an acceptable strain level to avoid mechanical
breakage as well as excessive degradation of the critical surface. Addition-
ally, the structural integrity of the support components is verified. Test
procedures and stand characterization results are described. This design was
formulated in collaboration with Hyper Tech Research and Dr. Mike Sump-
tion at the Center for Superconducting and Magnetic Materials at The Ohio
State University (OSU). The superconducting wire and completed coil were
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also constructed at Hyper Tech.
4.2 Design Selection for Bench Test
The results from the electromagnetic optimization section are repeated here
again in Fig. 4.1 for convenience. A representative design has been selected
for the sample coil, providing a good compromise between wire usage, arma-
ture flux density, and active shielding. However, the dimensions are slightly
scaled down in order to fit in the test facility available at OSU. The dimen-
sions of the finalized design are shown in Fig. 4.2. The total wire length
required is 1.12 km. The coil will be using a high-performance T1581 0.7
mm strand produced by Hyper Tech Research. The field distribution of the
single test coil taken from this design is shown in Fig. 4.3. The results from
the higher fidelity 3-D FEA are used to determine magnet load line, and its
intersection with the critical surface of the wire, or the critical point. To
reduce risk of quenching, the coil is intended to be operated at a 50% safety
margin within the critical surface (Iop/Ic = 435 A / 850 A) at a peak field of
6 T.
Figure 4.1: Design selection for bench test. Test coil should achieve 2.7 T
armature flux density when integrated into a full motor design.
4.3 Superconducting Coil Assembly
The support structure is shown in Fig. 4.4. The coil is wound around a
copper former and copper thermal buses are included on each side of the
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Figure 4.2: Coil dimensions shown in mm.
Figure 4.3: 3-D plot of flux density magnitude at operational current of 435
A. Peak fields of 6 T are produced. Magnet load line suggests that near 8 T
can be reached at critical current.
coil to connect to the cryocooler and evenly distribute the cooling. The
structure is then encased in supporting steel structures. The shrinkage of the
steel at cryogenic temperatures also provides some compressive pre-stress to
the winding, which is critical in maintaining the conductor below its strain
tolerance [19]. The current leads are detailed in Fig. 4.5. The groove in
the copper holds the lead physically in place and provides cooling all the
way until it reaches the terminal block, at which point it is soldered on the
block. The terminal block is mounted right above the cryocooler connection,
providing cooling through the electrical insulation piece. Cooling here is
critical due to the heat generation concentrated in the terminal block. The
terminal block is substantially sized to allow enough length for the current
to transition into the superconducting strands [20].
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Figure 4.4: Winding support structure. The setup is designed as to emulate
as closely as possible the environment seen by the coil inside the full
machine.
Figure 4.5: Current lead layout.
4.4 Thermal Analysis
The main heat loads to the superconducting coil consist of radiation from the
external environment and heat generated in the current leads. Conduction
to the bottom plate is not taken into account since the test setup rests on
a highly insulated thermal surface. A cryocooler removes heat from this
system in two stages. The first stage is connected to a radiation shield, and
will be tuned to hold the shield at about 60 K, and the second connects to
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the thermal contacts of the bench test setup as shown in Fig. 4.4.
Three important assumptions are made. First, the heat conduction to the
coil is negligible because it rests on a highly thermally insulated surface of
G10 fiberglass, which mimics the design of the machine itself. Second, the
radiation shield will be 60 K, and is considered a gray body. The heat flow
from gray body 1 to gray body 2 is shown in Eq. (4.1), where σ is the Stefan-
Boltzmann constant,  is the emissivity of each body, A is the surface area of
each body, and F1→2 is the view factor from surface 1 to surface 2. For this
application, the emissivity of the radiation shield is assumed to be 0.5 and
that of the stainless steel top plate as 0.7 from [21]. The area of the stainless
steel top plate is 169.37 mm2.
Q˙ =
σ(T 41 − T 42 )
1−1
A11
+ 1
A1F1→2
+ 1−2
A22
(4.1)
The third and final assumption is that the current leads supply 0.5 W of
heat. This is based on the resistivity of copper for 1 cm OD 50 cm long
cables, 9.75 nΩ cm, the contact resistance based on soldering the cable to
the Nb3Sn, 20 nΩ, and the input current, assumed to be 500 A. These results
are summarized in Eq. (4.5). This heat was increased from 0.32 W to 0.5 W
to account for extraneous sources of heat.
P = I2R (4.2)
P = I2(Rcontact +Rcable) (4.3)
P = 5002(20 nΩ +
9.75 nΩ cm ∗ 50 cm
(1 cm)2pi
4
) (4.4)
P = 0.32 W (4.5)
Care was taken to find the correct material properties, specifically thermal
conductivities of the various materials. The thermal conductivity of copper
was found through [22], and that of stainless steel through [23]. The thermal
conductivity of the coil is found solving Eq. (4.6) for Keq as is seen in Eq.
(4.8). The thermal conductivities of the epoxy, CTD-101K, the S-glass and
the Nb3Sn were found from [24], [23] and [25] respectively.
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Figure 4.6: Steady state temperature distribution on racetrack coil.
Maximum temperature at 4.17 K
Req = Repoxy +RS−Glass +RNb3Sn (4.6)
Leq
A ∗Keq =
Lepoxy
A ∗Kep +
LS−G
A ∗KS−Glass +
LNb3Sn
A ∗KNb3Sn (4.7)
Keq =
Leq
Lepoxy
Kep
+ LS−G
KS−Glass
+
LNb3Sn
KNb3Sn
(4.8)
Through the use of these material properties and the assumptions above,
a finite element analysis was created using ANSYS. The analysis was set up
using the radiation, and the heat from the current leads. The thermal lead
temperature is found through iteratively solving the model. This involves
first setting temperature of the thermal leads based on the cryocooler load
curve [17], running the model to find a heat flow, and resetting the lead
temperature based on the new heat flow. This process was continued until the
lead temperature converged to 4.08 K and the heat flow converged to 0.587
W. The finite element analysis highlighted a maximum coil temperature of
4.17 K, shown in Fig. 4.6. A lumped thermal analysis verified the results
from this finite element analysis, with the temperature of the lead at 4.08
K and a hot spot temperature of 4.14 K. The percentage difference for the
hot spot temperature between the two models was less than 1%, which is
acceptable.
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4.5 Structural Analysis
The superconducting coil loop is expected to carry close to 600,000 Amp-
turns of current, which will cause large Lorentz forces within the coil, shown
in Fig. 4.7. These forces push outward from the inner edge of the coil,
stretching the coil and creating tensile stress in the superconducting strands.
At the same time, the strands within the coil cross section are pushed to-
gether, creating a small amount of transverse compressive stress. Of the
two stresses, the parallel tensile stress has the highest risk of causing failure
through irreversible loss of critical current density in the coil [26]. For this
reason, the maximum tensile strain corresponding to this stress must be less
than 0.2% in the coil.
A second source of stress in the coil arises from thermal compression as
the coil is brought down to superconducting temperatures. Since the coil will
shrink at a different rate than the copper and steel retaining structure, it will
experience compressive stress tangent to the wire-epoxy matrix. Since the
compressive stress does not degrade the critical current limit to the same ex-
tent as the tensile stress, the total compressive strain limit was conservatively
set to 0.5% [26]. The strain distribution is shown in Fig. 4.8.
Figure 4.7: View of Lorentz self-force distribution in the end-winding of the
coil.
Both of these stress sources have been modeled in ANSYS, with the Lorentz
volumetric force density calculated through ANSYS Maxwell and then im-
ported into ANSYS Mechanical Workbench for thermal and structural FEA.
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Figure 4.8: Strain distribution in the end region of the coil.
The maximum strain parallel to the wire-epoxy matrix was found to be
0.011%, which is below the 0.2% limit. Likewise, the maximum transverse
compressive strain was found to be 0.249%, which is below the 0.5% limit
4.6 Current Ramp Stability
To energize the coil to the desired field strength, the current will be ramped
at a conservative rate in order to minimize heat loss from induced currents.
In the conducting support structures an induced electro-motive force (EMF)
will result in ohmic losses, and is described by
V2 = −L2di2
dt
+M
di1
dt
(4.9)
where V2 is the induced voltage in the surrounding metal support structure,
L2 is the inductance of the support structure, M is the mutual inductance
between the support structure and the coil, i1 is the current in the coil, and
i2 is the current induced in the support structure. This can be simplified to
i2R = −L2di2
dt
+M
di1
dt
(4.10)
where R is the electrical resistance of the support structure. By using ANSYS
to calculate the inductance and mutual inductance of the coil and support
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structure, by using [22] to obtain a reasonable low-temperature resistivity for
the copper support structure, and by assuming 10A/s for the current ramp
rate, the equation simplifies to
i2(4.2 nΩ) = −(9 pH)di2
dt
+ (50 nH)(10 A/s) (4.11)
By solving this differential equation, the steady state current induced in
the surrounding copper structure is found to be approximately 12 A. The
power loss due to this current is neglible as a result, on the order of micro-
watts. This is due to the especially low resistivity of the surrounding copper
even at cryogenic temperatures. The effects of ramping up to full current
should therefore be minimal at the conservative estimate of 10 A/s.
4.7 Test Procedures
4.7.1 Instrumentation
Sensor placement is illustrated in Fig. 4.9. Three different kinds of mea-
surements are taken to provide important information about magnetic field,
temperature, and coil terminal voltages.
Voltage Sensors
Voltage sensors are placed on the coil terminals in order to use the four-
probe method to plot current voltage curves. One set will be placed on the
copper terminal block where the current is injected, and another set will
placed directly on the superconducting wire as close as possible to where it
transitions from the copper terminal block to the thermal bus. The reason
for placing two sets of sensors in this manner is to determine the resistance of
the junction between the superconducting and copper conducting parts. The
information from the voltage sensors will be used to verify that the winding
has entered a superconducting state upon cool down. Furthermore, it will
also be used to determine when a change to a non-superconducting state
is impeding in order to determine the critical current with respect to the
temperature margin.
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Flux Sensors
Data on the magnetic field will be useful in verifying the fidelity of the
electromagnetic analysis used in designing the coil. While the most important
place to measure the field is within the winding itself, inserting flux sensors
within the winding is difficult and adds risk. Instead, three flux sensors are
placed on top of the steel enclosure to determine the field at three important
points, which are shown in Fig. 4.10. All of the flux sensors are oriented
perpendicularly to the steel surface. Flux sensors 1 and 2 are placed in
the center of the coil bore and in the center of the bore of the racetrack end
winding, respectively. This information is used to measure the change in field
along the length of the coil, which is important information for predicting
torque production along the length of the active region of the machine. We
expect about 0.4 T difference in the field between the center of the coil to
the end, which can be validated by the data from these sensors. Sensor 3 is
placed as close as possible to the point where the maximum field is expected,
in the inner portion of the end winding. This will be useful as a metric for
determining the fidelity in evaluating the maximum field within the coil.
Temperature Sensors
Temperature sensors are placed where we expect the maximum and minimum
temperature to occur, based on the results shown in Fig. 4.6. The minimum
temperature is expected near the cryocooler connection underneath the ter-
minal block, while the maximum is expected near the other terminal block,
which does not have a cryocooler connected underneath it. Temperature
sensors are placed on both copper terminal blocks for this reason. The other
region of concern is the other end of the coil, where the other local maximum
occurs. Thus, temperature sensors are placed on copper tabs on the other
side of the coil. The copper thermal buses are thick enough that they are
expected to be essentially isothermal. While the temperature distribution is
theoretically symmetric from the bottom to the top of the coil, temperature
sensors are placed on both top and bottom plates in order to detect any ab-
normalities and imperfections in thermal contact. Two types of temperature
sensors are employed for redundancy, Type E thermocouples and Cernox
temperature sensors. Cernox sensors are designed specifically for cryogenic
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applications and have a high sensitivity in low-temperature ranges around 4
K. Furthermore, they have a low level of error from induced magnetic fields,
making them a good choice for the high-field environment in this coil [27].
Figure 4.9: Sensor Placements
Figure 4.10: Perpendicular flux density versus position along the center line
of the coil. Flux sensors are placed at three locations along the length of
the coil at critical locations for field values.
47
4.7.2 Test Methods
While we wish to determine the performance boundaries of the completed
coil (pushing to the critical current), we also wish to avoid a quench. When
testing small coils or a single strand, the possibility of quench is not an issue
because of the small amount of energy inductively stored. Upon quench,
even when this energy is released, it is small enough that the coil will not be
damaged. However, for larger coils the stored energy can be in the hundreds
of kJ to MJ range. If a quench is experienced, that energy will be quickly
released into the small area where it has occurred, potentially burning the
superconductor and damaging the coil. Many larger coils incorporate quench
protection measures for this reason.
The four-probe method is commonly used to measure the I-V characteris-
tics of a superconductor in order to determine the critical current at a given
field. The current-voltage characteristics of Nb3Sn superconductors are de-
scribed by the power law with
E = Ec(
I
Ic
)n (4.12)
where Ec is the electric field along the wire at the critical current, Ic is the
critical current, and n is the index number [28]. The index number is a
property of the specific superconducting wire and is generally considered a
metric of the wire quality, as a higher index number corresponds to a cleaner
transition from superconducting to normal state. A typical value of index
number for Nb3Sn is 20 to 60 [29]. If the voltage is measured from the copper
terminals, the measurements will take the form
V = Vc(
I
Ic
)n + IRj (4.13)
where Vc is now the total voltage of the superconducting winding, which is
obtained my multiplying the field with the winding length. Rj represents the
total junction resistance of both current injection and return to the power
source; this value includes the solder contact resistance, the copper terminal
resistance, and the transfer resistance from the copper to the superconducting
strand. With the planned voltage sensor setup, we can use the measurements
on the terminal as well as directly on the superconducting wire to determine
an estimate for the junction resistance. A voltage criterion of 0.1µV / cm is
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used.
Before any testing is performed, the coil must first be cooled down to the
intended temperature range, 4 K to 6 K. During cooldown, 100 mA will be
applied to the coil and the voltage measured as a function of temperature,
and the superconducting transition observed.
Two tests will be performed on the completed coil. The first test will be
a simple check of stability at the intended operating current and fields. We
intend to ramp the coil to its designed operating current Iop = 435 A, which
should produce a peak field of Bpk = 6 T. This operating point incorporates a
large safety margin with respect to the single strand critical current (Ic = 850
A). At this operating point, field measurements will be taken for comparison
with the numerical values.
Finally, as a measure of the stability of coil at the intended operating
point, the temperature margin for critical current will be investigated. Af-
ter operating current has been verified, the temperature of the coil will be
steadily raised using heating elements installed in the test setup. The tem-
perature at which the coil is about to leave the superconducting state will be
recorded using the voltage criterion described above. Identifying this tem-
perature margin will be a useful metric in assessing the stability of the coil;
furthermore, it will be useful for giving an idea of how much additional heat
load can be tolerated when considering AC losses from induced currents, or
during field ramping.
4.8 Strand Characterization
A sample strand of the superconducting wire is tested to verify critical current
characteristics and stability. A scanning electron microscope (SEM) was used
to examine the strand in detail and verify that it is free of imperfections, as
shown in Fig. 4.11 and Fig. 4.12. The voltage criterion given above was
used to determine the critical current at a given operating point, as described
in [30]. The resulting values are plotted in Fig. 4.13. First, the strand was
tested under current ramp conditions, where the applied field is fixed and
the strand current is varied. A quench indicates that the strand quenched
before the voltage criterion was reached. This indicates that the heat transfer
coefficient of the wire was not large enough to maintain temperature with the
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larger heat loads created at high currents. This is typical in high-performance
Nb3Sn conductors, as the amount of superconductor per copper ratio in each
strand has been increased to boost performance. Although the strand did
quench at lower fields, the data continues to follow the trend established by
critical current measurements at lower fields, indicating that we are not far
from the critical surface.
Figure 4.11: SEM image of a cross section of the strand. No issues were
detected visually.
Figure 4.12: SEM image of one strand of the T1581 wire. Each strand
contains 217 individual superconducting filaments embedded within a
copper matrix.
The critical current was then tested under field ramp conditions, which did
not cause any quenching. During a field ramp test, a fixed strand current
is applied and the field is varied, as shown by the blue lines in Fig. 4.13.
Successful field ramp tests indicate that the strand is very stable at low
fields, with no problems of flux jump instability that are common in other
high-performance strands. This is important because some outer parts of
the winding will be at lower fields (∼ 2 T), yet still carry the same current
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as the part with the highest field. Gathering these results validates the
data that were used in designing the electromagnetic of the coil. Finally,
the measurements give confidence in the quality of the wire manufacturing
technology and in the success of the completed coil.
Figure 4.13: Critical current and stability test results for a single strand of
Hyper Tech T1581 wire (0.7 mm strand diameter). Heat treated at 625 C
for 125 hours. Unfilled markers indicate that the wire quenched at that test
point. Filled markers indicate that no quenching was experienced.
51
CHAPTER 5
BENCH TEST RESULTS
The bench test results from the superconducting sample coil are reported in
this chapter. First, the coil construction and manufacture process is given
a brief overview. Next, the instrumentation and test setup are described.
Finally, the critical current, temperature, and field performance are discussed
along with how the results correspond to model predictions. A peak field near
6 T was achieved at a critical current of 480 A, with a hotspot temperature
of 7.9 K.
5.1 Construction
The coil former was put together and was then wound at Hyper Tech; the
winding setup is shown in Fig. 5.1. A closeup of the strand being placed on
the former is shown in Fig. 5.2. The white coating on the copper thermal
bus is an insulating layer of alumina. Although the individual strands are
insulated with S-glass, an additional layer of insulation is sprayed on the
thermal bus in order to prevent shorts to the copper in case the S-glass is
worn through. After winding is completed, the final steel structural com-
ponents are bolted into the coil former. Next, the coil is heat treated in a
similar process used for the single strand test. The coil is then vacuum sealed
and filled with epoxy to ensure the strands are kept in place and do not ex-
perience excessive strain. Finally, the copper terminals are added and the
superconducting strand is soldered to the terminal blocks. The completed
coil is then transported to OSU for instrumentation and testing.
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Figure 5.1: Winding setup at Hyper Tech. Layers were added until the coil
is flush with the edge of the copper in order to prevent large gaps filled
with epoxy. Final number of turns was 972, which indicates a higher
packing factor than was estimated.
Figure 5.2: Closeup of the strands being placed on the former. Alumina
insulation is sprayed on the copper thermal buses (white coating).
5.2 Test Setup
Upon arrival to OSU, the coil was first instrumented in the manner described
in the previous chapter. The completed instrumentation is shown in Fig. 5.3.
Due to equipment constraints, one field sensor was forgone. The coil is then
wrapped in MLI (Fig. 5.4). While the test coil was originally meant to be
cryocooled, maintenance issues with the equipment did not allow the coil
to go below 10 K with the intended setup. An alternate setup was then
pursued, which is shown in Fig. 5.5. While liquid helium is begin used as a
heat sink, it still mimics the conduction cooling because only a small pool
of helium is used to heat station the copper tabs and current leads that
were originally meant to be connected to the cryocooler (Fig 5.6). In this
manner, this setup is still a reasonable test of the coil heat extraction system.
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Unfortunately, the cryostat available for this setup (Fig. 5.7) does not have
thermal shielding on the top. Therefore, radiation heat loads are expected to
be much higher than the coil would experience in the full machine; because
radiation is proportional to the fourth power of the temperature difference,
the lid at room temperature (300 K) will radiate a significant amount of heat.
This is observed later in the large temperature difference between the cold
end (4.2 K) and the hotspot at the current leads (6.9 K), which experiences
the full radiation from the lid.
Figure 5.3: Instrumentation of coil.
Figure 5.4: Coil wrapped with MLI.
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Figure 5.5: Coil setup for quasi-conduction cooling using liquid helium.
Coil is suspended vertically by resting on a G10 plate that is anchored to
the lid of the dewar.
5.3 Coil Performance
After the coil is lowered into the cryostat, liquid helium is slowly injected
into the bottom of the vessel. Cooldown temperature readings are shown
in Fig. 5.8. The coil is first run in voltage controlled mode to reduce the
possibility of damaging the coil. This essentially means that the controller
will be able to detect a quench more quickly and shut off the power supply
before temperatures rise too drastically. Then the only energy dissipated in
the coil will be the stored inductive energy. Results from Run 4 are shown in
Fig. 5.9. After four successful runs with a reasonable temperature rise after
quench (< 40 K), we felt confident testing the coil in current control mode
(Fig. 5.10).
Temperature data and critical current for the three voltage controlled runs
are shown in Table 5.1. As mentioned earlier, the large temperature difference
between the hotspot at the current leads and the external coil temperature
is due to the increased radiation from the lid. The critical current increased
after each run, which is a phenomenon known as magnet training, which is
commonly experienced in Nb3Sn and NbTi magnets. Field data are reported
in Table 5.2. The highest critical current achieved was 480 A, which surpassed
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Figure 5.6: Cooling features for current leads and copper tabs. The bottom
copper tabs are immersed in a small pool of helium at the bottom of the
cryostat. The current leads are heat stationed with the helium before they
connect to the terminals.
Figure 5.7: Coil being lowered in cryostat for testing. The lack of the
thermal shielding on the lid of this cryostat means that the top of the coil
will experience a large radiation heat load from room temperature (300 K).
the intended operational current of 435 A. The field data are plotted against
numerical model predictions in Fig. 5.11. Results agree well with the model,
giving confidence to the projected peak field of 5.85 T in the coil end winding.
To examine the temperature margin of the coil, heat was injected to mea-
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Figure 5.8: Temperature readings during cooldown. Note that the current
injection terminal actually cools faster than the stainless steel casing,
indicating an excellent thermal connection from the cooling tabs to the
current leads.
Table 5.1: Cernox temperature readings and critical current.
Run 1 Run 2 Run 4
Coil Current Coil Current Coil Current
center tap center tap center tap
Initial T (K) 4.53 6.54 4.67 5.78 4.67 6.81
T at quench (K) 4.66 7.38 4.74 7.18 4.84 7.92
∆T (K) 0.13 0.84 0.07 1.4 0.17 1.11
Critical current (A) 437 440 480
sure critical current at increasing temperatures, with data in Table 5.3. This
is shown graphically in Fig. 5.12, with the critical current projected at 4.2
K. In the full machine, with proper radiation shielding, it is expected that
the hotspot temperature will be much closer to this ideal value. If this can
be achieved, the predicted critical current of 550 A would yield a 26% margin
with respect to the operational current of 435 A, meaning the coil could be
very safely operated at this current allowing some margin for AC losses due
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Figure 5.9: Temperature measurements during a test run in voltage control
mode. Critical current reached 480 A at quench. A temperature rise due to
ohmic heating in the current leads is observed near 1.1 K.
Table 5.2: Field measurements.
Run Ic/Iq
Max Field Max Field
On-axis Off-axis
(A) (T) (T)
1 437 2 -
2 440 - 3.06
3 459 - -
4 480 2.2 -
to transient conditions. Thus, much of the risk associated with manufactur-
ing a high-field conduction cooled coil has been mitigated. Because of the
unexpected issues with the cryocooled setup, the test did not yield a good
replication of the heat loads that would be experienced by the coil in the
full machine. These issues, torque tube conduction and radiation heat loads,
are being targeted within the next phase of work as the next key risk to
address. Future tests will be planned that accurately capture the conditions
experienced by the coil in the full machine.
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Figure 5.10: Current and voltage of the winding under current control
mode. The flat I-V relationship is characteristic of a superconducting
winding. Some voltage offset is seen due to the coil inductance coupled
with a non-zero current ramp rate. Ramp rate at 300 A was reduced from 1
A/s to 0.8 A/s, corresponding to the smaller offset at that point.
Table 5.3: Critical current recorded with varying temperature.
Run Coil temp. Hotspot temp. Ic/Iq Field on-axis
(K) (K) (A) (T)
4 4.84 6.81 480 2.20
5 5.56 7.53 457 2.09
6 8.02 9.99 384 1.75
7 10.83 12.8 265 1.20
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Figure 5.11: Collected field data vs. expected value from 3-D FEA. Sensor
data matches simulation results with less than 4% error. Peak field within
coil is expected to be 5.85 T, based on the simulation.
Figure 5.12: Critical current vs. hotspot temperature. Ic at 4.2 K is
estimated at 550 A. Compared to the desired operation at 435 A, this
corresponds to an operational margin of 26% Similarly, the temperature
margin is substantial at 4.1 K.
60
CHAPTER 6
AN INVESTIGATION OF FIELD
ANALYSIS TECHNIQUES
6.1 Background
Modern design of electrical machines requires knowledge of field distributions
to predict torque and inductance characteristics with high fidelity. Optimiza-
tion of geometries requires a large number of candidate designs to be con-
sidered. Particularly, optimization using genetic algorithms, popular among
machine designers, requires many thousands of evaluations to successfully
produce pareto-optimal fronts for multi-objective tradeoff studies [2]. For
this reason, when designing a device for maximum performance, it is impor-
tant to develop a technique that yields accurate results in the shortest time
possible. In contrast to conventional rotating machines, the studied topology
differs in a number of ways with respect to the field analysis.
1. Non-linearities. The air-core topology implies that the device employs
no magnetic material in the rotor. In this case, the armature windings sit
on a shaft made from composite material, which is magnetically equivalent
to free space. Furthermore, use of active shielding allows the elimination of
a previously required passive shield, leaving only a thin ferromagnetic (typ-
ically steel) back yoke. These two differences in topology result in a drastic
reduction in the amount of non-linear behavior that must be accounted for
in any field formulation.
2. Far field computation. As opposed to many applications of compu-
tational electromagnetics in which far field behavior is the analysis goal,
conventional electric machines require knowledge of the fields only near the
sources, in the areas in which torque or force is produced, or iron losses gen-
erated. The inclusion of superconducting windings poses a unique challenge
with respect to electromagnetic interference (EMI) concerns caused by the
high fields emanating from the device. While this has been addressed with
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an active shielding approach, a minimum of shielding must be used to reduce
cost. Therefore, it may be necessary to know the field at some distance away
from the machine to ensure that they fall within acceptable levels.
Due to the synchronous topology of the studied device, this discussion will
only consider magnetostatic formulations in 2-D and 3-D for use of torque
and inductance calculations. In computational electromagnetics, two major
methods exist: domain based methods such as the finite element method
(FEM), and integral methods, also referred to as the boundary element
method (BEM) or Method of Moments (MoM). Finally, a third method which
combines the advantages of the previous two, a hybrid finite element method
- boundary element method (FEM-BEM) has has had increased interest in
recent years for problems involving open-air boundaries or computation of
far fields [31]. Additionally, a fourth option will be briefly touched on, the
magnetic equivalent circuit (MEC) technique, which is unique to the analysis
of power magnetic devices. The following sections will discuss the merits and
pitfalls of each approach. Finally, these factors will be compared within the
context of air-core superconducting machines, and a field analysis method
will be selected for use in the optimization procedure.
6.2 Finite Element Method
6.2.1 Formulation
While integral methods were among the first to be developed, the FEM has
come to dominate the field of electric machine design for a number of reasons.
To understand why, let us first discuss the formulation of the FEM. In the
case of a 2-D static field analysis, the field at any point can be represented
with the use of a scalar potential, φ. The entire domain is then discretized
into mesh elements. The mesh information along with the electromagnetic
properties of the regions is then used to formulate a stiffness matrix which
describes the interactions between the mesh elements. In finite element anal-
ysis, each element only affects those elements connected to it, resulting in a
sparsely populated stiffness matrix. This matrix is then used along with the
boundary conditions and the forcing function (associated in our case with
permanent magnet or coil conductor regions) to solve for the potential at
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every point in the domain. This method is categorized as domain-based be-
cause the procedure approximates the solution in each element in terms of
basis functions, and Maxwell’s equations are solved for in each small domain,
or mesh element. In non-linear materials, because the permeability in iron
regions is not known a priori, the matrix equation must be solved iteratively
until the calculated permeabilities match with the guess within a certain
error [31].
6.2.2 Non-Linearities
The first reason why FEM has been adopted by machine designers is its abil-
ity to handle non-linear materials easily. In order to minimize the magnetic
reluctance, conventional machines are comprised mostly of iron regions, with
only a small air gap in which the torque is produced. Due to the nature of
the FEM, a significant portion of the computation time is devoted to forming
the mesh and computing the entries in the stiffness matrix. Furthermore, the
resulting sparse matrix system requires significantly less memory to store and
computation time to solve than a full matrix. Therefore, this method is well
suited to the iterative solving procedure required to incorporate non-linear
materials [32].
6.2.3 Far Field Computation
Secondly, one of the main pitfalls of the FEM, the computation of far fields,
is a non-issue for most machine designers. Due to the domain-based nature
of the formulation, the fields can be determined only within the region speci-
fied by the user where the mesh is created. Domain truncations are managed
using appropriate boundary conditions. FEM has been known to be inaccu-
rate in the far field regions due to numerical precision issues arising from the
large differences in the potentials within the device compared to far outside
the device. If accurate far field solutions are desired, one must expand the
domain to the region of interest with a fine enough mesh to accurately rep-
resent the variation in potentials, causing an undesirable increase in storage
and computation requirements [33]. Luckily for machine designers, the field
regions of interest typically lie only within the device, as external fields are
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shielded adequately by the magnetic material that comprises the device it-
self. Furthermore, only a small percentage of the field computation efforts
are “wasted”, because knowledge of fields at almost any point in the domain
is useful. Barring some possibly non-magnetic rotor shaft regions where field
knowledge is unnecessary, the entire rest of the domain is comprised of re-
gions of interest. The air gap fields are required for torque production, and
fields within the iron regions are useful for core loss calculations. This lies
in stark contrast with typical EM scattering problems, where if the far field
solution is desired through FEM, the majority of the computation results
remain unused.
6.2.4 Optimization Issues
Given these factors, the FEM appears to be well suited for the analysis
of rotating machines. However, some of the intrinsic aspects of the FEM
also pose some issues, especially with respect to optimization routines. If
solutions at different rotor positions are desired, the changes in the geometry
require the device to be re-meshed. As mentioned previously, a non-trivial
part of the total computation time lies in generating the mesh. However,
this issue has been addressed well. If the rotor and stator meshes are left
unaltered, only the air gap mesh must be changed for different rotor positions.
This can be achieved with the use of mesh rotation techniques, on which
there exists a wealth of literature [34]. A second issue associated with the
mesh creation lies in the device optimization procedure. In any optimization
effort, different geometries will be explored, each of which will need its own
mesh. To reduce computational requirements, some researchers have pursued
structured meshes, where a mesh is created for a baseline geometry and then
stretched or compressed to represent changes in geometry. However, if the
geometry is modified to a certain extent, the mesh elements can become
“slivers”, leading to ill-conditioned matrices and a compromise in the solution
accuracy [35]. Therefore, such an approach is only valid for a reasonably
narrow design space in terms of the parameter ranges. This conflicts with
the objective of genetic algorithms, which search a large design space for
global optimums along the pareto-optimal front. The individuals located on
the “tails” of the pareto-optimal front can be expected to have the most
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extreme parameter values, and therefore could be evaluated inaccurately if a
structured mesh is used.
6.3 Integral Methods
While not as popular for machine design purposes as the FEM, a fair amount
of literature has been published on the formulation of integral methods
for such problems. There even exist commercial and open-source software
packages such as MAGNETO and RADIA [36], [37]. Even so, the difficul-
ties involved in incorporating non-linear behavior, along with the computa-
tional and storage requirements of formulating and solving full rank matrices
quickly led to the adoption of FEM as the standard for machine analysis;
consequently, the intensity of such work on integral methods for machine
design has been significantly less than with FEM. However, within the past
decade or so the advent of fast algorithms has alleviated some of these issues
with integral formulations, prompting a newly found interest in their appli-
cation to field analysis in power devices [38]. Particularly in the domain of
superconducting electric machines and other approaches to high power den-
sity, where much of the iron is eliminated, designers are taking a second look
at applying such methods to these problems [39]. First, a general formulation
procedure for the BEM and MoM will be discussed.
Contrary to the FEM, integral methods formulate the boundary value
problem (BVP) in terms of an integral equation, rather than differential
operators. An important feature of integral methods is that for linear prob-
lems, only the surfaces of the boundaries between different media must be
meshed, hence the name boundary element method. This is an attractive
feature of integral methods because the resulting matrices are much smaller
as opposed to FEM where the entire region is meshed. Unfortunately, to
incorporate non-linearity into integral methods, the entire non-linear region
must be meshed and solved for iteratively. Such a method could be referred
to more generally as method of moments, because the effect on the other
elements of each moment, or mesh element, is computed. Formulations in-
cluding both volume and surface integrals of magnetic charge densities have
also been referred to as the extended boundary element method (EBEM) [40].
While the BEM is not an option for analyzing our topology if non-linearities
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are included, this formulation will be discussed to provide context for the
next section on hybrid formulations.
6.3.1 BEM Formulation
Similarly to FEM, in integral methods the field is typically first expressed
in terms of some potential. For magnetostatic fields, there exist numerous
options, including reduced scalar potential, total scalar potential, and vector
potentials. More recently, there have been successful attempts using direct
formulations in terms of B and H fields. In [41], a rigorous formulation of
the BEM for Magnetostatic problems is given in terms of a vector potential
A, which in fact reduces to a scalar potential for 2-D problems. The scalar
Poisson equation is then formulated in terms of this potential. Next, this
equation is combined with Green’s function and then integrated over the
entire domain. Vector identities are then applied to reduce parts of this to the
desired boundary integral rather than a domain integral. Then a boundary
deformation technique is applied to determine a non-singular expression for
the case where the kernel becomes singular. What now exists is an integral
relationship between the potential and normal derivative of the potential
on the boundary with the integration of the source regions, which can be
expressed as the source field, which is commonly called the “incident field”
in scattering problems. Finally, a relationship between these two unknown
quantities is derived using the interface boundary conditions, which in our
case is the continuity of the tangential H field and normal B field along
the air-iron interface. This relationship is then substituted into the integral
equation such that the number of unknowns now matches the number of
equations. Then, similarly to the FEM, the potential is expanded using
basis functions. Then, the integral is enforced through testing functions,
and a matrix equation is formulated which the relates the potential values
along the boundary to the source field by means of the stiffness matrix. The
potential is then solved for along the boundary using this matrix equation.
Once the potentials are known along the boundary, the field can be solved
for at any point in the domain using this information.
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6.3.2 Moment Method Formulation
Next, the formulation of an integral to incorporate non-linear behavior will
be discussed. This method can no longer be called a BEM because volume
elements must be used and more than simply the boundaries are meshed.
Therefore, we classify this approach in the more general category of vol-
ume integral methods (VIM). The simplest approach is approximating the
magnetization in each iron element as uniform, which is referred to as the
magnetic moment method [42]. Using such an approach, the problem can
be formulated such that the magnetization M is solved for directly in each
element. In this formulation, the H field at any point is first expressed as a
sum of the source field and the field due to the magnetized iron regions (the
magnetization of which is unknown) and the magnetization of the permanent
magnet (PM) regions. This is the integral equation to be solved, as the effect
of the iron regions and PM regions are integrated over their volumes. We
then express the total H field in each element in terms of the magnetization
using its susceptibility, which is also unknown for the non-linear case. Next,
we express the magnetization as a constant over each individual element by
expanding the expression with zero-order basis functions. Finally, we apply
point collocation testing functions at the center of each element to generate a
matrix equation which can be solved for the unknown magnetizations. In the
non-linear case, we will first guess at the susceptibility and iteratively solve
the matrix equation until the H field results match. Once the magnetization
is known, solving for the field at any point is straightforward by adding the
effects of the source field and the magnetized materials. Furthermore, solving
for the magnetization directly avoids the accuracy problems created by the
cancellation errors when solving for the total field directly in such regions.
While this method is the simplest VIM that can be used, a more involved
MoM is detailed in [43] where the field is formulated in terms of the B field
using first-order rooftop basis functions and a Galerkin testing procedure.
6.3.3 Salient Features
While the MoM and BEM differ somewhat in their formulation, they both
share the same salient features to be found in any integral formulation of
field problems. The first being the ease of far field computation. In the
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BEM, the radiation condition at infinity is implicity enforced by the use of
the proper Green’s functions. Similarly in the MoM, the field expression due
to the magnetization tends to zero and the distance to the observation point
goes to infinity. In integral methods, we then use the results of the matrix
equation (the iron magnetization) in the post-processing stage to compute
the field at any desired observation point; this implies that we can determine
the field at any point in space, including the far field, with no more difficulty
than any other point [41].
6.3.4 Acceleration Techniques
As mentioned previously, another advantage of integral methods is that a
number of acceleration techniques have recently been developed to speed up
the solving process and reduce memory requirements. These techniques are
generally known as fast algorithms [31]. This topic could very well have an
entire book devoted to it, but here we will only mention and describe the
general idea of the most important algorithms for this class of problem.
The first is the fast multipole method (FMM). While the matrix-vector
multiplication of a fully populated matrix will generally require O(N2) op-
erations, the FMM is capable of reducing the number of operations to O(N)
in the solution of the Laplace equation. For large 3-D problems, this ac-
celeration becomes an enabling feature to be able to iteratively solve the
integral equation. The FMM achieves this acceleration in the following man-
ner. For a given observation point, sources far away from the observation
point are viewed as a single source, while only sources near the observation
point have a detailed effect on the field. Therefore, the computational strain
can be reduced if we allow sources far away to be gathered into a single effect
on our selected observation point. The FMM achieves this mathematically
with multipole expansions of Green’s functions, applied in three steps. In
the first step, the far away sources in a source group are aggregated into
a single equivalent source located at the center of the source group, which
is only valid for far away observation points. Then, the aggregated multi-
pole expansion is translated to the center of the observation group which is
sufficiently distant from the source group. Finally, the translated source is
then distributed to the local observation points comprising the observation
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group. For points that are close to each other, the conventional computation
of its effect must be used [44]. The FMM may take any number of levels and
sub-levels of decomposition. If the FMM is applied in an optimal manner,
the number of operations can be reduced to the order given earlier. Hence,
the FMM is an important tool in overcoming the computational difficulties
of fully populated matrix operations. However, FMM does not come without
its disadvantages. FMM is a kernel-based (or physics-based) method, mean-
ing that the formulation is dependent on the specific integral kernel being
solved. This means that the formulation must be re-derived for each different
class of problem [31].
Another popular method is called adaptive cross approximation (ACA). In
contrast to the FMM, this method is purely mathematically based; increases
in speed are the result of linear algebra manipulations. The significance of
this is that this fast algorithm can be applied to any problem without a
change in the formulation. The essence of ACA is the conversion of the
BEM matrices into low-rank approximations, which greatly speeds up the
iterative solution of such matrices. The BEM matrix is approximated as the
product sum of row and columns (or skeleton matrices). After each skeleton
matrix is added to the approximation, the maximum point error between the
actual and approximated matrix is checked. The location of the maximum
error entry is determined, and then this location is used to add another
skeleton matrix to the approximation error. This process is continued until
the error falls below some acceptable value. A comparison between ACA
and FMM for 3-D BEM problems in given in [45]. For each iteration of
the solving process, the FMM multipole algorithm must be carried out three
times. Because of the many iterations required in solving non-linear matrix
problems, this computational burden can add up quickly. On the other hand,
the same approximate matrix can be used at each step of the solving iteration
in the ACA method. For the example problem explored by Bachua, the ACA
performed approximately an order of magnitude faster than the FMM [45].
For this reason, it appears that application of the ACA would be better
suited to the type of problem we face.
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6.4 Hybrid Methods
Another potential option is to combine the previously discussed methods,
which is known as a hybrid technique. Hybrid formulations using the finite
element and boundary element methods (FEM-BEM) have been successfully
applied to electric machinery problems in [46]. This hybrid strategy has the
best properties of both the FEM and BEM, while minimizing the negative
aspects. The general idea is to apply the FEM to the non-linear iron regions,
in which this is an efficient solution. The BEM is applied on the material
interfaces; the results are then used to compute the resulting field at any point
in the air region, including any point outside the device. The FEM portion of
the solution still maintains the property of having sparse matrices, but now
the FEM portion does not need to be re-solved for multiple rotor positions,
as the air is not meshed. Since the BEM is applied only on interfaces, the size
of the matrices corresponding to this portion of the formulation is very small,
compared to the FEM. Therefore, the difficult-to-solve full rank matrices of
the BEM are minimized. Furthermore, because the air regions are treated
with the BEM, they do not need to be explicitly bounded. This means that
once the potential on the interfaces is solved, the far field can be computed
at any distance from the device.
In the BEM, integral equations can be applied provided that we know
the boundary conditions along the air-iron interfaces, which is true in the
case of linear problems. In non-linear problems, this is more difficult, as it
must be iteratively solved for, restricting use of the BEM to linear problems.
The FEM-BEM technique overcomes these obstacles by using the results of
the FEM portion of the formulation to inform the boundary conditions on
the BEM portion. An example formulation is as follows. The FEM is used
to solve the field in the iron regions using Dirichlet boundary conditions (an
initial guess) along with appropriate periodic boundary conditions if one only
one pole is being solved for. Both the iron and rotor regions are solved. Then
the normal derivative of the potential is obtained from these results. Now
that we have all of the boundary conditions on the interface, the corrected
potential can now be solved for easily using the BEM procedure. We can
use the continuity of the tangential H field to derive a relationship between
the normal derivative of the potential, along with the tangential value of the
potential and the relative permeability. We use this equation to compute
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the new boundary condition used in the FEM formulation. This process is
iterated until the agreement between the potential predicted by the BEM
and FEM are within a certain error limit.
A similar hybrid procedure is described in [47], which uses a numerical
computation for the normal derivative of the potential. This procedure is
called the FEM-DBCI (Dirichlet boundary condition iteration) method. This
method is also compared with FEM-BEM in [47]. The conclusions were that
the FEM-DBCI has an increased speed, but is not as high fidelity as the FEM-
BEM due the numerical derivation involved in the solution procedure. For
our optimization purposes, the accuracy may be sufficient, and the increase
in speed would certainly be welcome. If a hybrid method is pursued, the
FEM-DBCI will likely be taken into consideration.
Finally, the acceleration methods discussed previously can also be applied
to the BEM portion of the formulation. This has been done successfully in
[38]. So this merit of integral methods is still available in hybrid formulations.
The only disadvantage of hybrid methods appears to the be the increased
complexity in the formulation as well as the iterative nature of the method,
even for a linear formulation.
6.5 Magnetic Equivalent Circuits
A fourth option available to machine designers is the use of MECs. This
approach involves the creation of different circuit branches to represent parts
of the geometry. Reluctance branches are derived from pre-supposed flux
paths. The accuracy of such methods has been increased with the addition
of branches to represent leakage paths, including 3-D paths which model end
effects. The circuit is then solved iteratively if non-linear behavior is to be
modeled, yielding the fields in the regions of interest. While this technique
has been applied successfully to accurately model a range of geometries for
optimization purposes, a major feature of this approach is that is relies upon
the clear flux paths delineated by the iron regions. In the studied air-core
topology, much of the iron is removed, and the air gap is increased by an
order of magnitude. Therefore, flux paths are no longer clearly defined, and
this method is not applicable to the analysis of such a device. A more in-
depth discussion of this method is given in literature [2], but will not be
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touched on here.
6.6 Comparisons and Recommendation
Table 6.1 gives the salient features of each approach and their respective
advantages and disadvantages in the context of the proposed topology and
optimization problem. The FEM and hybrid methods best deal with the in-
clusion of non-linear materials. However, for our problems the small number
of elements in a direct integral formulation is expected to be quite small (∼
100 for 2-D problems and ∼ 1000 for 3-D problems), therefore this should
not be a large computational burden to iteratively solve such small matrices.
To determine precisely where some field specification is met for EMI consid-
erations (for which we do not yet know exactly the specification to be used),
either the VIM or hybrid methods are best. Otherwise, we will not know
where to make the domain truncation a priori with the FEM.
Mesh generation and adaptability of structured meshes for optimization
uses are most easily implemented in the VIM and hybrid methods. This
in an important consideration in the optimization problem; re-meshing the
device for each new topology can add significant computational burden (es-
pecially if it must be re-done for different rotor positions). Finally, all three
methods have many ways in which to improve the speed for large and small
problems alike. For FEM, symmetry conditions and domain decomposition
are options. For VIM, fast algorithms and enhanced integration techniques
can be used. hybrid methods can use all of these in the respective FEM
and BEM portions of the formulation. VIM and hybrid methods were both
given a (+), as opposed to FEM receiving a (0), simply because there are
only a few examples of application of these fast algorithms to magnetostatic
problems, meaning there is probably much room for further improvement
and application. Given all these considerations, it seems that either the VIM
or hybrid methods would be most appropriate for said problem. Finally,
the last point to consider is one of practical consideration in the real world,
meaning that whichever method chosen should be tractable in incorporat-
ing such a formulation into the broader work of the development of air-core
superconducting machines and applying a GA optimization procedure using
the selected analysis method. In this light, it seems as though the VIM is
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the best choice. The formulation procedure can remain relatively simple, but
there still remains a huge potential for more rigorous formulations, extension
to 3-D, and speed improvements. Also, if it is desired, later it can be coupled
with FEM for a hybrid analysis. Furthermore, such work may be more use-
ful to the academic community, as FEM has been the standard for electric
machine design, and much literature already exists on its usage.
Table 6.1: Field analysis comparison.
FEM VIM Hybrid
Importance in proposed
topology
Non-linearities + - +
Not a large issue due
to small amount of
non-linear material.
Far field computation - + +
May be necessary
for EMI considerations.
Mesh generation - + +
Quick, structured mesh
generation ideal for
optimization purposes.
Opportunity for
0 + +
Speed tantamount
speed improvements for zero-order
optimization (GA).
Ease of implementation + 0 - Should be tractable.
Note. + = positive attribute; - = negative attribute; 0 = somewhere in
between.
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CHAPTER 7
CONCLUSION
A design concept for an actively shielded air-core superconducting electric
machine topology was first introduced with the aim for very high power den-
sity. The electromagnetic effects of shielding windings were then explored
using evolutionary optimization algorithms. It was found that armature flux
densities of up to 5 Tesla are achievable, with 3 Tesla easily achievable in
practical designs. Cryogenic and mechanical considerations, using systems
adapted from the MRI industry, were explored along with preliminary anal-
yses on torque tube stresses and expected heat loads. Heat loads of approx-
imately 1 W were estimated, which is well within the abilities of currently
available cryocooler technology. Next, a section describing hardware valida-
tion efforts of a sample superconducting coil was included. Finally, a section
on field analysis techniques was included as a primer for future work. It was
concluded that a pure integral method (VIM) or hybrid BEM-FEM technique
would be the best options to tackle this field computation.
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