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In Wireless sensor networks, sensor nodes sense the data from environment according to its functionality and
forwards to its base station. This process is called Data collection. The Data collection process is done either
directly or by multi-hop routing. In direct routing, every sensor node directly transfers its sensed data to base
station which has an impact on energy consumption from sensor node due to the far distance between the sensor
node and base station. In multi-hop routing, the sensed data is relayed through multiple nodes to the base
station, it consumes less energy. This paper presents and analyzes the performance of a data collection routing
protocol called RFDMRP: River Formation Dynamics based multi-hop routing protocol. The performance of
RFDMRP is tested and analyzed for network parameters such as Network lifetime, Energy usage, and Node
density & data aggregation impact on network lifetime. The simulated results are compared with two algorithms
LEACH and MOD LEACH. The comparison reveals that the proposed algorithm performs better than LEACH
and MOD LEACH with respect to Network lifetime.
Keywords : Data Collection, Energy efficiency, Network lifetime, River Formation Dynamics.
1. INTRODUCTION
Wireless Sensor Networks [1–3] (WSNs) are
widely used in various real time applications such
as military, medical, disaster detection, structural
monitoring, etc. These WSNs consists of huge
set of small sensor nodes, deployed in the envi-
ronment for monitoring environmental conditions
such as humidity, temperature, pressure, etc. The
wireless sensor nodes sense the data from environ-
ment based on the application and forwards to the
central base station or sink for further processing
[4]. This process is called data collection, which
is the primary task of the WSNs. In data collec-
tion process [4], the sensor nodes forward the data
to the central base station either by direct com-
munication or by multi-hop communication. The
direct communication from sensor node to base
station is energy expensive due the distance be-
tween sensor nodes and base station is more, this
reduces the lifetime of the network. Alternatively,
Multi-hop communication [5–7] schemes are used
for better network lifetime and performance due
to its effective utilization of resources. In multi-
hop communication, every sensor node is busy
in forwarding the sensed/received data to nearest
intermediate (neighbor) nodes or to the base sta-
tion using multi-hop routing paths. In this pro-
cess, selection of next (neighbor) node in routing
path is very important for forwarding data. The
next node or forwarding node in the routing path
is not only meant for relaying the data, but also
useful for aggregating the data. Data aggrega-
tion or Data fusion techniques are used to reduce
the size of the data packet to be transmitted to
next node by aggregating the data or by eliminat-
ing similar data, received from previous nodes [2].
Multi-hop techniques improve the energy conser-
vation of node and the lifetime of the network.
Swarm intelligence is one of the mechanism
used for finding the suitable nodes in the routing
path between sensor nodes and the base station.
In WSNs, swarm intelligence mechanisms [8–10]
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such as ant colony, bee colony, etc., are already
used to select the next node in the routing path.
A nature inspired mechanism known as River For-
mation Dynamics (RFD) [11] can be introduced
in WSNs for suitable node selection in multi-hop
routing. RFD mechanism is free from local cy-
cles and this is one of the facts making it suitable
for path finding in WSNs. The RFDMRP (River
formation Dynamics based Multi-Hop Routing
Protocol) was proposed for WSNs by exploring
the applicability of RFD mechanism in path find-
ing [12]. The two parameters hop count distance
and residual energy are used by RFD for select-
ing the suitable nodes. In this paper, the per-
formance of RFDMRP is analyzed and compared
with the existing algorithm such as LEACH and
MOD LEACH. The Node density, data aggrega-
tion, network lifetime, and energy consumption
are used for comparison.
Henceforth the paper is organized as follows:
Section 2 discusses the conceptual RFD and ra-
dio energy model. The related work is explained
in Section 3. Section 4 describes the problem
statement. The RFDMRP data collection proto-
col implementation details is discussed in Section
5. The simulation results are analyzed and com-
pared in Section 6. Finally, Section 7 concludes
the paper.
2. BACKGROUND
2.1. River Formation Dynamics (RFD)
RFD [11] is one of the heuristic optimization
method and a subset topic of swarm intelligence.
RFD is based on replicating the concept of how
water drops combine to form rivers and rivers
in turn combine to join the Sea by selecting
the shortest path based on altitudes of the land
through which they flow. In the process of river
formation, the water drops are always flowing
from higher altitude position to lower altitude
positions. Since, the slope of the two positions
is more, then the water flowing from higher po-
sitions to lower positions erode and carry the
eroded soil to be deposited in the lower positions.
By this deposit the altitude of the lower position
get increased. Also shortest path is formed from
higher to lower position.
Algorithm 1 General RFD algorithm
procedure RFD Algorithm
//Stage I: Initialization Stage
Initialization of Drops generating positions;
Initialization of Intermediate positions;
Initialization of Destination(Sea) positions;
//Stage II: River Formation Stage
while (not all drops Flow The Same Path)
and (not other Ending Condition) do
select Forward Position();
move Drops();
erode Path();
add Sediments();
end
Analyze the paths;
end procedure
The basic algorithm of RFD is given in Algo-
rithm 1. This algorithm mainly consist of two
stages viz., Initialization stage and River forma-
tion stage. In initialization stage, three differ-
ent positions (called water drop generating posi-
tions or Source(S), intermediate positions(I), and
destination(D) or sea) are initialized. All these
positions are represented with different altitude
values (S and I are represented with positive alti-
tude values and D is represented with Zero). The
water drop generating positions always generates
water drops. The intermediate positions receives
the water drops from source and forward towards
the Sea. In river formation stage, the river is
created between drop generating positions and
Sea using the iterative process having the func-
tions select Forward Position(), move Drops(),
erode Path(), and add Sediments(). The it-
erative process is repeated until either all
drops follow the same path or satisfying the
other ending conditions such as limited num-
ber of iterations, limited execution time. In
select Forward Position(), the drop generating
positions select the next neighbor positions for
forwarding the drops based on the probability
function P (i, j) in Equation 1, where i, j are the
positions such that (iS or iI) and (jI or jD).
The probability function P (i, j) indicates that a
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position i having the probability to select the po-
sition j as a next hop position for forwarding
drops.
P (i, j) =

DG(i,j)∑
lNb(i)
DG(i,l)
ifjNb(i)
0 Otherwise
(1)
where Nb(i) is the neighbor positions of position
i and where DG(i, j) is Decreasing Gradient be-
tween node i and node j and it can be calculated
using the following Equation 2
DG(i, j) =
(altitude(i)− altitude(j))
distance(i, j)
(2)
In the function erode Path(), according to
drop movements the paths are eroded. If a drop
moves from position A to position B then we
erode A and deposit that eroded soil to B us-
ing function add Sediments(). That is, the alti-
tude of A position is reduced and altitude value of
B position is increased depending on the current
gradient between A and B. If the down slope be-
tween A and B is high then the erosion is higher.
The altitude of the destination position (Sea) is
never modified and it remains equal to 0 dur-
ing all the execution. Finally, analyze the paths
formed by drops and stores the optimized path.
There is a similarity between RFD and data
collection processes in WSN is given in Table 1.
In RFD, the source (drop generating) positions
generate water drops and these water drops are
interested to meet the destination or Sea. Simi-
larly, in WSN data collection process, the sensor
nodes generate the data and this data is inter-
ested to reach the base station. Hence, the sensor
data act like water drops, the source positions like
sensor nodes, and base station as Sea. The drops
are combined and flows from source to sea to form
the rivers based on altitude value of position in
RFD. In the same way the sensor nodes can form
a path to the base station for forwarding data in
WSNs based on hop-count and residual energy.
2.2. Energy Model
The first order radio energy model of sensor
node considered for this work is discussed in lit-
erature [13]. In this energy model, the sensor
Table 1
similarity between RFD and data collection pro-
cesses in WSN
RFD WSN
Water Drops Sensor nodes
Sea Base Station
River Path
Altitude Parameters such as Hop
Count, Residual Energy,
etc.
node consumes ETX−elec (Transmitter electron-
ics) energy to run transmitter circuit and con-
sumes ERX−elec (Receiver electronics) energy to
run receiver circuit. If a sensor node wants to
transfer ′b′ bit of data in d distance, then the
energy consumption at transmitter ETX(b, d) is
calculated as in Equation 3.
ETX(b, d) =
{
b(ETX−elec + fsd2) d ≤ d0
b(ETX−elec + mpd4) d > d0
(3)
where fs is energy required by the transmitter
amplifier in the free space model. mp is the en-
ergy needed by the transmitter amplifier in multi-
path model and d0 is the Threshold value and it
is calculated using,
√
(
fs
mp
). Similarly, the en-
ergy consumption for receiving ′b′ bit of data,
(ERX(b)), is calculated using Equation 4
ERX(b) = bERX−elec (4)
If a node wants to perform data aggregation or
data fusion on ′b′ bit data packet, then the energy
consumption (EF (b)) for data aggregation at that
node is given in Equation 5
EF (b) = bEDA (5)
where EDA is the energy needed for Data Aggre-
gation or fusion of sensor data.
3. RELATED WORK
During the last decade, researchers have exten-
sively investigated various techniques on multi-
hop routing. The existing multi-hop routing tech-
niques are mainly based on hierarchical or cluster
based routing protocols [13–19].
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Heinzelman et al. [14] proposed LEACH (Low
Energy Adaptive Clustering Hierarchy), a hier-
archical cluster based routing algorithm for en-
hancing the network lifetime and reducing the
energy usage. In this protocol, the network is
divided into clusters, which consist of a set of
cluster members that are managed by a cluster
head. The cluster member sends the data to re-
spective cluster head and cluster heads forward
this data to base station. Cluster heads are se-
lected randomly in a distributed manner. Later,
LEACH was modified to LEACH-C [13], where
the cluster head selection process was based on a
centralized process, i.e., cluster heads are elected
by the base station based on their residual en-
ergy. Mahmood et al. [15] proposed an MOD-
LEACH, modified version of LEACH. In MOD-
LEACH, a cluster head replacement technique
and dual transmitting power levels were proposed
to improve the performance based on the met-
rics such as throughput and lifetime. However,
in above techniques due to dynamic cluster for-
mation the distance between Cluster Head (CH)
and the Base Station (BS) is far away and some
of the cluster node are also far away from its clus-
ter heads. Hence, direct data transmission from
cluster members to CH and CH to BS leads to
more energy consumption. Later, S. Lindsey et
al. [16] enhanced the LEACH protocol and pro-
posed PEGASIS, a multi-hop chain-based proto-
col. A chain is formed by sensor nodes in such a
way that every node participates in transmitting
and/or receiving data from a neighbor node. One
node is selected from the chain for forwarding the
collected data in chain to the BS. In the chain,
the collected sensor data are aggregated and car-
ried from node to node and finally the same are
transferred to the BS. PEGASIS provides better
performance than LEACH by reducing the clus-
ter formation overhead, minimizing the number
of transmissions between sensor nodes and BS.
However, data transmission delay is more due
to the large chain length in PEGASIS. In litera-
ture [17–19], enhanced LEACH protocols are pro-
posed. In these protocols, the multi-hop commu-
nication is introduced in between the CH and BS
to improve the lifetime of the network.
4. PROBLEM STATEMENT
A GraphG(V,E) represents the WSN, where V
is the set of n number of Nodes( Sensor Nodes and
a Base station S) and E is the set of wireless links
between nodes. In each Round, all sensor nodes
Vi, ∀i = 1, 2, ..n in network forward its data to
Base station S. The problem is to maximize the
number of rounds before the network dies. This is
achieved by identifying the energy efficient multi-
hop paths PE(Vi → S) from each sensor node (Vi)
to the Base station S. The main aim is to select
the next hop node for finding the energy efficient
multi-hop paths from each sensor node (Vi) to S.
In this paper, RFD mechanism is used to find the
next hop node for establishing an energy efficient
paths.
5. RFDMRP: RFD BASED MULTI-HOP
ROUTING PROTOCOL
RFDMRP, a multi-hop routing protocol, is pro-
posed for data collection in WSN. An example
network is given in Figure 1 having 100 randomly
deployed sensor nodes and a base station pre-
sented in middle of the network. From the Figure
1, The base station divides the network into var-
ious regions such as R1, R2, R3, etc., using the
following Equation 6.
Number of Regions =
max dist
Tr/2
(6)
where max dist = max(distance(BS, V1),
distance(BS, V2), ..., distance(BS, Vi)) ∀iV ,
Tr is transmission range of sensor nodes
and distance(BS, Vi) is the Euclidean distance
between Base Station and Sensor Node Vi
(i.e.,
√
(xBS − xVi)2 + (yBS − yVi)2). Where
(xBS , yBS) and (xVi , yVi) are the coordinates of
Base Station and sensor node(Vi) respectively.
The proposed RFDMRP algorithm is explained
in Algorithm 2. This algorithm consists of two
stages: Initialization stage and Path Selection
and Data Relay stage. These stages are explained
in the section given below.
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Figure 1. Example Network Scenario with various
regions.
5.1. Initialization Stage
Initially, in this stage, all the sensor nodes are
deployed in the environment based on the appli-
cation. All nodes in the network calculate its hop
count distance from the BS. For calculation of hop
count, BS broadcasts the Beacon message con-
taining its identity. The node, which receives the
Beacon signal responds with its id and its loca-
tion coordinates. BS calculate the hop count from
each node based on the node coordinates and send
the hop count information to nodes. Each sensor
node stores hop count value in Neighbor Node
information table (NN table) shown in Table 2.
The NN table consist of Next Node, Hop Count
between Next node and BS (HC BS), Neigh-
bor Node Remaining Energy (RE(NN)), Distance
(Distance between source node and next node),
and Distance from next node to BS (D to BS). To
calculate the neighbor node information, source
nodes (Src ID) sends a REQUEST packet to the
neighboring nodes. The neighboring (Dest ID)
node upon receiving REQUEST packet, search
in its NN table for HC BS, NNRE, and Coordi-
nates. Then, it replies with the REPLY packet
to the source node (Src ID) then source node up-
dates its NNtable. The format of REQUEST and
REPLY packets are shown in Figure 2.
Algorithm 2 RFDMRP algorithm
procedure RFDMRP Algorithm()
//Stage I: Initialization Stage
nodeDeployment()
NNTableCreation()
//Stage II: Path Selection and Data
Relay
while (not all nodes are dead) do
repeat
forward Node Selection()
forward Data()
update Energy()
update NNtable()
until data reaches to BS
end
end procedure
Table 2
Neighbor Node (NN) Table
Next Node HC BS RE(NN) Distance D BS
V1 4 RE(V1) 0 45.50
V2 2 RE(V2) 15.23 25.23
. . . . .
. . . . .
. . . . .
Figure 2. REQUEST/REPLY Packet Format.
Figure 3. ENERGY LEVEL Packet Format.
5.2. Path Selection and Data Relay Stage
In this stage, path is selected between source
nodes and the BS by selecting the forward node
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using RFD mechanism. Once the path is selected,
the source node uses the selected path to relay the
data to BS. This stage consists of three steps: 1)
Forward Node Selection 2) Aggregate and For-
ward the Data 3) Update Energy of each Node
and NN information table.
5.2.1. Forward Node Selection
In the proposed approach source node sends the
sensed data to the sink node using multi-hop com-
munication. In multi-hop communication, the se-
lection of neighbor node for onward data forward-
ing is an important task. Here RFD mechanism
is used for next hop node selection.
Lets assume that the node i is present in Region
Rn and node j present in Region Rm, where m ≤
n. For forwarding or receiving data, the Residual
Energy of both node i, and node j must be more
than Threshold value(TE) i.e., RE(i) ≥ TE and
RE(j) ≥ TE . The node i having the probability
to select node j as a forward node is denoted by
P (i, j) and is calculated as follows:
P (i, j) =
{
H(i,j)∑
H(i,l)
if(jNNi&H(i, j) > 0)
0 Otherwise
(7)
where lNNi and H(i, l) > 0.
H(i, j) =
HC(i, BS)−HC(j, BS)
distance(i, j)
.RE(j) (8)
where HC is called Hop Count. distance(i, j)
is the euclidean distance between node i to node
j (i.e.,
√
(xi − xj)2 + (yi − yj)2 ). NNi is Neigh-
bor Node list of node i, i.e. NNi = {j, such that
distance(i, j) ≤ Tr}. RE(j) is residual energy of
node j. TE is threshold value = 20% of Initial
Energy (E0).
5.2.2. Aggregate and Forward the Data
Forward nodes perform data fusion or aggre-
gation on receiving and/or sensed data and then
forward to the next selected forward node towards
the BS. The energy consumption for data aggre-
gation is calculated using the Equation 5.
Table 3
Simulation Parameters
Parameter Value
Number of nodes 100
Network size 100m X 100m
BS location (50, 50)
Initial node energy(Eo) 0.5 J
Eelec 50 nJ/bit
fs 10 pJ/bit/m
2
mp 0.0013 pJ/bit/m
4
EDA 5 nJ/bit
Data packet size 4096 bytes
Transmission Range 20m
5.2.3. Update Energy of each Node and
NN information table
The energy model explained in Section II is
used to calculate the RE (Residual Energy) of
a node i, when it transmits or receives the data
packet as follows:
RE(i) = RE(i)−(ETX(b, d)+ERX(b, d)+EF (b))
(9)
Later, all the nodes updates energy of each node
in its NN information table by exchanging the
ENERGY LEVEL packet. The format of EN-
ERGY LEVEL packet is as shown in Figure 3.
The steps involved in proposed RFDMRP al-
gorithm is given as flowchart in Figure 4. This
algorithm is executed in the form of rounds. Each
round starts at Region Rn and ends at BS. The
rounds (process) stop only when all the nodes in
the network are dead.
6. SIMULATION RESULTS AND ANAL-
YSIS
The proposed RFDMRP routing algorithm
is developed and tested using the MATLAB
(2012b). The algorithm is simulated using the
simulated parameters listed in Table 3.
6.1. Result Analysis
In this Section the performance of proposed
algorithm RFDMRP is analyzed and compared
with LEACH and MODLEACH protocols. For
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Figure 4. Process flow diagram of RFDMRP.
comparison important performance parameters
are considered such as
1. Alive Nodes: Nodes which are having
more than the energy threshold value (TE)
and participate in communication.
2. Dead Nodes: Nodes which are having less
than the energy threshold value (TE) and
these nodes will not participate in commu-
nication.
3. Packets sent to Base Station: Total
Number of packets transferred to Base Sta-
tion.
4. Energy Consumption of Network: Dif-
ference between Total Energy and Total En-
ergy Consumed at particular time instance.
5. Network Lifetime: Time duration from
the network initialization to network termi-
nation.
6. Node Density: The total number of nodes
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Figure 5. Dead nodes Vs Rounds.
present in a given network area.
7. Data Aggregation: It is the process of ag-
gregating the data and reducing the size of
the data. Data Aggregation mechanism is
applied at each CHs, These CHs collect the
data from CMs, aggregating that data, and
forwarding to BS. Let us consider a cluster
C having k members, then k members sense
the b-bit data forward this to CH, CH ag-
gregate the data and forwards to BS. The C
is having aggregate mechanism as follows:
DA = γ ∗ b (10)
δ is aggregate factor lies in the interval [0,
1]. Where γ = 0 indicates full aggregation
i.e., even if any number of packets sent to
CH, it will convert into a single packet. γ =
1 indicates no aggregation i.e., it will not
perform any aggregation.
Figure 5 shows the graph plotted for the num-
ber of dead nodes over simulation rounds. The
first node died earlier in RFDMRP than the other
two approaches due to multi-hop transmission of
data packets. However, the last node expired ear-
lier in existing approaches than the RFDMRP.
This shows the lifetime is extended in the pro-
posed approach due to the dynamic selection of
the next hop node. Similarly, the graph plotted
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Figure 7. Remaining Energy Vs Rounds.
for number of alive nodes over simulation rounds
is shown in Figure 6.
Figure 7 shows the graph plotted for remaining
energy of each round. RFDMRP consumed less
energy compared to the existing algorithms. This
is due to the nodes in the RFDMRP transfer the
data to the nearest (less distance) node with less
energy.
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Figure 8. Number of data packets transferred to
Base Station Vs Rounds.
Figure 8 shows the graph plotted between data
packets transmitted to base station and simula-
tion rounds. More data packets are transmitted
to the Base station in RFDMRP when compared
to the existing approaches. This is due to the
nodes nearer to the BS (in region 1) in RFDMRP
are more than the number of cluster heads in ex-
isting approaches as shown in Figure 9.
The network lifetime of proposed and exist-
ing protocols is showed in Figure 10. The nodes
which are not having the neighbors are directly
connected to BS and these nodes lost their en-
ergy quickly.
Figure 11 shows the impact on network lifetime
by varying the node density in existing and pro-
posed protocols. The Figure 11 was plotted with
25 nodes to 200 nodes in the 100 × 100 network
area. There is increase in number of nodes within
network which leads to congestion and this affects
the network lifetime of existing protocols. Where
as in Proposed protocol, the multi-hop mecha-
nism balances the energy consumption and main-
tain the network lifetime equally in any type of
network with any number of nodes.
The lifetime of the network was calculated by
changing the γ value in the Equation 10 and Fig-
ure 12 was plotted. In Figure 12, lifetime of the
network was considered as a simulation round
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Figure 9. Number of Nodes directly communicated with Base Station Vs Rounds.
when the last node dies. The lifetime is decreas-
ing when the γ is increasing from 0 to 1. Here the
γ = 0 indicates the full aggregation of data, which
results the aggregator takes b-bit data and ag-
gregates that into single data packet. This leads
to decreasing in transmission packets, which in
turn reduces the energy consumption for trans-
mission. In the case of γ = 1, The aggregation
will not taken place due to this aggregator sim-
ply forwards the packets as many as it received.
This consumes energy more hence decreasing in
network lifetime.
7. CONCLUSION
In WSN, multi-hop routing is an effective
mechanism for data collection. In multi-hop rout-
ing, the selection of forward node for relaying
data plays a vital role. One of the swarm in-
telligence mechanisms, RFD, is used to propose
RFDMRP. RFDMRP, is an RFD based multi-
hop routing protocol for data collection in WSN
to save energy and enhance the lifetime of the
network. In RFDMRP, RFD considers the hop
count value and residual energy as parameters
for forward node selection. In this paper, the
RFDMRP performance was analyzed and com-
pared with LEACH and MOD LEACH by con-
sidering the performance metrics such as network
lifetime and energy consumption, Node density,
and data aggregation. From the results, it is ob-
served that RFDMRP performs better than the
existing algorithms.
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