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We present quantum versions of the Jarzynski equality for the energy costs of
information processes, namely the measurement and the information erasure. We
also obtain inequalities for the energy costs of the information processes, using the
Jensen inequality. The inequalities include Sagawa and Ueda’s inequalities [1] as a
special case.
I. INTRODUCTION
In 1867, Maxwell summoned his famous demon and pointed out that the second law of
thermodynamics is seemingly violated in the thermodynamic processes with measurements
and feedback controls. Since then, thermodynamics with information processes have been
the center of attention and numerous studies have been done [1–21].
The researches for such thermodynamic processes mainly consist of two types. The first
type of researches considers thermodynamic systems and tries to solve the seeming violation
of the second law [7, 20]. In the researches of this type, we measure the excess of the work
extracted from a thermodynamic system over the conventional second law. The excess is
equal to the amount of correlation extracted by the measurement; the correlation is measured
by the classical mutual information in classical systems and by entanglement of formation
in quantum systems [7, 20]. The second type of researches considers the energy costs of
the information processes and seeks the restoration of the second law [1, 5, 6, 8, 21]. In
the researches of this type, we measure the excess of the energy costs of the information
processes such as measurement and information erasure and compare the energy costs with
the excess which is derived in the first type.
For classical systems, the above two types have been recently integrated into the form of
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2the fluctuation theorem [9–13, 17, 18]; we can derive both the inequality for the excess of
work and the inequality for the energy costs from the information exchange fluctuation theo-
rem [13]. This fluctuation theorem has been generalized to for case of multiple systems [17].
The fluctuation theorem has been also derived for quantum systems [15, 16, 19], but our
comprehension is still limited. In the present article, we present quantum versions of the
Jarzynski equalities for the energy costs of the measurement and the information erasure.
Using the Jensen inequality, we can derive two inequalities which bound the energy costs.
The inequalities include Sagawa and Ueda’s inequalities [1] as a special case.
An equality similar to our Jarzynski equality for the energy cost of the measurement was
recently derived by Funo, Watanabe and Ueda [19]. Their formulation, however, assumed
that the final state is in equilibrium, whereas our formulation does not.
II. MEMORY AND INFORMATION PROCESS
A. System, memory and bath
We hereafter focus of isothermal processes. The system which we consider consists of a
thermodynamic system S, a memory M and a heat bath B. The thermodynamic system S
is the target of the measurement. The memory M stores the information on the outcomes
of the measurement. The heat bath B is at an inverse temperature β and is in contact with
M.
Let us define the memory M in more details, following Ref. [1]. The memory M is a
quantum system in the Hilbert space HM. The space HM is divided into (N + 1) pieces of
mutually orthogonal subspaces HMa (a = 0, 1, . . . , N) as in HM = ⊕Na=0HMa . The subscript a
indicates the result of the measurement; we consider the outcome a to be stored in M when
the support of the density operator of M is in the subspace HMa . The Hamiltonian of the
memory corresponding to a is written as follows:
HˆMa =
∑
na
EMnaPˆ
M
na , (1)
where EMna is an eigenvalue and Pˆ
M
na is the projection operator onto the energy eigenstate∣∣EMna〉. We refer to the projection operator onto the subspace HMa as ΠˆMa = ∑na PˆMna . We
refer to the canonical state and the Helmholtz free energy corresponding to the result a at
3the inverse temperature β as
ρˆMa,can =
e−βHˆ
M
a
ZMa
=
∑
na
e−βE
M
na
ZMa
, (2)
FMa = −β−1 logZMa , (3)
respectively, where ZMa = Tr e
−βHˆMa .
B. Measurement Process
We first consider the measurement process from t = 0 to t = τmeas. During the process, the
thermodynamic system S and the memory M interact with each other under the Hamiltonian
HˆSM(t) and the memory M and the heat bath B under the Hamiltonian HˆMB(t). We assume
that HˆSM(0) = HˆSM(τmeas) = 0 and Hˆ
MB(0) = HˆMB(τmeas) = 0. We also assume that there
is no direct interaction between S and B. Therefore, the Hamiltonian of the whole system
is written as follows:
Hˆtotmeas(t) = Hˆ
S(t) + HˆMmeas(t) + Hˆ
B + HˆSM(t) + HˆMB(t), (4)
where HˆS(t), HˆMmeas(t) and Hˆ
B are the Hamiltonians of S, M and B, respectively. We assume
that HˆMmeas(0) = Hˆ
M
meas(τmeas) =
∑N
a=0 Hˆ
M
a .
As the initial state, we introduce the density matrix ρˆSMBinit of the whole system as follows:
ρˆSMBinit = ρˆ
S
init ⊗ ρˆMinit ⊗ ρˆBcan, (5)
where ρˆSinit, ρˆ
M
init and ρˆ
B
can are the density matrices of S, M and B, respectively. The state
ρˆSinit is an arbitrary state of the system S. The state ρˆ
M
init is the mixture of the canonical
distributions of the memory subsystems HMa with non-zero probability pinit(a);
ρˆMinit =
∑
a
pinit(a)ρˆ
M
a,can. (6)
We note that Sagawa and Ueda’s inequality [1] was derived in the case
pinit (a) = δa,0, (7)
where is the error-free limit, whereas we here allow for errors in the initial state of the
memory M. The state ρˆBcan is the canonical distribution of the bath B with the inverse
4temperature β:
ρˆBcan =
e−βHˆ
B
ZM
=
∑
k
e−βE
B
k
ZB
PˆBk , (8)
where ZB = Tr e−βHˆ
B
and EBk and Pˆ
B
k are the energy eigenvalue and the eigenstate of Hˆ
B,
respectively. We also define the probability qSinit(i) with the orthonormal basis
{ ∣∣ϕS(i)〉 } of
ρˆSinit:
ρˆSinit =
∑
i
qSinit(i)
∣∣ϕS(i)〉〈ϕS(i)∣∣ . (9)
As the measurement process, we perform the following steps (see Fig. 1):
Step 1 We prepare the initial state ρˆSMBinit of the whole state.
Step 2 We fix the state of the memory M by performing a projection measurement{
ΠˆMa
}
a
on M. We refer to the result of the measurement as a.
Step 3 We measure the energy of M and B by performing the projection measurements{
PˆMna
}
na
and
{
PˆBk
}
k
and refer to the results of the measurements as na and k, respectively.
We also refer to the state of the system S at this timing as
∣∣ϕS(i)〉.
Step 4 We perform the time evolution
Uˆmeas = T exp
(
− i
~
∫ τmeas
0
Hˆtotmeas(t)dt
)
, (10)
where T is the time-ordering operator.
Step 5 We perform a projection measurement
{
ΠˆMb
}
b
on M and refer to the result of
the measurement as b. Then, the density matrix of S is given by
ρˆSb =
TrMB
(
ΠˆMb Uˆmeasρˆ
SMB
init Uˆ
†
measΠˆ
M
b
)
Tr
(
ΠˆMb Uˆmeasρˆ
SMB
init Uˆ
†
measΠˆMb
) . (11)
We refer to the eigenvalue and eigenvector of the density matrix ρˆSb as q
S
meas(jb) and
∣∣ψS(jb)〉,
respectively.
Step 6 We measure the energy of M and B by performing the projection measurements{
PˆMnb
}
nb
and
{
PˆBl
}
l
and refer to the results of the measurement as nb and l, respectively.
We also refer to the state of S at this timing as
∣∣ψS(jb)〉, which is an eigenvector of ρˆSb .
In the process above, the probability that the initial and final states of the system S
are
∣∣ϕS(i)〉 and ∣∣ψS(jb)〉, respectively, and that the results of the all measurements are
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FIG. 1. (Color online) Schematic illustration of the measurement process. (Step 1 ) The initial state
of the whole state is given by ρˆSinit ⊗ ρˆMinit ⊗ ρˆBcan. (Step 2 ) We perform a projection measurement{
ΠˆMa
}
a
on M and obtain the outcome a. (Step 3 ) We measure the energy of M and B using the
projection measurement
{
PˆMna
}
na
and
{
PˆBk
}
k
and obtain the energy EMna and E
B
k , respectively. We
refer to the state of S as
∣∣ϕS(i)〉. (Step 4 ) We perform the time evolution Uˆmeas. (Step 5 ) We
perform a projection measurement
{
ΠˆMb
}
b
on M and obtain the measurement outcome b. Then the
density matrix of S is given by ρˆSb . (Step 6 ) We measure the energy of M and B using the projection
measurement
{
PˆMnb
}
nb
and
{
PˆBl
}
l
, respectively. We obtain the energy EMnb and E
B
l , respectively.
We refer to the state of S as
∣∣ψS(jb)〉.
6(a, na, k, b, nb, l) is written as follows;
pall (i, jb, a, na, k, b, nb, l) = q
S
init(i)pinit(a)
e−βE
M
na
ZMa
e−βE
B
k
ZB
× Tr
[(
QˆSjb ⊗ PˆMnb ⊗ PˆBl
)
Uˆmeas
(
QˆSi,init ⊗ PˆMna ⊗ PˆBk
)
Uˆ †meas
(
QˆSjb ⊗ PˆMnb ⊗ PˆBl
)]
, (12)
where QˆSi,init ≡
∣∣ϕS(i)〉〈ϕS(i)∣∣ and QˆSjb ≡ ∣∣ψS(jb)〉〈ψS(jb)∣∣. Thus, the probability of the result
of measurement
{
ΠˆMb
}
b
is
pmeas(b) =
∑
i,jb,a,na,k,nb,l
pall (i, jb, a, na, k, b, nb, l) = Tr
(
ΠˆMb Uˆmeasρˆ
SMB
init Uˆ
†
measΠˆ
M
b
)
. (13)
We also refer to the expectation value of an arbitrary function f(i, jb, a, na, k, b, nb, l) as
〈f〉m =
∑
i,jb,a,na,k,b,nb,l
pall (i, jb, a, na, k, b, nb, l) f(i, jb, a, na, k, b, nb, l). (14)
In the process, the work Wmeas done on M and the difference ∆Fmeas of the Helmholtz
free energy are
Wmeas(na, k, nb, l) =
(
EMnb + E
B
l
)− (EMna + EBk ) , (15)
∆Fmeas(a, b) = F
M
b − FMa , (16)
respectively. We define the information gain ∆Hmeas of M and the information loss I of S as
∆Hmeas(a, b) = − log pmeas(b) + log pinit(a), (17)
I(i, jb) = − log qSinit(i) + log qSmeas(jb), (18)
respectively. We can write the expectation value of ∆Hmeas as the difference of the Shannon
entropy H(p) = −∑x p(x) log p(x):
〈∆Hmeas〉m = H(pmeas)−H(pinit). (19)
We can also write the expectation value of I as
〈I〉m = S
(
ρˆSinit
)−∑
b
pmeas(b)S
(
ρˆSb
)
, (20)
where S(ρˆ) is the von Neumann entropy S(ρˆ) = −Tr(ρˆ log ρˆ). This is equal to the QC-
mutual information [7, 22, 23].
7C. Erasure Process
Next, we consider the erasure process from t = 0 to t = τeras. In the present process, we
perform information erasure of the memory M using the interaction between M and B.
The interaction between M and B follows the Hamiltonian hˆMB(t). We assume that
hˆMB(0) = hˆMB(τeras) = 0. The Hamiltonian of the whole system is written as
Hˆtoteras(t) = Hˆ
M
eras(t) + Hˆ
B + hˆMB(t), (21)
where HˆMeras(t) and Hˆ
B are the Hamiltonians of M and B, respectively. We assume that
HˆMeras(0) = Hˆ
M
eras(τeras) =
∑N
b=0 Hˆ
M
b .
As the initial state of the whole system, we introduce
ρˆMBmeas = ρˆ
M
meas ⊗ ρˆBcan, (22)
where ρˆBcan is the one in (8) and ρˆ
M
init is a mixture of the canonical distributions ρˆ
M
b,can with
non-zero probability p˜meas(b);
ρˆMmeas =
∑
b
p˜meas(b)ρˆ
M
b,can. (23)
We here used the subscript meas for the initial states because we suppose that the informa-
tion erasure process takes place after the measurement process.
We perform the following information erasure process (see Fig. 2):
Step 1 We introduce ρˆMBmeas as the initial state of the whole system.
Step 2 We fix the state of the memory M initially by performing a projection measure-
ment
{
ΠˆMb
}
b
on M. We refer to the result of the measurement as b.
Step 3 We measure the energy of M and B by performing the projection measurements{
PˆMnb
}
nb
and
{
PˆBk′
}
k′ and refer to the results of the measurements na and k
′, respectively.
Step 4 We perform the time evolution which is written as
Uˆeras = T exp
(
− i
~
∫ τeras
0
Hˆtoteras(t)dt
)
. (24)
Step 5 We perform a projection measurement
{
ΠˆMc
}
c
on M and refer to the result of
the measurement as c.
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FIG. 2. (Color online) Schematic illustration of the erasure process. (Step 1 ) The initial state of
the whole state is given by ρˆMmeas ⊗ ρˆBcan. (Step 2 ) We perform a projection measurement
{
ΠˆMb
}
b
on M and obtain the outcome b. (Step 3 ) We measure the energy of M and B using the projection
measurement
{
PˆMnb
}
nb
and
{
PˆBk′
}
k′ and obtain the energy E
M
nb
and EBk′ , respectively. (Step 4 ) We
perform the time evolution Uˆeras. (Step 5 ) We perform a projection measurement
{
ΠˆMc
}
c
on M
and obtain the outcome c. (Step 6 ) We measure the energy of M and B using the projection
measurement
{
PˆMnc
}
nc
and
{
PˆBl′
}
l′ and obtain the energy E
M
nc and E
B
l′ , respectively.
9Step 6 We measure the energy of M and B by performing the projection measurements{
PˆMnc
}
nc
and
{
PˆBl′
}
l′ and refer to the results of the measurements as nc and l
′, respectively.
The probability that the whole set of the results of the measurements is (b, nb, k
′, c, nc, l′)
is
p˜all (a, na, k
′, b, nb, l′) = p˜meas(b)
e−βE
M
nb
ZMb
e−βE
B
k′
ZB
Tr
[(
PˆMnc ⊗ PˆBl′
)
Uˆeras
(
PˆMnb ⊗ PˆBk′
)
Uˆ †eras
(
PˆMnc ⊗ PˆBl′
)]
.
(25)
Thus, the probability that we obtain the result c is
peras(c) =
∑
b,nb,k′,nc,l′
pall (b, nb, k
′, c, nc, l′) = Tr
(
ΠˆMc Uˆerasρˆ
MB
measUˆ
†
erasΠˆ
M
c
)
. (26)
We refer to the expectation value of an arbitrary function g(b, nb, k
′, c, nc, l′) as
〈g〉e =
∑
b,nb,k′,c,nc,l′
p˜all (b, nb, k
′, c, nc, l′) g(b, nb, k′, c, nc, l′). (27)
We define the work Weras done on the memory M, the difference of the free energy ∆Feras
and the information gain ∆Heras of M during the information erasure process as
Weras(nb, k
′, nc, l′) =
(
EMnc + E
B
l′
)− (EMnb + EBk′) , (28)
∆Feras(b, c) = F
M
c − FMb , (29)
∆Heras(b, c) = − log peras(c) + log p˜meas(b). (30)
III. JARZYNSKI EQUALITIES
For the above measurement and information erasure processes, we derive two quantum
versions of the Jarzynski equality:
〈
e−β(Wmeas−∆Fmeas)−∆Hmeas+I
〉
m
= 1, (31)〈
e−β(Weras−∆Feras)−∆Heras
〉
e
= 1. (32)
Proof We first derive (31). Using
∑
i Qˆ
S
i,init = Iˆ
S,
∑
a
∑
na
PˆMna = Iˆ
M and
∑
k Pˆ
B
k = Iˆ
B,
where IˆS, IˆM and IˆB are the identity operators for S, M and B, respectively, we obtain (31)
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as follows:〈
e−β(Wmeas−∆Fmeas)−∆Hmeas+I
〉
m
=
∑
i,jb,a,na,k,b,nb,l
qSmeas(jb)pmeas(b)
e−βE
M
nb
ZMb
e−βE
B
l
ZB
× Tr
[(
QˆSjb ⊗ PˆMnb ⊗ PˆBl
)
Uˆmeas
(
QˆSi,init ⊗ PˆMna ⊗ PˆBk
)
Uˆ †meas
(
QˆSjb ⊗ PˆMnb ⊗ PˆBl
)]
=
∑
jb,k,b,nb,l
qSmeas(jb)pmeas(b)
e−βE
M
nb
ZMb
e−βE
B
l
ZB
Tr
(
QˆSjb ⊗ PˆMnb ⊗ PˆBl
)
=
∑
b
pmeas(b)Tr
(
ρˆSb ⊗ ρˆMb,can ⊗ ρˆBcan
)
= 1. (33)
We can also derive (32) in a way similar to the above:〈
e−β(Weras−∆Feras)−∆Heras
〉
e
=
∑
b,nb,k′,c,nc,l′
peras(c)
e−βE
M
nc
ZMc
e−βE
B
l′
ZB
Tr
((
PˆMnc ⊗ PˆBl′
)
Uˆeras
(
PˆMnb ⊗ PˆBk′
)
Uˆ †eras
(
PˆMnc ⊗ PˆBl′
))
=
∑
c,nc,l′
peras(c)
e−βE
M
nc
ZMc
e−βE
B
l′
ZB
Tr
(
PˆMnc ⊗ PˆBl′
)
=
∑
c
peras(c)Tr
(
ρˆMc,can ⊗ ρˆBcan
)
= 1. (34)

By using the Jensen inequality
〈
ef
〉 ≥ e〈f〉, we can reduce Eqs. (31) and (32) into the
inequalities for the energy costs of the measurement process and the information erase
process;
〈Wmeas〉m ≥ 〈∆Fmeas〉m − β−1 (〈∆Hmeas〉m − 〈I〉m) , (35)
〈Weras〉e ≥ 〈∆Feras〉e − β−1 〈∆Heras〉e . (36)
Let us consider the error-free limit (7); in other words, we fix the state of the memory
M to a in the initial state. Then, the average 〈∆Hmeas〉m is reduced to H(pmeas) and the
inequality (35) is reduced to
〈Wmeas〉m ≥ 〈∆Fmeas〉m − β−1 (H(pmeas)− 〈I〉m) , (37)
11
which is equivalent to Sagawa and Ueda’s inequality for the energy cost of measurement [1].
Similarly, the inequality (36) is reduced to Sagawa and Ueda’s inequality for the energy cost
of the information erasure [1] in the limit of peras(c)→ δc,0;
〈∆Feras〉e → −〈∆Fmeas〉m , (38)
〈∆Heras〉e → −H(p˜meas). (39)
Thus, our results are generalization of Sagawa and Ueda’s inequalities for the energy costs.
IV. CONCLUSION
We obtain two quantum versions of the Jarzynski equality for the information processes;
the first one is for the energy cost of the measurement process, whereas the second one is for
the energy cost of the information erasure. Using the Jensen inequality, we can reduce these
Jarzynski equalities into inequalities for the energy costs of the measurement process and
the information erasure process. The inequalities include Sagawa and Ueda’s inequalities
for the energy costs as a special case of the error-free limit. With this result and the result
in Ref. [15], we can treat both of the two types of researches as in the form of fluctuation
theorem. In the present formulation, we cannot treat the case in which the system and the
memory initially have quantum correlation. It is a good future problem, which would give
a quantum counterpart of the one in Ref. [13].
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