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Abstract
We study large deviations for random walks on Lie groups defined
by σn
n
= exp( 1
n
X1) · · · exp(
1
n
Xn), where {Xn}n≥1 is an i.i.d sequence of
bounded random variables in the Lie algebra g. We follow a similar ap-
proach as in the proof of large deviations for geodesic random walks as
given in [Ver19]. This approach makes it possible to simply rescale the
increments of the random walk, without having to resort to dilations in
order to reduce the influence of higher order commutators. Finally, we
will apply this large deviation result to the Lie group of stochastic matri-
ces.
Keywords: large deviations, random walks, Lie groups, Lie algebras,
Cramér’s theorem, Baker-Campbell-Hausdorff formula, products of ran-
dom matrices, stochastic group
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1 Introduction
Since the middle of the previous century, the study of random matrices has
gotten a lot of attention. Of particular interest is the limiting behvaviour of
products of random matrices. Products of random matrices find their applica-
tions for example in the study of wireless telecommunication (see e.g. [TV04]),
where a matrix is used to map an input signal to an output signal. The random-
ness then comes from possible noise disturbing the signal. Another application
can be found in studying solutions to difference equations. One can for example
think about the Schrodinger equation on a one-dimensional latice with random
vector potentionals, see e.g. [BL85].
The limiting behaviour of products of random matrices was first studied in
[Bel54] and further developed by (among others) [FK60]. In these works, one
takes a sequence of matrix valued random variables and studies the product
Sn =M1 · · ·Mn.
In order to say anything about the limiting behaviour of the random variable
Sn, we take a matrix norm and consider the sequence of real-valued random
variables given by log ||Sn||. It is then shown that under mild conditions we
have
lim
n→∞
1
n
log ||Sn|| = γ
almost surely, which is the analogue of the law of large numbers. The constant γ
is referred to as the upper Lyapunov exponent. Furthermore, in [LP82] (see also
[BL85]) it is shown that under additional assumptions, log ||Sn|| also satisfies
the central limit theorem, in that
log ||Sn|| − nγ√
n
converges in distribution to a Gaussian random variable. Additionally, the same
work also verifies the large deviation properties of the sequence log ||Snx|| of ran-
dom variables, where x is some vector.
It is possible to go beyond matrix groups, and study products of elements of a
general Lie group. For a sequence g1, g2, . . . in a Lie group G, using the group
operation, we can define the product
Sn = g1g2 · · · gn,
and we will refer to this as a random walk in the Lie group G.
Now, in order to study limit theorems like the law of large numbers and central
limit theorem, we can no longer use a matrix norm. Instead, we can equip G
with a left-invariant Riemannian metric d and study the real-valued random
variables d(Sn, e), where e is the identity element of the group G. It is shown in
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[Gui80] that if G is locally compact, then there exists a γ ≥ 0 such that almost
surely
lim
n→∞
1
n
d(Sn, e) = γ.
Furthemore, the central limit theorem, i.e., the convergence of
d(Sn, e)− γn√
n
in distribution to a normal distribution is studied in [Tut65].
Another approach to study limit theorems, which we will be considering here,
is not to transfer the problem to a real-valued setting, but to find a suitable
way of rescaling the random walk in the Lie group G itself. For this, we slightly
modify the definition of a random walk. Let g denote the Lie algebra of G, and
let X1, X2, . . . be a sequence in g. We then define the random walk in G as
Sn = exp(X1) · · · exp(Xn),
where exp : g→ G denotes the exponential map. Because g is a vector space, we
can rescale the sequence X1, X2, . . ., allowing us to define the rescaled random
walk by
σnn = exp
(
1
n
X1
)
· · · exp
(
1
n
Xn
)
.
However, from the Baker-Campbell-Hausdorff formula it follows after a formal
computation that
σnn = exp
(
1
n
n∑
i=1
Xi +O(1)
)
,
which one obtains by counting the number of commutators. Consequently, it
is not obvious how to use known results regarding the limiting behaviour of
1
n
∑n
i=1Xi in order to study the limiting behaviour of σ
n
n . To overcome this
problem, instead of simply rescaling the elements g by 1
n
, one uses so called
dilations D 1
n
: g → g as done in [Bre04; BC99; Gav77; Neu96]. The idea is
to decompose an element Y ∈ g as Y = ∑i≥1 Yi, where Yi is an i-th order
commutator, meaning it is of the form [Y 1i , [· · · , [Y i−1i , Y ii ]]], where none of the
Y ji are commutators. We call a Lie algebra nilpotent, if there is some l ∈ N
such that all comutators of order l are 0. In that case, Y may be written as a
finite sum Y =
∑l
i=1 Yi and we define the dilation D 1nY of Y by
D 1
n
Y =
l∑
i=1
1
ni
Yi
So essentially, we dilate the elements of g in such a way that the problematic
parts, being the (higher order) commutators, are scaled away in the limit by
multiplying those by higher powers of 1
n
. Now the Baker-Campbell-Hausdorff
formula will give us after a formal computation that
n∏
i=1
exp
(
D 1
n
Xi
)
= exp
(
1
n
n∑
i=1
Xi +O
(
1
n
))
,
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making it at least more viable that in the limit this product should indeed
behave like exp
(
1
n
∑n
i=1Xi
)
. It is shown in [Gav77; Neu96] that the law of
large numbers is satisfied, i.e., if X1, X2, . . . are i.i.d. with E(X1) = 0 and with
finite moment generating function in a neighbourhood of the origin, then almost
surely
lim
n→∞
n∏
i=1
exp
(
D 1
n
Xi
)
= 0.
The large deviations for the sequence{
n∏
i=1
exp
(
D 1
n
Xi
)}
n≥0
(1.1)
are studied in [BC99]. The prove uses path-space, first transferring the problem
to Rd to use Mogulskii’s theorem, followed up by the contraction principle to
get the large deviations for the end-point of the random walk.
However, if G admits a bi-invariant metric, the processes Sn and σnn are special
cases of geodesic random walks as defined in [Jø75]. The large deviations for
these have been studied in [Ver19; KRV18]. Consequently, if G admits a bi-
invariant metric, then the sequence {σnn}n≥1 satisfies in G the large deviation
principle. Moreover, the corresponding rate function coincides with the rate
function for the sequence of random variables in (1.1), where the higher order
commutators are scaled away.
This raises the question whether the sequence {σnn}n≥1 also satisfies a large de-
viation principle when G does not necessarly admit a bi-invariant metric. Fol-
lowing the approach in [Ver19], we will show that under some assumptions, this
is indeed the case. More precisely, we will prove that if {Xn}n≥1 is a sequence
of bounded, i.i.d. g-valued random variables, with E(X1) = 0 and everywhere
finite moment generating function, then the sequence {σnn}n≥0 satisfies in G the
large deviation principle with rate function I given by
I(g) = inf
{∫ 1
0
Λ∗(γ˙(t)) dt
∣∣∣∣γ ∈ AC([0, 1];G), γ(0) = e, γ(1) = g
}
.
Here, Λ(λ) = logE(e〈λ,X1〉) denote the log moment generating function, and Λ∗
its Legendre transform given by
Λ∗(X) := sup
λ∈g
〈λ,X〉 − Λ(λ).
The paper is organised as follows. First, in Section 2 we make precise the notion
of a large deviation principle for a sequence of random variables. Additionally,
we introduce some theory on Lie groups on Lie algebras and fix the notation we
use in what follows. With the notation fixed, we define in Section 3 the random
walks in Lie groups we will be studying. In Section 4 we state our main theorem
and give a sketch of its proof. Additionally, we will also discuss an example by
considering the stochastic group. Section 5 is devoted to important estimates
following from the Baker-Campbell-Hausdorff formula. Finally, we use these
estimates to prove our main theorem in Section 6.
4
2 Notation and basic theory
In this section we introduce some large deviation theory as well as the theory of
Lie groups and Lie algebras. Additionally, we will fix the notation we will use
in what follows.
2.1 Large deviations
Large deviation theory is concerned with the limiting behaviour on an expo-
nential scale of a sequence {Zn}n≥1 of random variables. This behaviour is
determined by a so called rate function. More precisely, we have the following
definition.
Definition 2.1. Let {Zn}n≥1 be a sequence of random variables taking values
in some metric space X .
1. A rate function is a lower semicontinuous function I : X → [0,∞]. If the
level sets of I are compact, then the rate function is called good.
2. The sequence {Zn}n≥1 satisfies the large deviation principle in X with rate
function I if the following hold:
(a) (Upper bound) For any F ⊂ X closed we have
lim sup
n→∞
1
n
logP(Zn ∈ F ) ≤ − inf
x∈F
I(x).
(b) (Lower bound) For any G ⊂ X open we have
lim inf
n→∞
1
n
logP(Zn ∈ G) ≥ − inf
x∈G
I(x).
It is often easier to prove the upper bound for compact sets, rather than general
closed sets. If the lower bound holds, and the upper bound only holds for
compact sets, we say the sequence {Zn}n≥1 satisfies the weak large deviation
principle. If the mass of the random variables is then concentrated enough on
compact sets, then the upper bound may actually be extended to all closed sets.
More precisely, we say that the sequence {Zn}n≥1 is exponentially tight if for
every α > 0 there exists a compact set Kα ⊂ X such that
lim sup
n→∞
1
n
logP(Zn ∈ Kcα) < −α.
We have the following proposition, which can for example be found in [DZ98,
Section 1.2].
Proposition 2.2. Let {Zn}n≥1 be a sequence of random variables satisfying
the weak large deviation principle with rate function I. Assume furthermore
that the sequence is exponentially tight. Then {Zn}n≥1 satisfies the (full) large
deviation principle with the same rate function I.
5
2.2 Lie groups and Lie algebras
In this section we collect the necessary notation and theory on Lie groups and
Lie algebras. For more details, we refer to [Lee03; War83] for general Lie group
theory, and to [Hal15] for a treatment of matrix Lie groups.
Let G be a finite-dimensional Lie group, i.e., a finite dimensional group with a
smooth manifold structure such that the group operations of multiplication and
inversion are smooth. We write e for the identity element of G. The Lie algebra
g of G is defined as the tangent space TeG at the identity.
Next, we want to equip g with a Lie bracket [·, ·], which is a map from g × g
into g which is bilinear, skew-symmetric and satisfies the Jacobi identity:
[X, [Y, Z]] + [Y, [Z,X ]] + [Z, [X,Y ]] = 0,
for all X,Y, Z ∈ g. In order to construct such a Lie bracket, we need a different
interpretation of the Lie algebra g.
To this end, we denote by Lg : G→ G left multiplication with g. A vector field
V on G is called left-invariant if for all g, h ∈ G we have dLg(h)(V (h)) = V (gh).
For every X ∈ g, we can define a left-invariant vector field XL on G by setting
XL(g) = dLg(e)(X). (2.1)
This is a vector space isomorphism, with inverse given by the evaluation of the
vector field at the identity e. Consequently, the Lie algebra g of G may be
identified with the set of left-invariant vector fields on G. This set forms a Lie
algebra under the Lie bracket [V,W ] = VW −WV . Consequently, we define
the Lie bracket [X,Y ] for X,Y ∈ g by [X,Y ] := [XL, Y L](e).
The above prodecure also shows us that for every g ∈ G we can identify the tan-
gent space TgM with g via the isomorphism dLg(e) : g → TgM . Whenever we
consider a tangent vector X ∈ TgM as elements of g, we have this identification
in mind.
2.2.1 Exponential map
We now define an important function that allows us to map elements of the Lie
algebra to the Lie group. For every X ∈ g, there exists a curve γX : R → G
satisfying γX(0) = e and γ˙X(t) = XL(γX(t)) (note that γ˙(0) = X in this case).
Using this curve, we define the exponential map exp : g→ G by exp(X) = γX(1).
For every X ∈ g we have
d exp(0)(X) =
d
dt
∣∣∣
t=0
exp(tX) = X
so that d exp(0) = I. Consequently, by the inverse function theorem, there
exists an r > 0 such that exp is homeomorphism from B(0, r) onto its image.
The inverse of the exponential map is refered to as the logarithm map, and is
denoted by log. We have the following proposition.
6
Proposition 2.3. For every r > 0 such that exp is a homeomorphism on
B(0, r), there exists an ε > 0 such that log is well-defined on B(e, ε) and such
that for all g ∈ B(e, ε) we have | log(g)| ≤ r.
Proof. Because exp is a homeomorphism, it is an open map, and hence exp(B(0, r))
contains some open ball B(e, ε). Because exp(B(0, r)) is closed, it must be that
B(e, ε) ⊂ exp(B(0, r)) so that log is well defined on B(e, ε) and log(B(e, ε)) ⊂
B(0, r) as desired.
2.2.2 Riemannian metric
For reasons that will become apparent later, we equip g with an inner product
〈·, ·〉. This induces on g a norm | · | given by |X | =
√
〈X,X〉. Because g is finite-
dimensional, all norms are equivalent, and hence, our results will not depend on
the choice of inner product.
The inner product on g may be extended to a Riemannian metric on G. For
this, we use the fact that TgM may be identified with g via the isomorphism
dLg(e). With this identification in mind, we can define an inner product on
TgG by
〈X,Y 〉g = 〈dLg(e)−1X, dLg(e)−1Y 〉,
The assumption that the group operations are smooth implies that this defines
a Riemannian metric on G. By construction this Riemannian metric is left-
invariant, i.e., for all g, h ∈ G and for all X,Y ∈ TgG we have
〈dLh(g)X, dLh(g)Y 〉hg = 〈X,Y 〉g.
This shows that dLh(g) : TgG → ThG is an isometry. In particular, the iden-
tification dLg(e) : g → TgG of TgG with the Lie algebra g is also an isometry.
Consequently, if we consider X ∈ TgG as element in g, its norm can also be
taken as element of g
.
To the Riemannian metric we can associate a Riemannian distance d : G×G→
R given by
d(g, h) = inf
{∫ 1
0
|γ˙(t)| dt
∣∣∣∣γ : [0, 1]→ G piecewise smooth, γ(0) = g, γ(1) = h
}
.
Because the Riemannian metric is left-invariant, it follows that for all f, g, h ∈ G
we have
d(g, h) = d(fg, fh).
This shows that the distance between elements of G is preserved under left-
multiplication.
3 Random walks in Lie groups
In this section we introduce the concept of a random walk in a general (con-
nected) Lie group G. We will relate this concept to geodesic random walks in
general Riemannian manifolds, as defined in [Jø75; Ver19; KRV18].
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3.1 Definition of a random walk in G.
Let µ be a measure on the Lie algebra g. Let X1, X2, . . . be a sequence of i.i.d.
random variables in g with distribution µ. We define the random walk Sn ∈ G
by
Sn = exp(X1) exp(X2) · · · exp(Xn).
Furthermore, we define the rescaled random walk by
σnn = Exp
(
1
n
X1
)
Exp
(
1
n
X2
)
· · ·Exp
(
1
n
Xn
)
. (3.1)
In order to relate this to the concept of geodesic random walks in [Jø75; Ver19;
KRV18], we need to argue how one-parameter subgroups of the form γ(t) =
g exp(tX) can be interpreted as geodesics. To this end, we need some additional
theory from Lie groups.
Definition 3.1. Let ∇ be a connection on a Lie group G. ∇ is said to be left-
invariant if for any two left-invariant vector fields XL and Y L (see (2.1)) with
X,Y ∈ g we have that ∇XLY L is also left-invariant.
Among the left-invariant connections, there are special connections for which
the one-parameter subgroups form geodesics.
Definition 3.2. A Cartan connection on a Lie group G is a left-invariant
connection satisfying the property that the subgroup γ(t) = exp(tX) is a geodesic
for every X ∈ g.
One question that arises, is whether such connections always exist. This is
indeed the case, as the following result from [Mil76] states.
Proposition 3.3. For any Lie group G there exists a unique symmetric Cartan
connection ∇ given by
∇XLY L =
1
2
[X,Y ]L
for any X,Y ∈ g.
Consequently, our definition of a random walk onG coincides with the definition
of a geodesic random walk when we equipG with a Cartan connection. Although
this connection can be chosen to be symmetric, it is in general not possible to
choose it so that it is also compatible with the Riemannian metric. In the
case of a bi-invariant metric, this is possible, and the Cartan connection in
Proposition 3.3 is compatible with the metric and thus coincides with the Levi-
Civita connection. In this case, the exponential map exp : g→ G coincides with
the Riemannian exponential map.
In order to connect our result to the results in [Ver19; KRV18], we need to
show that our measure µ can be extended to a collection of measures {µg}g∈G
which are invariant under parallel transport in the sense of [Ver19, Definition
3.7]. Along geodesics of the form γ(t) = exp(tX)g, parallel transport is given
by dLexp(tX)(g). If we now set
µg = µ ◦ dLg(e)−1,
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then the bi-invarience of the Riemannian metric shows that the collection {µg}g∈G
is invariant under parallel transport, at least when transporting along geodesics.
It is actually possible to show that in this case, the invariance also holds along
arbitrary piecewise smooth curves.
The above shows that if G admits a bi-invariant metric, the our notion of a
random walk with i.i.d. increments coincides with the notion of a geodesic
random walk with i.i.d. increments as in [Ver19; KRV18]. Although the proof
is somewhat simpler, our results do not add anything over the results in [Ver19;
KRV18] if G admits a bi-invariant metric. The novelty is in the case when no
such bi-invariant metric exists.
4 Main theorem, sketch of the proof and an ex-
ample
With all the notation fixed, we are ready to state in this section the main
theorem that we are going to prove. Because the proof consists of a number of
steps, we also provide a sketch of the proof so that the main steps are clear. The
precise proof will be given in Section 6. We conclude the section by showing
how the main theorem can be applied if we consider the Lie group of stochastic
matrices.
4.1 Statement of the main theorem
Let G be a Lie group with Lie algebra g equiped with an inner product 〈·, ·〉.
Let {Xn}n≥1 be a sequence of i.i.d. random variables in the Lie algebra g and
denote by σnn the rescaled random walk as in (3.1). We are going to prove that
under some assumptions on the increments {Xn}n≥1, the sequence {σnn}n≥1
satisfies a large deviation principle in G.
Along with the large deviation principle for {σnn}n≥1, we need to identify the
corresponding rate function. If G admits a bi-invariant metric, it follows from
[Ver19, Theorem 4.1] or [KRV18, Theorem 5.5] that the rate function is given
by
I(g) = inf{Λ∗(X)| exp(X) = g}.
Here, Λ(λ) is the log moment generating function of an increment, given by
Λ(λ) := logE
(
e〈λ,X1〉
)
,
while Λ∗ denotes its Legendre transform, defined as
Λ∗(X) := sup
λ∈g
〈λ,X〉 − Λ(λ).
Obtaining this form of the rate function relies on the fact that if we minimize∫ 1
0 Λ
∗(γ˙(t)) dt over curves with fixed endpoints, the minimum is attained by a
geodesic. However, if G does not admit a bi-invariant metric, curves of the form
γ(t) = exp(tX) are no longer necessarily geodesics (when taking the exponential
map in the terminology of Lie groups and Lie algebra’s). Consequently, we can
do no better than the expression
I(g) = inf
{∫ 1
0
Λ∗(γ˙(t)) dt
∣∣∣∣γ ∈ AC([0, 1];G), γ(0) = e, γ(1) = g
}
.
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We now collect everything and give the statement of the theorem.
Theorem 4.1. Let G be a Lie group and g its associated Lie algebra, equipped
with an inner product 〈·, ·〉. Let {Xn}n≥1 be a sequence of random variables
in g and denote by σnn the associated rescaled random walk as in (3.1). As-
sume that the sequence {Xn}n≥1 is i.i.d. and bounded, and assume that the log
moment generating function Λ(λ) = logE(e〈λ,X1〉) is everywhere finite. Then
the sequence {σnn}n≥0 satisfies in G the large deviation principle with good rate
function
IG(g) = inf
{∫ 1
0
Λ∗(γ˙(t)) dt
∣∣∣∣γ ∈ AC([0, 1];G), γ(0) = e, γ(1) = g
}
. (4.1)
Because the proof of Theorem 4.1 is rather long, we first provide a sketch of the
proof, before we get to the actual details in Section 6.
4.2 Sketch of the proof of Theorem 4.1
The proof of Theorem 4.1 is inspired by the proof of [Ver19, Theorem 4.1], and
consequently, we will follow similar steps as explained in [Ver19, Section 4]. Like
in the proof of the large deviations for rescaled random walks in Euclidean space,
known as Cramér’s theorem, we prove the upper and lower bound seperately.
By Cramér’s theorem for vector spaces (see e.g. [DZ98, Chapter 2] or [Hol00,
Chapter 1]), the sequence { 1
n
∑n
i=1Xi}n≥1 of empirical averages satisfies the
large deviation principle in g with good rate function I(X) = Λ∗(X). Conse-
quently, by the contraction principle (see e.g. [DZ98, Chapter 4]), the sequence
{Σn}n≥1 given by
Σn = exp
(
1
n
n∑
i=1
Xi
)
satisfies the large deviation principle in G with good rate function
IG(g) = inf{Λ∗(X)| exp(X) = g}.
Unfortunately, the Baker-Campbell-Hausdorff formula shows us that in general,
Σn and σnn do not coincide. More precisely, given that the random walk stays
close enough to the identity e, so that logarithms are well-defined, the integral
version of the Baker-Campbell-Hausdorff formula (see Theorem 5.1) gives us
that
log(σnn) =
1
n
n∑
i=1
(∫ 1
0
adlog(σn
i−1
)
1− e−adlog(σni−1)
)
Xi (4.2)
Here, σni is defined to be the point of the random walk after i steps, i.e.,
σni = exp
(
1
n
X1
)
· · · exp
(
1
n
Xi
)
.
However, we would like to understand the difference between log(σnn) tand
1
n
∑n
i=1Xi. For this, we compare
1
n
∑n
i=1Xi to the expression found in (4.2) for
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log(σnn). We prove (see Proposition 5.2) that there exists constants C| log(σni−1)|
such that ∣∣∣∣∣
(∫ 1
0
adlog(σn
i−1
)
1− e−adlog(σni−1)
)
Xi −Xi
∣∣∣∣∣ ≤ C| log(σni−1)||Xi|,
where Cα is a constant, decreasing in α and such that limα→0 Cα = 0.
Using the triangle inequality and the smoothness of log, one can show that
| log(σni )| . inB, where B is the uniform bound on the increments. Conse-
quently, C| log(σn
i−1
)| ≤ CB for all i = 1, . . . , n. If we now collect everything, we
find ∣∣∣∣∣log(σnn)− 1n
n∑
i=1
Xi
∣∣∣∣∣ ≤ CBB. (4.3)
Because B is fixed, this upper bound unfortunately does not show us that that
log(σnn) and
1
n
∑n
i=1Xi will get arbitrarily close if n tends to infinity. The key
will be to decrease the constant CBB in an appropriate way.
To do this, we split the random walk into finitely many, say m, pieces, each
consisting of ⌊m−1n⌋ increments. It turns out that this also takes care of the
problem that the logarithms we use are not necessarily well-defined. More pre-
cisely, for m ∈ N we define the indices nj = j⌊m−1n⌋ for j = 0, . . . ,m− 1 and
set nm = n. We can prove (see (6.2) and (6.3)) that if B is the uniform bound
on the increments, then for every j = 1, . . . ,m and i = 1, . . . , nj−nj−1 we have
d(e, (σnnj−1 )
−1σnnj−1+i) = d(σ
n
nj−1
, σnnj−1+i) ≤
i
n
B ≤ 1
m
B.
Here, the first equality follows from the left-invariance of the metric d. Conse-
quently, if m ∈ N is large enough, then log((σnnj−1 )−1σnnj−1+i) is well-defined for
every j = 1, . . . ,m and every i = 1, . . . , nj − nj−1. In particular, one may show
in a similar spirit as (4.3), that∣∣∣∣∣log((σnnj−1 )−1σnnj )− 1n
nj−nj−1∑
i=1
Xnj−1+i
∣∣∣∣∣ ≤ Cm−1B Bm. (4.4)
Now let us define Y n,m,j⌊m−1n⌋ = log((σ
n
nj−1
)−1σnnj ) ∈ g for j = 1, . . . ,m. By the
above construction, we have that
σnn = exp
(
Y n,m,1⌊m−1n⌋
)
· · · exp
(
Y n,m,m⌊m−1n⌋
)
=: Ψm
(
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
,
where Ψm : gm → G is the continuous function given by
Ψm(x1, . . . , xm) = exp(x1) · · · exp(xm).
Using this, we prove the upper and lower bound for the large deviation principle
for {σnn}n≥1, which we explain in the upcoming two sections.
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4.2.1 Upper bound of the large deviation principle for {σnn}n≥1.
In this section we sketch the proof of the upper bound of the large deviation
principle for {σnn}n≥1. For F ⊂ G closed, and every m ∈ N large enough, we
have that Ψ−1m F ⊂ gm is closed and
P(σnn ∈ F ) ≤ P
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ Ψ−1m F
)
. (4.5)
Because gm is a vector space, we can use a similar argument as in the proof of
Cramér’s theorem for the Euclidean setting (see e.g. [DZ98; Hol00]), to obtain
that
lim sup
n→∞
1
n
logP(σnn ∈ F )
≤ lim sup
n→∞
1
n
logP
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ Ψ−1m F
)
≤ − inf
x∈gm
sup
λ∈gm
〈λ, x〉 − lim sup
n→∞
1
n
logE
(
e
n〈λ,(Y n,m,1
⌊m−1n⌋
,...,Y
n,m,m
⌊m−1n⌋
)〉
)
Now one can use (4.4) to prove that
E
(
e
n〈λ,(Y n,m,1
⌊m−1n⌋
,...,Y
n,m,m
⌊m−1n⌋
)〉
)
≤ eCm−1B |λ|Bm−1E
(
en〈λ,(Z
m,n
1 ,...,Z
n,m
m )〉
)
,
where
Zm,nj =
1
n
nj−nj−1∑
i=1
Xnj−1+i.
Now, because the sequence {Xn}n≥1 is i.i.d., the random variablesZn,m1 , . . . , Zn,mm
are also i.i.d. with E(en〈λ,Z
n,m
1 〉) = E(e〈λ,X1〉)⌊m
−1n⌋. Consequently, we find that
E
(
e〈λ,(Z
m,n
1 ,...,Z
n,m
m )〉
)
=M(λ1)⌊m
−1n⌋ · · ·M(λm)⌊m
−1n⌋.
Collecting everything, we find that
lim sup
n→∞
1
n
logP(σnn ∈ F )
≤ − inf
x∈gm
sup
λ∈gm

〈λ, x〉 − 1m
m∑
j=1
Λ(λi)− Cm−1B |λ|B
1
m


= − inf
x∈gm
1
m
m∑
j=1
sup
λ∈g
{〈λ,mxj〉 − Λ(λ)− Cm−1B|λ|B} .
Finally, by letting m tend to infinity, apart from some technical difficulties, one
obtains
lim sup
n→∞
1
n
logP(σnn ∈ F ) ≤ − inf
g∈G
IG(g),
as desired.
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4.2.2 Lower bound of the large deviation principle for {σnn}n≥1.
To prove the lower bound of the large deviation principle for {σnn}n≥1, we first
observe that it is sufficient to show for every U ⊂ G open and every g ∈ G that
lim inf
n→∞
1
n
logP(σnn ∈ G) ≥ −
∫ 1
0
Λ∗(γ˙(t)) ddt
for all γ ∈ AC([0, 1];G) with γ(0) = e and γ(1) = g.
To do this, we fix γ ∈ AC([0, 1];G) with γ(0) = e and γ(1) = g and define for
m ∈ N the vectors
ymi := log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
∈ g.
Note that Ψm((ym1 , . . . , y
m
m)) = g, where Ψm : g
m → G is as in (4.5). In order
to continue, we need to know a bit more about the continuity properties of Ψm.
More precisely, we will prove (see Proposition 6.5) that there exists a constant
C > 0 such that for ε > 0 and m ∈ N large enough, we have that if
(x1, . . . , xm) ∈
m∏
i=1
B(ymi , (Cm)
−1ε),
then
Ψm((x1, . . . , xm)) ∈ B(Ψm((ym1 , . . . , ymm)), ε) = B(g, ε).
Now, because the fundamental theorem of calculus fails, in that (compare to
the Euclidean case)
log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
6=
∫ i
m
i−1
m
γ˙(t) dt.
We will show that under the condition that γ˙ is bounded (see Proposition 6.6),
we have ∣∣∣∣∣log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
−
∫ i
m
i−1
m
γ˙(t) dt
∣∣∣∣∣ ≤ Lm 1m,
where limm→∞ Lm =∞. In particular, if we set
y˜mi :=
∫ i
m
i−1
m
γ˙(t) dt,
then for m large enough we have B(y˜mi , (2Cm)
−1ε) ⊂ B(ymi , (Cm)−1ε). Con-
sequently, we have that if
(x1, . . . , xm) ∈
m∏
i=1
B(y˜mi , (2Cm)
−1ε),
then Ψm((x1, . . . , xm)) ∈ B(g, ε).
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Because U is open, there exists an ε > 0 such that B(ε, g) ⊂ U . Using the
above continuity property, we find that
P(σnn ∈ U)
≥ P
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ B(y˜m1 , (2Cm)−1ε)× · · · ×B(y˜mm , (2Cm)−1ε)
)
Now using (4.4) and the fact that limm→∞Cm−1B = 0, we have for m large
enough that ∣∣∣∣∣Y n,m,j⌊m−1n⌋ − 1n
nj−nj−1∑
i=1
Xnj−1+i
∣∣∣∣∣ ≤ (2Cm)−1 ε2 .
But then we find that
P
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ B(y˜m1 , (2Cm)−1ε)× · · · ×B(y˜mm , (2Cm)−1ε)
)
≥ P
((
1
n
n1∑
i=1
Xi, . . . ,
1
n
nm−nm−1∑
i=1
Xnm−1+i
)
∈ B(y˜m1 , (2Cm)−1ε/2)× · · · ×B(y˜mm , (2Cm)−1ε/2)
)
=
m∏
j=1
P
(
1
n
nj−nj−1∑
i=1
Xnj−1+i ∈ B(y˜mj , (2Cm)−1ε/2)
)
.
By Cramér’s theorem for random walks in Euclidean space, we find that
lim inf
n→∞
1
n
logP
(
1
n
nj−nj−1∑
i=1
Xnj−1+i ∈ B(yj , (Cm)−1ε)
)
≥ − 1
m
Λ∗(mymj ).
Consequently, if we collect everything, we find that
lim inf
n→∞
1
n
logP(σnn ∈ U) ≥ −
1
m
m∑
j=1
Λ∗(my˜mj ).
Finally, using the convexity of Λ∗ and Jensen’s inequality, we find that
1
m
m∑
j=1
Λ∗(my˜mj ) ≤
m∑
i=1
∫ i
m
i−1
m
Λ∗(γ˙(t)) dt =
∫ 1
0
Λ∗(γ˙(t)) dt.
From this, we then conclude that
lim inf
n→∞
1
n
logP(σnn ∈ U) ≥ −
∫ 1
0
Λ∗(γ˙(t)) dt,
which finishes the proof.
4.3 Example: Products of transition matrices
We conclude this section by discussing an example. In this example, we aim to
study the limiting behaviour of products of transition matrices on a finite di-
mensional state space. For this we use the stochastic group and its Lie algebra,
see e.g. [GS18; Poo95]. For theory regarding matrix Lie groups, see e.g. [Hal15].
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We define the set of transition matrices T (d,R) on d states by
T (d,R) = {P ∈M(d,R)|P1 = 1, Pij ≥ 0 for 1 ≤ i, j ≤ d}.
Here,M(d,R) denotes the set of all d×d-matrices, and 1 is the vector of all ones.
Because we will be working with groups, we need inverses to be well-defined.
We therefore consider the subset S+(d,R) of invertible matrices in T (d,R), i.e.
S+(d,R) = {P ∈ T (d,R)| det(P ) 6= 0}.
Note that S+(d,R) is closed under matrix multiplication. Indeed, if P and
Q have non-negative entries, then so does PQ. Furthermore, if P1 = 1 and
Q1 = 1 then PQ1 = P1 = 1. Finally, if P and Q are invertible, then so is
PQ. However, inverses of elements in S+(d,R) need not have only non-negative
entries. It turns out that the smallest group containing S+(d,R) is given by
S(d,R) = {P ∈M(d,R)| det(P ) 6= 0, P1 = 1}.
This group is called the stochastic group. It is in fact a Lie group. Because
we are dealing with matrix Lie groups, this follows from the observation that if
Pn → P elementwise, and Pn1 = 1 for all n, then also P1 = 1.
The Lie algebra associated to S(d,R) is given by
s(d,R) = {A ∈M(d,R)|A1 = 0}.
Indeed, if A ∈M(d,R) is such that A1 = 0, then
exp(tA)1 = 1+
(
∞∑
n=1
tnAn−1
n!
)
A1 = 1.
Consequently, exp(tA) ∈ S(d,R) for all t, implying that
{A ∈M(d,R)|A1 = 0} ⊂ s(d,R).
Conversely, if exp(tA)1 = 1 for all t ∈ R, then
A1 =
d
dt
∣∣∣
t=0
exp(tA)1 = 0,
so that
s(d,R) ⊂ {A ∈M(d,R)|A1 = 0}.
In order to consider random walks in the Lie group S(d,R) which only use
invertible transition matrices, i.e., elements from S+(d,R), we need to find a
subset of s(d,R) which is mapped by the exponential map into S+(d,R). To
this end, consider the set
s+(d,R) = {A ∈ s(d,R)|Aij ≥ 0 whenever i 6= j}.
We will prove that for all A ∈ s+(d,R) we have exp(A) ∈ S+(d,R). For this,
it suffices to prove that exp(A) has nonnegative entries. To show this, we fix
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k = maxdi=1 |Aii|. Then the matrix B = A + kI has nonnegative entries, from
which it follows, using the Taylor series expression, that exp(B) has nonnegative
entries. Because A and I commute, we have
exp(B) = exp(A) exp(kI) = ek exp(A),
so that exp(A) = e−k exp(B). The latter now has nonnegative entries because
e−k > 0 and exp(B) has nonnegative entries.
Consequently, if we take a measure µ on s(d,R) supported in s+(d,R), then
the random walk Sn associated to an i.i.d. sequence {Xn}n≥1 will remain in
S+(R, d). This random walk may be thought of as the (random) n-step transi-
tion matrix of a Markov process with state space Ω = {1, . . . , d}.
From an increment A ∈ s+(d,R) of such a random walk, we can deduce some
qualitative behaviour of the random walk. Indeed, for a state i ∈ {1, . . . , d} we
have that the larger |Aii|, the more mass remains at site i after that iteration.
The remainder of the mass at state i is then distributed over the states j 6= i
according to the relative size of the Aij .
4.3.1 A specific example
To get a better understanding of these random walks in S(d,R) and their lim-
iting behaviour, we do the calculations for a specific example. For this, we take
d = 2 and α, β > 0. Consider the matrices
A =
( −α α
0 0
)
, B =
(
0 0
β −β
)
.
Let {Xn}n≥1 be a sequence of i.i.d. random variables with P(X1 = A) = P(X1 =
B) = 12 . One may compute the exponentials of the matrices A and B to find
exp
(
1
n
A
)
=
(
e−
1
n
α 1− e− 1nα
0 1
)
, exp
(
1
n
B
)
=
(
1 0
1− e− 1nβ e− 1nβ
)
.
Intuitively, this process chooses one of the states uniformly at random and
then distributes the mass at that state over the two states according to some
parameter. Additionally, one sees that if n tends to infinity, then the mass that
is passed between states becomes exponentially small.
Now consider the rescaled random walk
σnn = exp
(
1
n
X1
)
· · · exp
(
1
n
Xn
)
.
By Theorem 4.1, the sequence {σnn}n≥1 satisfies in S(2,R) the large deviation
principle. In order to quantify the rate function, we need to equip s(2,R) with
an inner product. For this, we will use the Frobenius inner product given by
〈A,B〉 = Tr(ATB) =
2∑
i,j=1
AijBij .
With this inner product, the log moment generating function Λ : s(2,R) → R
of X1 is given by
Λ
(( −λ1 λ1
λ2 −λ2
))
= log
(
1
2
e2αλ1 +
1
2
e2βλ2
)
.
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Let us compute Λ∗ : s(2,R)→ R, i.e., we want to compute
Λ∗
(( −x1 x1
x2 −x2
))
= sup
λ∈s(2,R)
〈λ, x〉 − Λ(λ)
= sup
λ1,λ2∈R
2λ1x1 + 2λ2x2 − log
(
1
2
e2αλ1 +
1
2
e2βλ2
)
.
Here we used that every λ ∈ s(2,R) may be characterized by two elements
λ1, λ2 ∈ R.
By taking λ2 = 0 and letting |λ1| tend to infinity, we see that Λ∗ is infinite
whenever x1 /∈ [0, α]. In a similar way one can show that Λ∗ is infinite if
x2 /∈ [0, β].
Next, we show that Λ∗ is also infinite if αx2+βx1 6= αβ. To see this, take λ1, λ2
such that αλ1 − βλ2 = αβ. Writing everything in terms of λ2, we find that
Λ∗
(( −x1 x1
x2 −x2
))
≥ 2λ1x1 + 2λ2x2 − log
(
1
2
e2αλ1 +
1
2
e2βλ2
)
= 2x1
(
β +
β
α
λ2
)
+ 2λ2x2 − log
(
1
2
e2βλ2
(
eαβ + 1
))
= 2
(
β
α
x1 + x2 − β
)
λ2 + 2x1 − log
(
1
2
(
eαβ + 1
))
.
Now by letting |λ2| tend to infinity, we see that, when maximized over λ2 ∈ R,
the above is only finite when
β
α
x1 + x2 − β = 0,
which is equivalent to
βx1 + αx2 = αβ.
Let us now compute the finite values of Λ∗. To this end, first consider the case
x1 ∈ (0, α) and x2 ∈ (0, β) with βx1 + αx2 = αβ. Let us define
F (λ1, λ2) = 2λ1x1 + 2λ2x2 − log
(
1
2
e2αλ1 +
1
2
e2βλ2
)
.
Computing the gradient, and equating to 0, we find for the critical points of F
that
x1 =
α
e2αλ1 + e2βλ2
e2αλ1
and
x2 =
β
e2αλ1 + e2βλ2
e2βλ2 .
Using that βx1+αx2 = αβ, we find that the above set of equations is solved by
λ∗1 =
1
2α
log(βx1), λ∗2 =
1
2β
log(αx2).
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Consequently, we find that
Λ∗
(( −x1 x1
x2 −x2
))
= F (λ∗1, λ
∗
2)
=
1
α
log(βx1)x1 +
1
β
log(αx2)x2 − log
(
1
2
βx1 +
1
2
αx2
)
=
1
α
log(βx1)x1 +
1
β
log(αx2)x2 − log
(
1
2
αβ
)
,
where in the final step we used again that βx1 + αx2 = αβ.
Now, in the case that x1 = 0 and consequently, x2 = β, we have
Λ∗
((
0 0
β −β
))
= sup
λ2∈R
sup
λ1∈R
{
2λ2β − log
(
1
2
e2αλ1 +
1
2
e2βλ2
)}
= sup
λ2∈R
{
2λ2β − log
(
1
2
e2βλ2
)}
= log(2).
Likewise, we also have
Λ∗
(( −α α
0 0
))
= log(2).
Now, the rate function for the large deviation principle for {σnn}n≥1 is given by
I(M) = inf
{∫ 1
0
Λ∗(γ˙(t)) dt
∣∣∣∣γ ∈ AC([0, 1];S(2,R)), γ(0) = I, γ(1) =M
}
.
To get a more specific expression, we calculate the rate function further in the
case where α = β. Let γ ∈ AC([0, 1];S(2,R)) with γ(0) = I. Then we can write
γ(t) =
(
1− γ1(t) γ1(t)
γ2(t) 1− γ2(t)
)
,
so that
γ˙(t) =
( −γ˙1(t) γ˙1(t)
γ˙2(t) −γ˙2(t)
)
∈ Tγ(t)S(2,R).
Now recall that we may identify Tγ(t)S(2,R) with s(2,R) using the map dL−1γ(t) =
dLγ(t)−1 . Because S(2,R) is a matrix Lie group, we have
dLγ(t)−1(X) = γ(t)
−1X.
Consequently, as element of s(2,R), the curve tangent to γ is given by
dLγ(t)−1(γ˙) = γ(t)
−1γ˙(t)
=
1
1− γ1(t)− γ2(t)
( −(1− γ2(t))γ˙1(t)− γ1(t)γ˙2(t) (1− γ2(t))γ˙1(t) + γ1(t)γ˙2(t)
(1 − γ1(t))γ˙2(t) + γ2(t)γ˙1(t) −(1− γ1(t))γ˙2(t)− γ2(t)γ˙1(t)
)
Now, in order for ∫ 1
0
Λ∗(γ(t)−1γ˙(t)) dt
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to be finite, we need to have
β
(1− γ2(t))γ˙1(t) + γ1(t)γ˙2(t)
1− γ1(t)− γ2(t) + α
(1− γ1(t))γ˙2(t) + γ2(t)γ˙1(t)
1− γ1(t)− γ2(t) = αβ,
because, as we have seen above, only then Λ∗(γ(t)−1γ˙(t)) <∞. Because α = β,
after some calculations, the above may be rewritten as
γ˙1(t) + γ˙2(t) = α(1 − (γ1(t) + γ2(t))).
If we now write ψ(t) = γ1(t) + γ2(t), the previous equality gives a differential
equation for ψ, namely
ψ˙(t) = α(1 − ψ(t)),
with ψ(0) = γ1(0) + γ2(0) = 0. Consequently,
ψ(t) = 1− e−αt.
In particular, this implies that
γ1(1) + γ2(1) = ψ(1) = 1− e−α.
From this, we deduce that I(M) is only finite for matrices satisfyingM12+M21 =
1−e−α. Now, if M is such a matrix, the convexity of Λ∗ together with Jensen’s
inequality, implies that
inf
{∫ 1
0
Λ∗(γ˙(t)) dt
∣∣∣∣γ ∈ AC([0, 1];S(2,R)), γ(0) = I, γ(1) =M
}
is attained when taking γ∗1 (t) = cψ(t) and γ
∗
2 (t) = (1− c)ψ(t). Because we need
that γ∗1 (1) =M12, we take
γ∗1 (t) =
M12
M12 +M21
ψ(t) =
M12
1− e−α (1− e
−αt),
in which case
γ∗2 (t) =
M21
1− e−α (1 − e
−αt).
Using the expression for Λ∗ we derived above, one obtains after some computa-
tions that
I(M) =
∫ 1
0
Λ∗
(( −γ˙∗1(t) γ˙∗1 (t)
γ˙∗2 (t) −γ˙∗2(t)
))
dt
= α2M12 log
(
αM12
1− e−α
)
−M12 − αe
−αM12
1− e−α
+ α2M21 log
(
αM21
1− e−α
)
−M21 − αe
−αM21
1− e−α − log
(
1
2
α2
)
= α2M12 log
(
αM12
1− e−α
)
+ α2M21 log
(
αM21
1− e−α
)
+ (1 − α)e−α − log
(
1
2
α2
)
− 1
if M12 +M21 = 1− e−α. Else, we have I(M) =∞.
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5 Some estimation results from Lie group the-
ory
In this section we use the integral version of the Baker-Campbell-Hausdorff
formula to derive a key estimate we need for proving Theorem 4.1. Essentially,
we will show that for X,Y ∈ g small enough, we can bound the difference
between log(exp(X) exp(Y )) and X + Y . In order to do this, we first introduce
the integral version of the Baker-Campbell-Hausdorff formula.
5.1 Baker-Campbell-Hausdorff formula
Before we can state the Baker-Campbell-Hausdorff formula, we first need to
introduce some linear operators on g.
For every X ∈ g, we define the adjoint map adX : g→ g by
adX(Y ) := [X,Y ].
Because the map (X,Y ) 7→ adXY is smooth, it follows that ||adX || depends
continuously on X . In particular, this implies that
sup
X∈K
||adX || <∞
for all K ⊂ g compact. Additionally, it also gives us that
lim
X→0
||adX || = ||ad0|| = 0.
Because adX is a bounded operator, we can define the operator etadX by
etadX =
∞∑
m=0
tmadmX
m!
Similarly, for f(z) = 1−e
−z
z
=
∑∞
m=0
(−1)m
(m+1)!z
m we define the operator
I − e−adX
adX
= f(adX) =
∞∑
m=0
(−1)m
(m+ 1)!
admX
From this series repersentation, we find that∣∣∣∣
∣∣∣∣I − I − e−adXadX
∣∣∣∣
∣∣∣∣ ≤
∞∑
k=1
||adX ||k
(k + 1)!
≤ e||adX || − 1.
Now, by (5.1) the upper bound goes to 0 if X → 0. Consequently, if |X | is small
enough, then
I − e−adX
adX
is invertible, with inverse given by
adX
I − e−adX = g(e
adX ) (5.1)
where g(z) = z log(z)
z−1 = 1 +
∑∞
m=1
(−1)m+1
m(m+1) (z − 1)m for |z − 1| < 1.
With all relevant operators defined, we can state the integral form of the Baker-
Campbell-Hausdorff formula, see e.g. [Hal15; Var84].
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Theorem 5.1. There exists an r > 0 such that for all X,Y ∈ g with |X |, |Y | ≤ r
we have that log(exp(X) exp(tY )) is well-defined for all t ∈ [0, 1] and is given
by
log(exp(X) exp(tY )) = X +
(∫ t
0
g(eadXesadY ) ds
)
Y,
where g(z) = z log(z)
z−1 = 1 +
∑∞
m=1
(−1)m+1
m(m+1) (z − 1)m for |z − 1| < 1
We will now use this formula to deduce approximations for the logarithm of a
product of exponentials.
5.2 Logarithm of a product of exponentials
In this section, we aim to control the difference
|log(exp(X) exp(Y ))−X − Y | ,
for X and Y small enough. We will do this using the Baker-Campbell-Hausdorff
formula. We have the following proposition.
Proposition 5.2. There exists an r > 0 and for every X ∈ g with |X | ≤ r a
constant CX > 0 such that limX→0 CX = 0 and
|log(exp(X) exp(Y ))−X − Y | ≤ CX |Y |
for all |Y | ≤ r. Moreover, the constant CX may be chosen to only depend on
|X |.
Proof. By Theorem 5.1 we have
log(exp(X) exp(Y )) = X + Y +
(∫ 1
0
∞∑
m=1
(−1)m
m(m+ 1)
(eadXesadY − I)m ds
)
Y.
Consequently, we have
| log(exp(X) exp(Y ))−X − Y |
=
∣∣∣∣∣
(∫ 1
0
∞∑
m=1
(−1)m
m(m+ 1)
(eadXesadY − I)m ds
)
Y
∣∣∣∣∣
≤
∫ 1
0
∞∑
m=1
1
m(m+ 1)
||eadX esadY − I||m−1|(eadX esadY − I)Y | ds.
Because adY Y = 0, we find that
esadY Y = Y +
∞∑
m=1
smadm−1Y
m!
adY Y = Y,
so that
|(eadX esadY − I)Y | = |(eadX − I)Y | ≤ ||eadX − I|||Y | ≤ (e||adX || − 1)|Y |.
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Here, the latter follows from
||eadX − I|| ≤
∞∑
m=1
||adX ||m
m!
= e||adX || − 1.
Now define Z(t) = log(exp(X) exp(tY )). Then (see e.g. [Hal15, Chapter 5] or
[Var84, Chapter 2])
eadX esadY = eadZ(s) ,
see e.g. [Hal15, Chapter 5] or [Var84, Chapter 2]. From this we deduce
||eadX esadY − I|| ≤ e||adZ(s)|| − 1.
By (5.1), we find r′ > 0 such that ||adZ(s)|| ≤ log(2)2 whenever |Z(s)| ≤
r′. By Proposition 2.3, there is r′′ > 0 such that this in turn follows from
d(e, exp(Z(s))) ≤ r′′.
Now we have
d(e, exp(Z(s))) = d(e, exp(X) exp(tY ))
≤ d(e, exp(X)) + d(exp(X), exp(X) exp(tY ))
= d(e, exp(X)) + d(e, exp(tY ))
≤ |X |+ t|Y |,
where we used the triangle inequality and left-invariance of the metric. The last
step follows by noticing that if γ(t) = exp(tX), then
d(e, exp(X)) ≤
∫ 1
0
|γ˙(t)| dt = |X |.
Consequently, if |X |, |Y | ≤ 12r′′, then d(e, exp(Z(s))) ≤ r′′ so that ||adZ(s)|| ≤
log(2)
2 for all s ∈ (0, 1). But then ||eadXesadY − I|| ≤
√
2− 1 < 1, and hence
∫ 1
0
∞∑
m=1
1
m(m+ 1)
||eadX esadY − I||m−1|(eadX esadY − I)Y | ds
≤ (e||adX || − 1)|Y |
∫ 1
0
∞∑
m=1
(
√
2− 1)m−1
m(m+ 1)
ds
≤ (e||adX || − 1)|Y |
∞∑
m=1
(
√
2− 1)m−1
m(m+ 1)
Consequently, we may take
CX = (e||adX || − 1)
∞∑
m=1
(
√
2− 1)m−1
m(m+ 1)
<∞.
Because lim|X|→0 ||adX || = 0, it follows that limX→0 CX = 0, and that CX may
be chosen to depend only on |X |.
We conclude this section with the following result, which shows a Lipschitz-like
estimate for the logarithm of a product of two exponentials.
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Proposition 5.3. There exist constants r > 0 and C > 0 such that for all
X,Y ∈ g with |X |, |Y | ≤ r we have
| log(exp(X) exp(−Y ))| ≤ C|X − Y |
Proof. Following the same reasoning as in the proof of Proposition 5.2 we obtain
log(exp(X) exp(−Y )) = X − Y −
(∫ 1
0
∞∑
m=1
(I − eadX e−tadY )m
m(m+ 1)
dt
)
Y.
As before, we have e−tadY Y = Y and similarly eadXX = X . Consequently, we
can write
(I − eadX e−tadY )Y = (I − eadX )Y = (I − eadX )(Y −X),
from which it follows that
|(I − eadX e−tadY )mY | ≤ ||I − eadX e−tadY ||m−1||I − eadX |||Y −X |.
By similar reasoning as in the proof of Proposition 5.2, we can find r > 0 and
a constant C, C˜ > 0 such that |X |, |Y | ≤ r implies that∣∣∣∣∣
(∫ 1
0
∞∑
m=1
(I − eadX e−tadY )m
m(m+ 1)
dt
)
Y
∣∣∣∣∣ ≤ C˜||I − eadX |||Y −X | ≤ C|X − Y |.
By the triangle inequality we then find that
| log(exp(X) exp(−Y ))| ≤ (C + 1)|X − Y |
as desired.
6 Proof of Theorem 4.1
In this section we provide a proof of Theorem 4.1. As explained in Section 4.2,
we prove the upper bound and lower bound for the large deviation principle
of {σnn}n≥0 seperately. More precisely, Theorem 4.1 follows immediately from
Propositions 6.3 and 6.7. Before we get to either of these, we first need two
general results, which we use in both the proof of the upper and lower bound.
Before we get to the first results, let us define for every n ∈ N and every
1 ≤ k ≤ n the random variable
σnk = exp
(
1
n
X1
)
· · · exp
(
1
n
Xk
)
∈ G,
i.e., the point of the rescaled random walk after k increments. Finally, we set
σn0 = e. We have the following estimate.
Proposition 6.1. Let the assumptions Theorem 4.1 be satisfied. Then for every
m large enough, there exists a constant Cm > 0 with limm→∞Cm = 0 such that
for all 1 ≤ k ≤ ⌊m−1n⌋, log(σnk ) is well-defined and∣∣∣∣∣log (σnk )− 1n
k∑
i=1
Xi
∣∣∣∣∣ ≤ Cm 1m.
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Proof. First note that by the triangle inequality we have for any n and 1 ≤ k ≤ n
that
d(σnk , e) ≤
k∑
i=1
d(σni , σ
n
i−1).
Considering the curve γi(t) = σni−1 exp(tXi) in G, we obtain
d(σni , σ
n
i−1) ≤
∫ 1
n
0
|γ˙i(t)| dt = 1
n
|Xi|.
Hence, if we write B for the uniform bound on the increments, we find
d(σnk , e) ≤
k
n
B. (6.1)
But then we have for 1 ≤ k ≤ ⌊m−1n⌋ that
d(σnk , e) ≤
⌊m−1n⌋
n
B ≤ 1
m
B. (6.2)
Thus if we choose m large enough, we can assure that σnk is sufficiently close to
e for k = 1, . . . , ⌊m−1n⌋, so that log(σnk ) is well-defined for 1 ≤ k ≤ ⌊m−1n⌋.
Turning to the proof of the estimate, first note that we may write
log (σnk ) =
k∑
i=1
log (σni )− log
(
σni−1
)
so that ∣∣∣∣∣log (σnk )− 1n
k∑
i=1
Xi
∣∣∣∣∣ ≤
k∑
i=1
∣∣∣∣log (σni )− log (σni−1)− 1nXi
∣∣∣∣ .
Now note that by Proposition 2.3, for every r > 0 there exists an ε > 0 such
that d(e, g) ≤ ε implies that | log(g)| ≤ r. Consequently, it follows from (6.2)
that for 1 ≤ k ≤ ⌊m−1n⌋, | log(σnk )| can be made arbitrarily small by taking m
large enough. Furthermore, because |Xi| ≤ B, we find that 1nXi becomes small
for large n. Consequently, for m and n large enough we can apply Proposition
5.2 to obtain constants Cm with limm→∞ Cm = 0 such that∣∣∣∣log (σni )− log (σni−1)− 1nXi
∣∣∣∣ ≤ Cm 1n |Xi| ≤ Cm 1nB
Combining everything, we find that∣∣∣∣∣log (σnk )− 1n
k∑
i=1
Xi
∣∣∣∣∣ ≤
k∑
i=1
Cm
1
n
= Cm
k
n
≤ Cm 1
m
.
Here we used that k ≤ ⌊m−1n⌋ and absorbed the constant B into Cm.
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Note that we do in general not have that log(σnk ) exists in g for all n and all
1 ≤ k ≤ n. Consequently, in order to be able to use some identification of the
random walk with a process in the Lie algebra, we need to make sure we can
actually use the logarithm map.
To this end, notice that in the previous proof, we have see in (6.2) that for
1 ≤ k ≤ ⌊m−1n⌋ we have d(σnk , e) ≤ 1mB, where B is the uniform bound on the
increments.
With this estimate in mind, the idea is now to split the random walk into m
pieces, each consisting of (approximately) ⌊m−1n⌋ increments. More precisely,
we define the indices nl = l⌊m−1n⌋ for l = 0, . . . ,m − 1 and set nm = n.
Because the metric is left-invariant, we have for every l = 1, . . . ,m and every
k = 1, . . . , nl − nl−1 that
d(e, (σnnl−1)
−1σnnl−1+k) = d(σ
n
nl−1
, σnnl−1+k) ≤
1
m
B, (6.3)
where B is the uniform bound of the increments, the estimate following in the
same way as we obtained (6.2). Consequently, for m large enough we can define
Y n,m,lk = log
(
(σnnl−1)
−1σnnl−1+k
)
∈ g.
for every l = 1, . . . ,m and k = 1, . . . , nl − nl−1.
Note that
(σnnl−1)
−1σnnl−1+k = exp
(
1
n
Xnl−1+1
)
· · · exp
(
1
n
Xnl−1+k
)
,
so that
Y n,m,lk = log
(
exp
(
1
n
Xnl−1+1
)
· · · exp
(
1
n
Xnl−1+k
))
. (6.4)
Now for every m, this allows us to define a random vector(
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ gm. (6.5)
By (6.4), we have that Y m,1⌊m−1n⌋, . . . , Y
m,m
⌊m−1n⌋ are independent and identically dis-
tributed random variables in g, because the Xi are independent and identically
distributed by assumption.
6.1 Proof of the upper bound for the large deviation prin-
ciple of {σn
n
}
n≥0
In this section we prove the upper bound of the large deviation principle of
{σnn}n≥0. As explained in Section 4.2.1, we do this by transferring the problem
to the Lie algebra and obtain suitable estimates there using a similar approach
as in the Euclidean case. We start with the following result.
Proposition 6.2. Let the assumptions of Theorem 4.1 be satisfied. Let m ∈ N
be large enough so that the random vector(
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ gm
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defined in (6.5) is well-defined. Then for every F ⊂ gm closed we have
lim sup
n→∞
1
n
logP
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ F
)
≤ − inf
(x1,...,xm)∈F
1
m
m∑
i=1
sup
λ∈g
{〈λ,mxi〉 − Λ(λ) − Cm|λ|} .
Here, Λ(λ) = logE(eλX1 ) and Cm is a constant such that limm→∞Cm = 0.
Proof. Following the proof of Cramér’s theorem for the vector space gm (see
e.g. [DZ98; Hol00]), we have for any Γ ⊂ gm compact that
lim sup
n→∞
1
n
logP
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ Γ
)
≤ − inf
(x1,...,xm)∈Γ
sup
(λ1,...,λm)∈gm
{
m∑
i=1
〈λi, xi〉 − lim sup
n→∞
1
n
logE
(
e
n
∑
m
i=1
〈λi,Y
n,m,i
⌊m−1n⌋
〉
)}
However, as mentioned above, the fact that the Xi are independent and iden-
tically distributed, together with (6.5), shows that Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋ are
independent and identically distributed. Hence
E
(
e
n
∑
m
i=1
〈λi,Y
n,m,i
⌊m−1n⌋
〉
)
=
m∏
i=1
E
(
e
n〈λi,Y
n,m,1
⌊m−1n⌋
〉
)
.
By Proposition 6.1, there exist constants Cm > 0 with limm→∞Cm = 0 such
that ∣∣∣∣∣∣Y n,m,1⌊m−1n⌋ −
1
n
⌊m−1n⌋∑
i=1
Xi
∣∣∣∣∣∣ ≤ Cm
1
m
.
Consequently, using the Cauchy-Schwarz inequality, we have
E
(
e
n〈λi,Y
n,m,1
⌊m−1n⌋
〉
)
≤ E
(
e
∑
⌊m−1n⌋
j=1
〈λi,Xj〉
)
en|λi|Cmm
−1
= en|λi|Cmm
−1
E
(
e〈λi,X1〉
)⌊m−1n⌋
.
Hence
lim sup
n→∞
1
n
logE
(
e
n
∑
m
i=1
〈λi,Y
n,m,i
⌊m−1n⌋
〉
)
=
m∑
i=1
lim sup
n→∞
1
n
logE
(
e
n〈λi,Y
n,m,1
⌊m−1n⌋
〉
)
≤
m∑
i=1
{
|λi|Cm 1
m
+
1
m
logE
(
e〈λi,X1〉
)}
=
1
m
m∑
i=1
{
Cm|λi|+ logE
(
e〈λi,X1〉
)}
.
Collecting everything, we find that
lim sup
n→∞
1
n
logP
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ Γ
)
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≤ − inf
(x1,...,xm)∈Γ
sup
(λ1,...,λm)∈gm
1
m
m∑
i=1
{
〈λi,mxi〉 − logE
(
e〈λi,X1〉
)
− Cm|λi|
}
= − inf
(x1,...,xm)∈Γ
1
m
m∑
i=1
sup
λ∈g
{〈λ,mxi〉 − Λ(λ)− Cm|λ|} .
To extend this upper bound to all closed sets, note that the boundedness of the
increments of the random walk implies that Y n,m,1⌊m−1n⌋ is bounded, and hence re-
mains in a compact subset of g. Because Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋ are independent
and identically distributed, we can conclude from this that (Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋)
is exponentially tight in gm. From this it follows that the upper bound actually
holds for all closed sets, which completes the proof.
With the preparations done, we can now turn to the proof of the upper bound
of the large deviation principle for {σnn}n≥1. The main work goes into proving
that we actually obtain the desired form of the upper bound.
Proposition 6.3. Let the assumptions of Theorem 4.1 be satisfied. Then for
any F ⊂ G closed we have
lim sup
n→∞
1
n
logP(σnn ∈ F ) ≤ − inf
g∈F
IG(g),
where IG is the good rate function given by (4.1).
Proof. Let F ⊂ G be closed. Choose m ∈ N large enough so that the random
vector (
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ gm
defined in (6.5) is well-defined. Let Ψm : gm → G be the map given by
Ψm(x1, . . . , xm) = exp(x1) · · · exp(xm).
Because Ψm is a composition of continuous functions, it is itself continuous.
Furthermore, observe that by construction
Ψm
(
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
= σnn .
Consequently, we have
P (σnn ∈ F ) ≤ P
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ Ψ−1m F
)
,
where Ψ−1m F is closed, because F is closed and Ψm is continuous. By Proposition
6.2 we then find that
lim sup
n→∞
1
n
logP (σnn ∈ F )
≤ − inf
(x1,...,xm)∈Ψ
−1
m F
1
m
m∑
i=1
sup
λ∈g
{〈λ,mxi〉 − Λ(λ)− Cm|λ|} ,
where limm→∞Cm = 0.
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The final step is now to let m tend to infinity, and show that we obtain the
desired upper bound. For this, we need to show that
− lim
m→∞
inf
(x1,...,xm)∈Ψ
−1
m F
1
m
m∑
i=1
sup
λ∈g
{〈λ,mxi〉 − Λ(λ) − Cm|λ|} ≤ − inf
g∈F
IG(g).
To this end, let ε > 0 be arbitrary. Because limm→∞Cm = 0, we can find
m0 ∈ N such that m ≥ m0 implies that Cm < ε. In that case, we have
− inf
(x1,...,xm)∈Ψ
−1
m F
1
m
m∑
i=1
sup
λ∈g
{〈λ,mxi〉 − Λ(λ)− Cm|λ|}
≤ − inf
(x1,...,xm)∈Ψ
−1
m F
1
m
m∑
i=1
sup
λ∈g
{〈λ,mxi〉 − Λ(λ)− ε|λ|}
= − inf
(x1,...,xm)∈Ψ
−1
m F
1
m
m∑
i=1
Λ∗ε(mxi),
where Λε(λ) = Λ(λ) + ε|λ| and Λ∗ε denotes its Legendre transform.
Now note that
1
m
m∑
i=1
Λ∗ε(mxi) =
∫ 1
0
Λ∗ε(γ˙(t)) dt,
where γ : [0, 1]→ G is given by γ(0) = e and
γ(t) = γ
(
i− 1
m
)
exp
((
t− i− 1
m
)
mxi
)
, t ∈
[
i− 1
m
,
i
m
]
,
for i = 1, . . . ,m. Furthermore, note that γ(1) = Ψm(x1, . . . , xm).
Using this, we find that
− inf
(x1,...,xm)∈Ψ
−1
m F
1
m
m∑
i=1
Λ∗ε(mxi)
≤ − inf
{∫ 1
0
Λ∗ε(γ˙(t)) dt|γ : [0, 1]→ G, γ(0) = e, γ(1) = g, γ ∈ AC
}
.
It remains to consider the limit ε→ 0. To this end, first suppose that IG(g) <
∞. By the goodness of the ratefunction Iε(γ) =
∫ 1
0
Λ∗ε(γ˙(t)) dt, the sets
Cε :=
{
γ
∣∣∣∣
∫ 1
0
Λ∗ε(γ˙(t)) dt ≤ 2IG(g)
}
are compact. Furthermore, we have Cε′ ⊂ Cε whenever ε′ ≤ ε. Because lower-
semicontinuous functions attain their minimum on compact sets, we have a
sequence γε such that∫ 1
0
Λ∗ε(γ˙ε(t)) dt
= inf
{∫ 1
0
Λ∗ε(γ˙(t)) dt|γ : [0, 1]→ G, γ(0) = e, γ(1) = g, γ ∈ AC
}
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=: Iε.
Because the sequence Cε is decreasing, for ε small enough, the sequence γε is
contained in a compact set, and hence, upon passing to subsequences, we may
assume that γε converges with limit γ. But then we find for every δ > 0 that
lim inf
ε→0
Iε = lim inf
ε→0
∫ 1
0
Λ∗ε(γ˙ε(t)) dt
≥ lim inf
ε→0
∫ 1
0
Λ∗δ(γ˙ε(t)) dt
≥
∫ 1
0
Λ∗δ(γ˙(t)) dt.
As this holds for all δ > 0, by taking the limit δ → 0 we find that
lim inf
ε→0
Iε ≥
∫ 1
0
Λ∗(γ˙(t)) dt ≥ IG(g).
Because also Iε ≤ IG(g) for every ε > 0, we find that limε→0 Iε = IG(g) as
desired.
Now consider the case that IG(g) = ∞. Suppose that Iε does not converge
to ∞. Then lim infε→0 Iε < ∞. Upon passing to subsequences, suppose that
limε→0 Iε = I. Following a similar reasoning as above, we find a sequence γε
converging to γ which we can use to show that
IG(g) ≤ lim inf
ε→0
Iε <∞,
which is a contradiction. Consequently, we find that limε→0 Iε =∞.
Collecting everything, we have that
lim
ε→0
[
inf
{∫ 1
0
Λ∗ε(γ˙(t)) dt|γ : [0, 1]→ G, γ(0) = e, γ(1) = g, γ ∈ AC
}]
= IG(g).
so that
lim sup
n→∞
1
n
logP(σnn ∈ F ) ≤ − inf
g∈F
IG(g),
as desired.
6.2 Proof of the lower bound for the large deviation prin-
ciple of {σn
n
}
n≥0
In this section we prove the lower bound for the large deviation principle of
{σnn}n≥0. Before we can do this, we first need to study more carefully the
continuity properties of the maps Ψm : gm → G given, as in the proof of
Proposition 6.3, by
Ψm(x1, . . . , xm) = exp(x1) · · · exp(xm).
We have the following lemma.
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Lemma 6.4. Let K ⊂ G be compact. Denote by Adg : g→ g conjugation by g,
i.e., AdgX = gXg−1. Then
sup
g∈K
||Adg|| <∞.
Proof. For every X ∈ g, the map g 7→ AdgX is continuous, and hence bounded
on compact sets. The claim then follows from the uniform boundedness theorem.
We can now prove the following continuity property of the maps Ψm.
Proposition 6.5. For every r > 0, there exists a constant C > 0 such that for
all ε > 0 and m ∈ N large enough we have that if
(x1, . . . , xm) ∈ B(y1, C−1ε)× · · ·B(y1, C−1ε),
then
Ψm(x1, . . . , xm) ∈ B(Ψm(y1, . . . , ym), ε)
whenever |xi|, |yi| ≤ rm .
Proof. By the triangle inequality, we have
d(Ψm(x1, . . . , xm),Ψm(y1, . . . , ym))
= d(Ψm−1(x2, . . . , xm), exp(−x1) exp(y1)Ψm−1(y2, . . . , ym))
≤ d(Ψm−1(x2, . . . , xm),Ψm−1(y2, . . . , ym))
+ d(Ψm−1(y2, . . . , ym), exp(−x1) exp(y1)Ψm−1(y2, . . . , ym))
= d(Ψm−1(x2, . . . , xm),Ψm−1(y2, . . . , ym))
+ d(e,Ψm−1(y2, . . . , ym)−1 exp(−x1) exp(y1)Ψm−1(y2, . . . , ym)).
Here we used in the second and fourth line that the metric is left-invariant,
while we used the triangle inequality in the third line.
Now notice that if m is large enough, then for x1, y1 with |x1|, |y1| ≤ rm , we
have that
log(exp(−x1) exp(y1))
is well-defined. Furthermore, by Proposition 5.3 there exists a constant C such
that
| log(exp(−x1) exp(y1))| ≤ C|x1 − y1|.
Now notice that
exp
(
Ψm−1(y2, . . . , ym)−1 log(exp(−x1) exp(y1))Ψm−1(y2, . . . , ym)
)
= Ψm−1(y2, . . . , ym)−1 exp(log(exp(−x1) exp(y1)))Ψm−1(y2, . . . , ym)
= Ψm−1(y2, . . . , ym)−1 exp(−x1) exp(y1)Ψm−1(y2, . . . , ym).
Here, we used the property that if g ∈ G and X ∈ g, then exp(gXg−1) =
g exp(X)g−1.
Consequently, we find that
d(e,Ψm−1(y2, . . . , ym)−1 exp(−x1) exp(y1)Ψm−1(y2, . . . , ym))
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≤ ∣∣Ψm−1(y2, . . . , ym)−1 log(exp(−x1) exp(y1))Ψm−1(y2, . . . , ym)∣∣
Because y2, . . . , ym ∈ B(0, rm−1), in the same way as we obtained (6.1), we find
that
|Ψm−1(y2, . . . , ym)| ≤ B
m∑
i=2
|yi| ≤ Br.
Now, because Lie groups are complete as Riemannian manifold, the setB(e,Br) ⊂
G is compact. Combining everything and applying Lemma 6.4, there exists a
constant C > 0 such that∣∣Ψm−1(y2, . . . , ym)−1 log(exp(−x1) exp(y1))Ψm−1(y2, . . . , ym)∣∣
≤ C| log(exp(−x1) exp(y1))|.
By Proposition 5.3 there exists a (possibly different) constant C > 0 such that
| log(exp(−x1) exp(y1))| ≤ C|x1 − y1|.
Consequently, we get that there exists a constant C > 0 such that
d(e,Ψm−1(y2, . . . , ym)−1 exp(−x1) exp(y1)Ψm−1(y2, . . . , ym)) ≤ C|x1 − y1|,
and hence,
d(Ψm(x1, . . . , xm),Ψm(y1, . . . , ym))
≤ d(Ψm−1(x1, . . . , xm),Ψm−1(y1, . . . , ym)) + C|x1 − y1|.
Iterating this procedure, we find that
d(Ψm(x1, . . . , xm),Ψm(y1, . . . , ym)) ≤ C
m∑
i=1
|xi − yi|.
It thus follows that if
(x1, . . . , xm) ∈ B(y1, (Cm)−1ε)× · · · ×B(ym, (Cm)−1ε),
then
d(Ψm(x1, . . . , xm),Ψm(y1, . . . , ym)) < C
m∑
i=1
(Cm)−1ε = ε,
which proves the claim.
We need one more result, which allows us to cut up a curve γ ∈ AC in an
appropriate way.
Proposition 6.6. Let γ ∈ AC([0, 1];G) be arbitrary. Assume that γ˙ ∈ L∞([0, 1], g).
Then for each m large enough, the vectors
log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
∈ g
are well-defined for i = 1, . . . ,m. Furthermore, there exist constants Lm with
limm→∞ Lm = 0 such that∣∣∣∣∣log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
−
∫ i
m
i−1
m
γ˙(t) dt
∣∣∣∣∣ ≤ Lm 1m ||γ˙||∞.
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Proof. First of all, because γ is continuous and [0, 1] is compact, it is actually
uniformly continuous. Consequently, we can take m ∈ N large enough, so that
for i = 1, . . . ,m the vectors
log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
∈ g
are well-defined.
Now consider the function f : [ i−1
m
, i
m
]→ g given by
f(r) = log
(
γ
(
i− 1
m
)−1
γ(r)
)
.
Then
f ′(r) = d log
(
γ
(
i− 1
m
)−1
γ(r)
)
(γ˙(r)),
where again we used the identification of Tγ(r)G with g. Consequently, we have
log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
= f
(
i
m
)
− f
(
i− 1
m
)
=
∫ i
m
i−1
m
f ′(r) dr
=
∫ i
m
i−1
m
d log
(
γ
(
i− 1
m
)−1
γ(r)
)
(γ˙(r)) dr.
With this expression at hand, we can estimate∣∣∣∣∣log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
−
∫ i
m
i−1
m
γ˙(r) dt
∣∣∣∣∣
≤
∫ i
m
i−1
m
∣∣∣∣∣
∣∣∣∣∣d log
(
γ
(
i− 1
m
)−1
γ(r)
)
− I
∣∣∣∣∣
∣∣∣∣∣ |γ˙(r)| dr (6.6)
≤ ||γ˙||∞
∫ i
m
i−1
m
∣∣∣∣∣
∣∣∣∣∣d log
(
γ
(
i− 1
m
)−1
γ(r)
)
− I
∣∣∣∣∣
∣∣∣∣∣ dr
Now it follows from (5.1) that (see also [Hal15, Chapter 5] or [Var84, Chapter
2])
d log
(
γ
(
i− 1
m
)−1
γ(r)
)
− I =
∞∑
k=1
(−1)k+1
k(k + 1)
(
e
ad
log
(
γ( i−1m )
−1
γ(r)
)
− I
)k
.
From this it follows that∣∣∣∣∣
∣∣∣∣∣d log
(
γ
(
i− 1
m
)−1
γ(r)
)
− I
∣∣∣∣∣
∣∣∣∣∣ ≤
∞∑
k=1
1
k(k + 1)
(
e
||ad
log
(
γ( i−1m )
−1
γ(r)
)||
− 1
)k
.
(6.7)
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Because γ is uniformly continuous on [0, 1], together with the continuity of the
logarithm, we have that
lim
m→∞
sup
1≤i≤m
sup
r∈[ i−1
m
, i
m
]
∣∣∣∣∣log
(
γ
(
i− 1
m
)−1
γ(r)
)∣∣∣∣∣ = 0.
But then also
lim
m→∞
sup
1≤i≤m
sup
r∈[ i−1
m
, i
m
]
∣∣∣∣
∣∣∣∣adlog(γ( i−1m )−1γ(r))
∣∣∣∣
∣∣∣∣ = 0,
so that the upper bound in (6.7) tends to 0 if m goes to infinity. We can thus
find constants Lm with limm→∞ Lm = 0 such that∣∣∣∣∣
∣∣∣∣∣d log
(
γ
(
i− 1
m
)−1
γ(r)
)
− I
∣∣∣∣∣
∣∣∣∣∣ ≤ Lm
for all i = 1, . . . ,m and all r ∈ [ i−1
m
, i
m
]. If we plug this into (6.6), we find∣∣∣∣∣log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
−
∫ i
m
i−1
m
γ˙(r) dt
∣∣∣∣∣ ≤ ||γ˙||∞
∫ i
m
i−1
m
Lm dr = Lm
1
m
||γ˙||∞
as desired.
With the final preparations done, we can prove the lower bound of the large
deviation principle for {σnn}n≥1.
Proposition 6.7. Let the assumptions of Theorem 4.1 be satisfied. Then for
every U ⊂ G open we have
lim inf
n→∞
1
n
logP(σnn ∈ U) ≥ − inf
g∈U
IG(g),
where IG is the good rate function given by (4.1).
Proof. Let U ⊂ G be open. Fix g ∈ U and a curve γ ∈ AC([0, 1];G) with
γ(0) = e and γ(1) = g. We will show that
lim inf
n→∞
1
n
logP
((
1
n
∗ S
)
n
∈ U
)
≥ −
∫ 1
0
Λ∗(γ˙(t)) dt.
If
∫ 1
0
Λ∗(γ˙(t)) dt = ∞, the above is certainly true. Hence, we assume that∫ 1
0 Λ
∗(γ˙(t)) dt < ∞. Because Λ is the log-moment generating function of a
bounded random variable, it follows Λ∗ is finite only on a bounded set, referred
to as its domain. Consequently, because
∫ 1
0 Λ
∗(γ˙(t)) dt < ∞, it must be that
γ˙(t) is in the domain of Λ∗ for almost all t. But then we have that ||γ˙||∞ <∞.
By the same reasoning as in the proof of Proposition 6.6, we can take m ∈ N
large enough, so that we can define for i = 1, . . . ,m the vectors
ymi := log
(
γ
(
i− 1
m
)−1
γ
(
i
m
))
∈ g.
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Let Ψm : gm → G be again the map given by
Ψm(x1, . . . , xm) = exp(x1) · · · exp(xm),
so that g = Ψm(ym1 , . . . , y
m
m).
Because U is open, there exists an ε > 0 such that B(g, ε) ⊂ U . By Proposition
6.5, for m large enough, there exists a constant C > 0 independent of m, such
that if
(x1, . . . , xm) ∈ B(ym1 , (Cm)−1ε)× · · · ×B(ymm , (Cm)−1ε),
then Ψm(x1, . . . , xm) ∈ B(g, ε).
Now define for i = 1, . . . ,m the vectors
y˜mi :=
∫ i
m
i−1
m
γ˙(t) dt.
By Proposition 6.6, for m large enough there exists a constant Lm such that for
i = 1, . . . ,m we have
|ymi − y˜mi | ≤ Lm
1
m
||γ˙||∞
and limm→∞ Lm = 0. But then we have form large enough thatB(y˜mi , (2Cm)
−1ε) ⊂
B(ymi , (Cm)
−1ε). Consequently, we have that if
(x1, . . . , xm) ∈ B(y˜m1 , (2Cm)−1ε)× · · · ×B(y˜mm , (2Cm)−1ε),
then Ψm(x1, . . . , xm) ∈ B(g, ε)
Now, let
(
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
be again as in (6.5), so that
Ψm
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
))
= σnn .
Using the above, we have
P (σnn ∈ U) ≥ P
((
Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋
)
∈ B(y˜m1 , (2Cm)−1ε)× · · · ×B(y˜mm , (2Cm)−1ε)
)
=
m∏
i=1
P
(
Y n,m,i⌊m−1n⌋ ∈ B(y˜mi , (2Cm)−1ε)
)
=
m∏
i=1
P
(
Y n,m,1⌊m−1n⌋ ∈ B(y˜mi , (2Cm)−1ε)
)
Here we used again the fact that Y n,m,1⌊m−1n⌋, . . . , Y
n,m,m
⌊m−1n⌋ are i.i.d., which follows
from the fact that the sequence {Xn}n≥1 is i.i.d., together with expression (6.4).
Continuing, it follows from Proposition 6.1 that∣∣∣∣∣∣Y n,m,1⌊m−1n⌋ −
1
n
⌊m−1n⌋∑
j=1
Xj
∣∣∣∣∣∣ ≤ Cm
1
m
,
where limm→∞Cm = 0. Consequently, for m large enough, we have∣∣∣∣∣∣Y n,m,1⌊m−1n⌋ −
1
n
⌊m−1n⌋∑
j=1
Xj
∣∣∣∣∣∣ ≤ (2Cm)−1
ε
2
.
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In that case we have
P
(
Y n,m,1⌊m−1n⌋ ∈ B(y˜mi , (2Cm)−1ε)
)
≥ P

 1
n
⌊m−1n⌋∑
j=1
Xj ∈ B(y˜mi , (2Cm)−1ε/2)


By Cramér’s theorem for vector spaces, it follows that { 1
n
∑⌊m−1n⌋
j=1 Xj}n≥0 satis-
fies the large deviation principle in g with good rate function Im(x) = 1mΛ
∗(mx).
Hence, we find that
lim inf
n→∞
1
n
logP (σnn ∈ U) ≥
m∑
i=1
lim inf
n→∞
1
n
logP
(
Y n,m,1⌊m−1n⌋ ∈ B(y˜mi , (2Cm)−1ε)
)
≥
m∑
i=1
lim inf
n→∞
1
n
logP

 1
n
⌊m−1n⌋∑
j=1
Xj ∈ B(y˜mi , (2Cm)−1ε/2)


≥
m∑
i=1
−Im(y˜mi )
= − 1
m
m∑
i=1
Λ∗(my˜mi ).
We are done once we show that
1
m
m∑
i=1
Λ∗(my˜mi ) ≤
∫ 1
0
Λ∗(γ˙(t)) dt.
By the convexity of Λ∗ and Jensen’s inequality, we have
Λ∗(my˜mi ) = Λ
∗
(
m
∫ i
m
i−1
m
γ˙(t) dt
)
≤ m
∫ i
m
i−1
m
Λ∗(γ˙(t)) dt.
From this it follows that
1
m
m∑
i=1
Λ∗(my˜mi ) ≤
m∑
i=1
∫ i
m
i−1
m
Λ∗(γ˙(t)) dt =
∫ 1
0
Λ∗(γ˙(t)) dt,
which concludes the proof.
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