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Abstract: In three dimensions, the pure Maxwell theory with compact U(1) gauge group
is dual to a free compact scalar, and flows from the Maxwell theory with non-compact gauge
group in the ultraviolet to a non-compact free massless scalar theory in the infrared. We com-
pute the vacuum disk entanglement entropy all along this flow, and show that the renormalized
entropy F (r) decreases monotonically with the radius r as predicted by the F-theorem, in-
terpolating between a logarithmic growth for small r (matching the behavior of the S3 free
energy) and a constant at large r (equal to the free energy of the conformal scalar). The
calculation is carried out by the replica trick, employing the scalar formulation of the theory.
The Rényi entropies for n > 1 are given by a sum over winding sectors, leading to a Riemann-
Siegel theta function. The extrapolation to n = 1, to obtain the von Neumann entropy, is
done by analytic continuation in the large- and small-r limits and by a numerical extrapolation
method at intermediate values. We also compute the leading contribution to the renormalized
entanglement entropy of the compact free scalar in higher dimensions. Finally, we point out
some interesting features of the reduced density matrix for the compact scalar, and its relation
to that for the non-compact theory.
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1 Introduction
1.1 Motivation
It has recently become clear that the renormalized disk entanglement entropy (EE) can serve
as a useful tool for understanding renormalization-group flows in three-dimensional theories.
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Defined by
F (r) := rS′(r)− S(r) , (1.1)
where S(r) is the vacuum EE for a disk of radius r on the plane, this function derives its power
from the following three properties, which are believed to hold in any unitary Lorentz-invariant
theory:
• It is ultraviolet-finite and scheme-independent (unlike S(r), which is defined only in the
presence of a UV cutoff) [1].
• For a conformal theory, it is constant and equal to the renormalized three-sphere free
energy FS3 = − lnZS3 [2].
• It is monotonically decreasing (the so-called F-theorem) [3–6].
These properties make F (r) closely analogous to C- and A-functions in two [7, 8] and four
[9] dimensions respectively, which are also finite, monotonically decreasing, and equal at a
fixed point to a quantity that intrinsically characterizes the CFT, the a-type Weyl-anomaly
coefficient.
However, there is a crucial difference between F (r) and C- and A-functions. Whereas,
at least in a heuristic sense, the latter count the number of local, propagating degrees of
freedom at the scale r, the same is definitely not true for F (r). Indeed, F is non-zero even in
a topological theory. For example, pure Chern-Simons theory has a non-trivial S3 partition
function, and moreover there are edge states on the disk; for the abelian theory at level k,
F = 12 ln k. This means that F cannot be extracted from local correlation functions, unlike
the Weyl-anomaly coefficients in even dimensions. This leads to the question of whether
there exist RG flows with more propagating degrees of freedom in the infrared than in the
ultraviolet, at the expense of topological ones. For example, the F-theorem would permit a
flow from a weakly-coupled, large-level Chern-Simons-matter theory with FUV ∼ 12 ln k+NUVf
to an IR theory with N IRf > N
UV
f , as long as N
IR
f < F
UV. It would be of great interest either
to find examples of such exotic RG flows, or to rule them out.
In this paper, we will study another case that dramatically illustrates the failure of F (r)
to count local degrees of freedom. The example is the pure Maxwell theory with compact U(1)
gauge group. Although this theory contains only a single field, by adding a Chern-Simons
term and appealing to the F-theorem we can argue that F becomes arbitrarily large in the
ultraviolet. Consider the Chern-Simons-Maxwell theory at level k. At energies far above the
mass scale kg2, where g is the gauge coupling, the system behaves like the free Maxwell theory,
while below that scale it is gapped and only the topological Chern-Simons theory remains.
Therefore the F-theorem implies that the UV value of F (r) for Maxwell must be larger than
1
2 ln k, for any k; in other words, it is divergent. More quantitatively, at weak coupling, hence
large k, one expects a matching at the crossover scale rcross = 1/kg2: F (rcross) ∼ 12 ln k.
This suggests F (r) ∼ −12 ln(rg2) for small r. This behavior is related to the fact that the
Maxwell theory with non-compact gauge group, which is the UV fixed point, is scale- but not
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conformally invariant [10–12], and therefore needn’t have a finite three-sphere free energy. If
F (r) indeed becomes arbitrarily large in the UV, then we have the question of whether, by a
small deformation, this theory containing a single field can be made to flow to one with an
arbitrarily large number of propagating fields.
On the other hand, this theory has a more conventional behavior in the IR, which we
can most easily understand by dualizing it to a scalar. As we will review in section 2, the
scalar is periodic with period equal to the gauge coupling g. Being free, the theory flows only
classically, and the IR fixed point is simply the ordinary, minimally-coupled scalar (see e.g.
[12]). This theory can be made conformal by adding a conformal coupling, which doesn’t
affect flat-space properties like the disk EE. Hence we expect F (r) to asymptote at large r to
the conformal-scalar free energy F nc = (ln 2)/8− 3ζ(3)/(16pi2) [13].
In this paper we will therefore explicitly calculate F (r) all along the flow for this theory, in
order to confirm these predictions for its UV and IR behavior and to check that it interpolates
monotonically between them as predicted by the F-theorem.1
A different motivation for this calculation is to advance the technology available for cal-
culating EEs in quantum field theories in general. For many reasons, including the ones given
above, EEs are interesting and useful probes of field theories, yet they are also notoriously dif-
ficult to calculate (except in the holographic context). In this respect, the three-dimensional
Maxwell/periodic scalar theory is “just non-trivial enough” to allow us to carry the calculation
through, but along the way we will have to sharpen our tools, in ways that may be useful for
calculations in other theories. In particular, there are two notable advances, which will be
discussed at length below, involving: (1) the implications of spontaneous symmetry breaking
in applying the replica trick, and (2) the application of numerical extrapolation to extract the
von Neumann entropy from the Rényi entropies.
There are several generalizations of our work that would be interesting to explore. The
first would be to the Chern-Simons-Maxwell theory, to confirm the behavior of F (r) predicted
above. Another would be to the Yang-Mills theory.2 In the SU(N) theory, for example,
presumably F (r) ∼ −12(N2 − 1) ln(rg2) for small r, since in the UV it just looks like N2 − 1
free abelian theories, while for large r, F (r)→ 0. However, calculating F (r) all along the flow
might be quite challenging. A generalization in a different direction would be to calculate the
ball EE of a periodic scalar in higher dimensions, which is dual to a higher-form gauge field;
while we will not do this all along the flow, we will discuss the small-r behavior below.
1.2 Results
In Section 3, we will calculate F (r) all along the flow. All of the above expectations are
confirmed by our calculation: F (r) is monotonically decreasing, and for small and large r we
1The behavior of the renormalized EE for the periodic scalar in three dimensions was also discussed recently
in [14, 15].
2We thank I. Klebanov and S. Pufu for pointing out this possibility to us.
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have
F (r) ≈
{
F nc + 12
(
1 + γ − ln(rg2)) , rg2  1
F nc , rg2  1
(1.2)
(γ is the Euler-Mascheroni constant). A plot of F (r) is shown in figure 3. We carry out
the computation using the replica trick, so along the way we also find an explicit analytic
expression for the Rényi entropy Sn(r) for integer n > 1.
The IR and UV behaviors can be understood qualitatively using the description in terms
of the periodic scalar, where it is clear that the theory undergoes spontaneous symmetry
breaking.3 In the IR, this effect is dominant, the period is effectively large, and so the
periodicity is irrelevant. On the other hand, in the UV the period is effectively small, the
spontaneous symmetry breaking is irrelevant, and the field fluctuates over the entire circle.
This implies that the EE includes a term equal to the logarithm of the volume of the target
space, which is just the periodicity g. Since F (r) is cutoff-independent, by dimensional analysis
g must be multiplied by r1/2, i.e. F (r) ∼ −12 ln(rg2).
Due to the lack of conformal invariance, the renormalized three-sphere free energy for this
theory is required to be neither constant nor equal to the renormalized EE. Nonetheless, it is
interesting to compare it to F (r). The free energy was calculated in [16] using the gauge-theory
description:4
FS3(r) =
ζ(3)
4pi2
− 1
2
ln(rg2) . (1.3)
In appendix A we reproduce this result using the scalar description. The second term (1.3)
can be seen in that description as arising from the integral over the zero mode. Because the
scalar is compact, it must be minimally coupled to the sphere metric: no conformal mass
can be added. Therefore the constant mode of the scalar is unsuppressed, and the partition
function receives a factor of the volume of the field space, which is g. As for the EE, by
dimensional arguments one must have r1/2g, leading to the term −12 ln(rg2). Similarly, in the
Maxwell description one must divide by the volume of the gauge group, which is 1/g, leading
to the same term. While (1.3) does not equal F (r), it is interesting that the logarithmic
r-dependence is the same as the small-r behavior of F (r), (1.2). Since there is no canonical
way to relate the disk radius to the three-sphere radius, we cannot meaningfully compare
the constant terms in the two formulas. Nonetheless, apparently we still have something like
FS3(r) = F (r) in the UV, despite the fixed point not being conformal. This may be viewed
simply as a coincidence arising from dimensional analysis. However, it would be interesting to
3In the gauge-theory language, the physics looks more complicated, since the spontaneous breaking of the
scalar’s shift symmetry corresponds to monopole condensation. Note that this is slightly different from the
(perhaps more familiar) case in which the symmetry is explicitly broken as the scalar acquires a mass by the
Polyakov mechanism.
4The three-sphere free energy contains both cubically and linearly divergent terms. By “renormalized
free energy,” we mean the free energy where those divergences are removed by appropriately adjusting the
cosmological constant and Einstein terms in the background action. In practice the calculation is performed
using zeta-function regularization, which automatically discards these divergences.
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see if there is a generalization of the arguments of [2] to scale- but not conformally-invariant
theories, which could apply more generally.
The physics of the compact free scalar theory in any dimension greater than 2 is similar.
The field undergoes spontaneous symmetry breaking, thus at long distances, S(r) approaches
that of the ordinary free scalar, while at short distances the compactification is important,
and in section 3.3 we derive an additional logarithmic contribution of −12 ln(rd−2g2).
1.3 Method
The calculation of the disk EE was carried out using the replica trick. Consider a semiclassical
wavefunctional basis for the Hilbert space on the disk, Ψ(φ) = 〈φ|Ψ〉, where φ are the field
values on the disk. Then the reduced matrix of the vacuum can be expressed in terms of
〈φ|ρ|φ′〉, given by the path integral in R3 where the field approaches φ, φ′ as one approaches
the disk from above and below respectively, and with appropriate boundary conditions at
infinity (normalized by the vacuum path integral, Z1).
Therefore, Tr ρn = Zn/Zn1 is given by the partition function on a n-sheeted cover of R3,
branched over the disk. Defining the Rényi entropy Sn = − ln Tr ρn/(n−1), the extrapolation
to S1 is the von Neumann EE. It would be interesting to understand what the analyticity
properties of Sn are, which should allow a unique continuation to n = 1. (See the discussion
in [17].) In this paper, we will assume that such a unique continuation exists.
For the compact scalar theory of interest in this paper, the result takes the form of
an instanton sum, leading to an expression for the Sn(r) in terms of Riemann-Siegal theta
functions given as a sum over Zn−1. It is not known how to analytically continue theta
functions in the argument n. In the limits of small and large r, we will be able to express Sn(r)
in a simpler form that will allow a straightforward analytic continuation. For intermediate
values of r, we will apply a numerical extrapolation technique. Specifically, for a given r we
approximate S(r) as f(p,q)(1), where f(p,q)(n) is the rational function of degree (p, q) defined
to fit Sn(r) for n = 2, . . . , p + q + 2. We find that this technique gives much better results
than polynomial extrapolation. Since it has not before been applied in a similar situation, we
make various checks of the convergence.
The distinction between the Rényi entropies of the compact and ordinary free scalar
theories derives from an intriguing interplay between short and long distances. Due to the IR
symmetry breaking, the field must go to the same value in all of the n asymptotic regions. In
the circle valued theory, this results in a sum over instanton winding sectors. We will see that
this gives rise to the logarithmic behavior of the entropies in the UV.
In each winding sector, one must find the appropriate saddle point for the scalar field.
Since the theory is free, the fluctuation determinant will be independent of the instanton
sector, and we will find
Zn = Z
nc
n
∑
w∈Zn−1
e−wMnw,
for an appropriate matrix Mn.
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Determining this matrix involves finding the solution to the Laplace equation on the n-
sheeted cover of R3 with asymptotics given by w. As for the compact scalar in two dimensions
[17], it is useful to write this as an Rn valued field on the base R3 with monodromy through
the disk given by the clock matrix (φi → φi+1).
One can diagonalize the monodromy in a complex basis, leading one to the problem of
solving the Laplace equation for a complex scalar on R3 that goes to 1 at infinity and has a
multiplicative phase cut across the disk. Using numerical methods, we find strong evidence
for an exact closed form expression for the on-shell action of this solution, thus determining
the matrix Mn.
1.4 Effects of discrete gauging
In the superselection sector of the vacuum in Minkowski spacetime, there is no difference be-
tween the Hilbert spaces of the compact and ordinary scalar theories. The difference between
their entanglement entropies results from a distinction in how the Hilbert space decomposes
into regions. In particular, on the disk the compact theory has fewer states, since the wave-
functions must be periodic under the shift.
An interesting point in this context is that in continuum quantum field theory the Hilbert
space in a region is only defined once appropriate boundary conditions are imposed. In other
words, different boundary conditions are associated to distinct superselection sectors. Of
course, in the continuum theory, the field values must be continuous across the boundary of
the disk, so factorization of the Hilbert space is violated; this is why the entanglement entropy
is always defined as a limit of a quantity on the lattice.
In section 4, we show that this implies that in free field theory, the density matrix is
block diagonal in the basis of field values at the boundary, i.e. [ρ, φ|∂D] = 0. More generally,
we show that in any conformal field theory in the conformally-invariant vacuum and for a
disk-shaped region, [ρ,O|∂D] = 0 for any scalar primary operator O.
This implies that the density matrix in the compact scalar theory is formed from a state
that is summed over the Z shifts of the circle identification as compared to the ordinary scalar
theory. This results in a purer density matrix, smaller Sn for all n, and thus the larger F that
we find.
It might seem strange that a quantity of interest to RG flows in flat space should depend
on more data than the Hamiltonian and Hilbert space of the theory in Minkowski spacetime.
However, the compact and ordinary scalar theories do differ in the spectrum of local operators
(the collection of all operators acting abstractly on the Hilbert space is the same).
In an otherwise identical theory with fewer operators regarded as local, more couplings
to other fields are allowed, which would have not been local otherwise. Thus it makes sense
in principle that validity of the F theorem requires that F be larger for the compact scalar
theory. It would be extremely interesting to find such RG flows that involve couplings to fields
that are not mutually local with respect to φ, but are with respect to ∂µφ and e2piiφ/g.
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1.5 Factorization and the definition of entanglement entropy
The calculations of EEs in this paper, as in most of the literature on EEs in non-holographic
field theories, rely on the replica trick, which reduces them to calculations of the partition
functions on certain manifolds, which are rather standard field-theory quantities. Nonetheless,
we would like to make a few comments about the definition of the EE in field theories, which
is a somewhat more novel type of quantity.
The definition of EE that is usually found in the literature starts with the assumption
that the Hilbert space factorizes according to the spatial regions involved, for example for the
disk D, H = HD ⊗ HDc . As discussed in the previous subsection (and in more detail in
subsection 4.2), this assumption fails in the scalar theory—and presumably in any continuum
field theory—due to the requirement of continuity of the field. Since EEs are normally defined
in the presence of a cutoff, such as a lattice, one might not be so concerned about this failure
of factorization.
However, in the presence of a gauge symmetry, factorization fails even on the lattice,
due to the necessity of dividing the configuration space by gauge transformations that act
simultaneously on both regions. In other words, the Gauss law links the states in the two
regions. This is true both on the lattice and in the continuum. In order to circumvent this
issue, one works in a larger Hilbert space in which the Gauss law is relaxed along the entangling
surface (see for example [18] and reference therein). This larger space does factorize, and the
physical Hilbert space sits inside it. (A simple example is the Kitaev model [19], which can
be viewed either as a Z2 lattice gauge theory, in which case the Gauss law is imposed at the
level of the Hilbert space, or simply as a spin system, where the constraint is added as a term
to the Hamiltonian.) It is also important that the larger Hilbert space has a positive-definite
inner product, which can be seen by working in temporal gauge (where the time component
of the gauge field is set to zero). Factorization and positivity of the larger Hilbert space are
important because these properties are assumed in the proofs of important properties of EEs,
such as strong subadditivity.
The Gauss law has an interesting consequence for the structure of the reduced density
matrix, which is similar to that discussed above for the scalar theory. Consider the Maxwell
theory for definiteness. The Gauss law requires that E⊥, the component of the electric field
normal to the entangling surface, be continuous across it. This implies that E⊥ must have a
definite value in each eigenstate of the reduced density matrix, i.e. [ρ,E⊥] = 0. When quantiz-
ing the Maxwell theory on the disk, one consistent set of boundary conditions (corresponding
to an insulating boundary with a fixed charge distribution) fixes E⊥ along the boundary. In
this quantization, different charge distributions are different superselection sectors. Appar-
ently the reduced density matrix corresponds precisely to this quantization.
For the periodic scalar, which can be viewed as a gauging by a Z shift symmetry of
the ordinary scalar, the situation is less clear. We show in subsection 4.2 that the replica
trick correctly reproduces the Rényi entropies defined by working in the Hilbert space and
carefully taking into account the gauge symmetry. However, the continuity requirement on
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the field plays a crucial role in that analysis. It is not clear either how to implement the
gauge symmetry in a lattice version of the theory, or how to construct Hilbert spaces that
obey factorization.
All of these issues point to the desirability of finding a uniform definition of EE that would
be valid for a general abstract quantum field theory—without reference to any particular
Lagrangian or lattice model—and that wouldn’t require special rules for gauge theories, non-
trivial target spaces, and the like. In some sense the replica trick provides such a definition,
insofar as it reduces the calculation of EEs to that of partition functions, but it is somewhat
indirect; in particular, fundamental properties of EE like strong subadditivity are obscured.
2 Review of Maxwell-scalar duality
In three dimensions, the Maxwell field may be dualized to a scalar, defined by ∂µφ = µνρF νρ.
This contains all gauge-invariant information about the Maxwell field. Moreover, in spacetimes
with non-trivial topology, the free Maxwell theory with compact U(1) gauge group involves
a choice of gauge bundle. This is consistent with the φ scalar theory if one takes the field
to be circle-valued, φ ≡ φ + g. The shift symmetry of the scalar is associated to the current
jµ = ∂µφ = µνρF
νρ, the topological current of the Maxwell theory.
Furthermore, even in R2,1, the Maxwell theory admits disorder operators around which∫
F 6= 0. In the theory with compact gauge group, this flux is quantized. These correspond to
e2piikφ/g in the dual photon description. Note that the Hilbert spaces of the compact and non-
compact Maxwell theory in R2,1 are identical—the only difference is whether such monopole
operators (which obviously can be defined in both cases, as formal operators on the Hilbert
space) are considered to be local operators.
Once such operators are regarded as local operators, the vacuum must be such that they
satisfy clustering. This requires that in the superselection sector of the vacuum the field
φ takes a definite asymptotic value, breaking the shift symmetry. In other words, there is
a nonvanishing expectation value for the monopole operator in the vacuum. In the scalar
language, this implies that the compact scalar flows to the ordinary non-compact scalar in the
IR.
The Hilbert space on R2,1 of the compact and non-compact scalar theories are also iden-
tical. Again, the difference is whether the operators
∫
γ dx
µ(∂µφ) for a path γ from a point p
to ∞ are considered to be local operators.
Another way of viewing the compact scalar theory is to start with the ordinary free scalar,
and gauge the shift symmetry associated to the current jµ = ∂µφ with a Z-gauge field. In three
dimensions, a Z gauge field can be described by adding a BF coupling to an R gauge field,∫
FA ∧B, where B is a compact U(1) gauge field [20]. This is analogous to the description of
Zk valued gauge fields in terms of a BF action.
The role of B is to set to 0 the local modes in the gauge field A, so that only the global
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Z shifts are gauged. The resulting action is∫
(∂µφ+ gAµ)(∂
µφ+ gAµ) + iµνρAµ∂νBρ,
where the identification is φ ≡ φ+ g.
One can fix the shift gauge by setting ∂µφ = 0. Then Aµ can be integrated out, resulting
in the free Maxwell action for the compact U(1) field B. From the point of view of the above
action, the UV entanglement entropy results from the Z gauge fields.
3 Disk entanglement entropy
In this section, we will compute the entanglement entropy S(r) for a disk of radius r on the
plane, in the vacuum, for a free compact scalar with periodicity g. As reviewed in section 2,
this theory is equivalent to a pure Maxwell theory with compact U(1) gauge group and gauge
coupling g. We will employ the replica trick [21, 22], which involves first computing the Rényi
entropies Sn(r) for integer n > 1 in terms of the partition function on an n-fold branched
cover of the Euclidean spacetime using the formula
Sn(r) =
n lnZ1(r)− lnZn(r)
n− 1 , (3.1)
and then extrapolating in n to obtain the von Neumann entropy S(r) = S1(r).
Since the theory is free, the calculation of Zn(r), and hence Sn(r), naturally decomposes
into a “classical” part involving a sum over classical solutions and a “quantum” part involving
fluctuations about these solutions. The quantum part is insensitive to the periodicity g, and
equal to the Rényi entropy Sncn (r) in the non-compact theory, which has been computed
previously [23].5 These quantities are UV-divergent, taking the form
Sncn (r) = an
r

− γn , (3.2)
where  is a UV cutoff, an is a non-universal coefficient, and the finite part γn is universal.
Our calculation will focus on the classical part,
∆Sn(r) := Sn(r)− Sncn (r) . (3.3)
The calculation of ∆Sn(r) for n > 1 will be done in subsection 3.1, and the extrapolation
to n = 1 will be performed in subsections 3.2.1 and 3.2.2, first analytically in the limits of
5Actually, the calculation in [23], which involved a mapping to a branched cover of S3 or R × H2, was
for a conformally coupled scalar field, whereas the g → ∞ limit of the compact scalar is minimally coupled.
However, since the two theories are indistinguishable in flat space, they should have the same disk Rényi
entropies. The branched cover involved in the calculation of the Rényis by the replica trick does have non-
zero curvature, so one might be concerned that the two theories might yield different results. However, this
curvature is localized along the boundary of the disk and presumably leads only to a shift in the divergent
part of the Rényi entropies.
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large and small r, and then using a numerical extrapolation technique for intermediate values.
Based on the result, we will also calculate the renormalized EE F (r) := rS′(r)−S(r), as well
as its Rényi analogue Fn(r) := rS′n(r)− Sn(r).
In subsection 3.3, we will briefly discuss the generalization of our results to the compact
scalar in higher dimensions, which is dual to a higher-form gauge field.
While our calculation employs the replica trick, it would be very interesting, both for
conceptual and technical reasons, to see if the “real time methods” that have been successfully
employed in numerical calculations of the disk EE for a massive scalar [1, 24–26] could be
adapted to the periodic scalar, and to compare the results to those we obtain here.
3.1 Rényi entropies
To compute the Rényi entropies Sn(r) for integer n > 1, the replica trick instructs us to
compute the partition function Zn(r) on the n-fold branched cover of Euclidean R3, where
the branch cut lies on the disk of radius r on the τ = 0 plane, where τ is the Euclidean time
direction, and the sheets are connected cyclically across the branch cut. We call this branched
cover En(r). The Rényi entropy is then given by (3.1).
The action for our scalar is
I[φ] =
1
2
∫
d3x ∂µφ∂
µφ . (3.4)
A crucial feature of this scalar is that it undergoes spontaneous symmetry breaking. As we will
see, this leads to the existence of winding sectors in the path integral, despite the fact that the
branched cover En has no non-trivial one-cycles. The winding configurations are sensitive to
the periodicity of the scalar, and give rise to a g-dependence in the Rényi entropies. This is in
contrast to the situation in two dimensions, where there is no spontaneous symmetry breaking,
and hence there are no winding sectors involved in the calculation of the entanglement entropy
for a single interval [27]. (On the other hand, for multiple intervals, the branched cover has
non-trivial cycles, and the resulting winding sectors lead to a dependence of the Rényis on the
scalar’s periodicity as it does here [17].)
The calculation of Zn(r) will proceed in several steps: (1) identify the topologically non-
trivial field configurations; (2) separate the classical and quantum contributions to the parti-
tion function; (3) factorize the r and g dependence out of the classical action; (4) diagonalize
the monodromy on En(r) by going to a basis of complex scalar fields; (5) solve the resulting
classical electrostatics problem.
3.1.1 Instanton sum
Because of the spontaneous symmetry breaking, the scalar field φ takes on a definite value
at infinity. Without loss of generality, let us take this value to be φ = 0. The asymptotic
boundary of the branched cover En(r) contains n connected components, and on each of them
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φ must equal 0.6 (Topologically, En(r) is an n-punctured S3.) However, since the field is
periodically identified, if we consider a path connecting one asymptotic infinity to another,
the field may wind around the circle an integer number of times. By choosing one of the
infinities as a base point, it is clear that there are n− 1 independent winding numbers. Since
the field is free, for any given set of winding numbers w = (w1, . . . , wn−1), there is exactly one
solution φw to the classical equations of motion with that particular set of winding numbers.
Therefore any field configuration can be uniquely decomposed into a classical part and a
quantum fluctuation,
φ = φw + φnc (3.5)
for some w, where both components go to 0 at every infinity and φnc has vanishing winding
numbers (and therefore can be thought of as a configuration of the non-compact theory).
Correspondingly, the action decomposes,
I[φ] = I[φw] + I[φnc] , (3.6)
and the path integral factorizes,
Zn(r) =
∫
[dφ]e−I[φ] = Zcln (r)Z
nc
n (r) , (3.7)
Zcln (r) =
∑
w∈Zn−1
e−I[φw] , Zncn (r) =
∫
[dφnc]e
−I[φnc] . (3.8)
The non-compact theory does not admit non-trivial classical solutions, so its partition function
is simply Zncn (r). We thus have
∆Sn(r) = − 1
n− 1 lnZ
cl
n (r) , (3.9)
where we have used the fact that there are no winding sectors for n = 1 so Zcl1 (r) = 1.
In order to compute Zcln (r), we need to evaluate I[φw]. We start by rescaling both the
spacetime and the target space in order to scale out the dependence on r and g. With
φw(x) = gφˆw(x/r), where φˆ is scalar with periodicity 1 living on En(1), we have
I[φw] = rg
2I[φˆw] , (3.10)
where φˆ is independent of g and r. Since r and g will appear only in the combination rg2,
to simplify the notation we will set g = 1 for the rest of the paper. The factors of g can be
restored simply by replacing r by rg2 everywhere.
We now note that I[φˆw] is a positive-definite quadratic form in the set of winding numbers
w; this follows from the fact that the action is quadratic in the field, which in turn is linear
in w: φˆw+w′ = φˆw + φˆw′ . Hence we can write
I[φˆw] = (Mn)jj′w
jwj
′
(3.11)
6We remind the reader that the partition function Zn(r) on En(r) computes Tr ρn, where ρ = TrDc |0〉〈0|
and Dc is the complement of the disk D. The boundary condition on φ guarantees that every factor of ρ
appearing in Tr ρn arises from the same vacuum |0〉.
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for some matrix Mn, from which we obtain
Zcln (r) = Θ(irMn/pi) , ∆Sn(r) = −
1
n− 1 ln Θ(irMn/pi) , (3.12)
where Θ is the Riemann-Siegel theta function
Θ(A) = Θ(0|A) =
∑
w∈Zn−1
epiiAjj′w
jwj
′
. (3.13)
3.1.2 Calculation of Mn
Our task is thus to calculate the matrix Mn. This involves finding the action for a solution
with a given set of winding numbers wi. It is equivalent, and calculationally more convenient,
to consider φˆ as a non-periodic scalar that asymptotes to 0 on the nth sheet and to wj on
the jth sheet (j = 1, . . . , n − 1). Since the equation of motion is just Laplace’s equation, we
have the textbook electrostatics problem of finding the electrostatic potential with prescribed
values on the boundaries of a certain geometry. Furthermore, the action for φˆ is just the
energy stored in the corresponding electric field. In sum, we are to calculate the capacitance
of a certain capacitor—albeit one living in a multi-sheeted geometry.
To avoid having to deal with multiple sheets, it is convenient to diagonalize the mon-
odromy by employing complex linear combinations of the field values on the different sheets
(as was done in the two-dimensional case in [17, 28]). Thus, with y denoting a point on R3
and x(y, j) the corresponding point on the jth sheet of En(1), we define
φ˜kw(y) =
1√
n
n∑
j=1
e2piijk/nφˆw(x(y, j)) , (k = 1, . . . , n) . (3.14)
When crossing the unit disk, the field φˆw undergoes a monodromy φˆw(x(y, j))→ φˆw(x(y, j +
1)) (where x(y, n+ 1) := x(y, 1)), so φ˜kw undergoes the monodromy
φ˜kw → e−2piik/nφ˜kw . (3.15)
The field φ˜kw takes the asymptotic value
w˜k =
1√
n
n−1∑
j=1
e2piijk/nwj (3.16)
(recall that the asymptotic value on the nth sheet has been set to 0, so j = n is not included
in the sum). In terms of the fields φ˜kw, the action becomes
I[φˆw] =
1
2
∫
En(1)
d3x ∂µφˆw∂
µφˆw
=
1
2
n∑
j=1
∫
R3
d3y ∂µφˆ(x(y, j))∂
µφˆ(x(y, j))
=
1
2
n∑
k=1
∫
R3
d3y ∂µ(φ˜
k
w)
∗∂µφ˜kw . (3.17)
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Two observations can be used to simplify (3.17). First, the solution for k = n, φ˜nw, has
trivial monodromy and is therefore constant and does not contribute to the sum. Second, we
can separate the dependence on the monodromy phase e−2piik/n from the dependence on the
asymptotic value of the field w˜k by rescaling φ˜kw by the latter. We thus define
J(β) :=
1
2
∫
d3y ∂µφ˜
∗
β∂
µφ˜β , (3.18)
where φ˜β is the solution to Laplace’s equation that asymptotes to 1 at infinity and has mon-
odromy across the unit disk
φ˜β → e−2piiβφ˜β . (3.19)
We then have
I[φˆw] =
n−1∑
k=1
|w˜k|2J(k
n
) =
1
n
n−1∑
j,j′,k=1
wjwj
′
e2pii(j−j
′)k/nJ(
k
n
) , (3.20)
from which we learn that the matrix Mn has components
(Mn)jj′ =
1
n
n−1∑
k=1
e2pii(j−j
′)k/nJ(
k
n
) , (3.21)
i.e.
Mn = UnJnU
†
n , (Un)jk =
1√
n
e2piijk/n , (Jn)kk′ = J(
k
n
)δkk′ . (3.22)
The problem is thus finally reduced to calculating the function J(β), which involves solving
an “electrostatics” problem for a complex-valued potential on R3 with a phase monodromy
around the unit circle. To avoid distracting from the main line of this paper, we deal with
this problem in appendix B, where we find the following formula:
J(β) = 2pi(1− 2β) tan(piβ) . (3.23)
Equations (3.12), (3.22), (3.23) together give an explicit formula for ∆Sn(r) for arbitrary
r and integer n > 1. The entropies for n = 2, 3, 4 are plotted in fig. 2. It is worth noting that
the formula we’ve obtained is quite similar in structure to the one obtained in [17] for the
Rényi entropies of two intervals for a compact scalar in two dimensions, which also involved
Riemann-Siegel theta functions taking as their argument an (n − 1) × (n − 1) matrix of the
form (3.22), but with a different function playing the role of J . The reason is that the two
calculations follow the same outline: the path integral involves a sum over winding sectors,
with the on-shell classical action being a quadratic form in the winding numbers, which can
be diagonalized by diagonalizing the monodromies.
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3.2 Von Neumann entropy
Unfortunately, it is not known how to analytically continue a Riemann-Siegel theta function in
the dimension of its argument (in this case, n−1), so we cannot give an explicit formula for the
von Neumann entropy difference ∆S(r). (The same problem occurs for the two-dimensional
compact scalar.) However, in the limits of large and small r, we can obtain formulas that can
be extrapolated to n = 1, as we will discuss in subsection 3.2.1. In subsection 3.2.2, we will
describe an effective numerical extrapolation method to obtain ∆S(r) at intermediate values
of r. To our knowledge, this is the first application of numerical extrapolation to the problem
of computing the von Neumann entropy from Rényi entropies. It would be very interesting
to see if our method can be applied to other cases where it is not known how to perform the
extrapolation analytically, such as the two-dimensional compact scalar [17].
3.2.1 Infrared and ultraviolet limits
When r is large, we are exploring the infrared limit of the theory, where it goes over effectively
to a non-periodic scalar. Correspondingly, the field configurations with non-zero winding are
exponentially suppressed in the path integral, so
Zn(r) ≈ Zncn (r) , Sn(r) ≈ Sncn (r) . (3.24)
Hence S(r) ≈ Snc(r), so F (r) becomes constant and equal to its value for the non-compact
scalar, which was computed using the S3 partition function in [13]:
F (r) ≈ F nc = ln 2
8
− 3ζ(3)
16pi2
. (3.25)
The corrections to (3.24) are exponentially small in r. However, it is difficult to know if that
statement survives the extrapolation to n = 1, and hence also holds for (3.25).
On the other hand, in the opposite limit of small r, we are exploring the ultraviolet
limit of the theory, where it goes over to a Maxwell theory with non-compact gauge group.
As the gauge theory becomes classical, the dual scalar becomes strongly coupled, with large
topological fluctuations. Since the winding sectors are not very suppressed, we can take the
winding numbers wj to be continuous, and the theta function is well approximated by a
Gaussian integral:
Zcln (r) =
∑
w
exp
(
−r(Mn)jj′wjwj′
)
≈
∫
dn−1w exp
(
−r(Mn)jj′wjwj′
)
= (det(rMn/pi))
−1/2
= (r/pi)(1−n)/2(detMn)−1/2 . (3.26)
So we have
∆Sn(r) ≈ 1
2
ln(r/pi) +
1
2(n− 1) ln detMn . (3.27)
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From (3.22) we have
detMn = det(UU
†)
n−1∏
k=1
J(
k
n
) =
1
pi
(
4pi
n
)n−1
Γ(
n
2
)2 . (3.28)
(A short calculation shows that det(UU †) = 1/n. The product of the J( kn) can be obtained
for odd n with the help of the identity
∏n−1
k=1 tan(pik/n) = n csc(pin/2), and it can be checked
that the resulting formula is correct for n even as well.) Hence
∆Sn(r) ≈ 1
2
ln
(
4r
n
)
+
1
n− 1 ln
(
Γ(n2 )√
pi
)
. (3.29)
Given this formula, we can now let n be continuous, and take the limit n→ 1. We find
∆S(r) ≈ 1
2
ln r − γ
2
, (3.30)
where γ is Euler’s constant. From this we can also derive F (r):
F (r) ≈ F nc + 1
2
+
γ
2
− 1
2
ln r =
ln 2
8
− 3ζ(3)
16pi2
+
1
2
+
γ
2
− 1
2
ln r . (3.31)
The sum of the first four terms on the right-hand side has the approximate numerical value
0.852.
A systematic approximation to Zcln (r), of which (3.26) is the leading term, is obtained by
performing a modular transformation on the theta function,
Zcln (r) = Θ(irMn/pi) = (det(rMn/pi))
−1/2 Θ
(
ipiM−1n /r
)
, (3.32)
and then expanding the new theta function as a sum of exponentials. The corrections to (3.29)
obtained in this way are exponentially small in 1/r. However, just as in the limit of large r,
it is difficult to extrapolate those corrections to n = 1, and therefore to know whether the
corrections to (3.30) and (3.31) are also exponentially small.
3.2.2 Numerical extrapolation
In principle, the Rényi entropies Sn(r) computed for integer n > 1 in subsection 3.1 determine
them for general real n ≥ 0, and in particular they determine the von Neumann entropy
S(r) = S1(r). However, as mentioned above, it is not known how to describe the analytic
function of n that interpolates between the values of theta functions whose arguments are
given (n− 1)× (n− 1) matrices. The same stumbling block has prevented the calculation of
the von Neumann entropy for multiple intervals for a two-dimensional compact scalar, despite
the explicit knowledge of the n > 1 Rényis [17].
In the absence of an analytic technique to perform the extrapolation of the Rényis to
n = 1, in this subsection we will test and apply a numerical method. As far as we know,
numerical extrapolation has not previously been applied to the computation of entanglement
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entropies, so we should be careful in choosing our method and checking its reliability. The
problem of interpolating or extrapolating a function from its known values at a finite set of
points to a new point is of course an old one in numerical analysis, and various techniques
have been developed (see chapter 3 of [29] for an overview). We experimented with several of
them, including polynomial interpolation and two types of rational interpolation. We tested
each method on two extrapolation problems similar to the one at hand for which the correct
values were known a priori:
(A) Finding ∆S(r) in the limit of small r (eq. (3.30)), given ∆Sn(r) for n > 1 (eq. (3.29)).
(B) Finding ∆S2(r), given ∆Sn(r) for n > 2.
We found that the best results were consistently obtained using a simple rational interpolation
method, which consisted of fixing the p+q+1 independent coefficients of a degree (p, q) rational
function so that it passes through p + q + 1 known data points, and evaluating the resulting
function at the new point.7 Like Padé approximants, such rational interpolating functions
are capable of providing surprisingly accurate approximations—far better than polynomial
interpolating functions—especially, as in our case, when used for extrapolation (i.e. when
the new point is outside the range of values of the known points). The main pitfall with
this method is that occasionally—and somewhat unpredictably—the rational interpolating
function will happen to have a pole in the vicinity of the new point, yielding a result with a
large error. Fortunately, such poles are easy to detect, and can usually be removed simply by
slightly changing the degree of the numerator and/or denominator.
Consider, for example, problem (A) above. We can write (3.29) as
∆Sn(r) ≈ 1
2
ln r + sn , sn =
1
2
ln
4
n
+
1
n− 1 ln
(
Γ(n2 )√
pi
)
. (3.33)
Taking as input the values of sn for integer n > 1, we wish to predict the value of s1. From
(3.30), the correct answer is s1 = −γ/2 ≈ −0.289. Figure 1 shows the errors in the value
of s1 obtained using the degree 2p polynomial interpolating function and the degree (p, p)
rational interpolating functions, each fit to the values of sn for n = 2, . . . , 2p + 2. We see
that the error generally decreases with p for both types of extrapolation, but far faster for
the rational than for the polynomial functions. However, the rational extrapolation seems
to have an anomalously large error at p = 4, relative to the general trend (though still far
smaller than for the polynomial interpolating function at the same value of p). Inspection of
the (4, 4) rational interpolating function shows that it happens to have a pole at n ≈ 1.04,
leading to a relatively large error in the predicted value at n = 1. Changing the degree slightly,
to (p, q) = (4, 3), (3,4), (5,3), or (3,5), removes the pole and reduces the error by a factor of
20. For p, q larger than around 5, the improvements cease to be significant, and in any case
7This method is implemented as the function RationalInterpolation in the Mathematica package
FunctionApproximations.
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Figure 1. Absolute value of the error in the predicted value of s1 from (top curve) degree 2p
polynomial interpolating functions and (bottom curve) degree (p, p) rational interpolating functions,
taking as input the values of sn for n = 2, . . . , 2p+ 2.
it would be impractical for our actual application since the evaluation of the theta functions
becomes computationally very expensive for n larger than around 12.8
A similar analysis for problem (B) shows that the rational interpolating functions provide
a highly accurate method for predicting ∆S2(r) from ∆Sn(r) for n > 2 throughout the range
of interest of r values (roughly −0.5 < ln r < 2; for larger and smaller values of r the functions
are hardly distinguishable from their corresponding asymptotic approximations). While the
most accurate approximation was often obtained using the degree (5, 5) rational function, it
was found that the degree (5, 4) function tended to be less susceptible to the appearance of
dangerous poles, and therefore gave more reliable and stable results. (The reasons for this are
not clear to us.) The error in ∆S2(r) obtained this way ranged between 10−9 and 10−4.
Having tested the rational interpolation method, we now turn to its application to predict-
ing the value of ∆S(r). As with problem (B), we found that the (5, 4) rational interpolating
function provided a generally very stable approximation, and was used for most data points;
however, for values of r where a pole interceded close to n = 1, the (5, 5) approximation was
substituted. While rigorous error estimates are difficult to obtain with this method, we believe
that the errors should be similar to those found in problem (B) above. The resulting function,
along with ∆Sn(r) for n = 2, 3, 4, is plotted in fig. 2.
The renormalized entanglement Rényi entropy is defined similarly to the renormalized
EE,
Fn(r) := rS
′
n(r)− Sn(r) . (3.34)
Like F (r), these functions are UV-finite and constant for CFTs. However, they are not believed
8Incidentally, the (p, p) rational interpolating functions can also be used to predict the value of s∞, even
more accurately than for s1. The error decreases monotonically in p, from 7 × 10−2 for p = 0 to an amazing
4× 10−12 for p = 5.
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Figure 2. ∆Sn(r) for n = 1, 2, 3, 4 (bottom to top). The functions for n = 2, 3, 4 are given by
equation (3.12), while ∆S(r) = ∆S1(r) is obtained by the rational extrapolation method described in
the text.
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ln r
0.2
0.4
0.6
0.8
Fn HrL
Figure 3. Fn(r) for n = 1, 2, 3, 4 (top to bottom). The functions for n = 2, 3, 4 are calculated from
∆Sn(r) using (3.35), while F (r) = F1(r) is obtained by the rational extrapolation method described
in the text.
to be necessarily monotonic. The values F ncn for the conformal scalar were computed in [23].
The functions
Fn(r) = F
nc
n + r∆S
′
n(r)−∆Sn(r) (3.35)
are plotted in fig. 3 for n = 2, 3, 4, along with F (r) = F1(r), obtained by extrapolation using a
(5,4) rational function.9 As predicted by the F-theorem [6], F (r) is monotonically decreasing.
9More precisely, the function r∆S′n(r)−∆Sn(r) was extrapolated, and then the constant F nc was added.
Incidentally, as another test of the extrapolation method, the value of F nc can be predicted from the values
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It is also interesting to note that, for fixed r, Fn(r) decreases monotonically with n.
3.3 Compact scalar in higher dimensions
The behavior of the ball entanglement entropy for the compact scalar theory in any dimension
greater than 2 has a similar structure. This theory is dual to a (d − 2)-form gauge theory
with U(1) gauge group. Again, the vacuum spontaneously breaks the shift symmetry, and one
must sum over winding sectors when applying the replica trick. To determine the full S(r)
would require finding the appropriate solutions to the Laplace equation, so here we will only
calculate the leading logarithmic term at short distances. At long distances, S(r) → Snc(r),
reproducing the ordinary free scalar result due to the spontaneous symmetry breaking.
As in the three-dimensional case, the partition function Zn must be computed on the
n-sheeted cover Edn(r) of Rd, branched over the sphere of radius r. Asymptotically in each
sheet, φw → gwi, where g is the periodicity of the field and wi are the winding numbers. In
each sector one can find the classical solution φw.
The instanton action will be given by I[φw] = rd−2g2I[φˆw] = (rd−2g2)wM
(d)
n w, where φˆw
is the solution for g = 1 and r = 1, and M (d)n is the (n − 1)-dimensional quadratic form one
would obtain by finding the instanton solutions in the d-dimensional case.
Therefore, in the ultraviolet limit, we can approximate the theta function by a Gaussian
integral, which leads to
Zcln (r) ≈
(
det
(
rd−2g2M (d)n
pi
))−1/2
.
Thus the leading dependence at small r is given by ∆Sn(r) ≈ 12 ln(rd−2g2). This implies that
S(r) ≈ −d− 2
2
ln(rg2/(d−2)) + Snc(r) . (3.36)
In even dimensions, the entanglement entropy for conformal field theories contains a term
that depends logarithmically on the radius, with a coefficient F proportional to the a-type
Weyl anomaly [4, 30]. According to (3.36), the compact scalar in the UV has an additional
contribution of (d− 2)/2, compared to the ordinary free scalar. According to the definition of
the renormalized EE F (r) for general dimensions proposed in [1], we therefore have
F (r) ≈ F nc + d− 2
2
. (3.37)
Since the theory flows in the IR to the non-compact scalar, this behavior is consistent with
the statement FUV > F IR (even though the theory is not conformal in ultraviolet).
In odd dimensions, F (r) goes to a constant for CFTs, whereas we find that the compact
scalar has, in contrast, a divergent value of F (r) ≈ −12(d− 2) ln r at short distances.
of F ncn for n = 2, . . . , 11 using a (5,4) rational function, with an absolute error less than 4× 10−5.
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4 Structure of the reduced density matrix
We saw in subsection 3.1 that ∆Sn(r) < 0 for all n > 1 and all r. This was a consequence
of the general form of the calculation, and did not depend on the detailed form of the clas-
sical solutions involved (see equation (3.12)). Furthermore, both the analytic and numerical
extrapolations in subsections 3.2.1 and 3.2.2 led to negative values of ∆S(r). In this section
we will put aside the replica trick and try to understand from a more basic point of view why
one theory has smaller entanglement (Rényi) entropies than the other. The short version of
the answer we will find is simply that the compact theory has fewer states, because of the
identification φ ∼ φ+ 1. (As in the previous section, we continue to set g = 1.) Below we will
make this more precise. Many of the remarks below apply more generally than to the problem
at hand—vacuum disk entanglement entropy of the compact scalar in three dimensions—but
for concreteness we will for the most part restrict our discussion to that case.
The basic story will be as follows. The compact theory can be regarded as a gauging of the
non-compact theory under constant shifts of the field. We will show that in the non-compact
theory, the reduced density matrix is block-diagonal. The blocks get mapped to each by the
gauge transformations, so in the compact theory they are summed. Finally, it is easy to show
that, given a set of positive matrices with total trace 1, the sum is purer than the direct sum,
and hence has smaller Rényi entropies for all n (including n = 1).
This mechanism is similar to the one that leads to a positive value of F in discrete lattice
gauge theories that flow to topological theories in the infrared, such as the Kitaev model [19].
In that case, the Gauss law constraint reduces the number of states appearing in the reduced
density matrix of the disk, leading to a constant deficit in S(r) relative to the area-law [31].
4.1 Non-compact scalar
We begin with the non-compact theory. Working in the “position” basis for the field φ, we
label the value of φ inside the disk D φD and outside it φDc . We will denote the reduced
density matrix σ. In this subsection we will show that σ is block-diagonal in the value of the
field on the edge of the disk, i.e. σ commutes with the field operator φˆ(x) where x ∈ ∂D.
This statement will play an important role in understanding the reduced density matrix for
the compact scalar in the rest of this section. We will prove the statement in two ways, first
using the vacuum wave functional and then by expressing σ in terms of conformal generators.
We will then give a couple of heuristic ways to understand the statement.
The matrix elements of σ are given by tracing the vacuum wave functional 〈φD, φDc |0〉
over φDc :
〈φD|σ|φ′D〉 =
∫
[dφDc ] 〈φD, φDc |0〉〈0|φ′D, φDc〉 . (4.1)
(Note that this is not a path integral; all the fields in (4.1) are functions of space at a fixed
time.) The continuity of the field demands that φD and φDc agree on the mutual boundary
∂D, and similarly for φ′D and φDc ; hence φD and φ
′
D must agree. In other words σ is block-
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diagonal in the field value on ∂D,10
〈φD|σ|φ′D〉 ∝ δ
[
φD|∂D − φ′D
∣∣
∂D
]
. (4.2)
We can also use the fact that this theory is a CFT11 to express σ in terms of the generator
K of the conformal transformation on Euclidean R3 (or Minkowski space) that fixes the edge
of the disk: σ = e−K/(Tr e−K). Near the edge of the disk, this conformal transformation
looks like a rotation (or boost); in particular, the Weyl scaling factor is 1 on the edge of the
disk. It follows that K, and therefore σ, commutes with φˆ(x), since that is a scalar primary
operator, for x ∈ ∂D.
As an aside, we note that these two proofs admit a few interesting immediate general-
izations. The first proof applies for any dimensionality of spacetime, any entangling surface,
and any state. The second proof applies to any scalar primary operator in any CFT in any
dimension. While it only applies to a spherical entangling surface (since only then can the
reduced density matrix be written in terms of a conformal generator), it seems reasonable to
expect that, being purely local, the property will hold for a general entangling surface.
The fact that the field has a definite value on the entangling surface for each pure state in
σ can be understood heuristically in a several ways. First, it reflects the fact that entanglement
leads to decoherence: the field values at neighboring points are highly entangled, so if we trace
over one of them, then the field value at the other point will become decohered. Another point
of view is to regard σ as a mixed state of the scalar theory quantized on D, without reference
to the rest of the system. Consistently quantizing the theory on D requires specifying some
boundary conditions on ∂D, such as Dirichlet boundary conditions in which φ|∂D = φ0(x) for
some given function φ0(x) on ∂D. Different choices of φ0(x) define different theories, or, to
put it another way, different superselection sectors. Hence the density matrix σ can contain
mixtures but not superpositions of pure states with different values of φ|∂D.
4.2 Compact scalar
We now turn to the compact theory. This can be regarded as a Z gauging of the non-compact
theory, where the gauge transformations act as global discrete shifts φ → φ + m (m ∈ Z).
On the plane, spontaneous symmetry breaking implies that φ must go to a fixed constant at
infinity, which without loss of generality we can take to be 0 mod 1; by gauge fixing, we can
simply take that value to be 0. Since R2 is topologically trivial, the set of field configurations
in this gauge is the same as in the non-compact theory. It is easy to see using either canonical
10This statement is strictly true only in the limit where the UV cutoff is removed. In the presence of a
cutoff that produces a well-defined quantum-mechanical system, such as a lattice, the eigenvectors of σ must
be normalizable, and hence cannot also be eigenvectors of φˆ(x), which has a continuous spectrum. Indeed, the
presence of a cutoff such as a lattice relaxes the continuity requirement: With x1 and x2 being neighboring
lattice points inside and outside D respectively, the wave functional 〈φD, φDc |0〉 is merely sharply peaked, but
not a delta-function, about configurations where φ(x1) = φ(x2); hence the matrix elements of σ do not strictly
vanish but are merely suppressed when φ(x1) 6= φ′(x1).
11More precisely, it can be made conformal by adding to the Lagrangian a conformal mass term, which
vanishes in flat space.
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quantization or the Euclidean path integral that the wave functional 〈φ|0〉 is also the same
(in this gauge) as in the non-compact theory.12
Now that we have the wave functional for the compact theory, we wish to construct the
reduced density matrix ρ. A field configuration on D in the compact theory can be regarded as
an equivalence class under constant integral shifts of field configurations in the non-compact
theory. If we gauge fix in some manner, so that each compact field configuration is represented
by a single non-compact one φD, then the continuity requirement across ∂D is relaxed; rather
than φD|∂D = φDc |∂D as in the non-compact theory, φD|∂D − φDc |∂D is only required to be
a constant integer. (We continue to gauge-fix φDc as before, i.e. to require that it go to 0 at
infinity.) So for the wave functional we have
〈φD, φDc |0〉compact =
∑
m
〈φD +m,φDc |0〉non−compact , (4.3)
and hence
〈φD|ρ|φ′D〉 =
∑
m,m′
〈φD +m|σ|φ′D +m′〉 . (4.4)
Using a convenient choice of gauge and the fact that σ is block-diagonal, the double sum
can be reduced to a single sum. For example, pick an arbitrary point x0 ∈ ∂D, and require
0 ≤ φD(x0) < 1. Then only the terms with m = m′ contribute to the sum in (4.4). Defining
the operator ρm on the compact Hilbert space with matrix elements
〈φD|ρm|φ′D〉 = 〈φD +m|σ|φ′D +m〉 , (4.5)
we have
ρ =
∑
m
ρm . (4.6)
As a check on (4.6), we will show that it leads to the same path integral for calculating
the Rényis as was used in subsection 3.1.13 First, the matrix element 〈φD|ρm|φ′D〉 is given
by a Euclidean path integral on R3 \D with Dirichlet boundary conditions: φ asymptotes to
0 at infinity, and equals φD + m and φ′D + m respectively on the “top” and “bottom” of D.
Equivalently, by invariance under constant shifts, this is the path integral where φ asymptotes
to −m at infinity and equals φD and φ′D respectively on the top and bottom of D. We then
have
exp ((1− n)Sn(r)) = Tr ρn =
∑
m1,...,mn
Tr ρm1 · · · ρmn . (4.7)
12In the canonical quantization, the zero-mode is fixed to be zero just as in the non-compact theory, while
the non-zero-modes are unaffected by the gauging. In the Euclidean path integral, the wave functional 〈φ|0〉
is given by the path integral on half of R3 with Dirichlet boundary conditions (the field goes to φ on the
boundary R2 and, in this gauge, to 0 at infinity); since half of R3 is also topologically trivial, the set of
three-dimensional field configurations entering into the path integral is the same as in the non-compact theory,
as is their action.
13The fact that the replica trick correctly reproduces the Rényi entropies in the presence of a discrete gauge
symmetry was shown by a similar construction in [32].
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More explicitly,
Tr ρm1 · · · ρmn =
∫
0≤φ(x0)<2piR
[dφD1dφDn] 〈φD1|ρm1 |φD2〉 . . . 〈φDn|ρmn |φD1〉 . (4.8)
This is given by a path integral on the n-fold branched cover En(r) defined in subsection 3.1,
with the field asymptoting to mi on the ith sheet. Note that, since x0 lies on the branch locus
∂D, φ(x0) has a single value, so the gauge condition 0 ≤ φ(x0) < g only imposes a single
restriction on the integral. To remove this restriction, we shift the field globally by mn and
sum over mn. The field then asymptotes to mn −mi on the ith sheet. Setting wi = mn −mi
(i = 1, . . . , n − 1), we have a sum over w of unrestricted path integrals on En(r), where the
field asymptotes to wi on the ith sheet and to 0 on the nth sheet. This is precisely the path
integral used to compute Sn(r) in subsection 3.1.
4.3 Relation between the two density matrices
We can now reconstruct σ from the operators ρm. If we decompose the non-compact Hilbert
space according to the value of φD(x0),
Hnon−compact =
⊕
m
Hm , Hm = span{|φD〉 : mg ≤ φD(x0) < (m+ 1)g} , (4.9)
then there is a natural isomorphism Um from Hm to Hcompact: Um|φD〉 = |φD −mg〉. Then
clearly
σ =
⊕
m
U−1m ρmUm . (4.10)
It is easy to show that ρ is a purer state than σ, meaning that the spectrum of ρ majorizes
that of σ. First we show that, for any positive numbers pi (p1 ≥ p2 ≥ · · · ) and normalized
(not necessarily orthogonal) states |i〉, the spectrum of ρ = ∑ pi|i〉〈i| majorizes the set {pi}:
if Pk is the orthogonal projector onto the space spanned by {|i〉 : i = 1, . . . , k} and λi are the
eigenvalues of ρ in decreasing order, then
k∑
i=1
pi = Tr ρPk ≤
k∑
i=1
λi . (4.11)
Now let the eigenvectors and eigenvalues of ρm be |mj〉, pmj respectively. Then the spectrum
of σ is simply the collection {pmj} over all m, j, while ρ =
∑
m,j pmj |mj〉〈mj|, so we can
apply the previous statement. Finally, it is well known that a purer state has a smaller Rényi
entropy for any n (including n = 1). (See Section II of [33] for a complete discussion of relative
purity and Rényi entropies.)
The reasoning of this section also explains to some extent why the Rényis are increasing
functions of g, and hence of r (see figure 2, and recall that r there is really rg2). For any
positive integer k, the theory with periodicity g can be regarded as a Zk gauging of the theory
with periodicity kg, and therefore has smaller Rényis.
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A Three-sphere free energy
Here we calculate the renormalized S3 free energy of the periodic scalar theory, using a zeta-
function regularization.14 This theory cannot be conformally coupled on the sphere, since a
conformal mass term would be inconsistent with the periodicity. Thus this partition function
misses the spontaneous symmetry breaking that plays an important role in the entanglement
entropy. It does, however, nicely match the logarithmic behavior in the UV, as discussed in
subsection 1.2.
The sphere has radius r and the scalar has period g. Let the eigenvalues of the scalar
Laplacian on the unit S3 be λk; then the eigenvalues on the sphere of radius r are λk/r2. We
normalize the eigenfunctions such that their average value on the sphere is 1:
1
2pi2r3
∫
φkφk′ = δkk′ . (A.1)
We will not need the precise form of the eigenvalues and eigenfunctions, except that λ0 = 0
and φ0 = 1. A general field configuration is φ =
∑
ckφk, where c0 is periodic with period g
while the other ck run over the real line. The action for this configuration is
S[φ] = pi2r
∑
k
λkc
2
k . (A.2)
The partition function is
Z =
∫
[dφ]e−S[φ] =
∫ g
0
dc0
µ
1/2
0
∏
k 6=0
∫
dck
µ
1/2
0
e−pi
2rλkc
2
k ; (A.3)
µ0 is an arbitrary renormalization scale that drops out in zeta-function regularization, reflect-
ing the absence of a Weyl anomaly in three dimensions (see for example [13]). For convenience
14This result was independently obtained by S. Pufu (private communication).
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we set µ0 = 1/(pir). We then obtain
FS3 := − lnZ
= −1
2
ln(pirg2) +
1
2
∑
k 6=0
lnλk
= −1
2
ln(pirg2) +
1
2
ln det ′(−∇21)
= −1
2
ln(rg2) +
ζ(3)
4pi2
; (A.4)
here det′(−∇21) is the determinant over non-zero modes of the Laplacian on the unit sphere,
whose value can be found, for example, in [16, 34]. (A.4) agrees with the result obtained in
[16] using the Maxwell description of the theory.
B Determination of J(β)
Our task in this appendix—required for the calculation of the Rényi entropies in subsection
3.1—is to find the complex solution φ˜β to Laplace’s equation in three dimensions that asymp-
totes to 1 at infinity and has a phase monodromy of e2piiβ around the unit circle (on the τ = 0
plane), and to calculate its classical action
J(β) ≡ S[φ˜β] = 1
2
∫
d3y ∂µφ˜
∗
β∂
µφ˜β . (B.1)
We will hereafter simply refer to φ˜β as φ. Actually, we will not completely succeed in this
task, in the sense that we will not be able to provide an explicit solution. Instead, we will
give what we believe is convincing evidence that the function J(β) is given by (3.23), which
we repeat here for convenience:
J(β) = 2pi(1− 2β) tan(piβ) (B.2)
(where, as in subsection 3.1, β is taken to lie between 0 and 1).
This appendix is organized as follows. In subsection B.1, we will show that the on-
shell classical action J(β) is equal to the coefficient of the leading fall-off of the field at
infinity. In subsection B.2, working in an oblate spheroidal coordinate system, we will write
the general solution to Laplace’s equation away from the disk as a linear combination of
Legendre functions, with J(β) equal to the leading coefficient. In subsection B.3, we will write
the monodromy condition as a matrix equation for the coefficients. Finally, in subsection B.4,
we will show that three independent approximation schemes for the matrix equation yield
results that are consistent with (B.2).
B.1 Action as flux
We begin in the usual cylindrical coordinates (τ, ρ, ϕ),
ds2 = dτ2 + dρ2 + ρ2dϕ2 , (B.3)
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where we place the circle at ρ = 1 on the τ = 0 plane. (The coordinate τ , which originates as
the Euclidean time direction in the replica trick, is usually called z in cylindrical coordinates.)
We demand that φ is subject to a monodromy of e2piiβ upon going around the unit circle
τ = 0, ρ = 1. Placing the branch cut on the unit disk D = {(τ, ρ, φ) : τ = 0, ρ < 1}, we
require
φ(τ = 0+, ρ, ϕ) = e2piiβφ(τ = 0−, ρ, ϕ) . (B.4)
Since we have a second-order equation of motion, we need a boundary condition on the
first derivative of the field as well; this is given by continuity of the first derivative up to
multiplication by e2piiβ :
∂τφ(τ = 0
+, ρ, ϕ) = e2piiβ∂τφ(τ = 0
−, ρ, ϕ) . (B.5)
Let us make a comment about the behavior of φ on the unit circle. By the monodromy
condition (B.4), it necessarily goes either to 0 or infinity there. We are interested in the
(unique) solution in which it goes to 0. That solution will have finite action, which can be
seen as follows. Very close to the circle, we can ignore the ϕ component of the metric, and the
solution to Laplace’s equation will be approximately harmonic in the τ, ρ plane. Therefore it
will be of the form f(z)+g(z)∗, where z = ρ−1+iτ and f and g are holomorphic with branch
cuts along the negative real axis. The monodromy condition requires f(z) ∼ zβ , g(z) ∼ z1−β .
The dominant behavior near z = 0 will thus be zβ for 0 < β < 1/2 and z¯1−β for 1/2 < β < 1,
and in both cases the action is integrable.
Now we note that, when φ solves the equation of motion, the action reduces to a surface
integral:
S[φ] =
1
2
∫
∂
d2y h1/2nµφ∗∂µφ , (B.6)
where h is the determinant of the induced metric on the surface and nµ is an outward-directed
normal vector. This surface includes a sphere at infinity. Since the field does not actually solve
the equation of motion on the disk D, where its derivative is discontinuous, we must exclude
D from the region of integration, leading to another surface on which we must evaluate (B.6),
namely a surface enclosing D. However, the boundary conditions (B.3), (B.4) imply that
(B.6) actually vanishes on the latter surface, leaving only the contribution from the sphere at
infinity. Since φ goes to 1 at infinity, the action simply equals (half) the flux at infinity:
S[φ] =
1
2
∫
∞
d2y h1/2nµ∂µφ . (B.7)
By the equation of motion, this in turn equals the flux through any sphere enclosing D. Due
to the discontinuity in the first derivative (B.5), there is effectively a source for the field at D.
B.2 General solution
To solve the equation of motion, it is convenient to change to oblate spheroidal coordinates,
which are better adapted to this geometry. This is an orthogonal coordinate system consisting
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of a radial coordinate ζ (ζ ≥ 0), a polar coordinate η (−1 ≤ η ≤ 1; η is analogous to cos θ
in spherical coordinates), and the usual azimuthal coordinate ϕ. The relation to cylindrical
coordinates is
τ = ζη , ρ =
√
(1 + ζ2)(1− η2) . (B.8)
The metric is
ds2 =
ζ2 + η2
1 + ζ2
dζ2 +
ζ2 + η2
1− η2 dη
2 + (1 + ζ2)(1− η2)dϕ2 . (B.9)
The surfaces of constant ζ are oblate ellipsoids, with ζ = 0 being the unit disk, while the
surfaces of constant η are hyperboloids, with η = ±1 being the τ -axis and η = 0 being the
τ = 0 plane excluding the unit disk. The unit circle is at ζ = η = 0. The Laplacian is
∇2 = 1
ζ2 + η2
(
∂ζ(1 + ζ
2)∂ζ + ∂η(1− η2)∂η + ∂ϕ ζ
2 + η2
(1 + ζ2)(1− η2)∂ϕ
)
. (B.10)
In this coordinate system the boundary conditions on φ(ζ, η, ϕ) are at ζ = 0,∞:
lim
ζ→∞
φ(ζ, η, ϕ) = 1 , (B.11)
φ(0, η, ϕ) = e2piβiφ(0,−η, ϕ)
∂ζφ(0, η, ϕ) = −e2piβi∂ζφ(0,−η, ϕ)
}
η > 0 . (B.12)
The equation of motion and the boundary conditions are invariant under rotations about
the τ -axis, so we can assume that the solution is, as well. From now on, therefore, we will drop
any dependence on the ϕ coordinate. The equation and boundary conditions are also invariant
under a combined reflection through the τ = 0 plane (η → −η) and complex conjugation of φ.
Since the equation is linear, the solution must share this symmetry, i.e. φ(ζ, η) = φ∗(ζ,−η).
Under separation of variables, Laplace’s equation yields Legendre’s equation in both ζ
and η: (
∂2ζ + 2
ζ
1 + ζ2
∂ζ − l(l + 1)
1 + ζ2
)
Z(ζ) = 0 (B.13)(
∂2η − 2
η
1− η2∂η +
l(l + 1)
1− η2
)
H(η) = 0 (B.14)
As usual with spherical coordinates, the solutions to the η equation, requiring regularity at
η = ±1, are Legendre polynomials Pl(η), l = 0, 1, 2, . . .. The solutions to the ζ equation are
Pl(iζ), Ql(iζ), where Ql are Legendre functions of the second kind.15 However, Pl(iζ) blows
up as ζ →∞ for l > 0, while Ql(iζ) goes to 0 (like ζ−(l+1)) for all l. Therefore for l > 0 we can
only include Ql(iζ), while for l = 0 we can include both solutions. Since P0(iζ) = P0(η) = 1,
15Not all references agree on the definition of the Legendre function of the second kind. Here by Ql(iζ) we
mean the function obtained in Mathematica as LegendreQ[l, 0, 3, I zeta], or equivalently LegendreQ[l,
I zeta] - I Pi/2 LegendreP[l, I zeta]. For example, Q0(iζ) = 12 ln((1 + iζ)/(1 − iζ)) = −i arccot ζ,
Q1(iζ) = ζ arccot ζ − 1.
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we must include the P0 solution with unit coefficient in order to satisfy our boundary condition
at infinity. The general solution satisfying the boundary condition at infinity can therefore be
written
φ(ζ, η) = 1− i
∞∑
l=0
clQl(iζ)Pl(η) . (B.15)
A factor of i has been inserted in order to make the cl coefficients real, given the symmetry
under reflection and complex conjugation. (Note that Pl(ζ) has the same parity as l, while
Ql(iζ) is imaginary (real) for even (odd) values of l.)
In calculating the flux through any ellipsoid of constant ζ, the only contribution is from
the l = 0 term in (B.15), since Pl(η) integrates to 0 for l > 0. Since, for large ζ, Q0(iζ) =
−iζ−1 +O(ζ−3), we have
J(β) = 2pic0 . (B.16)
Our task is thus to find c0.
B.3 Monodromy conditions and formal solution
The only constraints that are not built into the general solution (B.15) are the monodromy
conditions (B.12) on the disk. These conditions are not very simple to impose since they are
non-local in η. In this subsection we will convert them into a matrix equation for the vector
of coefficients cl, which can be formally solved.
We begin by noting that the conditions (B.12) have definite parity under η → −η, that
is, e−piβi sgn ηφ(0, η) is even while e−piβi sgn η∂ζφ(0, η) is odd. It is thus useful to split φ into its
real and imaginary parts, which are even and odd in η respectively:
φ = φ+ + iφ− , φ+(ζ, η) = 1− i
∑
l even
clQl(iζ)Pl(η) , φ−(ζ, η) = −
∑
l odd
clQl(iζ)Pl(η) .
(B.17)
In terms of φ±, (B.12) becomes
φ+(0, η) = λ sgn η φ−(0, η) (B.18)
∂ζφ−(0, η) = −λ sgn η ∂ζφ+(0, η) , (B.19)
where
λ := cot(piβ) (B.20)
(note that λ ranges from ∞ to −∞ as β goes from 0 to 1).
We now multiply (B.18), (B.19) by Pl′(η) and integrate over η. Since these two equations
are even and odd, respectively, it suffices to take l′ even and odd. From (B.18) we obtain
√
2δl′0 − icl
′Ql′(0)√
l′ + 12
= −λ
∑
l odd
Sl′l
clQl(0)√
l + 12
(l′ even) , (B.21)
where
Sl′l :=
√
(l +
1
2
)(l′ +
1
2
)
∫ 1
−1
dη sgn ηPl(η)Pl′(η) . (B.22)
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(The square-root factors in the definition of S are for later convenience.) Similarly, (B.19)
becomes
cl′Q
′
l′(0)√
l′ + 12
= −iλ
∑
l even
clQ
′
l(0)√
l + 12
Sll′ (l
′ odd) . (B.23)
Both (B.21) and (B.23) are linear equations connecting the even and odd coefficients cl. The
former is inhomogeneous while the latter is homogeneous. Combining them to eliminate the
odd coefficients, we obtain:
√
2δl0 − i clQl(0)√
l + 12
= iλ2
∑
l′ odd
l′′ even
Sll′
Ql′(0)
Q′l′(0)
Sl′′l′
cl′′Q
′
l′′(0)√
l′′ + 12
(l even) . (B.24)
This inhomogeneous linear equation in principle admits a unique solution.
For clarity, it is useful to recast (B.24) in matrix form. We define the vectors
d =
 clQ′l(0)√
l + 12

l even
, u = (δl0)l even , (B.25)
and the matrices
Q+ = diag
(
i
Ql(0)
Q′l(0)
)
l even
, Q− = diag
(
i
Ql(0)
Q′l(0)
)
l odd
, S = (Sll′)l even, l′ odd .
(B.26)
Explicit expressions for these vectors and matrices will be given shortly (except, of course,
for the values of the cl appearing in d). For now, note that they are real, and that (by
the orthogonality and completeness of the Legendre polynomials, together with the fact that
(sgn η)2 = 1) S is orthogonal: SST = STS = I. (B.24) can now be written
√
2u−Q+d = λ2SQ−STd , (B.27)
whose solution is
d =
√
2Q−1+
(
I + λ2T
)−1
u , (B.28)
where
T := SQ−STQ−1+ . (B.29)
Using the fact that J(β) = 2pic0 =
√
2piuTd and uTQ−1+ = 2uT /pi (see below), we have
J(β) = 4uT
(
I + λ2T
)−1
u . (B.30)
This is our formal solution: J(β) is 4 times the 00 component of the inverse of the infinite-
dimensional matrix I + λ2T .
Let us now record explicit expressions for the components of the vectors and matrices
defined in the last paragraph. From section 14.5 of [35], for even l we have
Ql(0) = −ipi
2
l!
(−4)l/2(l/2)!2 , Q
′
l(0) =
(−4)l/2(l/2)!2
l!
, (B.31)
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so
(Q+)ll =
pi
2
l!2
4l( l2 !)
4
, (B.32)
and for odd l,
Ql(0) = −
(−4)(l−1)/2( l−12 )!2
l!
, Q′l(0) = −i
pi
2
l!
(−4)(l−1)/2( l−12 )!2
(B.33)
so
(Q−)ll =
2
pi
4l−1( l−12 !)
4
l!2
. (B.34)
We can also derive a closed-form expression for the components of S, using a procedure
analogous to the derivation of the orthogonality property of the Legendre polynomials.16 The
resulting expression is:
Sll′ =
(−1)(l+l′+1)/2
√
l + 12
√
l′ + 12 l!l
′!
2l+l′−2(l − l′)(l + l′ + 1)( l2 !)2( l
′−1
2 !)
2
(l even, l′ odd) . (B.35)
From the definition of the T matrix, its elements are given by an infinite sum that can be
rewritten in terms of the digamma and trigamma functions ψ, ψ1 respectively (the first and
second derivatives of ln Γ) using their series representations [37]:
Tll′ =

2(−1)(l+l′)/2(2l + 1) l′2 ! l−12 ![ψ(1−l2 ) + ψ(1 + l2)− ψ(1−l
′
2 )− ψ(1 + l
′
2 )]
pi2 l2 !
l′−1
2 !(l
′ − l)(l + l′ + 1) (l
′ 6= l)
ψ1(
1−l
2 )− ψ1(1 + l2)
pi2
(l′ = l)
(B.36)
(where l, l′ are even).
B.4 Evidence for the functional form of J(β)
Despite having the matrix T in closed form, we were not able to calculate analytically the
inverse of I + λ2T , or even its 00 element. We will therefore present three sets of calculations
providing independent evidence that the 00 element of the inverse is given as follows:
uT (I + λ2T )−1u =
arctanλ
λ
; (B.37)
using (B.30), (B.37) implies (B.2).17
16In the process we multiply the Legendre differential equation by an arbitrary Legendre polynomial and
subtract from the result an identical expression with the two Legendre polynomials’ subscripts reversed. This
allows us to rewrite the integral of a product of Legendre polynomials as an integral of total derivatives, which
is trivially computed. For an explicit derivation, see chapter 5 of [36].
17We were also able to guess and confirm the following functional forms for c1 and c2:
c1 =
6
pi2
arctan2 λ
λ
=
3
2
(1− 2β)2 tan(piβ) (B.38)
c2 =
10
√
5
pi3
arctan3 λ
λ
=
5
√
5
4
(1− 2β)3 tan(piβ) . (B.39)
However, we were not able to find the form of cl for general l.
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Figure 4. Relative error in (B.41) when T is truncated to an N ×N matrix, for a few sample values
of k.
Expansion about λ = 0: The function λ−1 arctanλ is analytic at λ = 0, with Taylor series
∞∑
k=0
(−1)k
2k + 1
λ2k . (B.40)
We can similarly expand (I +λ2T )−1 in powers of λ. If (B.37) is correct, then we should find
uTT ku =
1
2k + 1
. (B.41)
This clearly holds for k = 0, 1. For k > 1, numerical evaluation of the right-hand side using
truncated matrices confirmed (B.41) to high precision and with good convergence as the size
of the matrices is increased; see figure 4 for a few examples.
Expansion about λ =∞: We can also expand (I + λ2T )−1 in λ−1:
uT (I + λ2T )−1u = uTT−1uλ−2 +O(λ−4) . (B.42)
To calculate the matrix element of T−1 we can refer back to the definition (B.29):
T−1 = Q+SQ−1− S
T (B.43)
(where we used the fact that S is orthogonal); using (B.32), (B.34), (B.35), we obtain
uTT−1u =
1
2
∑
l odd
l2(l + 12)Γ(
l
2)
4
(l + 1)2Γ( l+12 )
4
. (B.44)
However, the summand goes like l−1 for large l, so the sum diverges logarithmically. Hence
uT (I + λ2T )−1u is non-analytic at λ−1 = 0; specifically, it vanishes but has infinite second
derivative. Indeed, this is precisely the behavior of λ−1 arctanλ, which for λ−1 ≈ 0 goes like
|λ−1|.
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Figure 5. J(β) as given by (B.2) (top curve) and as calculated by numerical inversion of truncated
matrices of dimension N = 2, 8, 32, 128, 512, 2048 (lower curves, bottom to top). The functions are
invariant under β → 1− β, so only the region 0 < β < 1/2 is shown. Inset: Difference between (B.2)
and truncated matrix result (same values of N , top to bottom).
Numerical inversion: For finite values of λ, we can approximate (I +λ2T )−1 by inverting
the truncated matrix, which can be done numerically for rather large matrices. In figure 5
the resulting approximation to J(β) is plotted for matrices up to 2048 × 2048, alongside the
function (B.2). It can be seen that the approximation is very good for β close to 1/2 (i.e. λ
close to 0), even for small matrix sizes. This is to be expected given the fact that the function
is analytic there and the fast convergence of the Taylor series coefficients as the matrix size
is increased, as discussed above. On the other hand, the convergence is much slower near
β = 0. This is presumably related to the fact that we are approximating a non-analytic
function by analytic ones.18 Or, to say the same things in terms of the variable β, we are
approximating a function with a finite first derivative by functions with zero first derivative
but a large second derivative. Furthermore, as shown above, that second derivative is going to
infinity only logarithmically with the matrix size. Nonetheless, it is clear that, for any fixed
value of β, the numerical result is indeed converging to the predicted expression, although the
rate of convergence is very slow for small β.
18Unfortunately, the two meanings of the term “analytic” are in conflict in this context: the approximation
derived from the truncated matrix, which we are evaluating numerically, is an analytic function, while the
analytic expression λ−1 arctanλ represents a non-analytic function.
– 32 –
We believe that, taken together, these three sets of calculations constitute convincing
evidence for the correctness of (B.2).
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