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ABSTRACT
This work addresses the problem of trading oﬀ the latency in
delivering the answer to the sink at the beneﬁt of balancing
the spatial dispersion of the energy consumption among the
nodes and, consequently, prolonging the lifetime in sensor
networks. Typically, in response to a query that pertains
to the data from some geographic region, a tree structure is
constructed and, when possible, some in-network aggrega-
tion is performed. On the other hand, in order to increase
the robustness and/or balance the load, multipath routing
is employed. Motivated by earlier work that combined trees
and multipaths [19], in this paper we explore the possibility,
and the impact, of combining multiple trees and multiple
multipaths for routing, when processing a query with re-
spect to a given region of interest. We present and evaluate
two approaches that enable load-balancing in terms of alter-
nating among a collection of routing structures.
Categories and Subject Descriptors
C.2.4 [Computer-Communication Networks]: Distributed
Systems; F.2.2 [Analysis of Algorithms and Problem
Complexity]: Nonnumerical Algorithms and Problems—
Routing and layout
General Terms
Sensor network, routing
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1. INTRODUCTION
Various aspects of the problem of routing in wireless sensor
networks settings have received considerable attention [1],
due to the fact that the communication has the largest im-
pact on the depletion of the batteries of the sensor nodes.
Multipath routing approaches [10, 11, 16, 21, 23, 22] have
been mostly used for two purposes: load-balancing (which,
in turn, prolongs the lifetime of the network) and robust-
ness of the transmission. Tree-based routing structures, on
the other hand, have also been studied extensively and from
diﬀerent perspectives, e.g., in-network processing of aggre-
gate queries [17, 18]; maximizing geographic knowledge [24];
balancing workloads [2, 19]; and exploiting knowledge about
the mobility of sinks [26, 27].
An approach that combines tree-based and multipath-based
routings, called “Tributaries and Deltas”, was presented in
[19]. The focus of this work was to adjust the balance be-
tween trees (“Tributaries”) and multipaths (“Deltas”) in re-
sponse to varying network conditions, expressed in terms of
the packets drop rate, for the purpose of robust and eﬃcient
in-network computation of aggregates. In particular, algo-
rithms are presented for computing frequent itemsets and
quantiles along with the criteria for changing the role of a
particular node (e.g., from being a node into a tree, into
becoming a node in a multipath) [19].
Motivated by this, we set to explore the beneﬁts that a
given sensor network may gain when multiple trees are used
in conjunction with alternating (collections of) multipaths
for routing the results of a given query Q pertaining to a
geographic region QR. Speciﬁcally, we present two com-
plementary approaches and investigate their impact on the
load balancing in terms of the spatial distribution of the
energy-consumption of the nodes involved in processing Q.
An example illustrating our problem-settings is given in Fig-
ure 1. Figure 1.a presents a scenario in which the readings of
the sensors in a region QR are transmitted to a given sink.
Here, the routing is executed using a tree combined with
multiple k-short based (cf. [10, 15, 23]) paths. Figure 1.b
illustrates another tree, accompanied by another family of
multiple paths that can be used for processing the same
query. A particular tree determines the family of routes to
be used outside QR and towards the sink, however, combin-￿
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Figure 1: Multiple trees and multipaths
ing them in an alternating-in-time manner can increase the
lifetime of each of the nodes involved. Finally, Figure 1.c
presents the other alternating policy that we investigate –
splitting the set of nodes in QR into two subsets that will
be used to form two trees that will operate concurrently.
The rest of this paper is structured as follows. In Section 2
we present the necessary background. Section 3 gives a de-
tailed description our approach. Section 4 reports our ex-
perimental observations. In Section 5 we position our work
with respect to the relevant literature, and in Section 6 we
summarize and outline directions for future work.
2. PRELIMINARIESANDSYSTEM MODEL
We assume that the sensor network consists of N nodes,
SN = {S1,S2,...,SN} and each node is aware of its location
Sk = (xSk,ySk), either through a GPS or by using some
other technique (e.g., trilateration based on a few beacon-
nodes) [5]. In addition, each node knows the location of its
one-hop neighbors, i.e., the nodes within its communication
range. The nodes are assumed to be static, that is, their
geographic locations do not change over time.
A particular query, Q is speciﬁed as a quintuple (Sink,QR,
Sval,F,∆,Type), where:
1. Sink is the ID (and the known location) of the sink-
node, which is the ﬁnal destination of all the packets
containing values/readings of relevance for Q;
2. QR is the geographic region of interest, from which the
readings of a particular value(s) is needed. We assume
that it is bounded by a polygon and is represented as
a sequence {(xv1,yv1),(xv2,yv2),...,(xvn,yvn)} of its
vertices in a counter-clockwise order;
3. Sval describes the particular value that needs to be
monitored (e.g., Temperature);
4. F denotes the sampling frequency for the query;
5. ∆ speciﬁes the temporal duration, in terms of an in-
terval [tbegin,tend];
6. The parameter Type is a string that speciﬁes the query
operation performed like, for example, monitoring some
aggregate value (e.g., SUM, COUNT, AVG) [17, 18,
19] or simply gathering the readings of individual nodes.
When it comes to constructing a routing tree rooted at a
particular node, we assume that some of the standard geo-
graphic routing protocols [28], e.g., similar to the ones used
in TAG approach [17, 18], are used. Likewise, we rely on the
existing works for constructing a multipath routing struc-
ture (e.g., SMR [15]) for a given pair of nodes. Depending
on the application requirements, these paths may be com-
pletely (edge and node) disjoint or not (e.g., braided [10]).
Often, a collection of multiple paths between a given (source,
sink) pair is constructed based on the k-short methodology
[15], and we explain the minor modiﬁcations that we adopt
for the purpose of load balancing in Section 3.2. Lastly,
we assume that sink node Ssink is outside QR, and dis-
tant enough so that it is a vertex of the convex hull of
{(xv1,yv1),(xv2,yv2),...,(xvn,yvn)} ∪{Ssink}.
3. CONSTRUCTION OF ALTERNATING
TRIBUTARIES AND DELTAS
In this section, we present the key ideas of our proposed
methodology. First, we explain the basic steps needed for
generation and propagation of a particular request from the
sink towards the query-region QR. Subsequently, we discuss
the details of each of the alternating approaches:
1. The ﬁrst one generates a family of trees rooted at nodes
within a given distance δ from the boundary of QR.
These trees are used in a (permuted) sequence and
each of them, in turn, uses a diﬀerent collection of k-
short paths, thus balancing the workload among the
nodes that participate in multipaths outside QR;
2. The second one partitions the nodes inside QR in a
manner that yields two trees to route the sensed data
in parallel.
Lastly, we discuss some practical issues regarding the man-
agement of the multipaths.*
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Figure 2: Boundaries for the roots of alternating
trees
3.1 Initialization
The initial setup for processing a particular query—generation
of the request along with its propagation—consists of the
following three phases:
(Phase I:) The sink node (Ssink) transmits an RREQ packet
for initiating the processing of the query, which contains the
following information:
1. Its own location Ssink = (xS,yS).
2. The coordinates of the vertices of the polygon bound-
ing QR.
3. The location of the point BC = (bcx,bcy) on ∂QR, the
boundary of QR, which is closest to the sink. This
information implicitly determines the (shortest path)
route to be used for the TBF-based forwarding of the
RREQ [20].
4. The deviation-tolerance parameter δ, which speciﬁes
how far from the edges of the polygon bounding the
region of interest QR is the locations an individual
sensor, say Sl, allowed to be, in order for it to par-
ticipate in the query. This is needed because the loca-
tions of the sensors need not be exactly along ∂QR, so
some tolerance needs to be speciﬁed in the sense that
kSl,∂QRk ≤ δ, where k···k denotes the Euclidean
distance (cf. [6]).
5. The extra latency in the transmission that Ssink is
willing to tolerate, in terms of the additional delay in-
curred when the packets containing the results of the
query are not transmitted via the shortest path from
(the root of the tree in) QR to the sink. This is ex-
pressed by two additional points B1 and B2 (∈ ∂QR)
whose locations are transmitted as part of the RREQ.
To determine those locations, Ssink ﬁnds the points
on ∂QR such that geodist(Ssink,Bi) = κkSsink,BCk
(i ∈ {1,2}), where geodist denotes the geodesic dis-
tance [12]. Hence, κ is the constant which speciﬁes
what is the acceptable tolerance for the increase of
the latency, with respect to the one using the TBF-
based shortest path. An illustration is provided in
Figure 2, which shows that the geodesic distance be-
tween B1 and Ssink is the sum of kSsink,H1k and
the length of ∂QR between H1 and B1, where H1
is the adjacent node to Ssink in the convex hull of
{(xv1,yv1),(xv2,yv2),...,(xvn,yvn)} ∪{Ssink}. Note
that it may be the case that neither B1 nor B2 are on
the outer boundary of the convex hull. The computa-
tional overhead at Ssink is dominated by the construc-
tion of the hull (O(nlogn)).
In addition, RREQ contains all the other parameters of rel-
evance for the query (i.e., F,∆,Type).
(Phase II) Once the values of all the attributes have been
determined, the RREQ packet from Ssink is forwarded along
the trajectory deﬁned by the line-segment (xS,yS)(bcx,bcy),
which is the shortest path from the (locations of the) sink
to ∂QR. The actual forwarding methodology can be any
of the well-studied geo-routing approaches, e.g., TBF-like
[20], incorporating face-routing GOAFR+ [14] to alleviate
the problem of greedy forwarding and/or energy awareness
[23]. In addition to the local selection for the next hop along
the route for forwarding the RREQ, each sensor node Si =
(xsi,ysi) now performs some extra processing:
1. If the geographical location of BC = (bcx,bcy) is within
its communication range, it selects the neighbor Sj =
(xsj,ysj) for which the distance kBC,Sjk is smaller
than the distance from BC to any other node within
Si’s range, as the next hop. Note that Si itself may be
such node.
2. Once Sj has been selected, the RREQ is transmitted
to it, at which point Sj checks whether its distance
from ∂QR is ≤ δ. If not, Sj repeats the ﬁrst step of
Phase II, until a node is found that is closer than itself
to BC and within the region ∂QR⊕δ, where ⊕ denotes
the Minkowski sum operator [9].
(Phase III) After the selection of the Sj, the last phase,
which consists of two basic tasks, focuses on properly incor-
porating the nodes inside QR:
1. The root (Sj) propagates the request for constructing
a tree in the interior of QR and rooted at itself (c.f.,
[24]).
2. The vertices of QR and the tolerance parameter δ are
also propagated. Parameter δ is used by the nodes
that receive the request for the construction of the tree
rooted at Sj, so that they can determine, based on
their location, whether they should participate in pro-
cessing the query. Since the nodes need not be located
exactly on the boundary of QR [6], a node will decide8
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Figure 3: Selection of roots for alternate trees
whether it participates in the processing of query Q de-
pending on whether it is within distance δ from ∂QR.
3.2 Multiple Alternating Trees
When determining the locations of the possible roots of the
(collection of) alternative trees within ∂QR ⊕ δ, there is an
important issue that needs to be considered. Namely, it
has been observed that the nodes within the vicinity of the
sinks/roots are the most heavily exploited in long-running
queries [25]. Hence, it is desirable that there is some criteria
that will bound the extent of the overlap between the nodes
in the vicinities of the roots of any two “neighboring” trees.
It is beyond the scope of this paper to investigate the op-
timization problem for the minimal energy consumption as
a function of the overlap of the nodes. However, one crite-
rion that we use is the degree of a level-overlap between two
consecutive routing trees, which is deﬁned as follows:
Given two trees Tr1(root1) and Tr2(root2), where root1 6=
root2, their level i overlap is the set of nodes (sensors) that
are at level i in both Tr1 and Tr2.
We say that two trees have a level i separation if their level i
overlap is empty.
Finally, we need to determine the boundaries of the possi-
ble locations of the roots of the alternating trees, i.e., the
last-possible roots. Recall that, as part of the query’s spec-
iﬁcation, Ssink transmits the two locations B1 and B2 on
∂Q, which represent the limits of its tolerance for the de-
lay. Hence, the last possible node that could be a root of
any alternating tree is the node which is closest to B1 (resp.
B2) and its closest point on ∂QR is on the portion of the
perimeter between H1 and B1 (resp. H2 and B2).
A scenario illustrating the main concepts that we have in-
troduced thus far is provided in Figure 3. The root of the
initial tree (Sj) is the node that is closest to BC, which is
the node on ∂QR that is closest to the (location of the) sink
in terms of the Euclidean distance. The leftmost part of the
Figure 3 illustrates the geodesic distance used to determine
the location of the node that is a last candidate for a root
of some of the alternate trees, denoted by Sj last possible. As
shown, this node is actually the one that is closest to the
S￿ sink￿
B1￿
H1￿
H2￿
B2￿ R1￿
R2￿
separator￿
"Red"￿
Nodes￿
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Nodes￿
Figure 4: Disjoint Trees
location of the point B1, calculated in Phase I as a furthest-
possible root, based on the tolerance κ (cf. Section 3.1).
The node denoted as Sk1 in Figure 3 is a candidate for a
root of some alternative routing tree for QR, however, it
violates the level 1 separation criteria, assumed for this ex-
ample, because the node Sv1 is at level 1 in both trees (the
original one, rooted at Sj, and the one that would have been
rooted at Sk1). Hence, the next candidate for the root of an
alternate tree in a counter-clockwise traversal direction of
the boundary of QR is the node denoted by Sj1. The sub-
sequent candidate, Sk2 is eliminated in a similar manner,
which makes Sj2 the root of the next alternative tree.
3.3 Parallel Transmission with Disjoint Trees
An additional approach for load balancing that we consider
is the construction of disjoint trees in QR. Initially, we fo-
cus on constructing two such trees and, for that purpose,
we need to partition the query region into two subsets that
contain (approximately) an equal number of nodes.
For brevity, assume that the nodes are uniformly distributed
in the geographic region, which enables us to reason about
the partitioning in terms of equal areas. Our method, illus-
trated in Figure 4, is as follows:
1. Divide QR into two regions, separated by the line-
segment B1B2;
2. color one of the regions red and the other blue;
3. Draw a separator line which splits the red and the blue
areas in half.
The above procedure (i.e., the separator line in step (3)) is
an instance of the red-blue ham-sandwich cut problem [13]
for which solutions also exist for sets of discrete “red” and
“blue” points, in case one needs to balance the number of
individual sensor nodes. The computational complexity of a
ham-sandwich cut for two convex polygons with a total of nTree￿
Multipath￿
Boundary￿
of Q￿ R￿
Figure 5: Multipath avoiding Tree-nodes
nodes is (O(n)). For two arbitrary polygons, a geodesic ham-
sandwich cut will be applied [4] and if two or more disjoint
trees are desired, the results in [3] will be used. However,
we leave the details of this extension for future work.
3.4 Some Practical Considerations
An important observation for load balancing purposes is
that, in some cases, in addition to being disjoint within a
particular collection of multipaths [10, 15], the construction
of the routes will have to exclude the nodes that are part of
a routing tree. An example is provided in Figure 5, which
is a zoomed-out version of a portion of Figure 1 b.).
There are few other aspect that need to be addressed:
1. How often should the alternating among diﬀerent (tree,
multipath) combinations be done? Clearly, in order
for each such pair to be equally used, which is the
goal of load-balancing, the minimum number of alter-
nations is b
∆
Kc. On the other hand, the alternation
among diﬀerent trees may be done as often as once
per each epoch [17]. A lower number of alternations is
preferred because it provides the opportunity to pro-
long the sleeping period of the nodes [7]. However,
determining the sleeping schedule and coordinating it
with the alternating frequency is a parameter that de-
pends on the node loads, in terms of their involvement
in processing other queries.
2. How should the sequencing among diﬀerent (tree, mul-
tipath) be orchestrated? Intuitively, one needs to avoid
consecutively selecting two trees whose roots are spatially-
close for the purpose of minimizing the interference
during the switching time.
3. One last observation pertains to the value of parame-
ter κ. Namely, we have used it mostly for determin-
ing the boundaries of the possible locations for the
roots along ∂QR. However, in reality, a similar no-
tion is needed as a“delay-bound”on the longest route
in a given multipath. Hence, a more detailed analy-
sis would involve splitting κ into two values κ1 for the
trees and κ2 for the routes in a multipath collection
(κ = κ1 + κ2).
4. EXPERIMENTS
For the purpose of experimental evaluation of our proposed
methodology, we used SIDnet-SWANS,
1 an open-source wire-
less sensor network simulator. The testbed consisted of
500 nodes randomly distributed using a uniform distribu-
tion function in an area of 6,000 × 6,000 sqft. Nodes are
homogeneous, sharing the same conﬁguration: 40000 bps
transmission/reception rate and power consumption charac-
teristics that are based on the Mica2 Motes (c.f. [8]). We
assumed that each node is powered by a 75mAh battery, for
an expected average depletion interval, under load, of up to
72 hours. Motes are assumed to have capability of powering
oﬀ their radio transceivers in order to preserve energy and
we have averaged the results over three sleeping schedules
consisting of 1,000ms, 200ms and 20ms time-to-sleep inter-
vals. For each of the experiments we randomly generated
a bounding region for the query (5 rectangles and 5 pen-
tagons) and an outside location for the corresponding sink.
The only constraint that we imposed was that the number
of alternating routing trees inside the region is between 5
and 11. The sampling frequencies that we used as param-
eters of our experiments (over which, again, we averaged)
were: 0.5s, 1s and 4s.
All the experiments were conducted on an Intel Pentium
Core 2 Duo Extreme machine with 2GB of DDR2 RAM.
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Figure 6 illustrates the beneﬁts obtained when a k-short
based alternating collection of paths is used instead of a sin-
gle path. Such beneﬁts have already been studied in the
literature and we report them here for the purpose of com-
parison with the extensions in the nodes’ lifetime obtained
via multiple trees combined with alternating paths.
Figure 7, accompanied with the tabular values, illustrates
the beneﬁts of the approaches proposed in this paper. It de-
1SIDnet-SWANS is publicly available at
http://www.eecs.northwestern.edu/∼peters/sensors.0￿
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over the network
picts the minimum residual energy depletion rate over the
entire network, which, not surprisingly, corresponds to the
energy depletion rate of the root nodes. As it can be ob-
served, performing load-balancing by means of disjoint trees
represents a better choice than alternating multiple trees,
both of which outperform the“basic”case of having a single
tree and one alternating path collection.
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The last experiment that we conducted measures the life-
time of the network according to three diﬀerent deﬁnitions
(see Figure 8). Once again, both of the proposed method-
ologies yield improvements over the single tributary+delta
approach and the disjoint trees appear to be the superior
choice.
The experiments reported in Figures 7 and 8 conﬁrm that
the nodes in the vicinity of the root(s) of the aggregation
tree(s) are the biggest energy consumers and represent the
best candidates for energy-balancing techniques.
5. RELATED WORK
There is a large body of work addressing both multipath
routing [11, 10, 15, 16, 21, 23, 22] as well as tree routing
[2, 26, 27, 17, 18, 24]. A comprehensive survey is presented
in [1].
In its basic nature, the process of constructing the diﬀerent
routes in our work belongs to the category of geographic-
based routing [28], relying on trajectory-based forwarding
[20]. However, the observations regarding our proposed method-
ologies can be carried over to other (e.g., topological) ap-
proaches.
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Figure 9: Alternating among multipaths
As we already indicated, the work that motivated the re-
sults presented in this paper, is the one of Tributaries and
Deltas [19], where a combination of trees and multipaths
was considered from the robustness perspective. However,
that approach focused on adjusting the geographical regions
in which the trees are used vs. the ones in which multiple
paths are used, for the purpose of processing of aggregate
queries in the presence of variable network conditions (e.g.,
link failure). Our work is, in a sense, complementary to [19]
because it investigates the lifetime beneﬁts obtained via us-
ing multiple trees and a collection of multiple routes (one
for each tree) along with the packet-loss.
6. CONCLUSIONS AND FUTURE WORK
We have investigated the problem of load balancing for the
purpose of prolonging the operational lifetime of the nodes in
a sensor network, at the expense of an additional (bounded)
delay, as a quality-of-data criteria, by means of combining
multiple trees and multiple multipaths. We have proposed
two methodologies for:
1. generating a collection of trees that can be used in
alternation; and2. constructing disjoint trees that can be used concurrently—
each providing the same spatial coverage for a given
query-region, but yielding better energy dissipation
than a single tree.
An important problem that we plan to address in the future
is how to coordinate the alternation with the robustness re-
quirement, within a multipath. While alternating among
the individual paths of a k-short collection is preferred for
the purpose of load balancing, using as many of them as pos-
sible in parallel is preferred for the purpose of robustness.
Clearly, a possible choice is to use a subset of the k-short
paths for parallel transmission of the packets, while alter-
nating the elements of such subsets for load balancing (cf.
Figure 9). Another direction for future work is investigating
whether, and to what extent, multiple (and/or disjoint) trees
can be beneﬁcial when certain nodes are processing multiple
queries. In each of these settings, an important parameter
that will need to be considered is the synchronization of the
sleeping schedule of the nodes. Lastly, although we demon-
strated that alternating among trees and multipaths, as well
as using disjoint trees, can bring some lifetime-extensions,
more work is needed in the direction of processing aggre-
gated queries with such spatio-temporally varying routing
structures.
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