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INTRODUCTION 
The Cauchy problem, or initial value problem, for the operational 
differential equation 
has been studied by many authors. In this paper we shall adapt the variational 
method developed by Lions and others to solve a “two-point problem” 
for this equation. 
Specifically, let H be a separable Hilbert space, with scalar product (f, g) 
and norm / f 1, and let [0, T] be a finite interval of the real line. For each 
t E [0, T], let A(t) be an unbounded, self-adjoint operator in H with domain 
D(A(t)) which depends on t. We suppose that 
(i) A-l(t) exists and is a bounded operator in H for all t E [0, T]. 
This implies that there is an orthogonal decomposition H = H+(t) @ H-(t) 
which reduces A(t), and such that 
A+(O) = A(0) 1 H+(O) n D(A(0)) and A-(T) = - A(T) / H-(T) n D(A(T)) 
are positive self-adjoint operators in H+(O) and H-(T), respectively. Let 
P+(O): H -+ H+(O) and E(T): H --f H-(T) be the orthogonal projections. 
We now pose the following problem: 
(*) Given f(t) EP(O, T; H), us E 0(@(O)), and ur E D(A’/“( T)), find 
a function u ~Ls(0, T, D(A(t))) n H1(O, II’; H) such that 
$ u(t) + 44 u(t) = f(t) 
* The author was supported by a National Science Foundation fellowship and 
a NATO postdoctoral fellowship while preparing the material for this paper, part of 
which was included in his doctoral thesis at the University of Illinois. 
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(in the sense of distributions on (0, 2’) taking values in H) with 
and P-(T) u(T) = UT . 
We shall prove the existence of a solution to this problem in Section 1, 
under the following hypotheses: 
(ii) t -+ (A-l(t)f, g) E Ul[O, l] for each f, g E H, 
(iii) 1 d/dt(A-l(t)f, f)i < 2a 1 f 1%) 0 < 01 < 1, for all f E H. 
For u E D(A(t)), we may define the “absolute value” of A(t) by 
B(t)u =‘frn 1 x [ d??,(t)24 
--m 
where X + EA(t) is the spectral resolution of A(t). It follows that B-r(t) 
exists and is a bounded operator on H. In Section 2 we prove that the solution 
obtained in Section 1 is unique with the additional hypothesis 
(iv) t -+ (BF(t)f,g) EW[O, T] for all f,g E H. 
In Section 3 we apply the methods and results of Sections 1 and 2 to systems 
of equations of the form 
where A,(t) and A,(t) are families of positive self-adjoint operators satisfying 
(i), (ii), and (iii). 
Section 4 is devoted to an adaptation of the Lions-Malgrange backwards 
uniqueness theorem to the solutions of problem (*). We assume, in addition 
to (i)-(iv) that there is a constant c > 0 such that 
(v) / d/dt(A-l(t)f, f)j 9 E 1 f I& + CE-l 1 A-l(t)f I& for all E, 0 < E < 1. 
We are then able to prove that if u is a solution of problem (*) with f (t) = 0, 
and U(T) = 0 for some 7 E [0, T], then u(t) = 0 in [0, T]. 
Section 5 discusses examples of operators which satisfy (i)-(iv) and in 
particular we prove a theorem which allows one to verify (iv) in many 
practical cases. 
1. To prove the existence of solutions to problem (*) we first state 
a fundamental theorem for functional equations, in the form due to Lions 
(see Lions, Ref. [14]). 
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Let F be a Hilbert space. For u, w E F the scalar product will be (u, V) 
and ) u JF = (u, u)r12 the norm. Let @ C F be a linear subspace of F with 
scalar product ((p), #)) for v, # E @, and norm 11 p ]I = ((p,, r~~))l/~. d, is not 
assumed to be complete. We do assume that the inclusion map of @ into F 
is continuous. That is, there is a constant c > 0 such that 
(1.1) for all ‘p E @. 
Now let E(u, 9)) be a sesquilinear form (linear in the first variable, conjugate 
linear in the second) defined on F x @. Suppose 
(1.2) For each fixed p E @, u -+ E(u, p) is continuous on F, 
(1.3) There is a constant 01 > 0 such that for all 9) E @, 
I Eb, dl 3 a II v II:. 
THEOREM 1.1. Suppose the sesquilinear form E de$ned on F x @ satis$es 
(l.l), (1.2), and (1.3). Let L b e any continuous conjugate linear form on @. 
Then there exists u EF, possibly not unique, such that 
E(u, p) = L(v) fbr all q~ E CD 
COROLLARY. If u is the solution obtained by this theorem, then 
I u IF d ;llL II? 
where II L 11 = sup I L(p)] over q E @ with 11 v II = 1. 
Now let H be a separable Hilbert space with scalar product (f, g) and 
norm If I = (f,f) ljz, and let [0, T] be a finite interval of the real line. 
Suppose that t + u(t) E L2(0, T; H) (for definition see Bourbaki, Ref. [4]). 
We say that u’ E L2(0, T, H) in the sense of distributions with values in H 
if there is a function w(t) EL~(O, T, H) such that 
- j’u(t) p)‘(t) dt = /‘e)(t) p)(t) dt 
0 0 
for all 9 E 9(0, T). This is equivalent to saying that 
- 
I 
1 (u(t), h) v’(t) dt = 1’ o t4t>, 4 VW dt 
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for all h E H and all pl E 69 (0, T). We denote by H1(O, T; H) the vector space 
of all (classes) of functions u EP(O, T; H) such that (d/d+ EP(O, T; H) 
in the distribution sense. Hl(0, T; H) . IS a Hilbert space with the norm 
II u llHl = (1: I u I; dt + ,I I u’ 1’ dVz. 
It is well known that if u E H1(O, T; H), then u is equal a.e. to a continuous 
function with values in H. Thus the point value u(0) is well-defined, and it 
can be shown that the function u + u(O) is continuous from H1(O, T; H) 
onto H. 
Now for each t E [0, T], let A(t) be a closed self-adjoint operator with 
domain D(A(t)) dense in H. Assume 
(1.4) For each t E [0, T], A-l(t) exists and is a bounded operator on H, 
(1.5) For each pair f, g E H, the function t + (Ael(t g) is con- 
tinuously differentiable on [0, T]. 
The following lemma is a simple consequence of (1.4), (1.5), and the 
principle of uniform boundedness (see Riesz and Sz.-Nagy, Ref. [IS]). 
LEMMA 1.1. (i) d/dt(A-l(t)f, g) = (kl(t)f, g), where A-l(t) is a fumzly 
of bounded symmetric operators in H. 
(ii) There is a constant c > 0 such that the operator norm 11 A-‘(t)11 < c 
for all t E [0, T]. 
(iii) t + A-l(t) is continuous in the uniform operator norm of S(H, H), 
the space of bounded linear operators on H. 
Now part (iii) of Lemma 1.1 implies that there is a 6 > 0, independent of t, 
such that for u E D(A(t)), 1 A(t)u 1 >, 6 1 u lH. Thus ((u, v)) = (A(t)u, A(t)v) 
defines a scalar product on D(A(t)) which yields a norm equivalent to the 
graph norm. We define P(0, T; D(A(t))) as the space of functions 
u(t) EL~(O, T; H) such that u(t) E D(A(t)) a.e. and A(t) u(t) EL~(O, T; H). 
A(t) is closed for each t E [0, T], and hence by the remark following Lemma 
1.1, L2(0, T; D(A(t))) is a Hilbert space with the norm 
II u II = (1; I 44 WI2 V2. 
Finally, we set W = P(O, T; D(A(t))) n C(O, T; H). W is a Hilbert space 
with the norm 
II u Ilw = (1: I 4) @)I2 dt + s: I u’(t)12 dV2. 
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Let h --f E,(t) be the spectral resolution of A(t). Since 1 A(+ 1 > 6 / u I, 
it follows that for each t, h --+ E,(t) is constant on the interval (-S, 6), i.e., 
for u E D(A(t)), 
A(t)u = I-” hdE,(t)u + 1,” AdE,(t)u. 
-co 
Let K(t) be the range of the orthogonal projection P-(t) = E,,(t) and H+(t) 
its orthogonal complement with projection P+(t) = I - P-(t). We allow the 
possibility that for some t E [0, T], either H+(t) = (0) or K(t) = {O}. Then 
for u E D(A(t)), 
(A(t) P-(t)% 4 = j-” w%(t) &I(+4 4 + j,” ~q-w) Jw)~, 4 
-co 
= I--’ d(E,(t)u, u) < -8 1 P-(t)u j2, 
--m 
and similarly (A(t) P+(t)u, u) > 6 1 P+(t)u 12. Thus, we may write 
A(t)u = A+(t) P+(t)u - A-(t) e(t)u, 7.4 E &qt)), 
where A+(t) and A-(t) are positive self-adjoint operators in H+(t) and 
H-(t), respectively, with domains 
WA+(t)) = H+(t) n W(t)) and D(A-(t)) = H-(t) n D@(t)). 
Note that because A+(t) is a positive self-adjoint operator in H+(t), we 
may take the square root. Ay2(t) is again a positive self-adjoint operator in 
H+(t) satisfying ) Ay(t)u I2 = (A+(t)u, u) 3 6 1 u I2 for u E @A+(t)) and 
similarly for A-(t) (see Riesz and Sz.-Nagy, Ref. [18]). 
To obtain the existence of solutions to problem (*) we assume 
(1.6) For each fe H, 1 d/dt(A-l(t),f,f)l < 201 If 12, 0 < 01 < 1, inde- 
pendent oft E [0, 2’1. 
The proof of the following theorem is adopted from Lions (see Lions, 
Ref. [14, Chap. VII]). 
THEOREM 1.2. Assume that A(t) satisfies (1.4), (1.5), (1.6). Let 
f EL2(0, T; H) be given along with u0 E D(A’,/“(O)) and z+ E D(A?2(T)). Then 
there is a function u E W such that 
(i) Au + u’ = f in @(O, T; H); 
(ii) P+(O) u(O) = u0 ; 
(iii) P-(T) u(T) = uT . 
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Proof. We shall use Theorem 1 .I. Let F = L2(0, T; D(A(t))), and let CD 
be the subspace of functions v EF such that d/dt(Ap) EL~(O, T; H), 
~(0) E H,+(O), and y(T) E H-(T). We give !G the norm 
II 97 lb = (II v II: + I @“(O) dO% + I A~2(ThV)lk)1’2, 
which gives CP a topology finer than that induced from F. On F x @ we 
define 
u---f E(u, y) is continuous on F for each fixed 9 E @. To show that E is 
coercive on @, i.e., verifies (1.3), we examine 
2 Re s r (q, D(Av)) dt = 2 Re I’ (A-l+, #‘) dt, a,G = Ap 0 0 
Now 
- 2 Re s T (A-++$ #‘) dt 0 
=- 
$ T ((A-‘#, 6) + (#‘, A-‘#)} dt 0 
z=z -(A-V, $,I; + ST (~(A-V), 4) dt - j=W, A-W) dt 
0 0 
= (A+(O) do), do)) + (A-G”) v(T), KO + j: (Jhi $> dt 
B I A’,/“(O) ~$31~ + I E’“(T) @‘)I2 - 224 f I 4 I2 dt, 
0 
where the last inequality follows from (1.6). Thus 
Re E(v, 9) > (1 - 4 1’ I Ag, I2 dt + HI A:/“(O) dW + I A~2(T)dW~, 
0 
which proves E coercive on @. Now take 
J%) = 1: (f, 4-9 dt + (~0 9 A+(O) do>) + (UT 3 A-(T) VP’?), 
which is a continuous linear form on Cp. Then by Theorem 1.1 there is a 
function PC EF such that E(u, VP) = L(rp) for a11 g, E Qi. Therefore 
(1.7) s: (Aus $1 - (~9 $7 dt = 1: (5 4 dt + bo 3 WN - (UT 9 W’)) 
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for all 4 = AT, v E @. That is, for all functions in Y, the space of 
$ EL~(O, T; H) such that #’ EL~(O, T; H), with $(O) E H+(O) and 9(T) E H-(T). 
In particular Y contains all functions of the form 
+eov, where v E H and c9 E B(0, 2’). 
From (1.7) we deduce that 
s’{(4) u(t), v) 8(t) - (I, v) B’(t)) dt = 1’ (f(t), 4 g(t) dt 
0 0 
for all v E H and 6’ E Q(O, T). This implies that Azr + U’ = fin 9’(0, T; H), 
whence U’ E L2(0, T; H). Thus u(0) and U(T) are well-defined elements in H. 
Integrating by parts and substituting in (1.7) we obtain 
holding for all 4 E Y. This implies that 
and 
(u(0) - u. , v) = 0 
(u(T) - UT, w) = 0 for all v E H+(O) and for all w E K(T), 
whence 
P+(O) u(O) = uo and e(T)u(T) = UT. 
Thus, Theorem 1.2 is proved. 
2. Our next goal is to show that the solution to problem (*) found 
in Theorem 1.2 is unique. In the case when A(t) is uniformly semibounded 
from below and the solution depends only on initial Cauchy data, uniqueness 
is easily obtained, using the usual “energy integral” method. This method 
relies on the fact that for some k > 0, A(t) + k > 0 for all t E [O, 2’1. 
For our problem the situation is a bit more involved and we need first to 
prove a result about the trace of a function in W. 
We begin by defining an operator related to A(t). For u E D(A(t)), set 
B(t)u = Irn 1 h 1 dE,(t)u = A-(t) P-(t)u + A+(t) P + (t)u. 
--co 
B(t) is clearly a self-adjoint operator in H with domain @A(t)). (B(t)u, U) 2 
S(l P+(t)u I2 + 1 P-(t)u 1”) = 6 [ u I2 for u E D@(t)) so that B(t)-l exists and 
is a bounded symmetric operator in H. Furthermore, the graph norm on 
D(B1i2(t)) is equivalent to 1 B112(t)u IH , u E D(W2(t)). 
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We shall assume 
(2.1) For each f, g E H, t -+ (B-l(t)f, g) is continuously differentiable 
on [0, T]. 
It follows that t + B-l(t) is continuous in the operator norm of 8(H, N) 
on [0, T]. We also note that for u E D(A(t)) = D@(t)), we have 1 B(t)u 12 = 
1 A(t)u j2. Hence 
L2(0, T; D(B(t))) = L2(0, T; &4(t))) 
with the same norm. Finally we also note that the space W is the same 
for both A(t) and B(t). W e refer the reader to Lions, Ref. [14, Chapter IV] 
for a proof of the following version of Friedrich’s Lemma. 
LEMMA 2.1. Let R(t), - cc < t < 00, be a family of bounded linear 
operators in a Hilbert space H such that t --f (R(t)f, g) is continuous on (- 00, co) 
for each pair f, g E H. Suppose also that the distribution derivative of (R(t)f, g) 
is measurable and 
/ $ (R(t)f, g) ( = I@(t)f, g)l d c If IH I g IH * 
Let p(t) be a real-valued V” function with support in [-1, +l] with p(t) > 0 
and p(t) = p(-t). FinaZZy, suppose sp dt = 1 and set p,(t) = mp(mt). Then 
for u EL~(- co, 00; H) one has 
f [W)(u *pm> - VW4 *pm1 + 0 as m-+03 
in L2(- 00, co; H). 
Now set W,, = {u E W : (Au)’ E L2(0, T; H)}. Using Lemma 2.1 we shall 
prove 
LEMMA 2.2. Assume that A(t) satisfies (1.4) and (1.5). The-n W,, is dense 
in W. 
Proof. We extend A(t) to all of R = (- CO, + 00) as follows: 
for 0 < t < T, 
for T < t < 2T, 
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with D(&t)) defined accordingly. Extended in this way t -+ (kl(t)f, g) 
is continuous and piecewise continuously differentiable on R for any f, g E H. 
Next, given u E W, we extend u first by reflection to [-T, 2T]. 
That is, 
I 
u(w) for -T<t<O, 
u”(t) = u(t) for 0 < t < T, 
u(2T - t) for T < t < 2T. 
Now let v(t) be a real-valued ?P’ function such that q~ = 1 on [0, T] and 
p)(t) = 0 for t < -iT and t > QT. We set C(t) = v(t) u*(t). Then 
u”’ EL~(- co, + co; H) and C(t) E D@(t)) a.e. with Azi EL~(- CO, CO; H). We 
shall approximate AU by a smooth function on all of (- co, + co). Withp, 
as in Lemma 2.1, set 7~~ = kl((&)* pJ. Clearly vn(t) E D(&t)) a.e. and 
/&J, = (l&Z)* Pn EL~(- co, + co; H). 
Furthermore, 
% ’ = (~-1)&&)* Pn) + &((&)* p;) EL~(- co, co; H) 
because 
I$(A’(t)f,g)/~CIfI,Igl, for --co<t<co 
by Lemma 1.1. Now av, = (A&)* pn + (XC) in L2(- CO, co; H) as n -+ to. 
It remains to be shown that on’ + Zz’. We have 
V'- 7a - 1 (Hm* Pn)> 
= $ (zi*p,) + -$ [A-y(kq* pn) - (&&))* pn]. 
The first term converges inL2(- co, co; H) to ~7 because i’ EL~(-co, + co; H), 
and the second term converges to zero by Lemma 2.1. The restriction of v, 
to [0, T] belongs to W, and converges in the norm of W to zi I[,,r] = U. 
For completeness, we prove the following trace theorem for W, due to 
Lions (see Ref. [14, Chap. VII]). 
LEMMA 2.3. Assume that A(t) satis$es (1.4), (1.5), and (2. I). Then the 
map u -+ u(O) is continuous from W into D(B112(0)) with the Hilbert graph 
norm 11 v I/ = I B112(0)v I. 
Proof. Consider first u E W, . Let rp be a V” function, 0 < q~ < 1, such 
462 COOPER 
that ~(0) = 1 and v( 7’) = 0. Set w = rpu. Then z, E W,, also and the following 
calculation is valid: 
2 Re jr@, 0’) dt = 1’ (w, (B-lw)‘) dt + 11 ((B-b)‘, zo) dt 
0 0 
= (w, B-lw)l; + 1; (lk’w, w) dt, w = Bv. 
That is, 
1 B’/“(O) u(0)12 
= VW W9, G9) 
1 T T ZZZ @(lklBu, Bu) dt - 2 Re s y2(Bu, u’) dt - 2 1’ pp’(Bu, u) dt 
0 0 0 
< (1 + c + ci) 1’ 1 Bu I2 dt + ST / u’ I2 dt + cl 1’ I u I2 dt 
0 0 0 
where c = supoGtGT 1 d-‘(t)/ and ci = supaG,~r 191~’ /. Hence there is a 
constant c2 > 0 such that 
1 B1’2(0) @>I” d C2 11 U k0.T) 
and u + u(O) is continuous from W, into D(Bl/“(O)). It follows from the 
density of W, in W and the completeness of D(B1i2(0)) that this map has a 
unique extension to all of W. 
Now we observe that D(B1i2(t)) with the Hilbert graph norm isomorphic to 
D(AY2(t)) x n(Al_12p)) with the product topology. In fact, if u E D(B(t)), 
then 
1 B112(t)u I2= (B(t)u, u) = (A+(t) P+(t)u, u) + (A-(t) E(t)u, u) 
= / q(t) P+(t)u 12 + / &i”(t) P-(t)u (2. 
The equality extends, on the left, to D(B1lz(t)) and on the right, to 
D@‘“(t)) x D(A’/*(t)) b ecause D(B(t)) is dense in D(B’l”(t)), and D(A+(t)) 
(resp. D&(t))) is dense in D(Ay(t)) (resp. D-(A?“(t))). (See Ref. [18]). 
Now for u E D(B112(t)) = D(Aya(t)) x D(Al_/“(t)) let us set 
Q(t, u) = 1 +‘“(t) P+(t)u I2 - I A1/2(t) P-(t)u 12. 
For u E &4(t)), Q(t, u) = (A(t)u, u). Clearly Q(t, u) is a continuous qua- 
dratic form on D(B1f2(t)). 
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The following Corollary is a consequence of Lemma 2.3. 
COROLLARY. Suppose A(t) satisfies (1.4), (1.5), and (2.1). The-n for u E W 
we have (with v = Au) 
(2.2) 2 Re 1: (Au, u’) dt = 11 (A-% v) dt + Q( T, u(T)) - Q&J u(O)). 
Proof. For u E W, there is a sequence u, E W,, such that u, -+ u in W, 
by Lemma 2.2. For each u, we may write 
(2.3) 2 Re s 
1 (Au, , un’) dt = 1: (A-lo, , v,J dt 
+ (4 T) un( T), 4 TN - (40) u,(O), u,(O)) 
= )A-Iv,, 
s 4 + Qe(T> G(T)> - Q(O, u@>> 
where vu, = Au, . Passing to the limit in W, and using Lemma 2.3, as 
well as the continuity of Q on D(lW2(t)), we obtain (2.2). 
Uniqueness of the solution in Theorem 1.2 will follow from 
THEOREM 2.1. Suppose that A(t) sutisjes (1.4), (1.5), (1.6), and (2.1). Let 
u E W be a nontrivial solution of Au + u’ = 0 on (0, T). Then Q( T, u(T)) < 
Q@ u(O))- 
Proof. Suppose u E W satisfies Au + u’ = 0. Multiplying by Au and 
integrating we have 
0 = 2 1’ 1 Au I2 dt + 2 Re 1’ (u’, Au) dt 
0 0 
= 2 s,I / Au I2 dt + 1; (&Au, Au) dt + Q( T, u(T)) - Q(0, u(0)) 
t 2(1 - 4 1; I Au I2 dt + Q(T u(T)) - Q(0, u(O)), 
where we have used the corollary to Lemma 2.3 and (2.2). Clearly, then, 
if Q(T, u(T)) > Q(0, u(0)) we have jt 1 Au I2 dt < 0, whence u = 0. 
THEOREM 2.2. Suppose that A(t) verifies (1.4), (1.5), (1.6), and (2.1). 
Then the solution obtained in Theorem 1.2 is unique and depends continuously 
on the data in the sense that the map (u. , I+ , f) + u is continuous from 
D(Ay(0)) x D(A’_/“(T)) x L2(0, T; H) into L2(0, T; D(A(t))). 
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Proof. Suppose u,, E 0(@‘(O)), ur E D(As/“(T)), and f EL2(0, T; H) are 
given. Suppose u, v E W are two solutions. Then w = u - ZI satisfies 
Aw + w’ = 0, P+(O) w(0) = P-(T) w(T) = 0. But then 
W”, w(T)) - 8(0, w(O)) = I A:/“(T) w(T)12 + 1 A’/“(o) w(o)12 > o, 
whence w = 0 by Theorem 2.1. The continuous dependence of the solution 
follows immediately from the corollary to Theorem 1.1 and the definition 
of the linear form L in the proof of Theorem 1.2. 
We emphasize that A(t) is not required to be semibounded from below 
in Theorems 1.2, 2.1, and 2.2, and indeed if A(t) is semibounded for each t, 
it need not be so uniformly on [0, T]. Suppose we assume, in addition to 
(1.4), (1.5), (1.6), and (2.1), that 
(2.4) H-(t) # (0) for 0 < t < T and H-(T) = {0), i.e., H+(T) = H. 
This of course implies that A(T) = A+(T) > 0 and B(T) = A(T). An 
immediate consequence of (2.4) is 
(2.5) lim,,, A:‘(t) P-(t) = 0 in the operator norm of Z(H, H). 
In fact, 
2 $+$I A:l(t) P-(t) = PiI B-l(t) - A-l(t) = 0 
because t --f A-l(t) and t -+ B-l(t) are both continuous in the operator norm 
of 9(H, H). It follows from (2.5) that the family A(t) cannot be uniformly 
semibounded from below on [0, T]. For u E D(A-(t)), 0 < t < T, we have 
(A(+4 4 = -(A-(% 4 < - II A~l(wl I u 12, 
and by (2.5), I] A:l(t)ll-l --f co as t--f T. 
Combining Theorems 1.2 and 2.2 for this case, we obtain 
THEOREM 2.3. Suppose A(t) satisjies (1.4), (1.5), (1.6) (2.1), and (2.4). 
Suppose u,, E D(Ay2(0)) and f E L2(0, T; H) given. Then there is one and only 
one function u E W such that 
(i) Au + u’ = f, 
(ii) P+(O) u(0) = u0 , 
and the correspondence (uO , f) ---f u is continuous from D(Ay(0)) x L2(0, T; H) 
into W. 
This is the result announced in Ref. [8] for the Cauchy problem when 
the family of operators A(t) is not uniformly semibounded from below. 
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We give an example of this behavior in Section 5. 
Using the method of proof of Theorems 1.2 and 2.2, it is possible to find 
unique solutions to a problem of “periodic boundary conditions.” 
THEOREM 2.4. Suppose that A(t) satisfies (1.4), (1.5), (1.6), (2.1), and 
A(0) = A(T). Then for f~L~(0, T; H) given, there is a unique function 
u E W such that 
(i) Au + u’ = .fi 
(ii) u(O) = u(T), 
fd II u IIW < c IlfllL%,T;H) * 
3. In this section we consider systems of evolution equations which 
may be studied in the framework of two-point problems. With H a separable 
Hilbert space as before, and [0, T] a finite interval of the real line, let A,(t) 
and A,(t) be two families of self-adjoint operators in H with domains 
D(A,(t)) and D(A,(t)). Suppose that 
(3.1) (Ai(t)u, u) > ci I u I2 for all u E D(Ai(t)) (i = 1, 2), where ci > 0 
is a constant independent of t. 
It follows from (3.1) that A,(t) and A2(t) have bounded inverses in H 
for each t E [0, T]. We then assume (for i = 1, 2) 
(3.2) $+$=2Y where y < 1; 
(3.3) t -+ (A,Wf, g) E VW, Tl for f, g E H. 
Consider now the system of evolution equations 
(3.4) 
$ u(t) + A,(t) u(t) + W = f(t), 
f W - A,(t) $1 + u(t) = g(t), 
which we shall now rewrite as a vector equation. Let 2 = H @ H. A vector 
c1 E &’ with components u1 and u2 will be written CC = [ur , u2]. The scalar 
product in X will be written 
((% UN = (Ul > 4 + (u2 9 v2> for 11 = [ur , u2], 21 = [wr , w,], 
with I/ IC /I = ((a, ,~))l/~. 
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With this scalar product, 2’ is a Hilbert space. Let d(t) be the matrix of 
operators 
d(t) = [“;‘“) -:,,1, I = identity in H, 
with domain D(&(t)) = @A,(t)) @ D(A,(t)). Then the system (3.4) may be 
written as the evolution equation 
(3.5) g 4) + d(t) u(t) = f(t), 
where 4) = [u(t), v(t)] and f(t) = [f(t), g(t)]. 
LEMMA 3.1. Assu&zg (3.1) the operator d(t) with domain D(&(t)) = 
m%(t)) 0 w,(t)) is self-adjoint and has a continuous inverse in ~6. If in 
addition (3.2) is assumed, then 
II Jw~ II2 3 (1 - d2 (I A,(t)u I2 + I 4(t)vl2) for 11 = [u, v] E D(d(t)). 
Proof. d(t) is clearly self-adjoint. Let E be the operator in A? given by 
Ed ’ [ 1 o --I , I = identity in H. 
E is an isometry of X onto 2. Now the operator Ed(t) is one-to-one 
on @d(t)) because 
W(E4t)~, *r)) = (4W 4 + (A2W, 4 
> Cl I 24 I2 + c2 I v 12, cc = [u, v] E II((t)>. 
Thus, d(t) is one-to-one, and therefore invertible in YE. 
To prove the second statement of the lemma, let 
W) = J-w [Af’“’ -,&J. 
27(t) is clearly bounded. Furthermore, for a = [u, v] E Z, 
Re((g(t) I(, e)) = / u I2 + 1 v I2 + Re(A;l(t)u, v) - Re(&(t)v, u) 
2 (1 - r)(l u I2 + I ‘u I”) = (1 - Y) II e II2 
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by (3.2). Hence U(S) is maximal accretive and the spectrum of g(t) is contained 
in the numerical range. Therefore 11 g(t)& [I 3 (1 - y) jl II 11 for all 11 E 29’. 
Now for 1~ = [u, V] E D(&(t)) and G = [A,(t)u, &(t)~], 
II 4)~ II2 = II Vb II2 3 (1 - Y) II tJ II2 3 (1 - Y12 (I 4w I2 + I A2W 12>, 
which proves the lemma. 
It follows that 
W = L2(0, T; D(&(t))) n H’(0, T; Z) = WI @ W, , 
where 
WI = L2(0, T; D@,(t))) n HI(0, T; H), 
W, = L2(0, T; D(A,(t))) n H1(O, T; H). 
In order to obtain theorems of existence and uniqueness for the system (3.4) 
(or equivalently the equation (3.5)), we must make the following additional 
hypothesis: 
(3.6) I 2 W(t)f, f)l + I $ G(t)g> cdl 
G 241 - r>(lf I2 + I g I219 f,gEH, 
where CL < 1, independent of t. 
Let .X+(O) and K(T) be the orthogonal subspaces defined in Section 1 
such that 
and 
,02_(T) = -d(T) / X(T)n D(d(T)) 
are positive self-adjoint operators in X+(O) and X(T), respectively. Let 
g+(O) and .P-( 2’) be the corresponding orthogonal projections. 
THEOREM 3.1. Suppose that A,(t) and A,(t) are two families of self-adjoint 
operators in H which satisfy (3. l), (3.2), (3.3), and (3.6). Let t1,, E D(s&‘:/~(O)) and 
c+ E D(&‘“( T)) b e g iven, as well us f(t) = [f(t), g(t)] EL~(O, T; .z?). Then 
there is one and only one solution u E w = WI @ W, of the system (3.4) with 
B,(O) a(O) = a0 and B-(T) e(T) = C+ . The solution depends continuously on 
the given data in that (a,, , + ,{) + u is continuous from 
D(d~“(0)) x D(dY2(T)) x L2(0, T; 29’) 
into -fy-. 
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Proof. We follow the proof of Theorem 1.2 with some modifications. 
Let F = P(0, T; o(-Qz(t))) with the norm 
which by Lemma 3.1 is equivalent to the norm st I/ d(t) a(t)l12 dt. We let 
@ = {CJJ EF : $ (d(t) v(t)) E L2(0, T; Z’), 
with ~(0) E Z+(O) and q(T) E X(T)) 
with the norm 
II v 11; = II 9J 11°F + ((J;s(O) Pun dW - (PIT) dT), 9wN. 
Define E(cz, p) = s: ((~@‘a, SIP)) - ((u, d/dt(&p))) dt on F x @. Then we 
have 
Hence 
2 Re -%a d 2 21 - 40 - Y) 1’ (I 4~~ I2 + I A2v2 I”) dt 
0 
+ (WV) ?JKa v@))) - WV) dT), dT)))- 
The coercivity condition is satisfied and we may apply Theorem 1.1. Taking 
as a continuous linear form on @ 
we know that there exists u E F such that E(u, v) = L(v) for all v E @. 
As in the proof of Theorem 1.2, it follows that 
g+J&=p in 9’(0, T; S), 
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i.e., a(t) = [u(t), w(t)] satisfies the system (3.4). Thus a(t) E YV. Integrating 
by parts and substituting as in Theorem 1.2, one obtains 
for all p E CD. It follows that P+(O) e(O) = a0 and 9-(T) *I(T) = C+ . 
For uniqueness of the solution, we apply the trace Lemma 2.3 to IV, and 
IV, , whence ti-+ a(O) is continuous from 9Y into D(A~‘“(O)) @ 0(&‘“(O)), 
with the appropriate norms. Q(t, U) = ((d(t)&, u)), defined for 11 E D(&(t)), 
extends continuously as 
Q(t, a) = II d;‘2(t) P+(t) u 11~ - I/ dyt) g-(t) a 112 
for 11 = [u, w] E D(Ai’2(t) @ D(Ai’2(t)). Now for u(t) = [u(t), v(t)] E w, we 
have 
Whence by the corollary to Lemma 2.3, we have 
2Rejl(($,da)) dt = Q( T, R(T)) - Q(O) u(O)) 
- j’ (@A,u, A,u) dt + j’ (&4,v, A,w) dt. 
0 0 
Thus, if du/dt + &U = 0, we have 
3 2(1 - a)(1 - y) j-= (I 4~ I2 + I 4~ I”) dt + Q(T 4V - QCA 4%. 
” 
Hence if 8+(O) a(O) = P-(T) u(T) = 0, we must have 11 = 0. This com- 
pletes the proof of Theorem 3.1. 
While the subspaces X+(O) and X(T) are perhaps the most “natural” 
for the operator d(t), we should like to solve the system (3.4) for initial 
and terminal conditions of the form U(O) = u. and w(T) = wr , where u. 
and wr are given in appropriate subspaces of H. We have not, as yet, explored 
this problem using only (3.1)) (3.2)) (3.3)) and (3.6)) but in the following 
special case, we have this result. 
505l9l3-5 
470 COOPER 
Suppose t --+ A(t) is a family of positive self-adjoint operators in H, 
t E [0, 2’1. Consider the system 
$0) + 4) 44 + o(t) = f(t), 
(3.7) 
g (t) - A+) v(t) + u(t) = g(t), 
where AD(~) is the fractional power of A(t), 0 < p < 1, defined via the 
operator calculus. 
We shall suppose that 
(3.8) (A(t)u, u) > c 1 u 12, for all u E @A(t)), where c > 1 is a constant 
independent of t. 
Then with A,(t) = A(t) and A,(t) = Ap(t), it follows that (3.1) and (3.2) 
are satisfied. Hence by Lemma 3.1 the matrix 
is self-adjoint and invertible in X = H @ H. Moreover, one can write 
explicitly 
J@-(t) = 
Ao(t)(Ao+l(t) + q-1 (A”+‘(t) + I)-’ 
(Ao+l(t) +I)-1 1 -A(t)(Ao+l(t) + q-1 * 
THEOREM 3.2. Suppose that t --+ A(t) is a family of self-adjoint operators 
in Hfor t E [0, T] satisfying (3.8). Assume that A,(t) = A(t) and A,(t) = Ap(t) 
satisfy (3.3) and (3.6) with y = &(c-l + c-p). Then for u,, E D(A(o)c~+l)/~), 
vT E D(Ao(T)), and f = [f, g] EL~(O, T; GZ?), there is a unique solution 
u(t) = [u(t), w(t)] E W satisfying the system (3.7) with u(O) = u0 and o(T) = vT . 
Proof. Let K+ = {[u, 0] : u E H} and KY- = {[0, w] : v E H}. Further, let 
G+ = zP1(0)K+ and G- = d-l(T)K. Then for a = J&‘-1(0)2r, where 
tJ = [A 01 E K+ 9 
(3.9) (wvk 4) = (b, .d-YW)) 
= (4, AV)(A“+YO) +VW 
> c-~/2 1 (Ao+l(O) + I)-“%,b (2. 
Similarly, if u = .xF(T)v, where v = [0, .$I E K- , 
(3.10) -((d( T)u, a)) > C-O 1 A(l-p)/a( T)(A”+‘(T) + I)-‘/“[ j2. 
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With F = L2(0, T; D(&(t))) as b f e ore in the proof of Theorem 3.1, we now 
take @ as the space of functions q~ EF such that 
$ (d(t) v(t)) eL2(0, T; A?), q(O) E G+ and dT) E G- . 
By virtue of (3.9) and (3.10) we may define on Q, the norm 
II v II: = II P II: + ((-NO) v(O), dO>)) - (W’(T) v(T), VP’))). 
Then as in Theorem 3.1, we set 
and as before, 
2 Re E(lc, v) > 2(1 - oc)(l - y) /r (I Au la + ) A% 1”) dt 
0 
+ (Pvv do), do))) - Gw) Kn dm9 
which satisfies the coercivity conditions. Now we set 
w = s’ ccp, 4% dt + ho > #) - bJT 9 419 
0 
where 
and 
.@‘(T) v(T) = LO, 51 E K- . 
We are assuming u. E D(A(p+1)/2(0)), so that 
(210 9t4 = (A (P+W(())~,, , A--(~+W(O)$) 
< 1 A(D+~)/~(O)U~ 1 I A-(~+1)/2(0)# I. 
But 
1 A--(p+1)/2(0)$ I2 < cl I (Ap”(O) + I)-““# I2 
< v~‘2((~s2(o> Pm do)))> 
by (3.9). Similarly, because z1r E D(Ao( T)), 
b- > El G I A”@% I I A-V)5 I 
and 
c, > 0 a constant, 
I A-WS I2 G -wWW P(T), P(T))), c2 > 0 a constant. 
472 COOPER 
It follows that t(v) is continuous on @. Thus, by Theorem 1 .l, there is a 
function u E F such that E(a, 9’) = L(v) for all v E Cp. This implies that 
(c E YF, and integrating by parts as in Theorem 1.2, one finds 
and 
for all v E @. This implies that (u(O), Z/J) = (~a , 4) for all I/ E H and 
(v(T), E) = (+ , f) for all .$ E H. Hence u(0) = ua and v(T) = z1r . 
It remains to show that this solution is unique. As in Theorem 3.1, 
defined for v E D(&(t)) 
extends continuously to D(N2(t)) x D(A”l”(t)) as 
Q(t, u) = II 4’2(t) P+(t)u 11~ - II de(t) a-(t), 11~. 
Now for 11 = [0, 51 E 0(&(O)) n K- and v = [I/J, 0] E D(&‘(T)) n K+ we 
have ((Cd(O)~, a)> = -(Ap(0)4, 5) < 0 and ((&(T)u, u)) = (A(T)+, II/) 3 0. 
Thus 
(3.11) 
< 0 for u = 5 E Q(O, 4 [0, 51, D(AP/2(0)), 
QV, ~1 3 0 for ZL = [#, 01, 9 E D(N2(0)). 
Now if a(t) = [u(t), v(t)] is a solution of the system (3.8) with P(t) = 
[f(t), g(t)] = 0 and u(O) = w(T) 1 0, th en as in Theorem 3.1, multiplying 
the equation da/dt + &‘a = 0 by &L< and integrating, we obtain 
0 2 2(1 - ol)(l - y) I’ (I Au I2 + / ADv I”) dt 
0 
+ Q(T 4”)) - PO 40)). 
But (3.11) implies that when u(0) = v(T) = 0, we have 
Q(T, a(T)) - Q(0, u(0)) > 0, 
whence u = 0. This completes the proof of Theorem 3.2. 
We remark that if one does not require the solutions to (3.4) to be in 
IV, @ W, , then one may weaken the hypotheses considerably. In particular, 
one need no longer require the operators A,(t) and A,(t) to be self-adjoint, 
nor need they satisfy the conditions (3.2), (3.3) and (3.6). 
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For instance, suppose that V, and Vs are two dense subspaces of H, with 
Hilbert norms 11 *II1 and ]I * 11s finer than I * jH . Let a,(t, u, V) and a,(t, U, V) 
be two families of continuous sesquilinear forms on I’, and I’, , 0 < t < T. 
Let A,(t) and A,(t) be the unbounded operators in H such that ai(t, u, V) = 
G%(t)u, 4, u E q&(t)), v E Vi (i = 1,2). Suppose that for u, v E Vi , 
t-+a,(t,u,v) (z.= 1,2) is measurable; Re ai(t, U, U) 3 ci I/ u 115, u E Vi , 
0 < t < T; and I ai(t, u, v)/ < yi // u Iii II v Iii, u, v E Vi, 0 < t < T. Then 
for u,, E H and vr E H, f and g E L2(0, T; H), there are “weak solutions” 
to Eq. (3.4) such that 
and 
u E L2(0, T; VI) and 24’ E L2(0, T; VI’), 
v E L2(0, T, V,) and v’ E L2(0, T; V,‘), 
40) = uo > 
v(T) = t+. 
Results of this type are discussed in Refs. [14, 151. 
Before leaving these systems of evolution equations we wish to point out 
their connection with control theory. Systems of the type (3.7) with p = 1 
arise in the following situation. Let A(t) be a family of positive self-adjoint 
operators in a separable Hilbert space H, with domain D(A(t)). Suppose 
that A(t) satisfies (1.4), (1.5) and 
(3.12) I 1 WWf,f >I < 201 If 12 + c 1 A-‘l”(t)f 1; ) Odcu<l, 
and c > 0 constants. 
Let y. E D(N”(O)) and f(t) E L2(0, T; H) be given functions. Then for 
each control function u eL2(0, T; H) there is a unique solution y E W = 
L2(0, T; D(A(t))) n Hl(O, T; H) to the Cauchy problem (see Lions, Ref. [14]) 
Y’ + W)Y =f+ u, 
Y(O) = Yo - 
Let the “cost function” for this system, whose state is y, be given by 
J(u) = s: I r(t, 4 - .+)I2 dt + 1: I @>I2 dt, 
where z(t) E L2(0, T, H) is the desired state. It is known that in these 
circumstances, the problem of finding an optimal control u. EL~(O, T; H) 
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which minimizes J(U) has a unique solution (see Lions and Magenes, Ref. 
115, Vol. II, Chap. 81). In characterizing the optimal control, one shows 
that the system 
I 
Y’ + WY +p =f, 
P’ - A(t)p + y = x, 
t 
Y(O) = Yo E: &wO)), 
P(T) = 0 
has a unique solution pair [y, p] E W @ W, and that the optimal control 
is just us = -p. Thus, in this case (p = l), with the condition p(T) = 0, 
one is able to solve the system (3.7) for y,, E D(N”(O)), under the hypothesis 
(3.12), which is less restrictive than (3.3) and (3.6). 
4. We now turn to the problem of applying the Lions-Malgrange 
backward uniqueness theorem to the solutions of problem (*). For com- 
pleteness, we give the proof, following Ref. [16]. 
A different hypothesis must be made on the weak derivative of A-l(t). 
Assume that A(t) satisfies (1.4) and (1.5) and that for all f E H and all c, 
O<E<l, 
(4.1) < e If I2 4 w-l I A-V)f I21 
where c1 > 0 is a constant independent of t E [0, T]. 
LEMMA 4.1. Assume A(t) satisfies (1.4), (1.5), and (4.1). Suppose 
( 1 s < min T, c 4 dCl 1 and s<r<r+s<T. 
Let u E W(r, r + s) such that u(r) = U(Y + s) = 0. Then fat k > 2c, , 
(4.2) 
T+S 
T e*(t+) a 1 Au + u’ 12 dt > $1:‘” e*(t+t 1 u 12 dt. 
Proof For simplicity we set r = 0. This will not affect the generality. 
We set w = etRta12u. Then to prove (4.2) it suffices to show 
Putting 
1’ 1 Aw - ktw + w’ I2 dt > ; 1’ j w I2 dt. 
0 0 
X, = j-1 (I Aw - ktw I2 + ) w’ 13 dt 
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and 
Yk = 2 Re 
I 
’ (Aw - ktw, w’) dt, 
0 
we must show 
To evaluate Yk , note first that if w E W,(O, S) and w(0) = w(s) = 0, 
then integration by parts yields 
2 Re 
s 
1 (Aw, w’) dt = 1: (A-lo, v) dt, v = Aw. 
By a procedure similar to that used in Lemma 2.2, it can be shown that 
these functions are dense in the space of w E W(0, S) such that w(0) = 
w(s) = 0, and the equality extends to this latter class. Then using (4.1) 
we have 
(4.3) Yk > (k - cl@) j-’ 1 w I2 dt - E j-’ 1 Aw I2 dt. 
0 0 
X, + Yk 2 s: (k - c& - 2ek2t2) 1 w la dt + (1 - 2~) J: I Aw - ktw 12 dt. 
Now z may be chosen, 0 < E < 1, so we take E = 2cJk. Then 
k - ~~e-1 - 2ek’V = k(4 - 4c#), 
which implies 
-5s + Yk 2 (1 - +) s: ( Aw - kt I2 dt + k /I (; - 4c$2) 1 w (2 dt. 
For 0 < t < s < l/(4 d<), we have + - 4clt2 > 4, so for k > aI it 
follows that 
X,+Y,>$~‘Iwl~dt. 
0 
This completes the proof of the Lemma. 
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THEOREM 4.1 (Lions-Malgrange). Assume A(t) satisfies (1.4), (1.5), and 
(4.1). Let u E W such that 
(i) Au + u’ = 0; 
(ii) u(T) = 0. 
Then u = 0. 
Proof. Let s be chosen as in Lemma 3.1. Let q(t) be a real-valued V” 
function such that 
1 for t E [T - s/2, T], 
‘(‘)= 10 fortE[O,T--1. 
We set q~ = qu. Now 9) E W and p( T - s) = p(T) = 0, so that we may 
apply Lemma 4.1: 
(4.4) ,:-, ek(t-(T-sfl* 
for k > 2c, . Since Ap, 4 - cp’ = qu and q’ = 0 in [T - s/2, T] we have 
s 
7 
ek(t-U’-s))2 ] Ay + ,$ 12 dt < eksa/4 
I 
T--s/P 
I 4’ I2 I u I2 dt 
T-S T-8 
<c2e , 
kss/4 
where c2 > 0 is constant. Considering the right side of (4.4) we have 
k T 
4 T-s s 
ek(t-W-s))a / v 12 dt > ; eks2/4 1’ / u I2 dt. 
T-812 
Thus (4.4) becomes 
k T 
3 i _ I u I2 dt < ~2 for all k >, 2c, , 
T ~12 
and this implies u = 0 on [T - s/2, T]. By repeating this argument a 
finite number of times, one can show u = 0 on [0, T], thus proving the 
theorem. 
We note that it was not necessary to assume that A(t) > 0, nor was it 
necessary to introduce the hypothesis (2.1) on B(t). Furthermore, it is 
evident that the following slightly more general hypothesis may be used 
instead of (4.1). Assume that A(t) satisfies (1.4) and (1.5), and that there 
is a real number k such that 
(4.1)’ A(t) + k1 satisfies (1.4), (1.5), (4.1). 
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COROLLARY. Suppose that A(t) satisfies (1.4), (1.5), and (4.1)’ on [0, T]. 
Let u(t) E W be a solution of Au + zi = 0 and suppose that for some T E [0, T], 
u(7) = 0. Then u(t) = 0 on all of [0, T]. 
Proof. Applying Theorem 4.1 directly, we immediately obtain u = 0 on 
[0, T]. Now set V(S) = u(T - s). Then D’(S) - A(T - s) V(S) = 0 and 
v(T - T) = U(T) = 0. However, -A(T - s) still satisfies (1.4), (1.5), and 
(4.1)‘, and we deduce that w = 0 on [0, T - T], whence u = 0 on [T, T] also. 
Now we apply this result to the solutions of the two-point problem 
obtained in Theorem 1.2. 
THEOREM 4.2. Assume that A(t) satisfies (1.4), (1.5), (1.6), (2.1), and (4.1)‘. 
Let u E W be a nontrivial solution of Au + u’ = 0. Then Q(t, u(t)) is monotone 
decreasing on [0, T]. In fact, ifs, t E [0, T] with s < t, we have 
(4.5) Q(t, u(t)) < Sk u(s)). 
Proof. Suppose for some t, s with 0 < s < t < T, that (4.5) does not 
hold. Then multiplying and integrating on [s, t] we find 
0 = 2 It / Au j2 da - 2 Re 1’ (u’, Au) da 
s s 
= 2 1: I Au I2 da + /: @Au, Au) da + Q(t, u(t)) - Q(s, u(s)) 
> 2( 1 - a) j-” 1 Au I2 do, 
s 
using (1.6) and (2.2). Thus u = 0 on [s, t], whence u = 0 on [0, T] by the 
corollary to Theorem 4.1. 
COROLLARY. If u E W is a solution of Au + u’ = 0, and uT = 0, then 
oFtyT I 4tl = I u(O)l and ,,$$$ I W = I u(T)l. 
Proof. Since P(T) u(T) = 0, we have, by Theorem 4.2, for 0 < t < T, 
Q(t, u(t)) > Q(T, u(T)) = I A;‘“(T) u(T)12 > 0. 
Multiplying Au + u’ = 0 by u and integrating on [s, t], s < t, 
- s”, (u’s u) do = s: (Au, u) da = j:Q(s, u(s)) da. 
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1 @)I2 - I @)I2 = -2 Re j: (u’, u) da > 0 
for each s, t E [0, T], with s < t. Since t -+ u(t) is continuous with values 
in H, the max and min are attained and these clearly must be 1 U(O)] and 1 U(T)/. 
Finally we note that Agmon and Nirenberg have also proved a backward 
uniqueness theorem for a family of operators in which A(t) is not assumed 
positive. Their article (see Ref. [l]) h owever, considers solutions u which 
are continuously differentiable in H strongly, and for which A(t)u is strongly 
continuous in H. 
A slight modification of the proof of Lemma 4.1 will allow Theorem 4.1 
to be applied to the systems considered in Section 3. In fact, suppose that 
A,(t) and A,(t) are two families of positive self-adjoint operators which 
satisfy (3.1), (3.2), and (3.3). Suppose in addition that both A,(t) and A,(t) 
satisfy (4.1) with the same constant ci > 0. Let d(t) be the matrix operator 
Now using the notation of Section 3, let w E W be a solution of &a2l~ + CU’ = 0 
on [0, s] with U(O) = U(S) = 0. The crucial inequality in Lemma 4.1 is 
(4.3), and this may be obtained by observing that 
2 Re 
s 
1 ((&‘u, u’)) dt 
z j-i (~1, &,) dt - 1: (02 > &‘v,) 4 4) = h(t), w2@)1, 
where s(t) = A,(t) w,(t) and w2(t) = A2(t) w2(t). But then by Lemma 3.1 
and the assumption that A,(t) and A,(t) satisfy (4.1), 
2 Re 
s 
’ ((&u, u’)) dt 
0 
Z --E I 1 (I 01 la + I 572 I”) dt - v-l j: (I pv, I2 + I ~2 I”) dt 
and (4.3) follows immediately. 
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A similar modification of the proof of Theorem 4.2 will show that for 
O<s<t<T, 
!a, 4)) < m 44>, 
where e(t) E w is a solution of &‘u + 11’ = 0 on [0, T]. 
5. In this last section we shall present examples of self-adjoint 
operators A(t) which satisfy (1.4), (1.5), (1.6), (2.1), and (4.1)’ needed for 
the theorems of earlier sections. For convenience we recall those hypotheses 
here. 
(1.4) For each t E [0, T], A-l(t) exists and is a continuous operator 
on H. 
(1.5) For f,g E H, the function t -+ (A-l(t)f, g) is continuously 
differentiable on [0, T]. 
(1.6) 1 d/dt(A-l(t)f,g)l < 201 /f I&, f fz H, where 0 < 01 < 1 is a 
constant. 
(2.1) B(t), the “absolute value” of A(t), also satisfies (1.5). 
(4.1)’ For some k E R, A(t) + kl satisfies (1.4), (1.5) and there is a 
constant c > 0 such that 
j $(W) + kYf,f) j < 6 If I2 + cc-l I@(t) + kIMI 
forallq0 <r < 1. 
We first prove a lemma which will be used several times in this section. 
LEMMA 5.1. For t E [0, T], let M(t) be a family of selfadjoint operators 
in H satisfying (1.4) and (1.5). Let u(M(t)) and a(lW1(t)) denote the spectrum 
of M(t) and M-l(t), YespectiveZy. Suppose that h EC such that h $ o(M(t)) 
for all t E [0, T]. Then Z&(t) = (AI - M(t))-” satis$es (1.5) with 
$ (%(t)f, g) = (&(t)f, g), f, g E H, 
where An(t) = -M(t) R,(t) &Z-l(t) M(t) &(t). 
Proof. We may assume h # 0, and it follows, by a version of the spectral 
mapping theorem (see Dunford and Schwartz, Ref. [lo]), that l/X $ u(M(t)-l). 
By Lemma 1.1, t + M-l(t) is continuous in the uniform operator 
norm in Y(H, H), as is t --+ M-l(t) - (l/h)l. Because the operation 
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A -+ A-l is continuous in 6p(H, H) f or invertible elements, it follows that 
t --f (M-l(t) - (l/h)l)-l is also continuous in the uniform norm. Thus there 
exists p > 0 such that d(l/X, a(M-l(t))) 2 p > 0 for all t E [0, T]. 
Now let h(x) = (xh - 1)-l for x E R. Then h(x) is continuous on the 
bounded set 
s = (J a(M-l(t)). 
o<tG- 
We shall now show that M(t) R,(t) = h(M-l(t)) is also continuous in the 
uniform norm. In fact, let p,(x) be a sequence of polynomials which converge 
uniformly to h on S. Then for each n, t -+ pn(M-l(t)) is continuous in the 
uniform norm and 
II Pnww)) - wwO)ll G s;P I Aa(x) - @)I 
by the Gelfand Theorem (see Dunford and Schwarz, Ref. [lo]). Thus 
h(M-l(t)), being the uniform limit of p,(iWl(t)), must be continuous. Now 
for t, s f [0, T], 
R,(t) - h(s) = ~,(W - M(4) W) - W(~ - Wt)) W) 
= M(s) R,(s)(hM-l(s) M-l(t) - M-l(t)) M(t) l?,(t) 
- M(s) RA(S)(XM-yS) M-l(t) - M-l(s)) M(t) R,(t) 
= M(s) R,(s)(M-l(s) - M-l(t)) M(t) R,(t). 
Then for f, g E H, 
y& ((Ut) - RWM i?) 
& (M(s) w)(~-“(~) - Jw)) Wt) WM d 
= & ((Jws) - M-l(t)) M(t) WM Jw Jwg). 
Therefore 
g (&(t)f, g)= lj2 & (VW - ww, d 
exists and 
is continuous, thus proving the lemma. 
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We are now in a position to give a fairly large class of operators A(t) 
which satisfy (1.4), (IS), (1.6), and (4.1)‘. With H as usual a separable 
Hilbert space with norm 1 f /, suppose that v is another separable Hilbert 
space with norm I] v 11, such that 
(5.1) V C H with 1 v 1 < II v 11 for v E I’, and I’ dense in H. 
For t E [0, T], let a(t, u, v) be a family of continuous sesquilinear forms 
on V such that 
(5.2) For each u, v E V, t -+ a(t, u, v) is continuously differentiable on 
LO, Tl. 
(5.3) a(t, U, v) = a(t, v, u) for all U, v E V, and there exists A, > 0 
such that for all t E [0, T] and u E V, 
a(& % u) + &J I u I2 3 c II 24 IIt, c > 0 a constant. 
Now for each t E [0, T], the form a(t, u, v) and the spaces I’ and H 
determine a self-adjoint operator A(t) with D(A(t)) C I’ and such that for 
u E D(A(t)) and v E V, 
a(t, u, v) = (A(t)u, v). 
THEOREM 5.1. Let A(t), t E [0, T], be the family of self-adjoint operators 
de$ned by the space V and the forms a(t, u, v) satisfying (5.1), (5.2), and (5.3). 
Suppose that A(t) satisfies (1.4). Then A(t) satisjes (1.5) and (4.1)‘. 
Proof. From (5.3) it is clear that A(t) + A,1 > 0, 0 < t < T. Let 
f E H, and set u(t) = (A(t) + h&l f E V. Then ((A(t) + &I)-% f) = 
a(t, u(t), u(t)) + A, I u(t)i2. It follows (see Lions, Ref. [14, Chap. VII]) that 
g((4) + hPf,f) = -a’@, u(t), u(t)>, 
where a’(t, u, v) = (d/dt) a(t, u, v) for u, v E v. Thus A(t) + hJ satisfies 
(1.4) and (1.5). The Banach-Steinhaus Theorem and (5.3) imply that there 
is a constant cr > 0 such that 
I a'(t, 4 41 < Cl II u II II ZJ II for u, v E V and 0 < t < T. 
Hence by (5.3), 
a’(4 u(t), @>)I < Cl II u(t)l12 G c,c-l[&, u(t), u(t)) + A, I u(t>121 
< w-W@) + hyf, f > 
< E If I2 + E-l (2)” I(A(t) + &q-l f12 
for all E > 0. Hence (4.1)’ is satisfied. 
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Setting &Z(t) = A(t) + #+,I, and applying Lemma 5.1, we have that A(t) 
also satisfies (1.5). This proves Theorem 5.1. 
We shall see later in Theorem 5.3 that if A(t) satisfies (1.4), (1.5), and an 
additional hypothesis, then A(t) satisfies (2.1). However, in the case that 
A(t) is semibounded from below uniformly on [0, T], as it is in Theorem 5.1, 
this is not necessary. In fact, the trace Lemma 2.3 and the resulting uniqueness 
theorem only use the following more general hypothesis: 
(2.1)’ There exists a positive self-adjoint operator A(t) such that 
D(A(t)) = D(A(t)) for all t E [0, T], cl I 4)u I < I 4)~ I G c2 I 4t)u I for 
u E D(A(t)), and t + (AP(t)f, g) E V[O, T] for all f, g E H. 
In the situation of Theorem 5.1, we may take 
4) = A(t) + 4J. 
Finally we note that if A(t) satisfies (1.5), then for r > 0, a constant 
sufficiently large, r/l(t) will satisfy (1.6). 
Thus Theorem 5.1 yields a large class of families of operators for which 
the hypotheses of Sections 1, 2, and 4 are satisfied. 
Theorem 5.1 also provides us with operators which satisfy the hypotheses 
(3.1), (3.2), (3.3)) and (3.6) of Section 3. Indeed, suppose that V, and V, , 
are two dense subspaces of H satisfying (5.1) and that a,(t, U, V) and a,(t, u, w)] 
t E [0, T], are two families of continuous sesquilinear forms on V, and V, , 
respectively, which satisfy (5.2) and (5.3) with A, = 0. Let A,(t) and A,(t) 
be the self-adjoint operators associated with a,(& U, w) and V, , and a,(t, U, V) 
and Vz . Then there are constants cr and ca such that 
b&(+4 4 2 Cl 124 12> u E q-%(t)), tE [O, Tl, 
(A,(+5 4 b c2 IZJ 12> v E qA,(t)), t E [a q. 
Let T > 0 be a constant. Then for Y sufficiently large the operators rA,(t) 
and rA,(t) will satisfy (3.2) and (3.6). 
We now wish to demonstrate the existence of self-adjoint operators A(t) 
which satisfy the hypotheses (1.4), (1.5), (1.6), and (2.1) and which are not 
uniformly semibounded from below as in Theorem 5.1. 
First we show how from two families of operators satisfying (1.4) (1.5), 
and (2.1), one may construct a third using tensor products. Let E and F 
be separable Hilbert spaces. On E @F we define the scalar product 
= C txi 9 zj)B (Yi , eUi)F , 
i,j 
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where 
For UEE@F we set I/U]/ =(u,u)‘,‘&.. Since II x 0 Y II = I x IE I Y IF, 
this defines a cross norm on E @F and we set H = E @F, the completion of 
E @F, in this norm. E @F is a Hilbert space (see Dixmier, Ref. [9]). 
Now for each t E [0, T], let A,(t) and A,(t) be self-adjoint operators in E 
and F; respectively. Define the operator A,(t) @As(t) with domain 
D(A,(t)) @ D(A,(t)) dense in H. In general A,(t) @ A,(t) will not be closed 
and we denote its closure by A(t) = A,(t) B Aa( 
THEOREM 5.2. Suppose that A,(t) and A,(t) are two families of self-adjoint 
operators in E and F, respectively, which satisfy (1.4), (1.5), and (2.1). Then 
A(t) = 4(t) 63 42(t) is self-adjoint in H and satisJies (1.4), (1.5), and (2.1). 
Proof. For u = &Xe @yi and V = EYE, Zj @ Wj 7 both in 
WI(t)) 0 W4&)), we have 
(A(t)u, v>H = 1 tAltt) xi 3 -%>E (A2(t) Yt 9 w5)F 
i,i 
= @, 4WH * 
Thus A,(t) @A,(t) C A(t)*, the Hilbert adjoint of A(t), whence A(t) = 
A,(t) @ A,(t)) C A(t)*. To show the reverse inclusion, let v E D(A(t)*). 
Then there is a sequence v, E D(A,(t)) 0 D(A,(t)) such that v, -+ v in H. 
Hence for each EL E D(A,(t)) @ D(A,(t)), 
But v E @A(t)*) implies that I(A(t)u, v)l < M I u Ix, where M > 0 is a 
constant, perhaps depending on t. Hence by the Banach-Steinhaus Theorem 
A(t)v, converges weakly to some f E H. That is, A(t)* is the weak closure 
of the graph of A,(t) @ A,(t) in H x H, and this is equal to the strong 
closure of the graph of A,(t) @ As(t). But this is precisely the graph of 
A(t), and thus A(t) is self-adjoint. 
Next we show A(t) is invertible in H. First recall that by Lemma 1.1 
there are constants c, and ca > 0 such that for all t E [0, T] and x E D(A,(t)), 
1 A,(t)x j > c1 1 x 1, and similarly for A,(t). Thus if u = C xi @ yi , where 
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xi E D(A,(t)), and yi E F (the ya may be assumed pairwise orthogonal), we have 
Similarly, for v E E @ D(A,(t)) we have 
IV 0 A2W /I2 b c22 II v Iii - 
Then for u f D(A,(t)) @ D(A,(t)), we have 
II 44u II2 = llvw 0 w 0 A2m4 II2 3 G2C‘A2 II 24. II29 
and this inequality extends to D(A(t)), w h ence A(t) satisfies (1.4). Further- 
more, I/ A-l(t)11 < (c1c2)-l for all t E [O, T]. 
If#EEand ~EF, then 
Then using the bilinearity of the scalar product it follows that for f, g E E @F, 
we have 
g WWf, d = W(t) 0 &V)>f, d + ww 0 &Wf, d. 
Lemma 1.1 implies that there are constants cr’ and ca’ such that 
II -wNa@,E) G 6’ and II &lw%v, d cz). 
The operators A;l @ A;‘(t) and A;‘(t) @ &l(t) both extend as continu- 
ous linear operators on H, denoted by A;‘(t) @ A;‘(t) and A;‘(t) G &l(t). 
It follows, by a procedure similar to that used to show that A,(t) @ A,(t) 
is one-to-one, that 
and 
II m) 63 mt)lI~;p(H.H) G CI’C? 
Thus 
I$ WWf, & 1 G w;’ + c,‘c3 Ilf II II g II 
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for f, g E E OF. An application of the Banach-Steinhaus Theorem then 
shows that (A-l(t)f,g), is continuously differentiable on [0, T] with the 
same estimate on the derivative. Thus (1.5) is satisfied. 
Let B,(t) and B,(t) be the “absolute value” of A,(t) and A,(t), respectively. 
Using arguments similar to those already employed, it is readily verified that 
the operator B(t) = B,(t) @ B,(t), the closure of B,(t) @B,(t), is the 
“absolute value” of A(t). Since B,(t) and B,(t) satisfy (2.1) it follows that 
B(t) also satisfies (2.1). This completes the proof of the theorem. 
Before considering concrete examples we must provide a way to verify 
the hypothesis (2.1) in a practical situation. To this end we prove the following 
theorem. 
Let A(t) be a family of self-adjoint operators (t E [0, T]) which satisfies 
(1.4) and (1.5). Let B(t), as usual, be the “absolute value” of A(t). B(t) is, 
of course, a positive self-adjoint operator for t E [0, T], and thus the fractional 
powers P(t), 0 < p < 1, are defined. 
(5.4) Suppose there exist constants c > 0 and p > 0 such that the 
range of A-l(t) is contained in D(Bo(t)) for all t E [0, T], and that the resulting 
bounded operator D(t) A-l(t) satisfies 
for all t E [0, T]. 
THEOREM 5.3. Let A(t) be a family of self-adjoint operators in a separable 
Hilbert space H, t E [0, T], satisfying (1.4), (1.5), and (5.4). Then B(t) satis$es 
(2.1). 
Proof. We shall first obtain an expression for B-l(t) in terms of a contour 
integral. 
It follows easily from (1.5) that A-2(t) is also weakly differentiable in the 
sense of (1.5) and that 
k2(t) = b(t) A-l(t) + A-l(t) A-l(t). 
Then Lemma 1.1 implies that t -+ Am2(t) is continuous in the uniform 
operator norm. Hence there is a constant 6 > 0 such that 11 A-2(t)ll < 6-l for 
all t E [0, T], and the spectrum of A2(t) is contained in {x E R : x > S}. 
Now let y be the following contour in the resolvant of A2(t), running from 
-i co to +i co, and consisting of three pieces: 
y1 = {A = iy : y > S/2}, 
y2 = {/\ = x + iy : I h I = 6/2 and x 3 0}, 
y2 = {A = iy :y < --6/2}. 
505/9/3-6 
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Then we may write 
B-l(t) = [A”(t)]-‘/” = - & j” tW2R,(t) dA 
Y 
where Rh(t) = (h - A2(t))-l (see Kato, Ref. [13]). The integral is absolutely 
convergent, since for X E yi u y3, we have /I &(t)ll < l/j X I. 
To show that B-l(t) is differentiable, we would like to differentiate under 
the integral sign. Thus we must calculate the derivative of &(I), and since 
y lies entirely in the resolvant of A2(t) f or all t E [0, T], we may use Lemma 5.1. 
It follows that 
(5.5) R,(t) = -P(t) R*(t) A-Z(t) AZ(t) z&(t) 
= - B(t) l&(t) A-l(t) A-l(t) M(t) &(t) 
- AZ(t) R,(t) A-l(t) A-l(t) H(t) q(t). 
Let us estimate the uniform norm of the first term, using (5.4): 
e(t) l&(t) A-l(t) A-l(t) P(t) RA(t) 
= A(t) R,(t) B-p(t) . P(t) A-l(t) P(t) l&(t). 
By the Gelfand Theorem, we have that for X E yi u y3 , 
for p > 0. 
Hence, using (5.4), 
I/ B(t) l&(t) A-l(t) A-l(t) P(t) l&(t)ll < c 1 h I-(lfp)i2 
A similar estimate holds for the second term in (5.5). Hence for X E yi u y3 , 
II &w9(i”(H,H) G 2c I h l--(1+p)‘2 
We may therefore use the Lebesgue convergence theorem to differentiate 
under the integral sign, thereby obtaining 
; (=(t)f, g) = - & j A-““(&(M g)d, f, g E *. 
Y 
Since t -+ (l&(t)!, g) is continuous on [0, T], it follows that B(t) satisfies (1.5). 
This completes the proof of Theorem 5.3. 
At present the author does not know if (1.5) implies (2.1) without the 
hypothesis (5.4). One can easily see that (5.4) is not a necessary condition 
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of (2.1) by considering multiplication operators in L2(0, 1). One should also 
remark that the proof of Theorem 5.3 shows that B-p(t) is differentiable 
in the sense of (1.5) for any p > 1, without assuming (5.4). 
Finally we note that Medeiros [17] has proved, under different hypotheses, 
that if A(t) 3 0 is a family of self-adjoint operators with constant domain D 
and t -+ A(t)u (U ED) is differentiable, then so is t -+ N2(t)u. 
We shall apply Theorem 5.3 in the following situation. Let Q be a bounded 
open subset of R” whose boundary r is a %?* manifold of dimension n - 1. 
Let %a”@) denote the space of all GP functions on Q of compact support. 
P(O), s E R, will denote the Sobolev space of order s (see Sobolev, Ref. [19]). 
For s a positive integer, we have that 
D”u I2 dx, 
01 is an n-tuple, (Y = (01~ ,..., a,), where o~i >, 0 are integers, and I 01 1 = 
% + *.* + % , 
By II&,~(J?), s 3 0, we denote the closure of %‘O”(Q) in H”(Q). 
Let A(t) be a self-adjoint operator in L2(J2) such that 
(5.6) For all t E [0, T], H0m(Q) C D(A(t)), some fixed m > 0, and for 
24 E H$yQ), 1 A(t)24 IL2 d c I u JHrn ) c > 0. 
Suppose that A(t) satisfies (1.4) and satisfies a smoothness condition 
slightly stronger than (1.5) viz., 
(5.7) For some s, > 0, t -+ Ael(t f E H, is weakly differentiable in 
Hso(Ji?), and the derivative t -+ kl(t)f is continuous in H80(s2). 
Clearly (5.6) implies (1.5). 
THIIOREM 5.4. Let A(t) be a famdy (t E [0, T]) of self-adjoint operators 
in H = L2(.Q) which satisfies (1.4), (5.6), and (5.7). Then A(t) satisfies (5.4), 
and therefore (2.1). 
Proof. Let A : Horn(Q) -+ L2(Q) be the standard positive self-adjoint 
operator such that for u E Horn(G), / Au / = Ij u IIH,,, . Let B(t) be the “absolute 
value” of A(t). Then D(n) C D(B(t)) for all t E [0, T]. Now for 8,O < 0 < 1, 
such that m(1 - 0) < l/2, 
D(/ll-‘) = [Horn, H-J, = Horn-) = Hm(-) 
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(see Lions and Magenes, Ref. [15]). Choose 0, , 0 < 0, < 1, such that 
m(1 - 0,) < min(l/2, s,,). This implies that D(A1-ao) > P$Q). It follows by 
(5.7) that for each t E [0, T], A1-BoA-l(t) is a bounded operator, and that 
for each f E H, t + ~F’ok~ ( )f is weakly continuous in H. Then by the t 
Banach-Steinhaus Theorem we have, for t E [0, T], 
I fll-ooA-l(t)f 1,s < ~1 If IB , f E H. 
Now D(A) C D@(t)), and for u E D(A), we have, by (5.6), 
I %)u I = I mu I < c I flu I, c > 0 a constant. 
By one of the Heinz inequalities (see Kato, Ref. [12]), we have that 
&Peo) C D(EP+(t)) and that 
11 lPeO(t) L.P-1 11 < c, c > 0 a constant. 
Thus for f E H, &(t)f~ D(Bi-00(t)) and 
1 wee(t) kl(t)f I < II IPyt) ABo-l II II Pwl(t)ll If IH 
G Cl% If IH 9 
which proves the theorem. 
For a first concrete example, we let Q = [0, l] and H = L2(0, 1). We 
define the operator 
(A(t)u)(x) = 2.2 
with @A(t)) the space of functions u E H1(O, 1) such that 
41) = B(t) e% 
where /3 is a continuously differentiable complex-valued function on [0, T] 
such that ) ,8(t)/ = 1 for all t E [O, T] and /3(t) # 1. It is easily verified that 
A(t) is self-adjoint in H and that A-l(t) is given by 
A-l(t)f = i [& s:fds - /If ds]. 
Clearly A-i(t)f is strongly differentiable in Hs(O, 1) for any s > 0, and 
H,,l(O, 1) C D(A(t)) for all t E [0, 2’1. Thus A(t) satisfies (5.6) and (5.7). 
It follows by Theorem 5.3 and 5.4 that A(t) satisfies (1.4), (1.5), and (2.1). 
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Writing ,8(t) = exp(2Tie(t)), the eigenfunctions of A(t) are found to be 
X&G t) = exp(--24n + W)x), 
with eigenvalues h, = 24n + 8(t)) for 12 = 0, &l, f2,... . If we assume 
that 0 < e(t) < 1 for t E [0, T], then H+(t) is the subspace of P(O, 1) 
spanned by x~(x, t) for n = 0, 1,2 ,..., H-(t) is the subspace spanned by 
xn(x, t) for 12 = -1, -2 ,..., and D(&“(t)) is the space of U(X) eL2(0, 1) 
such that 
m 
(u, xn(t)) = 0 for fr < 0 and C n l(w x,(W12 < 03, 
0 
and similarly for D(Ay2(t)). 
Finally, it is easily seen that if 
2% (153,2 I I 
is sufficiently small, A(t) will also satisfy (1.6). In this case Theorems 1.2 
and 2.1 yield the following result: 
Let f(t, X) eL2((0, T) x (0, l)), I(~(%) E D(kly2(0)), and U&X) E D(A(‘_/“(T)) 
be given. Then there is one and only one function u(t, X) such that 
(i) u(t, X) EL~(O, T; H1(0, 1)) n Hl(0, T; L2(0, 1)) and ~(1, x) = 
/3(t) u(0, X) for almost all t E [0, T]; 
(ii) au/at(t, x) + ;(au/ax)(t, $l =f(t, x) in CP((O, T) X (0, 1)); 
(iii) P+(O) ~(0, X) = uo(x) and P-(T) u(T, X) = z+(x). 
As a second example, we again let D = [0, I], H = L2(0, 1). We define 
the operator 
with D(A(t)) the space of functions U(X) E H3(0, 1) such that 
%(O) = %ilh 
(5.9) %x(l) = BP> @), 
%m = B(t) U(l)> 
where /3(t) is a continuously differentiable function on [O, T] such that 
/3(t) > 0 for all t E [0, T]. A(t) . is self-adjoint in H and A-l(t) is given by 
A-W = cl(t) + c2(+ + c3(t) x2 +is: 1: j-)(5) df dz 4
490 COOPER 
for f E H, where 
c&J = 2 1’ /‘f(E) dt 4. 0 0 
For h a real number we let 01 i, aa , cg denote the three cube roots of -ih. 
Then the eigenfunctions of A(t) are of the form 
4~) = 6, exp(v) + b2 q(w) + b, exp(a,x) 
where the bi = b{(t) satisfy the equations 
b41 - exph)) + b2a2U - exp(a2)) + b4 - exp(cs)) = 0, 
b&i2 exp(4 - B(t)) + b,(~2~ expb2) - B(t)) + b&d2 exp(4 - B(t)) = 0, 
b&12 - B(t) exd4 + b2b2 - B(t) exp(a2N + b3h2 - B(t) exp(4) = 0. 
One can show that (A(t)u, u) is not bounded, either above or below, using 
the functions u, = cos nrrx + i sin nnx, suitably modified to satisfy the 
boundary conditions (5.9). Thus there is an infinite sequence of values of A, 
depending on t, 
*.. < x4 < A-, < 0 < A, < A, < .*. 
tending to + 00 and - 00, which make the equations for the hi(t) solvable. 
We label the corresponding eigenfunctions w,(t, x). Then H+(t) and H-(t) 
are the infinite-dimensional spaces spanned by wJt, x) for n > 0 and n < 0, 
respectively. 
A-l(t)f is strongly differentiable in H8(0, 1) for any s 2 0 and 
Ho3(0, 1) C D(A(t)) for all t E [0, T]. Thus A(t) defined by (5.8) and (5.9) 
satisfies (5.6) and (5.7). It follows as in the previous example that A(t) 
satisfies (1.4), (1.5), and (2.1), and that if supogtGr 1 d/dt (l/p(t)\ is suffi- 
ciently small, A(t) will also satisfy (1.6). In this case Theorems 1.2 and 2.1 
yield the result: 
Let f (t, x) sL2((0, 7’) x (0, l)), uo(x) E D(Ay2(0)), and r+(x) E 0(@!“(T)) 
be given. Then there is one and only one function u(t, x) such that 
(i) u(t, x) EL~(O, T; Ha(O, 1)) n H1(O, T; L2(0, I)) and u(t, x) satisfies 
(5.9) in x for almost all t E [0, T]; 
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(ii) au/at (t, x) + ~(a~u/~~)(t, X) =f(t, X) in g((O, T) X (0, 1)); 
(iii) P+(O) u(0, X) = z&v), P-(T) u( T, zc) = z+(x). 
Now using Theorems 5.1 and 5.2 we may construct more complicated 
examples. For instance, let A,(t) = A(t) defined by (5.8) and (5.9) in 
E=L2(0,1).LetQ={y~R2:~y~<1},~=(y~R2:/y~=1},and 
(with y E R2 written y = ( yi , y2)) 
be defined on H’(Q) x S(Q), where y(t) is a real-valued continuously 
differentiable function on [0, T] with y(t) > 0 for all t E [0, T]. Then 
for all t E [0, TJ. 
With V(t)]= K = H1(f2) t i is clear that the hypotheses (5.1), (5.2), and 
(5.3) are satisfied. Let Aa be the self-adjoint operator in F = L2(52) defined 
by a(t, U, V) and Hl(S2). Then by Theorem 5.1, A,(t) satisfies (1.4), (1.5), 
and (2.1) because A,(t) 3 I > 0. Now 
A,(t)24 = -A,* + u 
and 
D(A,(t)) = I* E H2(l2) : 5 u(s) = y(t) u(s) vs E ij, 
where a/& is the exterior normal derivative. Thus by Theorem 5.2, the 
operators 
(40 63 A,(t)) U(% Y) = 
with domain D(A,(t) @ A,(t)) also satisfy (1.4), (1.5), and (2.1). 
In the following example we consider a family of operators which are 
indeed semibounded for each t E [0, 2’1, but not uniformly. We are able to 
verify (2.1) by using Theorems 5.3 and 5.4. We again let H = L2(0, 1) and 
we define a family of operators A(t) in H by 
(5.10) A(t)* = -24, - $4, 
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with D(A(t)) the space of functions u E H2(0, 1) such that 
(5.11) 
a(t) u(O) + b(t) u,(O) = 0, 
a(t) u(l) + b(t) u,(l) = 0, 
where a(t) and b(t) are real-valued, continuously differentiable functions on 
[0, T] such that 
(i) 0 < a(t) < 1 for t E (0, T); a(O) = 0, u(T) = 1; 
(ii) 0 < 6(t) < 1 for t E (0, T); b(0) = 1, b(T) = 0. 
A(t) is self-adjoint, and its inverse may be calculated explicitly. ForfeLa(O, 1), 
with 
C(t) = 
-(u - $ib) si ji e(iy-is121f(s) ds dy + b(t) li ecis/2f(s) ds 
2(W + W(t)) 
, 
o(t) = [u(t) - i&(t)] s: si ei(Y-s/2)f(s) ds dy - b(t) ji e-is/2f(s) ds 
W(t) + W(t)) 
Here again t -+ Ael( is strongly differentiable in H”(0, 1) for all s > 0, 
and Hs2(0, 1) C @A(t)) f or all t E [0, T]. Hence by Theorems 5.3 and 5.4, 
A(t) satisfies (1.4), (1.5), and (2.1). Easy estimates on C’(t) and D’(t) show 
that (1.6) is satisfied if 
(5.12) I u’b - ab’ I < za 
o$& I a +Bib I2 ’ 
O<cu<l. 
At t = 0, u(t) = 0, so that the boundary conditions are of Neumann 
type while at t = T, b(T) = 0, yielding a Dirichlet condition. That this 
transition from the Neumann to the Dirichlet condition is of a singular 
nature may be seen from the coefficient u/b in the sesquilinear forms u(t, u, v) 
which define A(t) for 0 < t < T, 
f 
1 
(5.13) a(t, u, V) = u,uz dx - 3 
0 I 
1 
UB dx 
0 
+ g [u(l) u(l) - u(O) ml, 24, w E qo, 1). 
Now in fact, for 0 < t < T, A(t) has one negative eigenvalue, viz., 
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)b(t) =-a - wy, corresponding to the eigenfunction e-aflib. At t = T, 
A(T) > 2 , i.e., K(T) = {O}. Thus as t -+ T, h,(t) + - CO, and the negative 
eigenvalues “disappear.” 
If B(0) is the “absolute value” of A(O), then it is easily seen that 
0(@/“(O)) = [D(B(0)),L2(0, l)],,, = Hl(0, 1) (see Grisvard, Ref. [ll]). The 
projection on the negative eigenspace, i.e., P-(O), is simply 
because the negative eigenfunction is p)(x) = 1. Hence 
It follows that 0(@“(O)) = {U E Hl(0, 1) : ji u ds = O}. 
Now suppose that (5.12) is valid and apply Theorem 2.3. Multiplying 
the solutions by e-t/4, this yields the following result for the heat equation: 
Letf(t, x) EL~((O, T) x (0, 1)) and U,,(X) E Hl(O, 1) such that si U,,(S) ds = 0 
be given. Then there is one and only one function u(t, x) such that 
(i) u(t, x) EL~(O, T; H2(0, 1)) n Hl(0, T; L2(0, 1)) and u(t, X) satisfies 
(5.11) in x for almost all t E [0, T]; 
(ii) au/i% (t, x) - a2u/8x2 (t, x) = f(t, x) in S’((0, T) x (0, x)); 
(iii) ~(0, X) - r: ~(0, s) ds = u,,(x). 
Final Remarks. The question of determining when self-adjoint operators 
A(t) satisfying (1.4) and (1.5) also satisfy (4.1) or (4.1)’ needed for the 
backward uniqueness theorem 4.1 is still open, except in the case of uniformly 
semibounded operators of Theorem 5.1. In the last example discussed, A(t) 
defined by (5.10) and (5.11) arises from the forms (5.13) for 0 < t < T. 
It can be shown that for each 7, 0 < 7 < T, there is a hi > 0 such that 
for u E H1(0, l), 
It follows by Theorem 5.1 that A(t) satisfies (4.1)’ on each interval [0, 71, 
0 < 7 < T. A simple argument then shows that the solutions of Au + u’ = 0, 
u E W, where A(t) is defined by (5.10) and (5.1 I), satisfy (4.3) on the whole 
interval [0, TJ. 
Another question remaining open is to determine the meaning of the 
restriction (1.6). It is not clear whether (1.6) is a hypothesis imposed by 
the method, or instrinsic to the problem. We note, however, that only (1.4), 
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(1.5), and (2.1) are used in proving the trace result of Lemma 2.3. When 
A(t) > 0 for all t E [0, T], a more qualitative condition for existence and 
uniqueness in the forward Cauchy problem may be substituted for (1.6), 
viz., that t -+ A-li2(t) be weakly, continuously differentiable (see Carroll, 
Refs. [5, 71). It would be desirable to find a comparable condition for the 
two-point problem. 
Finally, we wish to mention the paper of Baouendi and Grisvard, Ref. [2] 
(cf. also Bardos and Brezis, Ref. [3]), which considers the equation 
(5.14) 
au 
' z txt t> - ax2 a"u x, t) = f(X, t) 
in the rectangle [-1, 11 x [0, T] with the boundary and initial conditions 
U(1, t) = U(-1, t) = 0 for 0 < t < T, 
(5.15) U(% 0) = %I(4 for Odx,(l, 
4% T) = UT(X) for -1 <x<O, 
where ZQ,(X) and z+.(x) are given functions. This is also a two-point problem, 
and the appropriate operator is -1/x(d2/dx2). However, this operator is not 
even formally self-adjoint, and so does not fall within the scope of our theory. 
On the other hand, one can construct an abstract framework which yields 
weak solutions to the two-point problem treated in this paper, as well as a 
class of problems including (5.14), (5.15). This is done by considering 
equations of the form 
W) $ + B(t) 40 = f(t), 
where B(t) is an accretive operator in H, and E(t) is a symmetric bounded 
operator which decomposes H into “positive” and “negative” spaces H+(t) 
and H-(t). Details of this discussion will appear elsewhere. 
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