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Research examining language in written and oral trauma narratives indicates that exposure 
and cognitive processing are important processes responsible for therapeutic change. Bio-
informational theory, which defines emotions as the activation of response, stimulus, and 
meaning units in memory, provides a meaningful structure for evaluating language in traumatic 
and neutral essays. This study examined the effects of imagery training procedures designed to 
prime activation of response or stimulus units on word usage. The effect of writing instructions 
on activation of meaning units was also investigated. Unscreened undergraduates (n=246) were 
randomly assigned in a 2 writing condition (traumatic or neutral) x 3 training condition 
(response-training, stimulus-training, or no-training) design. Word count dictionaries were used 
to capture the effects of training and instructions on language. Overall, results supported 
predicted effects of stimulus training and trauma writing, but anticipated effects of response-




Effects of imagery training on language in expressive writing 
Statement of the Problem 
Language is an important, if imperfect, method for assessing internal emotional experience. 
Lay persons and a majority of emotion researchers alike assume that emotional experience can 
be coded in natural language. In daily life, we rely on language to tell us what others are feeling 
and to signal to others what we are feeling. Although body language, voice tone, and other 
variables can influence these interpretations, the emotional value of word usage allows us to 
translate emotions even in the absence of non-verbal cues. The reason we can cry while reading a 
sad story or feel the sting of a co-worker’s contempt through a terse e-mail is that emotions can 
be relayed through text alone. In addition to these interpersonal language-emotion transactions, 
language can reveal previously unrecognized intra-personal emotional experiences. The practice 
of journaling, keeping a diary, or even the more modern blog post, are all examples of 
individuals coding their own emotions in natural language. In sum, words, whether spoken aloud 
or written, are assumed to provide crucial information about an individual’s emotional state. 
On the other hand, some research has indicated that reliable measurement of emotional 
experience is difficult. Studies using multiple measures of emotion have demonstrated a lack of 
convergence among various measures of emotion (Hoehn-Saric & McLeod, 2000; Gross & 
Levenson, 1993). In light of this work, emotion researchers have proposed a componential model 
for measuring emotions in which emotions are conceptualized as “experiential, physiological, 
and behavioral responses to personally meaningful stimuli” (Mauss & Robinson, pg. 1, 2009). 
Although the current study will focus on language as a single measure of emotional experience, 
the multidimensional nature of emotion will be important in interpreting the results of this study. 
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If a relationship between emotion and language was not detected, then it should not 
automatically be assumed that an emotional experience did not occur. Rather, the type of 
emotional experience evaluated in this study may not manifest itself in language. Furthermore, 
even an apparent connection between a presumed emotional experience and language can never 
be proven because the occurrence of an emotion relies on the reliability and validity of whatever 
method is used to measure its occurrence. Because of this circular logic, it is important to 
acknowledge that any measure of emotion is a probabilistic method of assessing an inferred 
construct (Larsen & Frederickson, 1999). In this study, the assumed importance of language as a 
component of emotion was put to the test and the use of language for assessing a specific type of 
emotional experience was evaluated. 
The connection between emotional experience and language is particularly relevant for 
the study of mental and physical health outcomes in psychology. Two recent literatures in 
clinical psychology and psychosomatic medicine have used language to understand symptoms 
and health outcomes in those exposed to stressful or traumatic life events. The first of the two 
literatures comes out of clinical practice and empirically supported treatment of individuals 
diagnosed with post-traumatic stress disorder (PTSD). PTSD is characterized by intrusive re-
experiencing of a previously-experienced traumatic event (APA, 2000). Pervasive avoidance of 
thoughts, feelings, and situations that stimulate recollections of the trauma is a defining feature 
(APA, 2000). According to learning theory models, which provide the basis for cognitive-
behavioral treatment (CBT), this pattern of avoidance is assumed to maintain PTSD 
symptomatology by denying the individual the opportunity to habituate to feared stimuli 
(Barlow, 2002). Prolonged Exposure (PE) therapy (Jaycox, Foa, & Morral, 1998) and Narrative 
Exposure Therapy (NET; Bomyea & Lang, 2011) are widely used cognitive-behavioral 
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approaches for treating PTSD and involve repeated oral or written retelling of the traumatic 
event with the goal of exposing the patient to feelings, thoughts, and memories associated with 
the trauma, eventually leading to habituation and PTSD symptom remittance. A second theory 
postulated to explain these therapeutic strategies is the patient’s construction of an increasingly 
coherent and organized description of the traumatic event. The story that an individual creates 
about his or her traumatic experience is referred to as a trauma narrative. Trauma narratives can 
be expressed orally or in writing and can provide information about an individual’s thoughts and 
feelings about the trauma. Researchers have found that language plays a key role as a mediator 
of treatment outcomes, suggesting that altering language through training or instructions may 
have important treatment implications (O’Kearney & Perrott, 2006). 
The second literature, rooted in psychosomatic medicine and social psychology, has 
examined the physical and mental health benefits of writing about traumatic or stressful life 
experiences, primarily among non-clinical populations. This second literature has emerged out of 
Pennebaker and Beall’s (1986) expressive writing, a controlled laboratory paradigm that involves 
writing about a traumatic or stressful life experience with as much emotion as possible. A recent 
meta-analysis indicates that expressive writing is associated with small to moderate benefits in 
physical functioning (e.g. improved immune functioning, fewer doctor’s visits) and 
psychological well-being (e.g. reduced symptoms of PTSD, depression, and enhanced post-
traumatic growth) in healthy and select clinical populations (Frattaroli, 2006; Smyth, 1998; 
Smyth, Hockemeyer, & Tulloch, 2008). However, the results of expressive writing studies have 
not been universally positive (Mogk et al., 2006), suggesting that an understanding of the 
underlying mechanisms involved is crucial. Language emerged as an obvious target for 
investigating both mediation and moderation of expressive writing outcomes. Research on 
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linguistic variables in expressive writing, primarily using a word count software program called 
Linguistic Inquiry and Word Count (LIWC), revealed a relationship between certain types of 
naturally produced language and health outcomes. Numerous studies examining linguistic 
variables with LIWC have indicated that usage of emotional (positive or negative emotion 
words) and cognitive (words indicative of insight or inferred causation) words are relevant for 
expressive writing outcomes (Tausczik & Pennebaker, 2010). However, these correlational 
studies failed to establish a causal relationship between word usage and outcomes. Thus, 
researchers began to experimentally manipulate expressive writing instructions with the goal of 
altering linguistic content in specific ways. Several studies have demonstrated that altering 
instructions prior to writing or providing feedback to participants during writing can shape 
linguistic output (Ullrich & Lutgendorf, 2002; Sloan, Marx, Epstein, & Lexington, 2007; Smyth, 
True, & Souto, 2001; Sloan, Marx, & Epstein, 2005; Owen, Hanson, Preddy, & Bantum, 2011). 
These studies suggest that further efforts to modify language through experimental manipulation 
would allow researchers to apply and test specific theories of therapeutic change within the 
expressive writing paradigm. 
Although linguistic analysis of trauma narratives and expressive writing studies with 
LIWC differ in methodology and target population, they are linked by common theoretical 
mechanisms. PE, NET, and expressive writing are currently postulated to work by exposing 
individuals to traumatic thoughts, feelings, and memories leading to habituation and by 
encouraging cognitive assimilation, allowing individuals to cognitively adapt and derive 
meaning from the traumatic experience. Although exposure and cognitive assimilation are the 
strongest theories proposed to explain the benefits of PE, NET, and expressive writing, further 
evidence is needed to validate the mechanisms involved in traumatic or stressful event 
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processing. Given the significant theoretical support for both exposure and cognitive assimilation 
as mechanisms of action in expressive writing, it is important to examine the underlying 
evidence for each of these constructs. One method for evaluating these theories would be to 
experimentally manipulate expressive writing instructions to stimulate production of language 
indicative of exposure or cognitive assimilation. If we assume that one way to change emotions 
involves changing language, then it is useful to determine whether and how we can change the 
language people use about emotion in their writing. 
Theorists have proposed that exposure and cognitive assimilation can be enhanced 
through language. Lang’s (1979) bio-informational theory provides an information processing 
model of propositional language to explain emotional activation in the brain. Andersen and 
Bower (1974) and other information processing theorists have conceived of the brain as a 
network of propositional units. Lang (1979) extended this network model to describe emotional 
imagery as a network composed of informational units, including response units, stimulus units, 
and meaning units. Response units are characterized as propositions related to behavioral acts, 
physiological activation, and verbal behavior. For example, response propositions include 
statements such as “I felt my heart pounding in my chest”, “I ran as fast as I could”, and “I cried 
out in pain”. Stimulus units are characterized as propositions related to descriptive details or 
contextual features of a situation. Thus, stimulus propositions include descriptive information 
such as “The spider was black” and “The sun was shining.” Finally, meaning units are 
conceptualized as interpretations and later as internal behaviors, such as cognitions, emotional 
labeling, and meaning-making. Meaning propositions, therefore, include, “I was very afraid”, “I 
realized things would get better soon”, and “It made sense that we broke up”.  
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Lang’s (1979) proposed network of response, stimulus, and meaning units provides an 
established structure for measuring emotionally relevant linguistic content. Examination of 
linguistic variables using this propositional structure may provide a useful methodology by 
which to test theories of exposure and cognitive assimilation within expressive writing. The 
primary goal of the current project was to examine whether response training and stimulus 
training (to be described later) influence linguistic content of expressive writing as theory would 
predict. Response unit and stimulus unit dictionaries were developed and used to quantify the 
effects of response and stimulus training on response and stimulus language in expressive 
writing. A second goal of this project was to examine whether training and writing instructions 
influence meaning proposition usage in writing. Although meaning-oriented language was not 
experimentally manipulated in this study, examining meaning proposition usage allowed for a 
test of the cognitive assimilation theory. A final goal of this project was to examine changes in 
response and meaning oriented language over time to determine whether response word usage 
and meaning word usage respectively increased and decreased as the theories of exposure and 
cognitive assimilation would predict. 
Review of the Literature 
 In the following review, complementary findings from two separate areas of research, the 
clinical trauma narrative literature and the expressive writing literature, will be integrated using 
an information processing model of propositional language to reveal how experimental or 
therapeutic procedures, such as a therapist’s instructions, written instruction sets, computerized 
feedback, or training procedures, can affect linguistic content. First, the relationship between 
cognitive-behavioral therapy (CBT) for PTSD and the language of trauma narratives will be 
discussed and the implications of this therapy-language association for treatment outcomes will 
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be highlighted. A dual processing model involving exposure to sensory and emotional 
information and cognitive assimilation through the creation of an organized trauma narrative is 
proposed. Next, the expressive writing paradigm is examined with a focus on the relationship 
between writing instructions or feedback on word usage. The three leading theories proposed to 
explain the mechanism of action in expressive writing, the psychosomatic theory of inhibition, 
the exposure hypothesis, and cognitive assimilation, are evaluated in light of linguistic evidence. 
Again, a dual processing model implicating exposure to physiologically and emotionally relevant 
linguistic content and cognitive processing, evident in the use of insight and causal words, 
emerges. Finally, Lang’s (1979) bio-informational processing model of response, stimulus, and 
meaning propositions is applied to incorporate these theories and test them in an investigation of 
response training and stimulus training augmented expressive writing. 
The Language of PTSD 
 Within the clinical psychology literature, researchers have examined the relationship 
between language and psychopathology. Because language is the primary modality used in 
clinical assessment and treatment, it follows that linguistic content is assumed to represent 
symptom severity and frequency as well as treatment progress. This assumption has perhaps 
been best tested within the context of treatment for post-traumatic stress disorder (PTSD) and 
other trauma-related symptoms. Empirical studies on the nature of trauma narratives in PTSD are 
rooted in information processing models of the disorder, which suggest that the lasting 
maladaptive symptoms of PTSD develop, in part, because of distortion and fragmentation of 
autobiographical memory of the event (Foa & Riggs, 1993). From this conceptualization, it is 
assumed that successful treatment will involve increasing organization and coherence of 
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traumatic memories through repeated disclosure and modification of the traumatic experience 
under the guidance of a therapist. 
The clinical trauma narrative literature has focused on ways in which the expected 
clinical presentation of PTSD is evident in patient’s oral or written trauma narratives. For 
example, the fragmented nature of traumatic memories might be manifested in repetitious, 
disorganized, or incoherent language use. Intrusive thoughts about the traumatic event might 
emerge in language in the form of more frequent use of sensory, perceptual, or emotional 
content. The leading empirically-supported treatments for PTSD, narrative exposure therapy 
(NET) and prolonged exposure therapy (PE), involve patients repeatedly giving an oral or 
written account of their trauma, with the goal of both cognitively integrating the events into 
memory and experiencing physiological and emotional distress habituation to the feared stimuli 
(i.e. memories, thoughts, and feelings related to the trauma) (Jaycox et al., 1998; Bomyea & 
Lang, 2011). In this way, individuals are expected to achieve a more coherent representation of 
the trauma in working memory and as a result experience a reduction in distress and avoidance 
of situations or memories associated with the trauma. In order to better understand this process, 
changes in linguistic patterns of trauma narratives over time have been tracked and shown to be 
associated with PTSD symptoms, treatment progress, and outcomes.  
In a qualitative review of the trauma narrative linguistic analysis literature, O’Kearney 
and Perrott (2006) identified several overarching themes. First, they pointed to the use of 
sensory, perceptual, and emotional language and their apparent relationship to “flashbacks” or 
intrusive re-experiencing of traumatic memories. Specifically, across several reviewed studies, 
O’Kearney and Perrott (2006) reported that the frequency of sensory, perceptual, and emotion-
focused language mirrored the severity of patient-reported and clinician-observed PTSD 
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symptoms. Second, they identified narrative cohesion (connectedness of ideas) and narrative 
coherence (conceptual organization) as separate key elements contributing to the 
conceptualization of fragmented, disorganized memory in PTSD. In one study reviewed, 
involving rape victims undergoing PE for PTSD, Foa, Molnar, and Cashman (1995) employed a 
coding system to evaluate audio-recorded and transcribed trauma narratives on dimensions of 
organization and fragmentation. The major finding of this work was that increased use of 
organized thoughts, defined as statements indicative of reasoning, realization, meaning-making, 
or some other form of cognitive integration, in oral trauma narratives from early treatment 
sessions to later treatment sessions correlated with decreased patient-reported intrusive thoughts 
and predicted better treatment outcomes overall. 
Word Usage Findings in Expressive Writing 
The second literature emerged out of psychosomatic medicine and centers around the 
expressive writing paradigm, a procedure developed by Pennebaker and Beall (1986), to test the 
benefits of written emotional disclosure on physical health outcomes. Expressive writing, in its 
original form, involved three, 20-minute sessions in which participants were instructed to write 
about the most traumatic or stressful event of their lives with as much detail and emotion as 
possible, or, in the control condition, to write about a neutral or trivial topic such as the events of 
the previous day with as little emotion as possible. Since the first studies, researchers have 
adapted the paradigm, including alterations to the instructions to make them specific to a 
particular population (e.g. writing about the experience of coping with a chronic disease), to 
extend the number of and duration of time between sessions, and most relevant for the current 
investigation, to manipulate linguistic content. 
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Pennebaker, Francis, and Booth (2001) developed a computerized word count program 
called Linguistic Inquiry and Word Count (LIWC) to perform objective, quantitative linguistic 
analyses of expressive writing narratives. One goal of this program was to identify individual 
differences in word usage that might explain inconsistent results of the expressive writing 
intervention or differences in health outcomes across different groups (Taucszik & Pennebaker, 
2010). In their review of this line of research, Pennebaker, Mehl, and Niederhoffer (2003) 
reported a vast range of LIWC word categories and their psychological correlates. For instance, 
the use of a high number of positive emotion words and a moderate number of negative emotion 
words predicted better mental and physical health outcomes in expressive writing compared to a 
low number of positive emotion words and a high or low number of negative emotion words 
(Pennebaker, Mayne, & Francis, 1997). Additionally, increasing use from the first writing 
session to the last writing session of cognitive processing words, indicative of insight (“think” 
“know” “consider”) or causation (“because” “effect” “hence”), predicted better response to the 
expressive writing intervention (Pennebaker et al., 1997). In sum, these initial studies suggested 
that word usage might mediate the relationship between the expressive writing task and health 
outcomes. However, these correlational findings failed to establish a causal relationship, leaving 
the confounding possibility that the type of individual who used emotion words or cognitive 
processing words in these specific ways were already more likely to benefit from expressive 
writing. 
Building on these initial word usage findings, Smyth and colleagues (2001) 
experimentally manipulated the writing instruction sets to determine the effects on word usage 
and whether word usage could explain differences in health outcomes between groups. They 
randomly assigned participants to use one of the following three instructions in their writing: (1) 
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focus on forming a coherent story about a traumatic life event (narrative structure group), (2) 
compose a list of thoughts, feelings, and details of a traumatic life event (expressive list group), 
and (3) write about a neutral topic (control group). Trained raters evaluated the essays for degree 
of narrative structure on a seven-point scale from zero (none at all) to six (extreme) and found 
that, as predicted, the narrative structure group had a higher mean narrative structure than the 
expressive list group and the control group. Furthermore, only the narrative structure group 
enjoyed improved physical health outcomes (Smyth et al., 2001). Based on these results, Smyth 
and colleagues (2001) concluded that the formation of a narrative was a crucial element in 
determining the outcome of structured writing exercises on health.  
However, more recent work by Danoff-Burg, Mosher, Seawell, and Agee (2010) 
comparing the standard expressive writing instructions to narrative writing instructions challenge 
this conclusion. In this study, undergraduate participants were randomly assigned to complete the 
standard expressive writing task or to complete a narrative writing task that emphasized the 
formation of a coherent story in writing about a traumatic or stressful life event. These authors 
followed the same methodology used by Smyth and colleagues (2001) in analyzing the essays for 
degree of narrative structure. They found that the narrative writing group had a higher mean 
narrative structure rating than the expressive writing group and that the expressive writing group 
had a higher mean narrative structure rating than the control group. In contrast to patterns 
observed in correlational studies, an interaction between writing group and writing session was 
observed such that narrative structure ratings declined from the first session to the last session for 
the narrative writing group as well as the standard expressive writing group, but not for the 
control group. Previous studies examining patterns of word usage across sessions had suggested 
that increasing use of cognitive processing words, indicative of the formation of a coherent 
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narrative, was associated with superior health outcomes (Pennebaker et al., 1997; Pennebaker & 
Seagal, 1999). However, in the study by Danoff-Burg and colleagues (2010) the opposite pattern 
was observed for language indicative of narrative structure, and changes in narrative structure 
across sessions was unrelated to health outcomes. Greater mean level narrative structure and 
participants’ ratings of the emotionality of their own essays predicted better emotional health 
outcomes. Yet, the experimental manipulations of narrative structuring and emotionality of 
writing failed to produce different emotional or physical health outcomes, indicating that 
naturally produced language and perceptions of emotionality were better predictors of outcomes 
than writing instructions in this study. In line with the authors’ hypothesis and with the extant 
literature (Batten et al., 2002; Kovac & Range, 2002; van Middendorp, Sorbi, van Doornen, 
Bijlsma, & Geenen, 2007), instructing participants to form a coherent story about a traumatic or 
stressful life event resulted in greater narrative structuring of written essays and instructing 
participants to engage in expressive writing on the same topic resulted in higher perceived 
emotionality in written essays. Linguistic analysis of narrative structuring and participants’ 
ratings of their own emotionality in their writing confirmed that writing instructions influenced 
actual and perceived writing content in the expected manner. Furthermore, rater-assessed 
linguistic content and participants’ perceptions of essay emotionality were related to emotional 
health outcomes. However, these outcomes did not differ as a function of writing instruction 
groups, suggesting that both narrative structuring and emotionality may be equally important 
ingredients contributing to structured writing outcomes. 
In a similar vein, Sloan, Marx, Epstein, and Lexington (2007) manipulated the 
instructional set in expressive writing in traumatized undergraduates with PTSD symptoms to 
determine whether it was possible to experimentally alter word usage. In an effort to test the 
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relative importance of emotional expression (EE) compared to insight and cognitive assimilation 
(ICA) in writing about a traumatic experience, Sloan and colleagues (2007) randomly assigned 
participants to an EE writing condition, an ICA writing condition, or a neutral writing condition. 
EE writers were instructed to write about their most traumatic life experience with as much 
emotion and feeling as possible. ICA writers were instructed to write about and evaluate their 
thoughts about their most traumatic life experience. Neutral writers were asked to write about 
how they use their time, refraining from including emotional responses or thoughts. As a 
manipulation check and a test for potential mediators, Sloan and colleagues (2007) analyzed the 
three writing conditions using the LIWC2007 positive and negative emotion word and insight 
and causal word dictionaries. As predicted, EE writers used a greater percentage of positive and 
negative emotion words, and ICA writers used more insight and causal words compared to the 
other conditions. Importantly, EE writers also used a significantly higher number of insight and 
causal words compared to the control condition, suggesting that increasing emotional expression 
may also stimulate insight and cognitive assimilation. Individuals assigned to the EE condition 
showed the greatest improvement on PTSD and depression symptoms and physical health at 
follow-up. EE writers also showed a pattern of physiological activation and habituation 
consistent with theories of exposure, providing further evidence that expression of emotion at 
least partially explains the benefits of writing about a traumatic event.  
To determine whether the manipulation of expressive writing instructions affected 
linguistic content and health outcomes in the expected manner, Sloan and colleagues (2007) 
performed a series of mediation analyses. Several counterintuitive findings emerged. First, Sloan 
and colleagues found that emotion word use mediated the relationship between the EE condition 
and PTSD symptom severity; specifically, use of fewer positive emotion words explained greater 
 14 
 
reductions in PTSD symptoms among EE writers. Second, use of cognitive insight words 
mediated the relationship between EE condition and depression symptoms, with lower numbers 
of cognitive insight words predicting greater reductions in depression symptoms in the EE group. 
Contrary to the prediction that increased usage of emotion and cognitive processing words would 
explain the superior outcomes for the EE group, these results suggest a more subtle relationship 
between expressive writing instructions, word usage, and health outcomes. As expected, rates of 
emotion word usage were higher among EE writers, indicating that the instructions appropriately 
altered participants’ language. However, within this group of elevated emotional expression, it 
was those individuals who used fewer positive emotion words that explained the link between 
writing instruction condition and symptom changes. Furthermore, despite higher numbers of 
cognitive processing words overall in the EE condition compared to the neutral condition, use of 
fewer cognitive insight words explained the relationship between EE instructions and superior 
depression outcomes.  
These results stand in contrast to what theory might predict about the relationship 
between writing instructions, word usage, and health outcomes. However, it is possible that the 
authors’ analysis of word usage at the mean level across all writing sessions failed to capture the 
complex unfolding of emotional expression and cognitive processing from the first writing 
session to the last writing session. Other studies have suggested that individuals who show an 
increase from earlier sessions to later sessions in their use of cognitive processing words benefit 
most from expressive writing (Pennebaker, 1997); thus, it may be that these individuals use 
fewer cognitive insight words overall in their writing but that the increase from lower usage to 
higher usage accounts for the different outcomes. Less easily explained, the positive emotion 
word mediation findings also contradict earlier word usage analyses by Pennebaker et al. (1997), 
 15 
 
which demonstrated that greater use of positive emotion words was associated with better 
treatment outcomes. In this case, the contradiction may be explained by altering the frame of 
reference in judging what greater use of positive emotion words means. In the Pennebaker and 
colleagues (1997) study, natural word usage within the usual expressive writing instruction set 
was examined in relation to health outcomes. Sloan and colleagues (2007), on the other hand, 
manipulated the typical expressive writing instructions to affect production of emotion and 
cognitive processing words. Thus, individuals in the EE condition did use a greater number of 
positive emotion words compared to the other two writing conditions; however, it was the use of 
fewer positive emotion words within the EE condition that accounted for the variance in PTSD 
symptom change. In sum, the work by Sloan and colleagues (2007) confirms that writing 
instructions can be manipulated to systemically alter linguistic content of expressive writing; 
however, changing natural word usage patterns may affect health outcomes in unexpected ways. 
To build on these findings, future research should examine changes in experimentally 
manipulated emotion and cognitive word usage across different writing sessions. 
 Recognizing linguistic content as an important mediator of expressive writing outcomes, 
Owen, Hanson, Preddy, and Bantum (2011) used the LIWC emotion word categories to examine 
the effects of providing linguistically-tailored feedback to participants during an expressive 
writing intervention on their word usage and subsequent health outcomes. A large sample of 
college undergraduates were randomly assigned to one of three experimental conditions: simple 
feedback, directive feedback, or no feedback. All participants completed the classic Pennebaker 
(1997) expressive writing task of writing for 20 minutes on three occasions about a traumatic or 
stressful personally-experienced event. Simple feedback consisted of computer generated 
feedback on the individual’s level of emotional expression, which was based on means and 
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standard deviations reported by Pennebaker and colleagues (2001) across 43 expressive writing 
studies and were rated as low, average, or high on both positive and negative emotion 
dimensions. In addition to receiving simple feedback, individuals in the directive feedback group 
were also encouraged to increase levels of emotional expression commensurate with their current 
levels. Thus, participants rated as low on emotional expression were asked to “greatly increase” 
use of positive and negative emotional expression, those using an average level of emotional 
expression were encouraged to “increase” their use, and individuals rated high on emotional 
expression were simply told to “keep it up.” Results indicated that both simple and directive 
feedback increased participants’ linguistic emotional processing, with larger increases in positive 
valence emotion words than negative valence emotion words. However, at immediate follow-up, 
participants did not differ across groups on degree of mood disturbance, indicating that 
increasing emotional expression did not improve treatment outcomes. It is possible that a longer 
follow-up and a greater range of outcome measures would have better captured the effects of 
increased emotional processing. Despite this null result, Owen and colleagues (2011) 
successfully demonstrated that both simple and directive feedback can alter emotional word 
usage in expressive writing. 
In an effort to simultaneously test the importance of emotional expression and cognitive 
processing, Ullrich and Lutgendorf (2002) systematically altered the expressive writing 
instructions to compare the effects of emotion-focused instructions to combined emotion and 
cognition focused instructions on emotion and cognitive word usage and emotional and physical 
health outcomes. Rather than using the standard three-session writing paradigm, the authors used 
a more naturalistic procedure in which participants were instructed to write in a journal using 
their assigned writing instructions for one month at least twice per week for at least 10 minutes 
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each time. The two experimental groups did not differ significantly on number of journal entries 
or number of words per entry. Word count analyses using the LIWC2007 positive and negative 
emotion word and insight and causal word dictionary categories confirmed that the instructional 
manipulation affected word usage as theory would predict. Participants assigned to the combined 
emotion and cognition focused instruction set showed significant increases from the first half of 
journal entries to the second half of journal entries in cognitive processing word usage, whereas 
participants assigned to the emotional expression focused group showed increases in negative 
emotion word usage across the journaling exercise. No changes were observed in positive 
emotion word usage for any of the groups, or in cognitive processing word usage for the emotion 
focused group, or in negative emotion word usage for the combined emotions and cognitions 
group. Additionally, the results supported the authors’ hypothesis that individuals assigned to 
write about both emotional and cognitive aspects of a traumatic event would enjoy greater post-
traumatic growth and fewer visits to the doctor at follow-up. More importantly for the current 
discussion, the superior benefits of the combined writing instructions were partially mediated by 
increases in the use of cognitive processing words. On the other hand, the authors found that 
higher numbers of sick visits in the emotions-only group was attributable to increased negative 
emotion word usage over the course of the journaling exercise.  
This study’s findings stand somewhat in contrast to those reported by Sloan and 
colleagues (2007) regarding the relative contributions of emotional expression and cognitive 
processing to expressive writing outcomes. However, it is possible that individuals in Sloan and 
colleagues’ (2007) emotion-focused condition showed more linguistic similarity to Ullrich and 
Lutgendorf’s (2002) combined emotional expression and cognitive processing condition rather 
than their emotions-only group. The relatively high rate of cognitive processing words in Sloan 
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and colleagues’ (2007) emotional expression group compared to the neutral writing group 
supports this interpretation. Furthermore, Sloan and colleagues’ (2007) finding that lower 
numbers of both positive emotion words and cognitive insight words mediated the relationship 
between the emotional expression writing condition and superior health outcomes indicates that 
mean level word usage may be a poor index of emotional and cognitive processing. Instead, 
Ullrich and Lutgendorf’s (2002) examination of changes in word usage from the first half of the 
journaling exercise to the second half of journaling exercise may better reflect the unfolding of 
emotional or cognitive changes in writing. 
Working under the assumptions of Park and Folkman’s (1997) theoretical framework for 
meaning-making in the context of stress of coping, Park and Blumberg (2002) evaluated 
linguistic meaning-making as a mechanism of change in expressive writing. In their study, 
meaning-making was defined as changes in appraisals of the traumatic experience (situational 
meaning) and in world views, personality, and coping styles (global meaning) resulting in a 
reduced discrepancy between global and situational meaning. Under Park and Folkman’s (1997) 
model of stress and coping, a situation is experienced as stressful when an individual’s 
situational appraisals (“I am in danger”) violate their global beliefs or assumptions about the 
world (“The world is a safe place”). In order for adaptive coping to occur, Park and Folkman 
(1997) have argued that individuals must engage in a meaning-making process to reduce this 
discrepancy by modifying their situational or global appraisals or both. Park and Blumberg 
(2002) applied this model of stress and coping to the expressive writing paradigm to investigate 
whether writing about a traumatic life event stimulates meaning-making. Linguistic coding by 
judges of essays about a traumatic life experience but not neutral essays confirmed that over the 
course of four writing sessions, the trauma writing group’s situational appraisals changed to 
 19 
 
become less stressful and less threatening. These linguistic changes were associated with self-
reported reductions in intrusions and avoidance and in better physical and emotional health 
outcomes at follow up. The authors concluded that expressive writing about a traumatic life 
event facilitates meaning-making and that meaning-making is an important mechanism of action 
in expressive writing outcomes. 
Although Park and Blumberg (2002) used coding by human judges rather than word 
count software, their results show similarity to  Ullrich and Lutgendorf’s (2002) work in that 
both examined changes in language indicative of cognitive processing or meaning-making across 
writing sessions. This conceptualization of cognitive assimilation as a process, rather than an 
event, which is likely to be evident in linguistic changes from early writing to later writing, 
seems to best conform to current theoretical models of stress and coping (Park & Folkman, 1997) 
and narrative formation (Pennebaker et al., 1997; Foa et al., 1995). The accumulation of 
linguistic evidence from trauma writing and expressive writing research indicates that altering 
writing instructions and other procedures can influence linguistic indices of emotional and 
cognitive processing. Thus, researchers should continue to evaluate theoretically-based 
manipulations of language in writing to better facilitate these processes of therapeutic change. 
Methodological Issues about Word Count Data 
Although some authors in the previously reviewed studies used judges’ ratings or 
participants’ self-ratings as an index of linguistic content, the majority of linguistic analyses in 
expressive writing studies are performed using the word count program, LIWC. Word count 
software programs, such as LIWC, have inherent strengths and weaknesses. Efficiency and 
objectivity are major advantages of LIWC and other programs like it. The ability to create 
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theory-based linguistic categories and scan huge amounts of text have allowed for rapid 
advancement in our understanding of the relationship between language and psychologically 
meaningful constructs, including observable behaviors, group memberships, and personality 
traits. At the same time, critics have rightfully questioned the real world significance of 
statistically significant differences in, for example, how often an individual uses the word “I”. 
However, in support of LIWC’s external validity, a study by Rude, Gortner, and Pennebaker 
(2004) examined first person singular pronoun usage among depressed, formerly-depressed, and 
never-depressed college students. In line with their conceptualization of pathological self-
preoccupation as a defining feature of depression, depressed college students used “I” 
significantly more frequently, and formerly-depressed participants showed significant increases 
in first person pronoun usage by their third writing session, indicating a greater vulnerability to 
self-preoccupation than never-depressed individuals. Thus, simple word frequencies may capture 
complex differences among individuals in present mood or even in their vulnerability to 
psychopathology.  
Additional evidence for the validity of word usage as a marker of psychopathology 
comes from work by Oxman, Rosenberg, and their colleagues. A computerized text analysis 
program called General Enquirer, which was developed to replace humans as judges of the 
Thematic Apperception Test, was shown to accurately and reliably classify psychiatric patients 
into appropriate diagnostic categories, including schizophrenia, depression, and somatization 
disorder (Tucker & Rosenberg, 1975; Oxman , Rosenberg, & Tucker, 1982). Furthermore, in a 
head-to-head test of diagnostic accuracy based on samples of patients’ speech, General Enquirer 
outperformed professional psychiatrists (Oxman, Rosenberg, Schnurr, & Tucker, 1988), 
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suggesting that word usage and computerized methods of analysis may be a useful and objective 
method for assessing language associated with psychopathology. 
One more recent study sought to evaluate the construct validity of the LIWC2007 
emotion word dictionary category, including sub-categories of total affect, positive and negative 
emotion words, optimism, anxiety/fear, anger, and sadness/depression (Kahn, Tobin, Massey, & 
Anderson, 2007). The authors used three experimental manipulations to test the validity of 
emotion word usage as a measure of emotional expression. In the first experiment, undergraduate 
participants were assigned to write about autobiographical events with differing expected 
emotional valence (amusing, sad, and neutral), and it was determined that the emotional valence 
of the writing topic led to appropriate differences in LIWC2007 total affect, positive and 
negative emotion, positive feeling, anger, anxiety/fear, and sadness/depression word counts. In 
the second experiment, momentary emotions were manipulated by exposing participants to 
videos with either sad or amusing content. Participants were asked to orally report their feelings 
during the emotional videos. Transcripts of participants’ emotional report during the videos were 
then analyzed with the LIWC2007 emotion word dictionary. Again, results supported the content 
validity of the LIWC2007 emotion dictionary such that individuals who watched the amusing 
video elevated the positive feeling and positive emotion word sub-categories and individuals 
who watched the sad video showed elevation on the negative emotion word and 
sadness/depression sub-categories. The videos which were selected to specifically target 
amusement and sadness did not affect the optimism, anxiety/fear, and anger sub-category word 
counts, providing some evidence for convergent and discriminant validity of the LIWC2007 
emotion word sub-categories. This study both bolsters the validity of LIWC as a measurement 
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tool for assessing emotional experience and provides further indication that word usage can be 
altered through experimental manipulation including written instructions and mood inductions.  
Despite some promising evidence, the creators of LIWC have argued that the typical 
methods of evaluating reliability and validity of a new measurement instrument may not be 
appropriate to assess the psychometrics of word usage. Word categories do not conform to 
assumptions of normal distribution and generally have low base rates (Tauszik & Pennebaker, 
2010). Standard tests of reliability, such as using Cronbach’s alpha to assess inter-item 
correlation coefficients, may not be appropriate, given that even in a widely-agreed upon 
category like articles (i.e. “a, “an”, “the”), Cronbach’s alpha only reached .14 in one study 
examining a large sample of text data (Pennebaker et al., 2007). Temporal stability or split-half 
reliability measures, such as multiple administrations of the same writing task, are also likely to 
be problematic since individuals are more likely to respond differently to open-ended questions 
and are less likely to repeat themselves within one written response. In contrast to some of the 
more pessimistic views expressed about establishing the reliability and validity of words, a 
recent review of the psychological aspects of word usage (Pennebaker et al., 2003) reported more 
promising psychometric properties for word data. Across several studies using both spoken and 
written language, the authors found evidence for good internal consistency of word choice within 
individuals across different topics and modalities and for adequate temporal stability in 
individuals’ word usage at intervals ranging from two minutes to four weeks. However, reported 
estimates of reliability were highest for word categories capturing standard linguistic dimensions 
such as articles and pronouns, but were generally lower for psychological processes such as 
emotion words, and cognitive processing words. Taken together, these somewhat contradictory 
findings suggest that the reliability of word choice remains an open question. Tests of LIWC’s 
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validity, including judges’ ratings and group membership criterion like the depression study 
mentioned above, have been more promising. Further research, particularly studies that use 
experimental manipulation (e.g. induction, training procedures, instructions), to alter word usage 
according to theoretical predictions, will add to our understanding of the reliability and validity 
of words. 
Despite the widespread use of LIWC2007 dictionaries and the dictionary development 
procedures outlined by its creators, it is important to note that other methods to measure 
linguistic content have been used, particularly outside the field of psychology. Latent semantic 
analysis (LSA), for example, is a statistical technique that identifies similarities in word usage 
across text samples (Mehl, 2006; Campbell & Pennebaker, 2003). LSA differs from the methods 
involved in the creation of LIWC dictionaries because it relies upon inductive methods to 
identify patterns of word usage across groups. By contrast, LIWC’s dictionaries were developed 
using deductive reasoning based on established theories about the type of word that was expected 
to be important or affected by experimental manipulations. Although researchers in psychology 
are beginning to explore the potential of LSA for studying the relationship between language and 
emotion, this research is in its infancy (Mehl, 2006; Pennebaker et al., 2003). Potential benefits 
of LSA include its reliance on data-driven statistical methods to derive patterns of word usage 
rather than subjective judgments made by individual researchers (Mehl, 2006). On the other 
hand, the atheoretical nature of LSA could lead to findings that are difficult to interpret or that 
fail to build on the existing literature. Despite this increasing interest in LSA as a method for 
identifying word usage patterns, the procedures used to develop LIWC were used in the current 
study. Using procedures that mirror those used to develop LIWC dictionaries was better suited to 
the current study for two reasons. First, it allowed for a more direct test of existing theoretical 
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assumptions. Second, by using the same procedures to develop custom dictionaries, comparisons 
could be made between custom dictionaries created in this study and established dictionaries that 
have been previously validated. 
Linguistic Mechanisms of Trauma Processing 
Despite using unique methodologies and participant populations, the clinical trauma 
narrative and the expressive writing linguistic analysis literature share common theoretical bases 
as well as overlapping empirical evidence. Three major theories, the psychosomatic theory of 
inhibition (Pennebaker, Hughes, & O’Heeron, 1987), the cognitive assimilation or narrative 
formation hypothesis (Pennebaker & Francis, 1996), and the exposure hypothesis (Sloan, Marx, 
& Epstein, 2005) have been advanced to explain the mechanisms through which expressive 
writing enacts its positive health outcomes (Sloan & Marx, 2004).  
Psychosomatic Theory of Inhibition. The psychosomatic theory of inhibition 
(Pennebaker, Hughes, & O’Heeron, 1987; Pennebaker, Barger & Tiebout, 1989; Pennebaker & 
Susman, 1988) has roots in Freudian psychological principles about the damaging effects of 
suppressing unpleasant thoughts, feelings, or experiences. According to this theory, inhibiting a 
traumatic or stressful experience requires ‘physiological work.’ In the long term, chronic 
suppression takes a toll on the body and acts as a cumulative physical stressor. This type of stress 
is thought to compromise the immune system, leading to an increased risk of physical illness. 
Support for the physiological work required to inhibit comes from a study showing that skin 
conductance levels increased during emotional inhibition and decreased following emotional 
disclosure (Pennebaker et al., 1989). James Gross’ work on the immediate and long-term costs of 
suppression, a form of emotion regulation defined as “behaving in such a way that a person 
watching you would not know you were feeling anything” (pg. 970), partially supports the 
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psychosomatic theory of inhibition. In one study, Gross and Levenson (1993) exposed 
participants to disgust-eliciting videos and randomly assigned them to engage in suppression or 
to simply watch the video and respond as they normally would. Compared to the control group, 
individuals in the suppression condition showed a conflicting pattern of physiology characterized 
by reduced somatic response and reduced heart rate paired with increased eye blinking and 
sympathetic nervous system activity (Gross & Levenson, 1993). Although using suppression in 
this study did not affect subjective emotional experience, studies indicate that chronic use of 
suppression as a primary emotion regulation strategy is associated with psychopathology and 
particularly with the anxiety disorder spectrum (Werner & Gross, 2009; Gross, 2002).    
Expressive writing interventions are hypothesized to counteract the damaging effects of 
inhibition through cathartic release. Studies supporting this assertion have tied expressive writing 
interventions to improved immune functioning, including antibody response to the Epstein-Barr 
Virus (Esterling, Antoni, Fletcher, Marguiles, & Schniederman, 1994; Lutgendorf, Antoni, 
Kumar, & Schneiderman, 1994), antibody response to Hepatitis B vaccinations (Petrie, Booth, 
Pennebaker, Davison, & Thomas, 1995) and CD-4 (t-lymphocyte) levels (Booth, Petrie, & 
Pennebaker, 1997). While these studies do lend some support for the psychosomatic theory of 
inhibition, they do not provide confirmatory evidence of a causal relationship between reduced 
inhibition via expressive writing and health benefits. It remains plausible that other mechanisms, 
such as exposure to previously avoided thoughts or emotions or cognitive assimilation, involved 
in writing are necessary to achieve the observed physiological and emotional benefits. 
Cognitive Assimilation Model. The cognitive assimilation model (Pennebaker & 
Francis, 1996) emphasizes the importance of constructing a coherent narrative in order to process 
upsetting internal or external experiences. The natural process of writing is thought to facilitate 
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narrative construction, allowing the individual to organize and assimilate the experience into 
their memory and self-concept. Cognitive assimilation allows the individual to derive meaning 
from the experience and develop adaptive coping strategies. In this way, stress associated with 
the event is reduced, promoting better physical and psychological outcomes. Empirical basis for 
this cognitive assimilation theory comes from linguistic analysis of expressive writing samples. 
Specifically, LIWC analyses have demonstrated that increased use of  insight (“think” “know” 
“consider”) and causation (“because” “effect” “hence”) words from the first to the last writing 
session are correlated with superior physical and emotional health at follow-up, lending support 
for the importance of developing a coherent narrative to see the benefits of expressive writing. 
Providing further evidence of a causal relationship between cognitive assimilation and health, 
Smyth and colleagues’ (2001) experimental manipulation of writing task instructions to promote 
narrative construction confirmed that it is possible to promote cognitive assimilation by altering 
instructions and that the formation of a coherent narrative contributes to health outcomes.  
However, some have argued that there may be alternative explanations for these findings. For 
example, it may be that narrative construction but not writing a list involves elicitation of 
emotion. Perhaps expressing emotion and not constructing a narrative itself is necessary to reap 
the rewards of expressive writing.  
Exposure Hypothesis. The third, more recently proposed, theory likens expressive 
writing to exposure therapy (Kloss & Lisman, 2002; Sloan, Marx, & Epstein, 2005). Supporters 
of this theory argue that writing about upsetting events requires re-experiencing associated 
memories and emotions in much the same way that guided imagery or in vivo exposures do. This 
exposure forces the individual to face his or her fears and disrupts the cycle of behavioral 
avoidance that can perpetuate the development and maintenance of psychopathology. Proponents 
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of the exposure model theorize that, just like exposure therapy, expressive writing facilitates a 
corrective learning experience (Kloss & Lisman, 2002).  
Consistent with other exposure-based treatments, some researchers have found that 
expressive writing works best when individuals are instructed to write about the same topic at 
multiple writing sessions, presumably maximizing exposure to a specific stressor (Sloan et al., 
2005). However, other researchers employing latent semantic analysis (LSA) to evaluate 
linguistic content similarity across sessions have found that the opposite is true (Campbell & 
Pennebaker, 2003). In fact, these authors found that the more similar the writing content was 
from one session to the next, the less people’s health improved (Campbell & Pennebaker, 2003). 
While this finding initially appears to undermine the exposure hypothesis, it is also possible that 
similarity in linguistic content across sessions represents an inflexible cognitive repertoire and a 
lack of emotional and cognitive processing— all of which are associated with worse therapeutic 
outcomes (Tausczik & Pennebaker, 2010; Pennebaker et al., 2003).  The literature is more 
inconclusive regarding symptoms typically targeted through exposure. Sloan and Marx (2004) 
reported mixed results in their review of the reduction of intrusive thoughts and avoidance 
symptoms following expressive writing interventions. They concluded that differences in task 
instructions and the number of writing sessions across various studies contributed to these mixed 
findings (Sloan & Marx, 2004). Convincing evidence for the exposure hypothesis comes from 
the study, described in detail above, in which writing instructions were manipulated to promote 
emotional expression or insight and cognitive assimilation (Sloan et al., 2007). Traumatized 
undergraduates with PTSD symptoms who were instructed to write about their emotions and 
feelings showed a pattern of physiological habituation across the three writing sessions and 
consequently enjoyed greater improvement on psychological and physical health outcomes.  
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Thus, although the exposure mechanism hypothesis has strong theoretical support, further 
research is needed to resolve discrepancies in the available empirical evidence. 
The linguistic analysis evidence, described above, best supports a combination of 
cognitive assimilation and exposure to explain traumatic event processing. Although it is 
plausible that alleviation of physiological inhibition is achieved through emotional disclosure of 
stressful life events, the psychosomatic theory of inhibition has been difficult to evaluate 
empirically and does not lend itself to linguistic representation. The importance of narrative 
coherence and use of cognitive processing words supports the cognitive assimilation hypothesis, 
while the presence of sensory, perceptual, and emotional language in trauma narratives and the 
importance of emotional expression in expressive writing lend credence to exposure as a 
theoretical basis for therapeutic change. The promising work by Ullrich and Lutgendorf (2002) 
and Sloan and colleagues (2007) suggests that dual processing, involving both exposure to 
emotionally salient material and cognitive integration of that material into working memory, may 
be necessary to achieve symptom reduction. 
Linguistic markers of exposure and cognitive assimilation 
Lang’s (1977; 1979) bio-informational theory of emotion as a network in the brain that 
can be described in propositional language can be used to integrate and test these two theoretical 
explanations. Lang proposed that emotional networks are composed of mutually activating 
response, stimulus, and meaning propositional units in the brain. According to this theory, 
response propositions consist of expressive language, bodily responses, and behavioral acts, 
stimulus propositions consist of descriptions of environmental conditions, and meaning 
propositions consist of interpretations or knowledge about the relationship between response and 
stimulus propositions (Lang, 1979). Importantly for the current discussion, Lang (1994) argued 
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that “emotional networks can be described in natural language as a linked set of propositions” 
(pg. 64). Thus, linguistic representations of response, stimulus, or meaning propositions might be 
manipulated in order to activate specific units of an emotional fear network in the brain, resulting 
in traumatic event processing. This claim is supported by the key theoretical assumptions and 
empirical evidence of Lang and colleagues’ research program investigating the effects of 
response training and stimulus training on physiological response to guided imagery. First, bio-
informational theory proposed that response propositions can be represented in natural language 
but that their memorial representation also includes efferent output (Lang, 1979). Thus, 
activation of response units can be measured in multiple ways, including increases in 
physiological response and increases in response-oriented language. Furthermore, increasing 
verbal report, through imagery description or in writing, should result in increased activation of 
response propositions in memory and therefore increased physiological output. A final 
assumption of Lang’s bio-informational theory of mental imagery is that full activation of a fear 
memory network including response propositions, is necessary for fear memory change (Lang, 
1979). In contrast to response training, stimulus training was shown not to affect efferent output 
(Lang et al., 1980). This finding supported Lang’s conviction that increasing the reported 
vividness of mental imagery would not result in increased emotional activation (Lang, 1977). 
Activation of stimulus propositions in memory was not sufficient to produce activation of 
response units measured in efferent output, whereas activation of response propositions resulted 
in appropriate physiological responding (Lang et al., 1980). These results strengthened Lang and 
his colleagues’ position that mental imagery should not be conceived as literal pictures in the 
brain but rather as functional brain processes, including response, stimulus, meaning units 
(Cuthbert, Vrana, & Bradley, 1991). 
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Based on these principles, Lang and colleagues (1980) developed response and stimulus 
training procedures designed to amplify activation of response or stimulus networks and test 
their hypothesis that increased activation and processing of fear networks could be achieved 
through instructionally manipulating propositions in imagery scripts. Although response and 
stimulus training procedures (Lang, Levin, Miller, & Kozak, 1983) led to increasing the 
frequency of response or stimulus propositions, respectively, in imagery descriptions, the effects 
on efferent output differed. In one study, snake-phobic and socially anxious participants initially 
showed no significant physiological response to fear imagery, despite verbally reporting high 
levels of fear. However, response training increased subsequent physiological response to fear 
imagery whereas stimulus training procedures did not influence physiological response (Lang et 
al., 1983). Furthermore, response-trained individuals exhibited greater concordance between 
their verbal report and visceral arousal than did untrained participants (Lang et al., 1983). These 
results provided initial evidence that imaginal exposure-based treatments for fear and anxiety 
could be enhanced with the addition of response pre-training. 
 The clinical utility of Lang and colleagues’ research depended on the assumption that 
increased physiological response to emotional imagery would enhance treatment outcomes. Later 
applications of bio-informational theory have confirmed this assumption, demonstrating that low 
initial physiological reactivity during exposure predicts poor treatment outcomes and high initial 
physiological reactivity during exposure predicts good treatment outcomes (Foa & Kozak, 1986; 
Lang, Melamed, & Hart, 1970; Watson & Marks, 1971). Furthermore, in one study of flight 
phobic individuals, concordance between elevated physiological reactivity and self-reported fear 
levels during exposure was associated with better treatment outcomes (Beckham et al., 1990). 
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Thus, elevating physiological response through response proposition activation may enhance the 
benefits of other treatments targeting emotional processing, such as expressive writing. 
 In order to determine whether Lang’s theory of an emotional network composed of 
propositional response, stimulus, and meaning units, can be applied to expressive writing, it is 
necessary to establish whether response and stimulus training influence the linguistic content of 
expressive writing in a similar manner to guided imagery scripts. Lang himself (1994) stated 
that, “if quantity of matching propositions is the key to prototype access, it is expected that 
response training would have the same enhancing effect on efferent responding regardless of the 
input medium” (pg. 213), supporting the idea that alternate mediums like expressive writing 
might be similarly affected by response or stimulus training. Thus, linguistic analysis of the 
effects of training on expressive writing will reveal whether the proposed mechanism of action, 
“quantity of matching propositions” in emotional imagery, holds for written emotional 
disclosure. 
 Exposure and cognitive assimilation theories of emotional processing have been 
previously integrated using Lang’s bio-informational theory of emotion. Foa and Kozak (1986) 
have proposed that the reduction of pathological anxiety or fear requires complete activation of a 
fear structure in memory, composed of stimulus information about the feared situation, the 
individual’s responses to the situation, and the meaning the individual attributes to it. According 
to this conceptualization, evidence for the role of exposure as a mediator of therapeutic 
emotional processing comes from the observed patterns of habituation in physiological arousal 
and self-reported distress that occur both within and across treatment sessions (Foa & Kozak, 
1986). Physiological activation and eventual attenuation is assumed to indicate successful 
processing of response information in the fear structure.  
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Given that a pattern of physiological habituation has been demonstrated using both 
imaginal and in vivo methods, Foa and Kozak (1986) and Lang (1994) have argued that 
evocation of response units in the fear structure could be achieved through a variety of media. 
Some studies have suggested that particular disorders may respond better to a given treatment 
modality; however, appropriate tailoring of the medium used to access the fear structure remains 
an open question. Therefore, it may be fruitful to examine alternative exposure-based treatment 
modalities, such as writing.  
In addition to the importance of modifying response information through habituation, Foa 
and Kozak (1986) highlight the role of correcting pathological meaning information to achieve 
long-term modification of the fear structure. In the majority of cases, they argue, within-session 
habituation alone may not be sufficient if interpretations of the potential for harm persist. This 
meaning information about the relationship between stimulus and response can be modified 
through repeated exposure to information that is contradictory. For example, the belief that 
motor vehicles are dangerous following a car accident is an example of meaning information that 
might be modified through gradual, repeated car trips during which the individual does not 
experience another car accident, experiences physiological and emotional habituation, and learns 
that the degree of threat attributed to riding in motor vehicles was excessive. In addition to this 
“exposure to corrective information” hypothesis, it is also possible that the individual 
consciously engages in cognitive assimilation. This process might be observed in the use of 
language indicative of causality or insight, such as “I realized that you have to accept some level 
of risk in driving, but I know that it’s unlikely I will be an accident every time I drive” or “I may 
have increased my chances of having an accident because I was texting while driving”. Meaning 
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propositions or cognitive processing language of this kind may be enhanced as a result of 
repeated exposure during which corrective information becomes more salient. 
 In summary, the previous review presented evidence for a dual model involved in the 
emotional processing of traumatic or stressful events. Numerous studies from two separate but 
complementary literatures suggest that exposure and cognitive assimilation are important 
mediators of treatment outcome. However, it is important to determine whether and how these 
mechanisms of change can be enhanced. Within the expressive writing paradigm, linguistic 
variables have been examined as indicators of emotional and cognitive processing. Previous 
research suggests that it is possible to alter linguistic content by manipulating written instructions 
or providing feedback to participants. Training procedures, such as response and stimulus 
training, may be uniquely suited to affect linguistic content indicative of emotional processing. 
Converging evidence from the clinical trauma narrative literature and the expressive writing 
literature supports an investigation of the effects of response and stimulus training on the 
linguistic content of expressive writing narratives. 
Objectives of Proposed Research 
In a previous investigation, participants received response, stimulus, or no training 
(Konig, 2011) before completing Pennebaker and Beall’s (1986) expressive writing task. 
Response training is designed to amplify appropriate physiological responding by increasing use 
of response propositions (i.e. bodily responses, overt behavioral acts, verbal exclamations) and 
was hypothesized to increase the physiological exposure effects of writing about a traumatic 
event, as demonstrated by higher heart rate, skin conductance, and salivary cortisol levels during 
writing and resulting in reduced PTSD and depression symptoms and enhanced physical health 
at follow-up. Conversely, stimulus training is not designed to increase physiological responding 
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and served as a comparison training group to measure the effects of encouraging participants to 
pay attention to stimulus details in their writing (i.e. descriptions of contextual details).  
The current study tested whether response and stimulus training systematically altered the 
linguistic content of participant's written narratives. It was hypothesized that writing content 
would reflect imagery training condition such that response-trained participants would include a 
higher frequency of response propositions and stimulus-trained participants would include a 
higher frequency of stimulus propositions. Additionally, consistent with previous research, it was 
expected that individuals in the trauma writing condition but not the neutral writing condition 
would show an increase in use of cognitive processing words from the first writing session to the 
third writing session. Finally, a pattern of linguistic exposure and cognitive assimilation across 
writing sessions was hypothesized such that response-trained trauma writers would demonstrate 
higher response proposition usage during the first writing session compared to the third writing 
session and would also demonstrate an increase in cognitive processing words from the first 
writing session to the third writing session. This study is the first to examine whether imagery 
training procedures influence linguistic content of expressive writing narratives and aimed to 
reveal whether the benefits of adjunctive response training can be explained by the proposed 
mechanism of action: increased frequency of response propositions. Training was expected to 
affect writing in the same way it has been shown to affect imagery because the propositional 
structure of memorial representations of response, stimulus, and meaning units should hold 
regardless of the medium used to access them. Finally, these linguistic analyses will allow for 
future investigation of the relationship between word usage and physiological responding during 





 As suggested above, imagery training procedures were expected to influence patterns of 
word usage in the expressive writing paradigm. In the current investigation, the effects of 
response and stimulus pre-training during emotional and neutral writing on linguistic content 
were be examined. Response-training procedures involved systematic reinforcement of using 
verbal expression, behavioral actions, or bodily response propositions in verbal imagery 
descriptions. Conversely, stimulus training procedures involved reinforcement of participants’ 
use of descriptors in their imagery descriptions. Although meaning-training procedures have not 
been employed, meaning units were conceptualized as language indicative of insight and 
cognitive processing. With these theoretical constructs in mind, the following hypotheses were 
proposed:  
Hypothesis 1. Because response training has taught subjects to use and process response-
oriented words (Lang et al., 1980), it was expected that in the three writing sessions, response 
trained trauma writing and trivial topic participants would produce a greater proportion of total 
written response words (defined as a custom dictionary category containing words indicative of 
behavioral action, physiological responding, or verbal expression) than will stimulus trained or 
untrained participants. It was also hypothesized that, compared to stimulus and untrained 
participants, response trained individuals would use a greater frequency of several LIWC2007 
default dictionary categories (‘verbs’, ‘feeling’, ‘biological’, ‘body’, and ‘motion’) based on the 
conceptual similarity of these categories to the response construct (see Table 1 below for 





LIWC2007 dictionaries and sub-categories used to capture response construct 
LIWC 2007 Dictionary or Sub-category Exemplar words 
Verbs walk, went, see, called, 
looks, ran 
Feeling (sub-category of Perceptual dictionary) feels, touch, grab, 
grips, caress 
Biological eat, blood, pain, drank, 
arouse 
Body (sub-category of Biological dictionary) cheek, hands, spit, 
heart, breathe 
Motion (sub-category of Relativity dictionary) arrive, moving, go, 
jump, shake 
(Pennebaker, Chung, Ireland, Gonzales, & Booth, 2007) 
Hypothesis 2. Because stimulus training has taught subjects to use and process stimulus-
oriented words (Lang et al., 1980), it was expected that in the three writing sessions, stimulus 
trained trauma writing and trivial topic participants would produce a greater proportion of total 
written stimulus words (defined as a custom dictionary category containing words indicative of 
contextual description or detail) than will response or untrained participants. It was also 
predicted that, compared to response trained and untrained participants, stimulus trained 
participants would use a greater frequency of several LIWC2007 default dictionary categories 
(‘perceptual’, ‘see’, ‘hear’) based on the conceptual similarity of these categories to the stimulus 





LIWC2007 dictionary and sub-categories used to capture stimulus construct 
LIWC2007 dictionary or sub-category Exemplar words 
Perceptual dictionary cool, pink, rough, fire, feels 
Seeing sub-category saw, vivid, color, bright 
Hearing sub-category Noisy, thunder, sound, scream 
(Pennebaker, Chung, Ireland, Gonzales, & Booth, 2007) 
 
Hypothesis 3. Because previous research has established a link between changes in 
cognitive processing and therapeutic outcomes in both traditional exposure therapy and writing 
about traumatic events (e.g. Ullrich & Lutgendorf, 2002; Sloan et al., 2007), it was expected that, 
from Session 1 to Session 3, trauma writers (regardless of imagery training) would show a 
greater increase in the proportion of total written meaning words (defined as cognitive 
processing, causal, and insight words from the LIWC2007 default dictionary Cognitive Process 
and its Causal and Insight sub-categories ) than would trivial topic writers.   
 Hypothesis 4. Because theory and the relevant empirical evidence suggest that 
expressive writing works through a combination of activation of and exposure to response 
information in memory (Foa & Kozak, 1986; Konig, 2011) and cognitive assimilation (Sloan & 
Marx, 2004), and response-training enhanced trauma writing is the condition most likely to 
stimulate these processes, it was expected that response-trained trauma writers would show a 
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pattern of linguistic habituation in which:  
 Hypothesis 4a. Response words (defined as custom response word and response sub-
category dictionaries and default LIWC2007 verbs, feeling, biological, body, and motion 
dictionaries) would be highest in Session 1 and would be significantly reduced by Session 3, in 
line with patterns of physiological and emotional habituation observed in exposure treatment. 
 Hypothesis 4b. Meaning words (defined as cognitive processing, causal, and insight 
words from the LIWC2007 default dictionary) would be lowest in Session 1 and significantly 
increased by Session 3, consistent with theories of exposure to corrective information, cognitive 
assimilation, and cognitive processing word usage observed in expressive writing. 
Hypothesis 5. Based on patterns of word usage observed in previous expressive writing 
studies (Owen et al., 2011; Pennebaker, 1997; Ullrich & Lutgendorf, 2002), it was expected that, 
compared to neutral writers, trauma writers would use a greater frequency emotion words, 
defined as the following LIWC2007 default dictionary categories: ‘affective process’ (‘positive 
emotion’, ‘negative emotion’, ‘anxiety’, ‘anger’, ‘sadness’), and ‘feeling’.  
Hypothesis 6. Because theories of meaning-making (Park & Folkman, 1997; Park & 
Blumberg, 2002), narrative formation (Pennebaker et al., 1997; Foa et al., 1995), and exposure 
(Foa & Kozak, 1986; Kloss & Lisman, 2002; Sloan, Marx, & Epstein, 2005) would predict that 
repeatedly writing about a  traumatic event promotes less threatening appraisals of the event and 
more positive appraisals or benefit-finding, it was expected that, from session 1 to session 3, 
compared to neutral writers, trauma writers would show greater increases in positive emotion 
words (defined as the ‘positive emotion’ sub-category of the LIWC2007 default affective process 
dictionary) and greater reductions in negative emotion words (defined as the ‘negative emotion’, 
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‘anxiety’, ‘anger’, and ‘sadness’ sub-categories of the LIWC2007 default affective process 
dictionary). 
Method 
The data collection for this study was performed by another investigator as a doctoral 
dissertation examining the effect of response and stimulus imagery training on expressive 
writing’s effects on physiological response, PTSD and depression symptoms, and physical health 
(Konig, 2011). For the purpose of the current study, the original methodology are described but 
only an analytic strategy for the current investigation of word use across the different conditions 
and writing sessions is proposed 
Participants   
Participants were 246 undergraduates from a large southeastern university, with an 
average age of 21 years old. The sample was 72% female and was composed of 48% Caucasians, 
28% African Americans, 27% Asians, 2 % Hispanics, 1 % Native Hawaiian or Other Pacific 
Islander, and 10 % identifying as Other (Konig, 2011). Participants were drawn from a non-
clinical population and were not screened for having previously experienced a traumatic event. 
(See Table 3 on next page for demographic information). 
Design 
In the original imagery training enhanced expressive writing intervention study (Konig, 
2011), participants were randomly assigned to one of six conditions in a 2 (expressive 
writing/neutral writing) by 3 (response training/stimulus training/no training) between subjects 
design. All participants completed three writing sessions. The independent variables in the 
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current study will be imagery condition, writing condition, and writing session. The dependent 
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Training and Writing Conditions. Participants were randomly assigned to one of six 
groups in a 3 Training Condition (Response-Training, Stimulus-Training, No Training) x 2 
Writing Condition (Trauma Writing, Neutral Writing) design. 
Training Conditions.  Following established procedures (Miller et al., 1987; Peasley-
Miklus & Vrana, 2004), subjects participated in a 45-minute individual imagery training session 
prior to the first writing session. During training, participants listened to four action-oriented 
scripts, all of which lacked reference to emotion, but either contained descriptive detail and 
reference to behavioral and physiological responding (response training scripts) or just contained 
descriptive details (stimulus training scripts). After listening to the scripts, participants were 
asked to imagine the script and were encouraged to describe their imagery out loud (see 
Appendix A for complete imagery training protocol). 
Response Training. The response training imagery condition was intended to amplify 
participant’s use of response-oriented imagery descriptions, including verbal responses (i.e. “I 
cried aloud”), overt motor acts (i.e. “I craned my neck”), and responses of the physiological 
organs (i.e. “my hands were sweating”) (Lang, 1977). The training leader provided positive 
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feedback to participants for including response propositions in their imagery. Participants who 
did not include behavioral or physiological response content in their imagery descriptions were 
encouraged to do so for the remaining trials. 
Stimulus Training. The stimulus training imagery condition was intended to amplify 
participant’s use of sensory details in their imagery descriptions (Lang, 1977). For example, 
participants received positive feedback from the training leader for including descriptors such as 
“the sky was blue” and “the sun was shining brightly.” Prior research supports the use of 
stimulus training as an active comparison control for response training (Lang et al., 1980). 
No Training. Participants in this condition did not receive imagery training. In this way, 
the traditional writing paradigm procedures were replicated to allow for direct comparisons of 
the effects of response and stimulus training above and beyond the writing intervention.  
Writing Conditions. Participants followed the typical expressive writing paradigm 
protocol of writing on three separate days within one week for 20 minutes each session. An 
adaptation of Pennebaker’s (1997) writing instructions were used (see Appendix B for complete 
writing instructions), with participants assigned to one of the two following conditions:  
Expressive Writing (Trauma Writers). Participants were instructed to write about the 
most traumatic or distressing experience of their lives with as much emotion and feeling as 
possible. In session 1, the instructions encouraged the participant to “really let go” and to explore 
how the event relates to other aspects of life. In session 2, the participant is asked to continue 
writing about the same event and to continue to “explore your very deepest emotions and 
thoughts”. Finally, in session 3, the instructions tell the participant to continue writing about the 
same event, remind the participant that it is the final day of writing, and encourage the 
participant to “wrap everything up”. 
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 Trivial Topic Control (Neutral Writers). Participants were instructed to write about how 
they spend their time in an objective manner, refraining from including any emotional 
descriptions or opinions of the events. In session 1, participants were told they would be writing 
about how they use their time and that each day they would receive different writing assignments 
on the way they spend their time. For the first writing session, participants were instructed to 
describe what they did the day before in as much detail as possible. On the second day of 
writing, participants were asked to write about what they have done that day since waking up. 
Finally, on the third day of writing, participants were reminded that it was the final day of 
writing and were asked to describe what they planned to do over the next week. 
 
Procedure 
Session 1. Participants read and signed the informed consent agreement. All participants 
were assured that their written work would be kept confidential, and their names would not be 
attached to their data. First, they completed self-report questionnaires collecting demographic 
information and information about post-traumatic, depression, physical, and mood symptoms to 
establish baseline levels of psychological and physical functioning. Then, participants assigned 
to response-training or stimulus-training underwent the training procedures described above. 
There was also brief training in diaphragmatic breathing for all subjects, with the instruction to 
use this during the baseline and recovery periods (see Appendix A). Participants assigned to the 
no-training condition only completed the self-report measures, physiological data collection, and 
writing portion of the session. Participants completed the writing in the same room where the 
imagery training was conducted. Before beginning the writing task, electrodes were attached to 
measure heart rate (HR) and skin conductance (SC) continuously for a ten- minute baseline 
period prior to writing, throughout the 20 minute writing session, and for a five-minute recovery 
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period post-writing in accordance with previous research (Epstein, Sloan, & Marx, 2005). 
Participants who received response or stimulus training were asked to use the imagination 
techniques they were just taught to become more fully involved in recalling and writing about 
their experiences. After completing 20 minutes of writing about a traumatic event or about a 
neutral topic, participants completed short versions of post-traumatic symptom and mood 
questionnaires. Before leaving, participants were asked to schedule their second and third writing 
sessions, which occurred on different days within a two week timeframe. 
 Session 2. Participants completed the assigned writing task for a second time. Before 
beginning to write, participants who received response or stimulus training were reminded to use 
the imagination techniques they had learned to more fully involve themselves in their writing. 
Physiological data was not collected. Participants completed short versions of post-traumatic 
symptom and mood questionnaires before and after writing. 
Session 3. This session was the same as Session 2, except that physiological data was 
collected for a second time. Again, response and stimulus trained participants were asked to use 
the imagination techniques they were taught in the first session to become more fully involved in 
their writing. 
 Follow-Up. Participants were contacted one month following Session 3 and asked to 
complete follow-up measures. They completed the self-report outcome measures of post-
traumatic, depression, physical, and mood symptoms for a second time to assess psychological 
and physical functioning following the writing intervention. Finally, participants were fully 
debriefed about the purpose of the study and were directed to appropriate mental health resources 




Linguistic analysis was performed using custom and LIWC2007 default dictionaries 
developed or currently available to capture the three types of emotional propositions: response, 
stimulus, and meaning. Overall emotional tone was also analyzed using LIWC2007 default 
dictionaries designed to capture affective content, positive emotion, negative emotion, and 
specific types of negative emotion (anxiety, anger, and sadness). Response and stimulus 
dictionaries were developed using empirically validated procedures employed by the creators of 
Linguistic Inquiry and Word Count (LIWC) (Pennebaker et al., 2001) and further elaborated in a 
widely used quantitative content analysis manual, The Content Analysis Guidebook (Neuendorf, 
2002). These procedures represent the most widely used quantitative methods in the 
psychological literature for establishing dictionary categories at the single-word level for 
analysis of psychologically meaningful word usage (Pennebaker et al., 2003; Neuendorf, 2002). 
The LIWC2007 Cognitive Process dictionary (described in detail below) aligns with Lang’s 
(1979) definition for meaning propositions; thus, it was used to analyze the frequency of 
meaning propositions.  
Custom response and stimulus word dictionaries were created using procedures similar to 
those used to establish the LIWC2007 default dictionaries, including Cognitive Process, and by 
following Neuendorf’s (2002) recommendations for creating custom dictionaries for computer-
based analysis. For each dictionary, the following steps were followed: 
Word Collection. First, a team of three undergraduate research assistants, led by the 
primary investigator, generated a list of words to capture the target category (see Appendix C for 
instructions and definitions used in this phase). This deductive, theory-based process involved 
consultation of theoretical descriptions, examples, and response and stimulus training scripts 
created by Lang and colleagues (1977; 1979; 1980; 1983). Following the initial word collection, 
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brainstorming sessions were held in which additional words were added to the list based on 
theoretical definitions and mutual consensus of the primary investigator and undergraduate 
research assistants. If a majority of the group agreed that a certain word should be included, then 
the word was added to the list. In addition to the deductive word collection method described 
above, a more data-driven, inductive method was also employed. A frequency list of all words 
used at a frequency of at least .01% was generated from the entire sample of trauma and neutral 
essays. The undergraduate research assistants and the primary investigator each independently 
reviewed this word list and selected words for the target category based on theoretical 
definitions. Finally, the primary investigator combined the selected words from each member of 
the team to create the final word list for the target category. Judgment about suitability and 
selection for the final dictionary was postponed until after this initial word collection stage.  
It is important to note that, although separate lists were created for the response and 
stimulus dictionary categories, these lists were not required to be mutually exclusive because 
there are words that can have meanings as a stimulus or a response word, depending on the 
context. Because we cannot capture context using the single-word approach, the primary 
investigator decided that it was better to capture these words in both categories than to arbitrarily 
place them in one category and not the other. This approach was selected to maximize 
sensitivity, while sacrificing some specificity. Although some overlap in response and stimulus 
words was expected and would be consistent with the overlap of words in established LIWC2007 
dictionary categories (Pennebaker, Francis, & Booth, 2001), it was anticipated that the selection 
criteria differed enough that these categories would be generally independent. Finally, it should 
also be noted that different forms of words (e.g. talk, talked, talking) were included as separate 
words in this phase. LIWC2007 allows the entry of word stems (talk*) in order to capture all 
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forms of that word within a given dictionary category; however, it was determined that all forms 
of a given word stem should first be individually considered for inclusion in a target category. 
Judges’ Rating Phase. The word lists for each target category were submitted to an 
independent group of three judges for verification. The three judges included one clinical 
psychology faculty member (SRV), one PhD level community researcher and clinician who was 
the principal investigator of the initial study (AK), and one graduate student in clinical 
psychology (EC). Using established inclusion and exclusion criteria for the response and 
stimulus categories (described below), each judge was asked to determine whether each word 
should be retained in the category or omitted. Judges were also encouraged to generate additional 
words deemed suitable for including in the categories. A “two out of three” rule was used such 
that inclusion, exclusion, and additions of words were based on the approval of two out of the 
three judges. For the response dictionary category, judges were also asked to further categorize 
selected words into sub-categories, based on Lang’s (1979) list of types of response propositions 
(described below). The creators of the default LIWC2007 dictionary categories reported 
percentages of judges’ agreement on word inclusion and exclusion ranging from 86% to 100% 
(Pennebaker, Francis, & Booth, 2001). 
The following paragraphs summarize the specific inclusion and exclusion criteria and 
instructions provided to judges in rating words generated during the word collection phase for 
inclusion in the custom response and stimulus dictionaries (see Appendices D and E for complete 
inclusion/exclusion criteria and judges’ instructions). The rationale and criteria for using the 




Response Proposition Dictionary Inclusion/Exclusion Criteria. As defined by Lang 
(1979), response propositions consist of expressive language, behavioral acts, and bodily 
responses. Thus, inclusion criteria for the response proposition dictionary were words indicative 
of verbal exclamation, behavioral activation, or physiological arousal. It was expected that the 
parts of speech most likely to meet inclusion criteria would be action verbs (e.g. run, jump, 
shout), gerunds referring to bodily responses, expressive language, or behavioral acts (e.g. 
trembling, crying, jumping), nouns referring to bodily responses (e.g. heartbeat, sweat, pulse), 
and exclamations (e.g. “Help!”, “Stop!”, “Darn!”). Lang (1979) also described five sub-
categories of response propositions, which included verbal responses (e.g. overt and covert 
vocalizations), somatomotor events (e.g. muscle tension, uncontrolled gross motor behavior, 
organized motor acts), visceral events (e.g. heart rate and pulse, pilomotor response, etc.), 
processor characteristics (e.g. perception, loss of control over thoughts, disorientation), and sense 
organ adjustments (e.g. postural changes, eye and head movements) (see Appendix D for 
complete list of response sub-categories and word exemplars). Judges were encouraged to further 
categorize selected words into these sub-categories during the judge’s rating phase. Exclusion 
criteria for the response proposition dictionary were words unrelated to these specific concepts. 
Specifically, other parts of speech such as articles, adverbs/adjectives, verbs indicative of 
external sensory perception, nouns not referring to bodily responses or body parts nouns, and 
non-exclamatory verbalizations (e.g. “Hey”, “Yep”, “Whatever”) were expected to be excluded.  
 Stimulus Proposition Dictionary Inclusion/Exclusion Criteria. Lang (1979) referred 
to stimulus propositions as descriptions of contextual stimuli. Thus, stimulus words included 
adjectives, adverbs, and gerunds referring to sensory or contextual details, including physical 
details such as color, size, shape, smell, sound, and orientation, as well as nouns, especially 
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object nouns, indicative of setting, presence of objects, physical place, or location, and 
prepositions signaling object configuration, location, and the presence or absence of others. Lang 
(1979) described different types of stimulus words as auditory, visual, tactile, cutaneous, 
olfactory, vestibular, kinesthetic, physical details of objects or situations, changes in object 
configuration, object movement, physical place or general location, presence or absence of 
others, and the location and quality of physical pain (see Appendix E for complete description of 
stimulus word criteria and exemplars of stimulus words). Words that did not meet these specific 
criteria, especially articles, action verbs, gerunds referring to bodily responses, expressive 
language, or behavioral acts, exclamations, and nouns referring to bodily responses were 
excluded.  
Meaning Proposition Dictionary Inclusion/Exclusion Criteria. Because Lang (1979) 
focused on response and stimulus imagery training programs, meaning propositions were not as 
clearly defined in bio-informational theory. The definition provided was that meaning 
propositions should be understood generally as semantic information about stimulus and 
response or as interpretations about inputs and outputs. More recent definitions (Foa & Kozak, 
1986) have expanded the meaning concept to include specific cognitions about stimuli and 
responses. From this conceptualization, the Insight and Causal subcategories of the LIWC2007 
Cognitive Process dictionary appropriately tap the meaning construct (see Appendix H for 
LIWC2007 dictionary words). Insight words include “discovered”, “realized”, “thought”, while 
Causal words are those that imply causality such as “cause”, “affect”, “therefore” and “because”. 
Previous research has concluded that the increasing use of Insight and Causal words indicates the 
formation of a coherent narrative or “meaning-making,” and that this process facilitates better 
treatment outcomes (Smyth et al., 2001). 
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Psychometric Evaluation. Evaluation of the psychometric properties of the LIWC2007 
standard dictionaries is ongoing (Pennebaker et al., 2003). Thus far, Pennebaker and his 
colleagues have applied the dictionaries to a sample of over 8 million words, drawn from 
expressive writing studies, online text samples, and various other text mediums (Pennebaker 
2001). In this initial evaluation, words used at a base rate of .005 or lower were excluded. 
Additionally, words not found in Francis and Kucera’s (1982) Frequency Analysis of English 
Usage were removed from LIWC2007’s standard dictionary categories.  For the current project, 
the response and stimulus dictionary categories were subjected to one form of psychometric 
evaluation by using them to analyze the effects of response and stimulus training on word usage. 
Neuendorf (2002) recommends evaluating the validity of custom dictionaries by analyzing word 
usage frequencies against available text samples. It was expected that the hypothesized effects of 
response and stimulus training on word usage in the traumatic and neutral essay sample would 
serve as an initial validation of the custom response and stimulus dictionary categories. 
One oft cited critique of LIWC is that word frequencies fail to capture psychologically 
meaningful language in context. For example, in the current study, the word “run” will always be 
counted as a response word, whether it is used as part of a response proposition as in, “I run 
away screaming”, or not, as in, “I run participants in a study of word usage”. Word count 
programs are not yet “smart” enough to act like a human coder and distinguish between the two 
uses to appropriately count the first instance of “run” and not the second. Thus, a necessary 
tradeoff in using word frequency software is that researchers must assume a certain amount of 
error in frequencies. Because of this, word count analyses may be best suited to group-level 
studies with large sample sizes, such as the current proposed study, to guarantee that detected 





Two custom word dictionaries, a response word dictionary and a stimulus word 
dictionary, were developed using the procedures outlined above (see Dictionary Development 
under Method section and Appendices C-E for specific procedures). For the response words, 
judges were also instructed to further categorize words into the following sub-categories, which 
included Verbal Responses, Somatomotor Events, Visceral Events, Processor Characteristics, 
and Sense Organ Adjustments. Inter-rater reliability was assessed for each version of the two 
custom dictionaries and for the sub-categories of the response dictionary using both a simple 
calculation of average percent agreement among the three judges as well as calculation of the 
intraclass correlation coefficient (ICC), which is an index of the consistency of multiple raters on 
a single measure (MacLennon, 1993).  As previously mentioned, the developers of LIWC 
reported percent agreement ranging from 86% to 100% for judges’ inclusion and exclusion 
decisions for various default LIWC2007 dictionaries (Pennebaker, Francis, & Booth, 2001). 
Additional, more conservative measures of inter-rater reliability (ICC, Cohen’s kappa, etc.) 
statistics for LIWC2007 have not been reported in the literature. For this study, the ICC was also 
calculated in order to control for inflation of inter-rater reliability due to chance agreement. The 
specific reliability results for the custom response and stimulus dictionaries are described in the 
following paragraphs. 
Response dictionary. A total of 769 words were collected during the Word Collection 
phase from a frequency list of the entire traumatic and neutral essay text sample as well as from 
articles, response training materials, and conceptual definitions provided by Lang and colleagues. 
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The response dictionary containing words selected for inclusion by two out of three judges 
included 632 words. The response dictionary containing words selected for inclusion by all three 
judges included 253 words. Two out of three of the judges agreed on sub-category designations 
for 513 words. These words were categorized into the following sub-categories: Verbal 
Responses (n=89), Somatomotor Events (n=328), Visceral Events (n=56), Processor 
Characteristics (n=11), and Sense Organ Adjustments (n=29). (See Appendix F for complete list 
of response dictionary and sub-category words). Average percent agreement, which was 
calculated by averaging the percent agreement of each set of judges, was 33%, indicating slightly 
better than what would be expected by chance (25% for 3 raters). Pairwise analyses of agreement 
between each of the raters revealed that raters EC and AK agreed 87% of the time, whereas rater 
SRV agreed only 48% with AK and 42% of the time with EC. The ICC was .34 for all three 
judges’ ratings of the response words, indicating fair agreement. Percent agreement and the ICC 
were also calculated for each of the five sub-categories. Average percent agreement among the 
three judges on sub-category designation was 78%. The ICC was .88 for all three judges’ 
categorization of response words into sub-categories, indicating almost perfect agreement. 
Pairwise analyses of agreement between each of the raters revealed that raters EC and AK agreed 
58% of the time, whereas rater SRV agreed only 26% with AK and 24% of the time with EC. 
Based on these reliability data and in accordance with the previous literature, analyses 
evaluating response word usage are reported below for the response 2 out of 3 dictionary and 
sub-categories. These versions of the response word dictionary and sub-categories were selected 
in order to be consistent with the development process for the default LIWC2007 dictionaries 
(Pennebaker, Francis, & Booth, 2001). Furthermore, given that judges AK and EC showed a 
high degree of agreement (87%), it is likely that the response 2 out of 3 dictionary represents 
 53 
 
words agreed upon by the majority of judges, whereas the response unanimous dictionary 
represents a more restricted selection of words.
 1
  
Stimulus dictionary. A total of 1055 words were collected during the Word Collection 
phase from a frequency list of the entire traumatic and neutral essay text sample as well as from 
articles, stimulus training materials, and conceptual definitions provided by Lang and colleagues. 
The stimulus dictionary containing words selected by two out of three judges included 803 
words. The stimulus dictionary containing words selected for inclusion by all three judges 
included 439 words. (See Appendix G for complete stimulus dictionary word list). Average 
percent agreement among the three judges was 42%, indicating greater agreement than what 
would be expected by chance alone (25% for 3 raters). Pairwise analyses of agreement between 
each of the judges revealed that judge SRV agreed 64% of the time with judge AK and 50% of 
the time with judge EC, whereas judges EC and AK agreed only 9% of the time. Inter-rater 
reliability using the ICC was .52, indicating moderate agreement among the three judges.  
Based on these reliability data and in accordance with the previous literature, analyses 
evaluating stimulus word usage are reported below for the stimulus 2 out of 3 dictionary. This 
version was selected in order to be consistent with the development process for the default 
LIWC2007 dictionaries (Pennebaker, Francis, & Booth, 2001). Furthermore, given that judges 
AK and EC showed a much lower percent agreement (9%) compared to the agreement between 
SRV and the other judges (64% for AK and 50% for EC), it is likely that the stimulus 2 out of 3 
                                                          
1
 Response word usage analyses were also performed using the unanimously chosen response 
words. Results were comparable to the results found using the response words chosen by 2 out of 
3 judges; therefore, the unanimously chosen response word results are not reported in this paper. 
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dictionary represents words agreed upon by the majority of judges, whereas the stimulus 
unanimous dictionary would be overly restricted by the lack of agreement between AK and EC.
 2
  
Data Preparation  
Following dictionary development, custom response and stimulus word dictionaries were 
programmed into LIWC2007 using procedures outlined in the LIWC2007 manual (Pennebaker, 
Francis, & Booth, 2001). Word count analyses were performed using the two custom and 
selected default dictionaries in the LIWC2007 software package. For the primary analyses, each 
participant’s essays were analyzed individually for total word count, custom response word and 
response sub-category frequency, LIWC2007 dictionaries and sub-categories with conceptual 
similarity to the response construct, stimulus word frequency, LIWC2007 dictionaries and sub-
categories with conceptual similarity to the stimulus construct, meaning word frequency 
(LIWC2007 Cognitive Process dictionary, and Insight and Causal word sub-categories of the 
Cognitive Process dictionary), and emotional word usage (LIWC2007 affective process 
dictionary and sub-categories) at each of the three writing sessions.  
Word count analyses performed with LIWC2007 software automatically calculate a word 
count frequency by dividing the word count for each dictionary category by the total number of 
words in a given text sample. This ratio is then converted to a percent by multiplying the value 
by 100. Therefore, all numeric data, with the exception of the total word count for each writing 
session, which is presented as a raw score, should be interpreted as a percentage of the total word 
                                                          
2
 Stimulus word usage analyses were also performed using the unanimously chosen stimulus 
words. Results were comparable to the results found using the stimulus words chosen by 2 out of 





To test each of the five primary study hypotheses, a 2 (Writing condition) x 3 (Training 
condition) x 3 (Writing session) mixed ANOVA was performed for each of the dependent 
variables (DV): response words (custom response dictionary and ‘verbal responses’, 
‘somatomotor events’, ‘visceral events’, ‘processor characteristics’, and ‘sense organ 
adjustments’ sub-categories, LIWC2007 ‘verbs’, ‘feeling’ sub-category of ‘perceptual’ 
dictionary, ‘biological’, ‘body’ sub-category of ‘biological’, and ‘motion’ default dictionaries); 
stimulus words (custom stimulus dictionary, LIWC2007 ‘perceptual’ dictionary and ‘seeing’ and 
‘hearing’ sub-categories of ‘perceptual’ dictionary), and meaning words (‘cognitive process’ 
dictionary and ‘insight’ and ‘causal’ sub-categories). Post-hoc comparison analyses for all 
significant effects of training condition and for all significant interaction effects were also 
performed using Tukey’s Honestly Significant Difference (HSD). The Greenhouse-Geisser 
correction for violation of the sphericity assumption is reported for all analyses involving 
repeated measures. An analysis of total word count across the conditions and writing sessions is 
also reported below. Results are organized below by tests of each hypothesis on the 
corresponding DVs. 
Total word count. Overall, participants wrote an average of 459.79 (SE=6.16) words per 
session. A significant main effect of session was found, F(2, 452)=29.32, p<.001, ε=.970, with 
significant decreases in total number of words from session 1 (M=482.61, SE=6.49) to session 3 




Hypothesis 1: Custom Response Dictionaries. It was hypothesized that response word 
frequencies would be higher for response-trained participants than for stimulus-trained and 
untrained participants across the three writing sessions, regardless of writing condition. The 
hypothesized main effect of training condition was not significant, F (2, 225) =.059, p = .943 
(see Table 4 below for marginal means and standard errors for response word usage by training 
and writing condition). As can be seen in Table 4, there was a significant main effect for writing 
condition, with greater response word usage for neutral than for trauma writers, F (1, 225) 
=90.07, p < .001. There was a significant main effect for session such that response word usage 
decreased across sessions (see Table 5), F (2, 450) =20.93, p < .001, ε=.959. Finally, there was a 
significant two-way interaction of writing condition and session, with significant reductions in 
response word usage from session 1 to session 3 for neutral writers but not for trauma writers, 
F(2, 450)= 19.25, p<.001, ε=.959 (see Table 5).  
Table 4. 
Custom response dictionary word usage training condition X writing condition 
 Neutral writing Trauma writing Total 
Response training 12.99 (.30) 10.51 (.29) 11.75 (.21) 
Stimulus training 12.78 (.26) 10.89 (.32) 11.83 (.21) 
No training 13.01 (.27) 10.66 (.29) 11.84 (.20) 





Custom response dictionary word usage writing condition X writing session 
 Session 1 Session 2 Session 3 Total 
Neutral writing 13.70 (.21) 13.30 (.20) 11.56 (.24) 12.92 (.16) 







 11.80 (.12) 
Note: Different superscripts in the columns indicating significant differences between writing 
sessions (p<.05) 
These analyses were also performed separately for each of the five response word sub-
categories: verbal responses, somatomotor events, visceral events, processor characteristics, and 
sense organ adjustments. The hypothesized main effect of training condition was not significant 
for any of these sub-categories, all Fs < 1.70, ps >.184. There was a significant main effect for 
session on somatomotor events, visceral event, processor characteristics, and sense organ 
adjustment word usage, all Fs > 3.68, ps < .05, εs < .984. However, these effects were in 
opposite directions: usage increased over the three sessions for processor characteristics words 
but decreased for somatomotor events, visceral events, and sense organ adjustments words (see 






Custom response sub-category word usage by session 
 Session 1 Session 2 Session 3 Total 
Verbal responses 1.84 (.08) 1.91 (.06) 1.95 (.07) 1.90 (.05) 






 6.57 (.10) 






 .06 (.01) 






 .59 (.02) 






 .38 (.02) 



















Neutral writing Response training 1.03 (.13) 8.82 (.26) .35 (.04) .05 (.02) .60 (.06) 
 Stimulus training 0.90 (.12) 8.86 (.23) .32 (.04) .05 (.02) .68 (.05) 
 
Total 











Trauma writing Response training 2.68 (.13) 4.24 (.26) .36 (.04) .08 (.02) .57 (.06) 
 Stimulus training 2.85 (.14) 4.33 (.28) .39 (.05) .05 (.02) .57 (.06) 
 
Total 












There was a significant main effect for writing condition on verbal responses and 
somatomotor events, but the effects were in the opposite direction, such that trauma writers used 
more verbal response words, but neutral writers used more somatomotor event words. Thus, 
there were no predicted or consistent effects on the custom response proposition dictionary sub-
categories (see Table 7 above). 
Hypothesis 1: LIWC2007 Default Dictionary Categories. These analyses were also 
performed for each of the LIWC2007 default dictionary categories with conceptual similarity to 
the response construct (biological, body, feeling, verb, and motion).  Predicted effects of 
response training on word usage were found for biological, body sub-category, and feeling word 
categories.  Response-trained participants used more biological words than untrained 
participants, with stimulus-trained participants falling non-significantly between the other two 
groups, F(2, 226)=3.03, p=.050. Response-trained and stimulus-trained participants both used 
significantly more body words than untrained participants, with no differences between 
response-trained and stimulus-trained participants in body word usage, F(2, 226)=6.76, p=.001. 
Similarly, response-trained and stimulus-trained participants also used significantly more feeling 
words than untrained participants, with no differences in feeling word usage between response-
trained and stimulus-trained participants, F(2, 226)=4.84, p=.009. Contrary to prediction, verb 
usage was highest among untrained participants, an effect that was marginally significant, F(2, 
226)=2.76, p=.066. Finally, for motion words, the hypothesized main effect of training condition 
was not significant, F(2, 226)=.15, p=.865 (see Table 8 below for means and standard errors of 





LIWC2007 response-oriented dictionary word usage writing condition X training condition 
 




























































































































Note: Different superscripts across rows indicate significant differences between training 
conditions (p<.05) 
 
Hypothesis 2. It was hypothesized that stimulus word frequencies would be higher for 
stimulus-trained participants than for response-trained and untrained participants across the three 
writing sessions, regardless of writing condition. The hypothesized main effect of training 
condition was significant and confirmed that stimulus-trained individuals used more stimulus 
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words than response-trained and untrained individuals across the three writing sessions, F (2, 
225) =6.88, p = .001 There was also a significant main effect of writing condition, with greater 
usage of stimulus words among neutral writers compared to trauma writers, F (1, 225) =348.90, 
p < .001. The two-way interaction of Writing condition X Training condition was also 
significant, with the highest stimulus word usage found among stimulus-trained neutral writers, 
F(2, 225)=3.05, p=.049 (see Table 9 below for means and standard deviations of stimulus word 
usage by training and writing condition).   
Table 9. 







Stimulus word usage significantly decreased from session 1 to session 3, F (2, 450) 
=39.57, p < .001, ε=.996. The two-way interaction of Session X Training condition was also 
significant, with greater decreases in stimulus word usage from session 1 to session 3 for 
stimulus-trained participants, F (4, 450) =2.88, p = .023, ε=.996. Finally, a significant two-way 
interaction of Session X Writing condition revealed greater reductions in stimulus word usage 
across the three writing sessions for neutral writers compared to trauma writers, F (2, 450) =7.68, 
 Neutral writing Trauma writing Total 
Response training 18.45 (.36)
 b
 13.42 (.35) 15.94
b
 (.25) 
Stimulus training 19.93 (.32)
 a
 13.64 (.38) 16.78
a
 (.25) 
No training 17.84 (.33)
 c
 13.20 (.35) 15.52
b





 16.08 (.14) 
Note: Different superscripts in the columns indicating significant differences 
between training conditions (p<.05) 
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p < .001, ε=.996 (see Table 10 below for stimulus word usage means and standard errors by 
training and writing condition and session). 
Table 10. 
Custom stimulus dictionary word usage training condition X writing condition X session 












 21.13 (.43) 18.30 (.40) 19.93 (.32) 



















15.27 (.53) 13.66 (.51) 12.00 (.49) 13.64 (.38) 
 No training 14.30 (.49) 13.14 (.48) 12.17 (11.28) 13.20 (.35) 
 
Total 
















Note: Different superscripts in the columns indicating significant differences between training 
conditions (p<.05) 
These analyses were also performed for each of the LIWC2007 default dictionary 
categories with conceptual similarity to the stimulus construct (perceptual dictionary, and seeing 
and hearing sub-categories). It was hypothesized that stimulus-trained participants would use a 
higher frequency of perceptual dictionary and seeing and hearing sub-category words than 
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response-trained and untrained participants across the three writing sessions, regardless of 
writing condition. Perceptual dictionary as well as seeing and hearing sub-category word usage 
was highest among stimulus-trained participants and significantly differed from response-trained 
and untrained participants, all Fs >3.55, all ps<.030, (see Table 11 below for means and standard 
errors of LIWC2007 perceptual, seeing, and hearing word usage).  
Table 11. 
LIWC2007 perceptual dictionary, seeing and hearing sub-category word usage by training 
condition 
 Perceptual dictionary Seeing sub-category Hearing sub-category 





















Total 2.60 (.08) 1.02 (.05) .48 (.02) 
Hypothesis 3. It was hypothesized that cognitive process word frequencies would 
increase more from session 1 to session 3 for trauma writers than for neutral writers. The 
hypothesized Writing condition X Session interaction was significant, F (2, 452) =14.00, p < 
.001, ε=.934. As can be seen in Figure 1 below, trauma writers showed significant increases from 
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session 1 to session 3 in cognitive process word usage, linear component F(1, 105)=38.65, 
p<.001, ε=.953, whereas neutral writers did not, F(1, 125)=1.05, p=.308, ε=.888. 
 
Figure 1. LIWC2007 cognitive process word usage writing condition X session 
The same effects reported above were found when the insight word and causal word sub-
categories of the cognitive process dictionary were analyzed separately, all Fs > 16.27, ps< .001, 
εs < .989. 
Hypothesis 4a. It was hypothesized that response word frequencies would decrease more 
from session 1 to session 3 for response-trained, trauma writers than for all other groups. The 
hypothesis was not confirmed: The three way interaction of session, training condition, and 
writing condition was not significant, F (4, 450) =.51, p = .726, ε=.959 (see Table 12 below for 





Table 12.  
Custom response dictionary word usage writing condition X training condition X session 
 Neutral writing Trauma writing 
Response training 
   Session 1 
   Session 2 










   Session 1 
   Session 2 











   Session 1 
   Session 2 










These analyses were also performed separately for each of the five response word sub-
categories: verbal responses, somatomotor events, visceral events, processor characteristics, and 
sense organ adjustments. No significant three way interactions were found for any of the 
response word sub-categories, all Fs < 2.08, all ps > .10, ε < .984. 
These analyses were also performed separately for the default LIWC2007 dictionary 
categories, ‘verbs’, ‘feeling’, ‘biological’, ‘body’, and ‘motion’,  due to their conceptual 
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similarity to the response construct. A significant three way interaction of Writing Condition X 
Training Condition X Session was found for ‘feeling’, F(4, 452)= 3.68, p=.007, ε=.961, but not 
for ‘verbs’, ‘biological’, ‘body’, or ‘motion’ dictionaries (see Figure 2 below for effects of three 
way interaction on feeling word usage). However, as can be seen in Figure 2, the effects were not 
in the expected pattern.  
Neutral writers     Trauma writers 
     
 
Figure 2. LIWC2007 feeling word usage writing condition X training condition X session 
There were significant two-way interactions of writing condition and session for ‘verbs’, 
‘feeling’, ‘body’, and ‘motion’, but none of them supported the expected effect of trauma writing 
and writing session on reduced usage of verbs, feeling, body, and motion words. Verb usage 
increased more for neutral writers from session 1 to session 3 than for trauma writers, F(2, 452)= 
25.72, p<.001, ε=.926. Feeling word and body word usage decreased more for neutral writers 
from session 1 to session 3, F(2,452)=27.00, p<.001, ε=.961 and in body word usage, F(2, 
452)=7.49, p=.001, ε=.982, respectively. Motion word usage significantly increased from session 
1 to session 2 for neutral writers but not for trauma writers, F(2, 452)=13.89, p<.001, ε=.974 (see 
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Table 13 for means and standard errors of LIWC2007 default dictionary word usage by writing 
condition and session).  
Table 13. 
































































Hypothesis 4b. It was hypothesized that cognitive process word frequencies would 
increase more from session 1 to session 3 for response-trained, trauma writers than for all other 
groups. The hypothesized three way interaction of session, training condition, and writing 
condition was not significant, F (4, 452) =.869, p = .482, ε=.934. 
The insight and causal word sub-categories were analyzed separately to determine 
whether response training and trauma writing affected these sub-categories of the cognitive 
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process dictionary in the expected manner. None of the expected interaction effects were found 
for the insight or causal word usage sub-categories. For the insight sub-category, the 
hypothesized three way interaction was marginally significant, F (4, 452) =2.03, p = .092, ε=.966 
and post hoc analyses showed that effects were not the expected direction. A significant two way 
interaction of session and training condition, F(4, 452)=3.90, p=.004, ε=.966, also did not 
support the predicted effect of response training on change in insight word usage, with increases 
in insight word usage for stimulus trained individuals but decreases for response-trained 
individuals. For causal word usage, the hypothesized three way interaction was also marginally 
significant, F (4, 452) =2.01, p = .092, ε=.991. However, post hoc tests did not reveal any 
consistent or predicted effects of training or session on causal word usage. 
Hypothesis 5. It was expected that, compared to neutral writers, trauma writers would 
use a greater frequency of emotion words defined as the LIWC2007 default dictionary categories 
‘affective process’ (with subcategories ‘positive emotion’, ‘negative emotion’ and negative 
emotion sub-categories of ‘anxiety’, ‘anger’, and ‘sadness’) and the ‘feeling’ sub-category of the 
‘perceptual’ dictionary. As predicted, trauma writers used significantly more affective process 
dictionary, positive emotion, negative emotion, anxiety, anger, and sadness sub-category words 
than did neutral writers, all Fs> 47.82, all ps<.001 (see Table 14 below for means and standard 
errors of affective process and its sub-categories by writing condition). No significant differences 





























5.87 (.12) 2.77 (.09) 3.02 (.08) .64 (.03) .78 (.04) .81 (.03) 
Neutral 
writers 
2.67 (.11) 1.93 (.08) .73 (.07) .28 (.03) .17 (.04) .11 (.03) 
Total 4.27 (.08) 2.35 (.06) 1.88 (.05) .46 (.02) .48 (.03) .46 (.02) 
 
Hypothesis 6. It was expected that, compared to neutral writers, trauma writers would 
show greater increases in affective process sub-category ‘positive emotion’ word and greater 
decreases in affective process sub-category ‘negative emotion’ word and ‘negative emotion’ sub-
categories ‘anxiety’, ‘anger’, and ‘sadness’ word usage from session 1 to session 3. These 
predicted effects were not found. Instead, positive emotion word usage increased for both trauma 
and neutral writers from session 1 to session 3, Session F(2, 452) = 51.57 p < .001, ε=.883, and 
neutral writers showed larger increases in positive emotion word usage from session 1 to session 
3 than did trauma writers, Writing condition x Session F(2, 452)= 8.48, p<.001, ε=.883 (see 
Figure 3 below). For negative emotion words, trauma writers significantly increased, while 
neutral writers significantly decreased, usage from session 1 to session 3, resulting in a 
significant interaction effect in the opposite of the predicted direction, F(2, 452)= 4.45, p=.012, 
ε=.986 (see Figure 4 below).  
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The above analyses were also performed separately on each of the negative emotion sub-
categories, which included anxiety, anger, and sadness sub-categories. Contrary to expectation, 
anxiety word usage significantly decreased from session 1 to session 3 for neutral writers, but not 
for trauma writers, F(2, 452)= 5.34, p=.005, ε=.968. The predicted effect of trauma writing and 
writing session on anger words was not significant, F(2, 452)= 1.63, p=.196, ε=.975. For sadness 
words, the hypothesized effects of trauma writing and writing session were reversed in that 
sadness words significantly increased for trauma writers, but only from session 1 to session 2, 
and sadness word usage did not change for neutral writers, F(2, 452)= 3.19, p=.042, ε=.980. (See 
Table 15below for means and standard errors of negative emotion and sub-category word usage 
by writing session and writing condition). 
 






Figure 4. LIWC2007 negative emotion sub-category word usage writing condition X session 
Table 15. 
Negative emotion sub-category word usage writing session X writing condition 
 Writing session Trauma writing Neutral writing Total 




















































This study evaluated the effects of two imagery training procedures on specific types of 
word usage in essays written by college students about personally traumatic or neutral topics. 
The theoretical basis for this investigation came from Lang’s (1977; 1979) bio-informational 
theory of language. This theory postulated that the three units of an emotional network— 
response units, stimulus units, and meaning units— could be described in natural language as a 
series of linked propositions (Lang, 1979).  The results of this study cannot be viewed as 
confirming or disconfirming this theory but rather as offering specific evidence that supports 
certain assumptions while calling others into question. Specifically, these findings bear upon four 
different types of hypothesized effects, each of which was experimentally manipulated in this 
study: (1) the effects of response training on response-oriented language, (2) the effects of 
stimulus training on stimulus-oriented language, (3) the effects of trauma and neutral writing on 
cognitive and emotional language, and (4) the combined effects of response-training and trauma 
writing on changes in language over the course of writing. Overall, the results supported effects 
of stimulus training and trauma writing, with individuals assigned to these groups showing the 
pattern of word usage that would be expected based on the previous literature and theoretical 
assumptions. On the other hand, the anticipated effects of response-training were inconsistent, 
and the combined effects of response-training and trauma writing on specific types of language 
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were not supported by the results. These mixed results indicate that initial assumptions about the 
effects of trainings and instructions may require revision. In the paragraphs below, the specific 
results are discussed in the context of their implications for current theoretical assumptions and 
other studies of training and language. Finally, future research directions are proposed. 
Effects of Response Training 
It was hypothesized that because response training has taught subjects to use response-
oriented words to describe their imagery, that response trained participants would produce a 
greater proportion of total written response words (defined as words indicative of behavioral 
action, physiological responding, or verbal expression) than would stimulus trained or untrained 
participants. The results only partially supported this hypothesis. Response word usage, when 
evaluated using custom response dictionaries, did not differ across the three training conditions. 
However, significant effects of response-training did emerge for the LIWC2007 default feeling, 
biological, and body word dictionaries. In sum, it appears that existing, previously-validated 
dictionaries better captured the effects of response-training than custom dictionaries specifically 
developed to measure the effects of response-training.  
One possible explanation for these mixed results is that the underlying theoretical 
assumption, that processing of response information should be represented in response-oriented 
language, is not valid. Discrepancies between self-reported emotionality or thought processes 
and other indicators of emotional experiences, such as physiological response or behavior, have 
been previously established (Hoehn-Saric & McLeod, 2000; Gross & Levenson, 1993). 
Expressive writing can be conceptualized as a form of self-report, in which participants are given 
an open-ended, emotionally-evocative question to which they respond. Expressive writing shares 
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with other self-report measures the potential for participants to engage in self-regulation and 
impression management. Thus, it is possible that the response unit of the emotional network can 
be activated in the absence of explicit, written use of response language. Perhaps response 
training amplifies the efferent response node of the emotional network by directly stimulating 
brain regions associated with autonomic response, such that engagement in any activity would 
augment physiological responding, regardless of the individual’s conscious perceptions and self-
report of response unit activation. The current study did not evaluate this competing hypothesis 
that response training activates physiological response unit mobilization directly rather than 
through the mechanism of increased response-oriented language. However, an investigation of 
the relationship between response word usage and physiological response is likely to be a fruitful 
future direction in this area. 
Although the argument above explains why response-training failed to increase usage of 
custom response dictionary and response sub-category words, it fails to explain why response-
training did increase usage of feeling, biological, and body words in LIWC2007 default 
dictionaries. Taking these conflicting findings into account, a different picture emerges. Rather 
than calling into question the assumption that response-training effects language, these results 
suggest that response-training effects language, but not in the expected manner. Development of 
the custom response dictionary and its sub-categories were based on definitions and examples of 
response propositions provided by Lang (1979) and his colleagues (1980) that were expected to 
be affected by the response-training protocol. Thus, the validity of the dictionary measures 
developed in this study largely depended on the validity of these conceptualizations and 
definitions. If the conceptual and operational definitions for response propositions were flawed 
in the first place, then it is unlikely that a measure based on these definitions would capture the 
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effects of response-training. For example, Lang’s (1979) definition of response-training 
emphasizes that there are three response classes: internal and external verbal responses, 
behavioral actions, and physiological responses. The response-training protocol (see Appendix 
A) heavily emphasizes certain types of behavioral actions and physiological responses. The 
training scripts involve emotionally-neutral scenes in which the participant is asked to physically 
involve him or herself by tensing muscles and moving eyelids. The broader definition of 
response propositions and response-oriented language in the context of exposure to feared 
stimuli proposed in the literature (Lang et al., 1983; Foa & Kozak, 1986) and used in this study 
may have departed from the more physical, emotionally-neutral effects of the response-training 
protocol. The detected effects of response-training on feeling, biological, and body language 
words in the LIWC2007 dictionaries matches this more limited operational definition of response 
language (see Table 1 above for examples from each category). This interpretation of the results 
could be further tested in future work using a more exclusively inductive approach to dictionary 
development. If response-training systematically altered word usage in specific ways within the 
trauma and neutral essays, then these differences could be captured by generating word 
frequency lists by training condition. Presumably, words used more frequently by response-
training individuals than stimulus-trained or untrained individuals were produced in response to 
the training. Qualitative examination of these lists could allow for comparison to and revision of 
existing conceptual and operational definitions for response propositions. 
Issues related to the internal reliability of the response dictionary and sub-categories also 
may have contributed to the null findings for these analyses. In the dictionary development 
process, low inter-rater reliability of the judges (33% for overall selection of response words; 
78% for categorization of response words into sub-categories) in selecting response words for 
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the response dictionary could explain why analyses using this dictionary failed to capture 
possible differences in response language usage. In describing the development of the default 
LIWC2007 dictionary categories, Pennebaker, Francis, and Booth (2001) reported between 86% 
and 100% inter-rater agreement among judges during the word rating phase. It is possible that 
selecting response words as defined by Lang’s theory was a more challenging task than selecting 
words for the LIWC2007 dictionary categories. Anecdotally, when questioned about the word 
rating process, each of the three judges reported that the process was more difficult than expected 
and that they were prone to second-guessing their selections and reevaluating selection criteria 
throughout the task. Each of the LIWC2007 dictionary categories was developed and refined 
over a longer period of time and were subjected to more stringent psychometric evaluation. Thus, 
the current response dictionary and sub-categories may require further revision in order to better 
capture the construct of interest. However, insufficient reliability does not account for the null 
results for several of the LIWC2007 dictionary categories (verbs, motion), each of which fell 
between 86% and 100% agreement among the judges. In other words, even when internal 
reliability of the dictionary was high, the results did not consistently show an effect of response 
training on response-oriented word usage. This indicates that a lack of internal consistency for 
the custom response dictionary and sub-categories might not fully explain the results. 
Alternatively, the null results found for verbs and motion words could indicate that, as with the 
custom response dictionary and sub-categories, verbs and motion words are not affected by 
response training. This interpretation further implies that Lang’s (1977; 1979) definition of 
response propositions may have been overly inclusive or too general and that his definition fails 
to capture the types of language that response-training affects. 
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An alternative explanation that could account for the null results found for both custom and 
several default dictionaries is that response language may not be well suited for analyses at the 
single word level. All of the language analyses performed in this study used single words as the 
unit of analysis. As acknowledged by LIWC researchers (Tausczik & Pennebaker, 2010), word 
count methods have distinct advantages (e.g. efficiency, ability to provide a unique “helicopter” 
view of the data) as well as important disadvantages (e.g. failure to capture context, low base 
rates of certain words). These results indicate that response language may be more context-
dependent and/or more rarely used (lower base rate) than expected. As an example of context 
dependence, the word “report”, which was included in the custom response dictionary and in the 
somatomotor events sub-category, could be found in a response proposition such as “I reported 
everything to the police as quickly as possible” or in a non-response proposition such as “My 
report received an F”. In terms of low base rate, the visceral events sub-category, which includes 
many exemplar response proposition words including “breathe” and “sweat” represented only 
.06% of word usage overall and was not significantly higher for response-trained individuals, 
suggesting that encouraging participants to use these words in their imagery descriptions during 
response training did not result in frequent usage of them during writing. Thus, it is possible that 
response language would be better captured at the phrase level or even at the level of a global 
rating applied to an entire text sample, both of which might be more likely to capture context and 
infrequent usage. 
On the other hand, the effect of response-training on feeling, biological, and body word 
usage shows promise and lends support for the use of word count programs to capture the 
response proposition construct. To this author’s knowledge, this study is the first to evaluate the 
effects of response and stimulus training on word choice in traumatic and neutral essays. Based 
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on these results, it is possible to conclude that response-training increases use of feeling, 
biological, and body words, but does not affect words specifically chosen for being consistent 
with the response proposition construct (custom response dictionary and sub-categories), nor 
does it affect usage of verbs and motion words, which also would have been expected based on 
theoretical definition. These findings indicate that response-training does have specific linguistic 
effects but that these effects do not entirely conform to the theoretical definition of response 
propositions as internal and external verbal behavior, overt motor behavior, and physiological 
responses. Rather, a more restricted definition of response propositions would better describe the 
effects of response training on word usage. Specifically, usage of feeling (e.g. caress, scratch, 
feel), biological (e.g. headache, hugs, pain), and body (e.g. mouth, sensation, sleep) words were 
affected by response-training. These categories are similar in their emphasis on physical 
experience and are most consistent with the definition of response propositions as “physiological 
or bodily responses”. Thus, despite the inclusion of verbal and motor behaviors in the response-
training protocol, the effects on language appear to be limited to bodily experiences.  Because 
this is the first study to evaluate these categories in response to an experimental manipulation, 
the feeling, biological and body categories should be used in future studies evaluating the 
linguistic effects of response training in order to determine whether these results can be 
replicated and extended beyond the expressive writing paradigm to other treatment modalities 
(i.e. oral trauma narratives, imaginal exposure scripts). Future work in this area could shed light 
on whether the observed effects of response training on word usage are limited to the writing 
modality or if response training has similar linguistic effects in other modalities. Examining the 
effects of response training on other modalities will test another assumption of Lang’s (1979) 
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theory that the principles of the bio-informational theory of emotion can be applied universally 
and are not dependent upon the modality used to access emotional imagery in the brain. 
Effects of Stimulus Training 
It was expected that because stimulus training has taught subjects to use and process 
stimulus-oriented words, that stimulus trained participants would produce a greater proportion of 
stimulus words (defined as words indicative of contextual description or detail) than would 
response or untrained participants. The results supported this hypothesis; use of stimulus words 
was higher among stimulus-trained participants compared to response-trained and untrained 
participants. Analyses using LIWC2007 default dictionaries consistent with the stimulus 
construct definition (‘perceptual’ dictionary and its ‘seeing’ and ‘hearing’ sub-categories) 
strengthen these findings and provide converging evidence that stimulus training affected word 
usage in the expected manner. The LIWC2007 perceptual dictionary contains primarily 
adjectives and adverbs indicative of sensory experiences (i.e. touch, taste, smell, sight, and 
hearing) (see Table 2 for word exemplars from each category). Because Lang’s (1977; 1979) 
definition more broadly defined stimulus propositions as any descriptive detail or environmental 
factor, the perceptual dictionary represents a more limited operationalization of the concept.  
Furthermore, the perceptual dictionary contains the feeling sub-category which was used to 
capture the effects of response-training. The feeling sub-category seems to represent an area of 
overlap between the response and stimulus proposition definitions, with some words related to 
physical movements or responses (caress, scratch, feel) and others more indicative of sensory 
description (smooth, soft, heavy, cold). Yet, whether stimulus propositions were defined more 
broadly as with the custom stimulus dictionary or more narrowly as with the perceptual 
dictionary and its seeing and hearing sub-categories, the effects of stimulus training were 
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consistent. This study was the first to evaluate the types of word usage that were affected by 
stimulus training and provides initial evidence that stimulus training effects word usage in the 
manner that would be expected based on the existing theoretical definition. 
Taken in combination with the mixed results for the effects of response training on response 
word usage, the stimulus training results suggest several possibilities. First, it is possible that 
selection of words for the custom stimulus dictionary was a more straightforward task for judges 
than selection of response words for the response dictionary. Because stimulus words are, by 
definition, words that describe the context of a situation or setting, these words may be easier to 
identify and less context dependent. Better inter-rater reliability for judges’ ratings of words for 
the stimulus dictionary than for the response dictionary supports this explanation.  Judges’ 
agreement on selection of words for the stimulus dictionary, measured using the ICC, was 
‘moderate’, whereas agreement was only ‘fair’ for judges’ agreement on selection of words for 
the response dictionary.  The differences in reliability of the custom response dictionary and the 
custom stimulus dictionary may help to explain why the expected effect of stimulus training on 
custom stimulus dictionary word usage was detected, while the hypothesized effect of response 
training on custom response dictionary word usage was not. 
A second possibility is that activation of the response and stimulus nodes of an emotional 
network produce different effects. Perhaps activation of the response unit primes the brain for 
immediate physiological mobilization, whereas activation of the stimulus unit encourages 
observation, reflection, and description in words. These potential theoretical distinctions might 
explain why stimulus-training effected stimulus word usage but response-training did not 
consistently alter response word usage. Future work in this area should explore the brain regions 
implicated in response-training and stimulus-training to clarify their mechanisms of action. If the 
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brain regions involved in response-training and stimulus-training differ, then it may be necessary 
to revise Lang’s (1979) assumption that the modality used to activate a particular node of the 
emotional network is irrelevant. Improving activation of response, stimulus, and meaning units 
remains an important issue for optimizing exposure-based and cognitive processing therapeutic 
interventions which rely upon successful activation of these emotional units. 
A final possibility is that usage of response and stimulus words, as defined in this study, 
does not result in activation of response and stimulus units in the brain. Although this 
interpretation cannot be directly evaluated because discreet response and stimulus units in the 
brain have not been functionally identified, it is important to consider that even if training altered 
word usage, it is still possible that word usage does not alter activation of the emotional network. 
An assumption of this study was that changes in language were indicative of changes in internal 
emotional experience. However, it remains possible that response or stimulus training could 
affect word usage without affecting other aspects of emotional experience, such as behavior, 
brain activity, or physiological response. As mentioned above, different measures of the same 
emotional experience can produce inconsistent results (Hoehn-Saric & McLeod, 2000; Gross & 
Levenson, 1993), suggesting that no single measure can fully capture the multidimensional 
nature of emotions. In order to better understand which aspects of emotional experience were 
captured by the observed changes in word usage in this study, it may be useful in future work to 
examine the relationship between word usage and other measures of emotion, including 
physiological response, self-reported valence of emotion, and symptoms of emotional distress. 
Effects of Trauma Writing 
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It was hypothesized that because previous research has established a link between changes 
in cognitive processing and therapeutic outcomes in both traditional exposure therapy and 
writing about traumatic events, that from Session 1 to Session 3 trauma writers would show a 
greater increase in the proportion of total written meaning words (defined as LIWC2007 default 
cognitive process dictionary and its causal and insight sub-categories) than would trivial topic 
writers. The results confirmed that trauma writers increased their frequency of cognitive process, 
insight, and causal words from session 1 to session 3 more than neutral writers. Neutral writers 
decreased their use of insight words from session 1 to session 3 and showed no change in 
cognitive processing and causal word usage. These results are consistent with previous studies 
that have established that trauma writing leads to better health outcomes than neutral writing, and 
that cognitive process word usage, is an important linguistic mediator of those effects 
(Pennebaker, Mehl, & Niederhoffer, 2003). These results add to the current literature by 
demonstrating that these same adaptive changes occur for trauma writers and not for neutral 
writers, even when response-training and stimulus-training procedures are used.  
Analyses using the LIWC2007 affective process dictionary and its subcategories also 
revealed higher usage of emotion words for trauma writers compared to neutral writers. These 
results are consistent with other linguistic analyses of expressive writing studies (i.e. Pennebaker, 
Mayne, & Francis, 1997; Pennebaker & Francis, 1996; Ullrich & Lutgendorf, 2002), which have 
shown that the standard instructions to write about a personally traumatic experience with as 
much emotion and feeling as possible produces higher levels of emotional and cognitive 
processing compared to trivial topic writing instructions. This provides evidence that the 
manipulation of writing condition in this study represents a valid replication of other expressive 
writing studies using the standard trauma writing and trivial topic writing instructions.  
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From a theoretical standpoint, this finding adds to the existing literature which supports 
cognitive assimilation (Pennebaker & Francis, 1996) and emotional expression (Pennebaker & 
Beall, 1986), as important mechanisms of action in expressive writing. It is unknown in the 
current investigation whether observed increases in cognitive or emotional word usage from 
session 1 to session 3 were associated with positive physical and mental health outcomes. 
However, in previous research, increases in cognitive words, high use of positive emotion words, 
and moderate use of negative emotion words over the course of writing led to better health 
outcomes (Pennebaker, Mehl, Niederhoffer, 2003).  Future analyses with these data can verify 
whether the observed effects of writing instructions on cognitive and emotional word usage are 
associated with changes in mental and physical health functioning. In light of the extant 
literature, it is expected that change in cognitive and emotion word usage will mediate health 
outcomes for trauma writers but not for neutral writers. 
Effects of Response Training and Trauma Writing across Writing Sessions 
The final primary hypothesis predicted that because theory and the relevant empirical 
evidence suggest that expressive writing works through a combination of activation of and 
exposure to response information in memory and cognitive assimilation, and response-training 
enhanced trauma writing is the condition most likely to stimulate these processes, that response-
trained trauma writers would show a pattern of linguistic habituation in which response words 
would be highest in Session 1 and would be significantly reduced by Session 3, in line with 
patterns of physiological and emotional habituation observed in exposure treatment. In addition, 
meaning propositions would be lowest in Session 1 and significantly increased by Session 3, 
consistent with theories of exposure to corrective information, cognitive assimilation, and 
cognitive processing word usage observed in expressive writing. 
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Neither of these hypotheses was confirmed. Response-trained trauma writers did not differ 
in their use of response words or cognitive processing words from session 1 to session 3 
compared to stimulus-trained or untrained, neutral or trauma writers. As stated above, the null 
results for response word usage may be due in part to low construct validity due to inadequate 
inter-rater reliability for judges’ selection of response words. However, the null results for the 
cognitive processing word usage cannot be due to low construct validity produced by a lack of 
agreement of judges in the development of these dictionary categories. Pennebaker, Francis, and 
Booth (2001) reported 93% agreement for the insight word sub-category and between 86% and 
100% agreement for all other categories. This discrepancy supports a theoretical rather than 
methodological explanation for the lack of effects of response training on changes in response 
word usage. Because the cognitive processing, insight, and causal word usage dictionaries have 
previously responded to writing instructions and other experimental manipulations aimed at 
altering word usage, then it is more likely that response training does not affect this type of word 
usage than it is that these dictionaries failed to capture the effects of response training on word 
usage. As described above, these findings suggest that response training does not amplify the 
exposure and cognitive assimilation effects of trauma writing through the predicted mechanisms 
of reductions in response language and increases in cognitive process word usage. Rather, the 
previously observed effects of response-training and of expressive writing on physiological 
output and on physical and mental health outcomes may be explained by some other mechanism 
of action, such as direct activation of certain adaptive brain regions and/or through changes in 
behavior during writing (e.g. tensing muscles, changes in breathing), changes in brain processes 
(e.g. revision of memorial representation of traumatic event),  or changes in behavior following 
writing (e.g. increased contact with feared stimuli).  
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The explanation above fits with the literature showing large discrepancies between patients’ 
and participants’ subjective self-report of their own emotions and thoughts and more objective 
measures of these constructs, such as physiological response and observed behaviors (Hoehn-
Saric & McLeod, 2000; Gross & Levenson, 1993). Because response-training is designed to 
specifically activate units of the emotional network associated with verbal responses, behavioral 
actions, and physiological response, it is possible that response-training primes implicit 
performance of these specific responses but does not promote the introspection required to write 
about these responses.  
Neuroscience researchers have broadly conceptualized the systems involved in emotional 
experience as those responsible for an emotional response to a situation (bottom-up processing) 
and those responsible for cognitive appraisal of a situation (top-down processing) and have 
implicated the amygdala in bottom-up processing and the neocortex and hippocampus in top-
down processing (LeDoux, 1989; 2000). These systems can operate independently of one 
another but can also interact with one another to create full emotional experiences that occur 
when representations of stimuli, affective response, and cognitive appraisal coincide in working 
memory (LeDoux, 1989). This conceptualization has striking similarity to Lang’s (1977; 1979) 
description of the brain’s emotional network and the need for activation of response, stimulus, 
and meaning units in order for an emotion to be fully processed. However, the neuroscience 
perspective adds that response, stimulus, and meaning representations may operate at different 
levels of processing (top down vs. bottom up).  
Conceptualized in these terms, bottom-up processing is likely to be responsible for 
activation of the response node of the emotional network described in bio-informational theory. 
Thus, response-training may enact its effects at this more automatic, unconscious level of 
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processing. If this is the case, then the effects of response-training would be unlikely to manifest 
in the types of linguistic changes that are captured using a top-down analytic approach.  
Stimulus information is likely to be processed at both levels and the processing level may 
depend upon the type of stimulus or manner in which it is presented. Recent research has 
demonstrated that presenting a stimulus in a bottom-up (viewing aversive images) or in a top-
down (instructing an individual to interpret neutral images as aversive) manner changes the brain 
areas involved, such that bottom-up presentation activated areas involved in encoding perceptual 
and affective information, whereas top-down presentation activated areas involved in higher 
cognition (Ochsner et al., 2009).  
Meaning information is more likely to be processed from the top down. Research in emotion 
regulation has shown that cognitive reappraisal can be experimentally induced and leads to 
corresponding activation of top-down brain regions (Gross, 1998). Cognitive reappraisal has 
been described as “a cognitive-linguistic strategy that alters the trajectory of emotional responses 
by reformulating the meaning of a situation” (Goldin, McRae, Ramel, & Gross, 2008). However, 
no researchers to date have systematically evaluated whether the language used by participants 
assigned to engage in cognitive reappraisal is consistent with existing theories of meaning-
making or cognitive processing.  Application or adaptation of existing cognitive reappraisal 
strategies in the form of a meaning training procedure with the goal of effecting meaning-
oriented language in writing is an area for future study. 
In sum, a more sophisticated understanding of the relationship between language and 
emotion demands greater attention to complementary work in other fields, such as neuroscience 
and linguistics. Neuroscience allows us to connect self-report of emotion to activation of 
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biological systems, while linguistics provides a link between psychological constructs and 
appropriate linguistic measurement. Infusing the ideas and innovations from these fields will 
serve to revitalize existing methodologies and assumptions in psychological emotion research. 
When faced with results that fail to conform to expectation in our own field as with the current 
project, it behooves us to examine our findings in the larger scientific literature. 
Conclusion 
 This study adds to the current literature in a number of important ways. First, the 
development of custom response and stimulus dictionaries offers a novel approach to measuring 
the effects of imagery training on language. The low to moderate reliability for the response 
dictionary indicates that the response construct may be more difficult to operationalize at the 
single-word level. Better reliability for the response sub-categories and the stimulus dictionary 
indicates that the judges were able to follow the instructions and reach an adequate level of 
consistency for some constructs. Overall, the response and stimulus dictionaries offer a 
potentially useful tool for future investigations of response and stimulus oriented language. As 
with the LIWC2007 default dictionaries, it is likely that continued psychometric evaluation and 
adaptation of the response and stimulus dictionaries will improve their validity and reliability for 
capturing these constructs. Alternatively, other linguistic analysis methods, such as LSA, may be 
better suited for capturing the effects of response-training on language. The analyses of the 
Cognitive Process, and Insight and Causal sub-categories from the LIWC2007 default dictionary 
to test the effects of the writing instructions replicated previous work and strengthened the 
assumption that trauma writing promotes increases in cognitive assimilation.  
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 In addition to the initial validation of these measurement tools, this project was the first to 
linguistically evaluate one of the underlying assumptions of Lang’s (1977; 1979) theory of 
emotional imagery: that response and stimulus training procedures enact their effects by 
increasing access to response and stimulus information. A basic assumption of this project was 
that increased access to response and stimulus information would be reflected in greater usage of 
response and stimulus language. This assumption was supported in the case of stimulus training 
and stimulus language usage but was inconsistently supported for response training and response 
language usage. Some types of response oriented language (feeling, biological, and body words) 
were used more frequently by response-trained individuals. However, words selected based on 
theoretical definitions of the response construct were not used more frequently by response-
trained participants.  Thus, one important implication of these findings is that stimulus training 
and response training may work through different mechanisms of action than those proposed by 
a strict information-processing perspective. Alternative mechanisms, such top-down versus 
bottom-up processing, should be examined in future research.  
Finally, this study sought to examine linguistic evidence for theories of exposure and 
cognitive assimilation within imagery training enhanced expressive writing. The results bolstered 
support for the theory of cognitive assimilation in trauma writing (Pennebaker & Francis, 1996). 
However, no consistent linguistic markers of exposure were detected within the response-trained, 
trauma writing condition, which was the group expected to experience the most intense levels of 
exposure from a theoretical standpoint. No changes in response-oriented word usage that would 
have been indicative of exposure to response information about trauma memories were found for 
response-trained, trauma writers.  
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In sum, it appears that language remains an important method for assessing certain types of 
internal emotional experience, but that measurement of language poses a unique set of challenges 
for the emotion researcher. Some aspects of language, such as stimulus and meaning 
information, may be more receptive to measurement using existing linguistic tools, while others, 
like response information, may require more specialized techniques. Given the importance of 
emotional response information for exposure-based therapeutic techniques, future research 
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 “Today we’ll begin by teaching you to relax through the use of a breathing technique.  
This technique, called diaphragmatic breathing, has been found to be effective for reducing 
feelings of tension.  Essentially, there are two ways of breathing-- from the chest, or from the 
diaphragm.  With chest breathing, the chest expands with each inhalation, while the abdomen 
remains relatively motionless.  When breathing from the diaphragm, the stomach or abdomen 
expands as the diaphragm moves downward to allow air to fill the lungs.  We now know that 
when we breathe predominantly from our chest that this can create bodily tension, and that when 
we breathe with our diaphragm we can create feelings of relaxation.  I will teach you this 
technique so you can use it later to relax before writing. 
 
 "Now I would like for you to practice this breathing technique.  First, place one 
hand on your chest and the other on your abdomen, like this (demonstrate).   Next, inhale 
slowly through your nose and try to make the hand on your abdomen rise.  Try to push up 
your hand as much as it feels comfortable.  Your chest should move slightly, but not more 
than your abdomen.  After you’ve taken a full breath, pause for a second, and then exhale 
slowly and fully through your nose or mouth and count to one to yourself as you exhale.  As 
you practice this procedure, imagine that there is a balloon in your stomach, and that each 
time you inhale, the balloon inflates and each time you exhale, the balloon deflates." 
(Demonstrate this breathing technique for 30s). 
 
“Do you have any questions?” 
 
“Now I would like for you to practice this technique for a few minutes with your eyes 
closed.  Again, try to imagine a balloon inflating and deflating in your stomach as you practice 
this technique.  Concentrate on your abdomen moving up and down, the air moving in and out of 
your lungs, and the feelings of relaxation that deep breathing gives you.” 
 
Have subject practice for 3 minutes.  Watch, and provide feedback (minimal) about whether 
he/she is doing the procedure correctly.  
After 3 minutes, if the subject is not doing the procedure correctly, additional practice may be 
needed.  Thus, explain the procedure again reading from the bolded paragraph above.  If the 
 98 
 
subject is breathing correctly, continue with the next part of the experiment.  For every subject, 
say the following line before continuing to the next part. 
 
How did that feel? 
(For some people it is not relaxing. If it is not relaxing for you, you can just close your eyes and 
breathe when you are instructed to relax.) 
"You will be asked to use this breathing technique later in the experiment.  Do you have any 
questions?" 
 
 As mentioned earlier, I will ask you to write about an event in your life and we will do 
this in a little while.  When you write you will be calling upon memories of the experience.  I 
want to share with you a technique that I want you to use that will help you recall and visualize 
the experience.  I would like to help you learn to be able to vividly recall the feelings of the 
actual experience.   
 
Imagery Response Training 
 
 “As I mentioned earlier, visualization, or vividly imagining scenes and events, is part of 
our experimental procedure.  We will begin this phase of the experiment now.  I’d like you to 
practice visualizing some commonplace scenes.  It is like daydreaming, but I’d like you to bring 
this more under your control, to imagine specific events, for a given period of time.  It will help 
you to do this if you remain relaxed, as you’ve learned. 
 As you are sitting there, deeply relaxed, completely calm, I’d like you to try some scenes.  
Try to imagine these situations as vividly as you can.  Involve yourself fully in the image as an 
active participant in the imagined scene.  For example, the first scene I will ask you to imagine 
involves reading a book.  I want you to try to move your eyes in the image just as if you were 
actively scanning the words and lines of a real book.  The idea of a vivid image is that you get 
the feeling of a real, actual experience. 
 As I describe the scenes, create the image in your mind, doing exactly what you would do 
in the real situation.  When I finish the description, keep imagining the scene until I tell you to 
stop and focus on relaxation.  Now I will present the first scene.  Please close your eyes and keep 
them closed until I tell you to open them.” 
 
“You are sitting in a chair reading a popular science magazine.  Your eyes dart from word 
to word and from line to line down the page as you make rapid progress through the text.  
You shift to a full page illustration of the muscles of the arm, and you look up and down all 
over the page, noting first the hand on the upper right corner of the page, then inspecting 
the elbow in the center, and finally the upper arm muscles in the lower left part of the page.  




Have subject imagine scene for 20s  
 
“Now open your eyes.” 
 
“How were you able to imagine the scene?” 
 
“Did you move your eyes in the image?” 
 
“Did you move your hand in the image?” 
 
 “Remember, it is important to scan the book with your eyes in the image just as if you 
were looking at a real book.  A vivid image depends on making the scene like a real, actual 
experience.  You must do in the image what you would do in the real situation.” 
 
 “Alright, now that we’ve reviewed the idea of vividness, let’s try another scene.  Don’t 
worry if the first scene wasn’t very vivid.  Some people are initially better than others at this, but 
practice will help everyone to imagine events as if they are really happening.  We’re ready to try 
again.” 
 “Close your eyes and take a few seconds to get in a comfortable position and relax again.  
(20s). 
 
 “Remember, what we are trying to learn is vivid imagery through your active 
participation in what you imagine.  Just like with the last scene, this means doing just what the 
image requires.  For example, the next image involves muscle tension you feel while you are 
reading.  I want you to actually tense your muscles in imagining this.  This will make the image 
more vivid, that is, more like an actual experience of the scene I present. 
 Now I will present the scene.  Create the image in your mind, doing exactly what you 
would do in the real situation.  When I finish the description, keep imagining the scene until I tell 
you to stop.  Here is the next scene.  Please close your eyes and keep them closed until I tell you 
to open them.” 
 
“You are in the language laboratory listening to an assignment over headphones, and 
following the conversation with your book.  You listen to the words and follow the script 
from line to line down the page.  Your neck and shoulder muscles are tense and stiff from 
being held so long in the same position.  Trying to concentrate, you tense the muscles in 
your forehead and around your eyes, and you feel a full headache.  Taking off the 
headphones, you breathe deeply and get up from the desk for a break.”   
 
Have subject imagine scene for 20s 
 




“How were you able to imagine the scene?” 
 
“Did you tense your muscles in the image?” 
 
“Did you move your eyes in the image?” 
 
“Did you take the deep breath?” 
 
 “It is important to do in the scene what you would do in the real situation.  This means 
things like tensing your muscles, moving your eyes, and breathing deeply.  Many of us are not 
used to this type of vivid imagery, and the point of this portion of the experiment is for you to 
learn to practice this kind of active involvement in your images.” 
  
 “Let’s practice another scene again.  Sit back, close your eyes, and get relaxed.  Try to 
focus on breathing deeply from your diaphragm.” (20s) 
 
 “Now that you are sitting there, deeply relaxed, completely calm, I’d like you to imagine 
another situation.  Try to imagine the scene as vividly as you can.” 
 
“You are standing at the base of an observation tower as some of your friends ascend the 
stairs.  Your eyes follow their hands, gliding upwards on the handrails, as they slowly climb 
the metal staircase.  You tense the muscles on your face, squinting to avoid the sun, which 
glints through the metalwork of the tower.  Craning your neck, you continue to watch 
closely, following with your eyes their steady upward progress toward the observation 
deck.  They reach the top, and you look up as someone drops a hat.  You follow the hat 
with your eyes while it sails gently down to the ground at you feet.”  
 
Have subject imagine scene for 20s 
 
“Now open your eyes.” 
 
“How were you able to imagine the scene?” 
 
“Did you move your eyes in the image?” 
 
“Did you use the muscle in your face and neck?” 
 
 “Recall that I want you to move your eyes in the image just as if you were looking up and 
down a real tower.  Likewise, you are to tense the muscles used in the image.  Actually do what 




 “Close your eyes and relax.  We’ll do another scene.  I’ll give you a few seconds to get 
relaxed, and then we’ll go into the next scene.”  (20s) 
 
“You are doing some isometric exercises and you look at the diagram in your exercise 
book.  It is a schematic diagram, showing only the muscles themselves.  It shows the face 
and the neck muscles, and you glance up and down the whole page, while you note the 
muscles involved in the exercise.  You breathe deeply and tense all the muscles in your face 
and neck.   Your heart races and sweat beads up on your forehead with strain.”  
 
Have subject imagine scene for 20s 
 
“Open your eyes.” 
 
“How were you able to imagine the scene?” 
 
“Did your heart beat change any?  How about sweating?” 
 
“Did you tense your muscles?  Which ones?  Did you breathe deeply?” 
 
 “This scene was a little different than the other ones we did, in that you were asked to 
imagine heart rate and perspiration changes.  It may not be obvious that you can actually do these 
things in the images like you can with eye movements, muscle tension, and breathing changes, 
but don’t let this concern you.  The practice here with imagining these responses can help you to 
increase your skill.”  
 
 “Okay, you have practiced a relaxation technique, and a way of achieving vivid imagery 
by doing in the scene what you would do in the real situation.  The next part of this experiment 
will involve writing and I ask that you use the techniques you were just taught in order to more 
fully involve yourself in your writing.   
 
How to reinforce the participant:  
 
Reinforce response statements i.e. muscle movement, actions and perceptual movements.  Ignore 
stimulus descriptions. 
 
When response statements are reported you can say you did a good job with that.  If the 
description did not involve response statements ask the participant if they experienced X.  If they 
report that they did say “good, that will make your image more vivid.”  If they did not experience 
X provide corrective feedback i.e. in future images try to imagine that you are actually in the 
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scene doing what is described.  For example, if the scene states that your muscles are tense, 
actually tense your muscles as if you were experiencing the scene.   
 
You can ask prompting questions such as “What did you do when the hat fell down?”   
If the participant reports several response statements you can say, “It sounds like you had a very 
vivid image.”   
 
After the participant has described their image, the experimenter should summarize the image 
and provide reinforcement and corrective feedback when appropriate. 
 





Imagery Stimulus Training Protocol 
  
 “Today we’ll begin by teaching you to relax through the use of a breathing technique.  
This technique, called diaphragmatic breathing, has been found to be effective for reducing 
feelings of tension.  Essentially, there are two ways of breathing-- from the chest, or from the 
diaphragm.  With chest breathing, the chest expands with each inhalation, while the abdomen 
remains relatively motionless.  When breathing from the diaphragm, the stomach or abdomen 
expands as the diaphragm moves downward to allow air to fill the lungs.  We now know that 
when we breathe predominantly from our chest that this can create bodily tension, and that when 
we breathe with our diaphragm we can create feelings of relaxation.  I will teach you this 
technique so you can use it later to relax before writing. 
 
 "Now I would like for you to practice this breathing technique.  First, place one 
hand on your chest and the other on your abdomen, like this (demonstrate).   Next, inhale 
slowly through your nose and try to make the hand on your abdomen rise.  Try to push up 
your hand as much as it feels comfortable.  Your chest should move slightly, but not more 
than your abdomen.  After you’ve taken a full breath, pause for a second, and then exhale 
slowly and fully through your nose or mouth and count to one to yourself as you exhale.  As 
you practice this procedure, imagine that there is a balloon in your stomach, and that each 
time you inhale, the balloon inflates and each time you exhale, the balloon deflates." 
(Demonstrate this breathing technique for 30s). 
 
“Do you have any questions?” 
 
“Now I would like for you to practice this technique for a few minutes with your eyes 
closed.  Again, try to imagine a balloon inflating and deflating in your stomach as you practice 
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this technique.  Concentrate on your abdomen moving up and down, the air moving in and out of 
your lungs, and the feelings of relaxation that deep breathing gives you.” 
 
Have subject practice for 3 minutes.  Watch, and provide feedback (minimal) about whether 
he/she is doing the procedure correctly.  
 
After 3 minutes, if the subject is not doing the procedure correctly, additional practice may be 
needed.  Thus, explain the procedure again reading from the bolded paragraph above.  If the 
subject is breathing correctly, continue with the next part of the experiment.  For every subject, 
say the following line before continuing to the next part. 
 
How did that feel? 
(For some people it is not relaxing. If it is not relaxing for you, you can just close your eyes and 
breathe when you are instructed to relax.) 
 
"You will be asked to use this breathing technique later in the experiment.  Do you have any 
questions?" 
 
 As mentioned earlier, I will ask you to write about an event in your life and we will do 
this in a little while.  When you write you will be calling upon memories of the experience.  I 
want to share with you a technique that I want you to use that will help you recall and visualize 
the experience.  I would like to help you learn to be able to vividly recall the feelings of the 
actual experience.   
 
 “As I mentioned earlier, visualization, or vividly imagining scenes and events, is part of 
our experimental procedure. We’ll begin this phase of the experiment now. I’d like you to 
imagine some situations. I’ll be reading descriptions of the events to help you imagine them. It is 
like daydreaming, but I’d like you to bring this more under your control, to imagine specific 
events, for a given period of time.  It will help you to do this if you remain relaxed, as you’ve 
learned. 
 As you sit there, relaxed and calm, I’d like you to imagine some events. Try to imagine 
the situations as vividly as you can. Picture the scene in your mind as clearly as possible. For 
example, the first scene I will ask you to imagine involves reading a magazine. I want you to 
visualize the picture of the magazine with as much detail as you can, just as if the book were 
real. The idea of a vivid image is that you get a realistic picture of the scene in your mind. 
 Now I’ll set up the image. As I describe the situation, create the image in your mind, 
getting a detailed picture of what the real situation would be like. When I finish the description, 
keep imagining the scene until I tell you to stop and focus on relaxation.  Now I will present the 




“You are sitting in a chair reading a popular science magazine.  You see the words in 
paragraphs in black ink.  You shift to a full page illustration of the muscles of the arm, and 
you notice that different colors are used to illustrate different parts of the arm, noting first 
the hand, which is yellow, then inspecting the elbow which is green, and finally the upper 
arm muscles which are shown in orange. You notice the fine detailed lines of the muscles in 
each part of the arm.  
 
Have subject imagine scene for 20s  
 
“Now open your eyes.” 
 
“How were you able to imagine the scene?” 
 
“Were you able to see the words in paragraphs in black ink?” 
 
“Were you able to see the different muscles of the arm in the different colors?” 
 
“Were you able to see the fine detailed lines of the muscles in each part of the arm?” 
 
 “Remember, it’s very important to include in the picture all the details that you can, and 
to visualize the scene just as if it were really happening. A vivid image depends on your having a 
realistic picture in your mind. Many of us aren’t used to this way of imagining things vividly, 
and the point of these group sessions is for you to learn and practice this kind of active 
involvement with your imagery. A vivid image depends on your making the picture look as real 
as possible. You must include in the image colors, shapes, sizes, and relationships. This can help 
you to have more realistic images. 
 All right, now that we’ve reviewed the ideas of vividness, let’s try another scene. Don’t 
worry if the first scene wasn’t very vivid. Some people are initially better than others at this, but 
practice will help everyone to imagine events as if you were really seeing them. We are ready to 
try again.” 
  “Close your eyes and take a few minutes to get in a comfortable position and 
relaxed again (20s).” 
 
“Remember, what we’re trying to learn is vivid imagery by your including as many details as 
possible in the picture in your mind. Just like in the last scene this means including colors, 
textures, and relationships, in the picture. For example, be involved in the next situation by 
attending carefully to the details of situation just as if they were right in your line of sight. This 
will make the image more vivid. Now I will present the scene. When I finish the description, 
keep imagining the scene until I tell you to stop. Here is the next scene. Please close your eyes 




“You are in the language laboratory listening to an assignment over headphones and 
following the conversation with your book. The words flow too fast and the lines of text are 
a gray blur against the creamy white surface of the page. A color photograph of a farm on 
the adjoining page distracts you from the text. The texture of the page with the color plate 
is smooth looking and glossy, while the page with the text is rough and dull.”   
 
Have subject imagine scene for 20s 
 
“Now open your eyes.” 
  
“What did you see in the image?” 
  
“Were you able to see gray blurred lines on the page?” 
  
“Did you see colors in the photograph?” 
  
“Did you see the glossy vs. dull textures?” 
 
“It is important to include lots of details in the image, picturing the situation in your mind as if it 
were a real situation. Many of us are not used to this type of vivid imagery, and the point of this 
portion of the experiment is for you to learn to practice including details in your images.   
  
 “Let’s practice another scene again.  Sit back, close your eyes, and get relaxed.  Try to 
focus on breathing deeply from your diaphragm.” (20s) 
 
 “Now that you are sitting there, deeply relaxed, completely calm, I’d like you to imagine 
another situation.  Try to imagine the scene as vividly as you can.” 
  
“You are at the base of an observation tower as some of your friends ascend the stairs. The 
sun glints through the metal staircase. Slowly they make upward progress toward the 
tower’s observation deck. They reach the top and wave to you from the platform. One of 
your friends drops a white hat, which gently sails down to the ground at your feet.” 
 
Have subject imagine scene for 20s 
 
“Now open your eyes.” 
 
“What did you see in the image?” 
 




“Did you see the white hat falling?” 
 
“It is important to include lots of details in the image, picturing the situation in your mind as if it 
were a real situation. Many of us are not used to this type of vivid imagery, and the point of this 
portion of the experiment is for you to learn to practice including details in your images.   
"Let's practice another scene.  Sit back, close your eyes, and get relaxed.  Try to focus on 
breathing deeply from your diaphragm.”(20s) 
 
"Now that you're sitting there, deeply relaxed, completely calm, I'd like you to imagine another 
situation.  Try to imagine the scene as vividly as you can." 
“Try to picture in your mind as much detail as you can, as if the situation were real.” 
 
 Close your eyes and relax again. An interesting thing about this training is that you can 
apply what you have learned to your images in a variety of settings. For example, the 
experiences you have when you watch a film or see a play are like the pictures you imagine here. 
If you are willing to focus on as many details as possible, the action on screen or on stage helps 
you to believe in the situation and picture it as if it were real. My picturing as many details as 
possible in your mind, you can experience situations as if they were real.” 
 
 “Close your eyes and relax.  We’ll do another scene.  I’ll give you a few seconds to get 
relaxed, and then we’ll go into the next scene.” (20s) 
 
Close your eyes and relax again. (20 seconds) Let’s do another image now. 
 
“You are flying a kite on the beach on a bright summer day. Your 
red kite shows clearly against the cloudless blue sky, and whips 
quickly up and down in spirals with the wind. The sun glares at you 
from behind the kite and makes the white sandy beach sparkle with 
reflection. The long white tail dances from side to side beneath the 
soaring kite.” 
 
Have subject imagine scene for 20s 
 
“Open your eyes.” 
 
“What did you see in the image?” 
 
“What colors did you see?” 
 




“What shape was the kite?” 
 
 “I want to remind you again of the purpose of the imagery practice. You let yourself see 
situations as real by including lots of details about colors, shapes, sizes, etc., in your images. You 
have practiced a relaxation technique, and a way of achieving vivid imagery by including rich 
detail in the pictures in your mind. The next part of this experiment will involve writing and I ask 
that you use the techniques you were just taught in order to more fully involve yourself in your 
writing.”   
 
How to reinforce the participant:  
Reinforce descriptive statements i.e. the sky is blue, or the sun is shining   Ignore response 
statements i.e. muscle movement, actions and perceptual movements.   
 
When stimulus statements are reported you can say you did a good job with that.  If the 
description did not involve stimulus statements ask the participant if they experienced X.  If they 
report that they did say “good, that will make your image more vivid.”  If they did not experience 
X provide corrective feedback i.e. in future images try to let yourself see situations as real by 
including lots of details about colors, shapes, sizes, etc., in your images.  
 
You can ask prompting questions such as “What did the hat look like?”   
If the participant reports several stimulus statements, you can say, “It sounds like you had a very 
vivid image.”   
 
After the participant has described their image, the experimenter should summarize the image 
and provide reinforcement and corrective feedback when appropriate. 
 













This study is an extremely important project looking at writing.  During the next three lab 
sessions, you will be asked to write about one of several different topics for 20 minutes each day.   
The only rule we have about your writing is that you write continuously for the entire 
time.  If you run out of things to say, just repeat what you have already written.  In your writing, 
don’t worry about grammar, spelling, or sentence structure.  Just write.  Different people will be 
asked to write about different topics.  Because of this, I ask that you not talk with anyone about 
the experiment.  Because we are trying to make this a tight experiment, I can’t tell you what 
other people are writing about or anything about the nature or predictions of the study.  Once the 
study is complete, however, we will tell you everything.  Another thing is that sometimes people 
feel a little sad or depressed after writing.  If that happens, it is completely normal.  Most people 
say that these feelings go away in an hour or so.  If at any time over the course of the experiment 
you feel upset or distressed, please tell your experimenter or contact Dr. Vrana immediately.  
[Note:  All participants will receive a sheet with contact information for Dr. Vrana.] 
 Another thing.  Your writing is completely anonymous and confidential.  Your writing is 
coded with an ID number.  Please do not include your name in your writing.  Some people in the 
past have felt that they didn’t want anyone to read them.  That’s OK, too.  If you don’t feel 
comfortable turning in your writing samples, you may keep/delete them.  We would prefer if you 
turned them in, however, because we are interested in what people write.  I promise that none of 
the experimenters, including me, will link your writing to you.  The one exception is that if your 
writing indicates that you intend to harm yourself or others, we are legally bound to match your 
ID with your name.  Above all, we respect your privacy.  Do you have any questions at this 
point?  Do you still wish to participate? 
 
Experimental Condition Instructions 
(Do Not state the next sentence to participants in the no training group) I would like 
you to use the imagination techniques you were just taught in order to more fully involve 
yourself in recalling and writing about your experiences.  
What I would like to have you write about for the next three days is the most traumatic, 
upsetting experience of your entire life—the same experience that you identified when you filled 
out a questionnaire earlier about posttraumatic symptoms.  In your writing, I want you to really 
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let go and explore your very deepest emotions and thoughts.  It is critical that you really delve 
into your deepest emotions and thoughts.  Ideally, we would like you to write about significant 
experiences or conflicts that you have not discussed in great detail with others.  Remember that 
you have three days to write.  You might tie your personal experiences to other parts of your life.  
How is it related to your childhood, your parents, people you love, who you are, or who you 
want to be.  Again, in your writing, examine your deepest emotions and thoughts and remember 
to use the techniques you were just taught in order to more fully involve yourself in your writing. 
 
On the Second Day of Writing 
 How did yesterday’s writing go?  Today, I want you to continue writing about the most 
traumatic experience of your life using the techniques you were taught in the first session in 
order to more fully involve yourself in your writing.  While you are recalling your experience, 
remember to [actually do in your recollection what you were doing in the actual situation] or 
[involve yourself fully in the sights, sounds, and smells of the actual situation].  I really want you 
to explore your very deepest emotions and thoughts…and remember to use the techniques you 
were taught in the first session in order to more fully involve yourself in your writing.  
 
On the Third Day of Writing 
 Today is the last writing session.  In your writing today, I again want you to explore your 
deepest thoughts and feelings about the most traumatic experience of your life using the 
techniques you were taught in the first session in order to more fully involve yourself in your 
writing.  While you are recalling your experience, remember to [actually do in your recollection 
what you were doing in the actual situation] or [involve yourself fully in the sights, sounds, and 
smells of the actual situation].   Remember that this is the last day and so you might want to wrap 
everything up.  For example, how is this experience related to your current life and your future?  
But feel free to go in any direction you feel most comfortable with and delve into your deepest 
emotions and thoughts…and remember to use the techniques you were taught in the first session 
in order to more fully involve yourself in your writing.  
 
Control Condition Instructions 
(Do Not state the next sentence to participants in the no training group) I would like 
you to use the imagination techniques you were just taught in order to more fully involve 
yourself in recalling and writing about your experiences.  
What I would like you to write about over the next three days is how you use your time.  
Each day, I will give you different writing assignments on the way you spend your time.  In your 
writing, I want you to be as objective as possible.  I am not interested in your emotions or 
opinions.  Rather I want you to try to be completely objective.  Feel free to be as detailed as 
possible.  In today’s writing, I want you to describe what you did yesterday from the time you 
got up until the time you went to bed.  For example, you might start when your alarm went off 
and you got out of bed.  You could include the things you ate, where you went, which buildings 
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or objects you passed by as you walked from place to place.  The most important thing in your 
writing, however, is for you to describe your days as accurately and as objectively as possible 
and remember to use the techniques you were just taught in order to more fully involve yourself 
in your writing. 
 
On the Second Day of Writing 
 How did your writing go yesterday?  Today, I would like you to describe what you have 
done today since you woke up using the techniques you were taught in the first session in order 
to more fully involve yourself in your writing.  While you are recalling your experience, 
remember to [actually do in your recollection what you were doing in the actual situation] or 
[involve yourself fully in the sights, sounds, and smells of the actual situation]. Again, I want 
you to be as objective as possible to describe exactly what you have done up until coming to this 
experiment… and remember to use the techniques you were taught in the first session in order to 
more fully involve yourself in your writing.  
 
On the Third Day of Writing 
 This is the last day of the writing sessions.  In your writing today, I would like you to 
describe what you will be doing over the next week and remember to use the techniques you 
were taught in the first session in order to more fully involve yourself in your writing. While you 
are recalling your experience, remember to [actually do in your recollection what you were doing 
in the actual situation] or [involve yourself fully in the sights, sounds, and smells of the actual 





















Response Proposition Definitions and Criteria:  
From Lang, 1979: 
 Response is the output information: 
o Reports of feelings, over acts, and somatic physiology. 
 Information about responding in the context (the narrative), including expressive verbal 
behavior, overt acts, and the visceral and somatic events that mediate arousal and action. 
 Overt and covert responses made in the context, including avoidance, self-referent verbal 
statements (e.g. God, I’m scared!), and the visceral and somatic response of physiological 
arousal (e.g. tachycardia, sweating). 
 Assertions about behavior (e.g. my palms are sweating, my heart is racing, I scream, I run 
away.) 
 Three response classes: verbal responses, overt motor acts, and response of physiological 
organs (visceral), as well as that which define characteristics of the subjects thinking 
process and sense organ adjustments or postural response that determine point of view. 
As defined by Lang (1979), response propositions consist of expressive language, behavioral 
acts, and bodily responses. Thus, inclusion criteria for the response proposition dictionary will be 
words that are indicative of verbal exclamation, behavioral activation, or physiological arousal. It 
is expected that the parts of speech most likely to meet inclusion criteria will be action verbs 
(e.g. run, jump, shout), nouns referring to bodily responses (e.g. heartbeat, sweat, pulse), and 
exclamations (e.g. “Help!”, “Stop!”, “Darn!”). Exclusion criteria for the response proposition 
dictionary will be words unrelated to these specific concepts. Words likely to be excluded would 
be articles, descriptive words such as adverbs and adjectives, passive verbs, other types of nouns, 
and verbalizations that are not exclamatory. Examples of words that would meet inclusion 
criteria for this dictionary include: flee, strain, cry, ouch, and perspiration. A random selection of 
words that would be excluded include: beautiful, hard, table, hello, and behind. 
Stimulus Proposition Definitions and Criteria: 
From Lang, 1979: 
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 Stimuli is the input information: 
o Social (facial expression, sexual postures). 
o Nonsocial (bright colors, spiders, high places). 
 Information about prompting external stimuli and the context in which they occur. 
 Code information critical to the recognition of the frightening object, including the 
relevant context of its appearance (e.g. the snake’s skin has a diamond patter; it’s moving 
toward me; no one else is here.) 
 Stimulus information defines the direction of approach or avoidance and is as pertinent to 
emotional cognition as the response code. 
 Descriptors or assertions about stimuli (e.g. a black snake writhing on the path, an 
auditorium of staring faces) 
Lang (1979) referred to stimulus propositions as descriptions of contextual stimuli. Thus, 
stimulus propositions inclusion criteria can be defined as adjectives, adverbs, and gerunds that 
describe aspects of the environment. Words that are not adjectives, adverbs, or gerunds as well as 
adjectives, adverbs, and gerunds that are not descriptors of environmental or contextual stimuli 
would be excluded. Examples of words that meet inclusion criteria for this category would 
include: softly, small, bright, dark, green, shiny, and shining. The following are examples of 
words that would be excluded: run, the, looked, it, pulse. 
Instructions for brainstorming:  
“Please use the conceptual definitions and examples provided above of response and 
stimulus propositions to brainstorm as many single words as possible for each category list. It is 
possible that a word would be included on both lists, but only work on generating words for one 
category at a time. First, create a list for each category on your own, without communicating 
with your classmates. Then, we will all meet to combine our lists and create our final collection 
of words for each category.” 
Research assistant instructions for selecting response and stimulus words from frequency 
list:  
“Attached is an excel file containing all words used at a frequency of .01 or higher from 
all the transcribed essays. Your job is to categorize all applicable words as response words or 
stimulus words, using the definitions and inclusion/exclusion criteria below. Many words will 
not fit in either category, and some words may fit in both categories. Use the color coding system 
and the definitions above to categorize words. E-mail me the excel file when you are done. It's 
best if you don't talk to each other about this project because the goal is to see how well people's 








Response Word Custom Dictionary 




Judges: Please use the conceptual and operational definitions below to guide you in deciding 
whether words should be added, included, or excluded from the response word dictionary. Please 
consider the sub-categories below in making your selections and in further classifying included 
words whenever possible into sub-categories. You may include words that meet the conceptual 
and operational definitions but do not fit into one of the sub-categories. 
Conceptual: the response units of an information processing network in the brain which consists 
of expressive language, behavioral acts, and bodily responses, can be understood as “the output” 
of this network, and can be described in propositional language 
Operational: single words judged to be indicative of expressive language, behavioral acts, or 
bodily responses, words that most likely indicate the presence of a response proposition, words 
that can be appropriately categorized into the sub-categories listed below, words that serve as the 
parts of speech listed below 
Sub-categories 
1. Verbal responses 
 Overt vocalization- loud comments, expressive cries (e.g. “Help!”, cried, yelled, 
responded) 
 Covert verbalization- emotional labeling, self-evaluative statements, attribution of 
attitudes to others (e.g. thought, felt) 
2. Somatomotor events 
 Muscle tension (e.g. tensed, flexed) 
 Uncontrolled gross motor behavior (e.g. trembled, reacted) 
 Organized motor acts, freezing, approach, avoidance (e.g. froze, fled, ran, avoided) 
3. Visceral Events 
 Heart rate and pulse (e.g. pulsed, beat, raced) 
 Body or palmar sweat (e.g. perspired, sweating) 
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 Vascular changes, blanching, or flushing (e.g. flushed, blushed) 
 Pilomotor response (e.g. goosebumps, tingle) 
 Salivary response, mouth dry (e.g. mouth, salivated, swallowed) 
 Respiratory change (e.g. breathing, gasped) 
 Intestinal upset- vomiting, incontinence (e.g. vomited, churning, threw-up, excreted) 
 Urinary dysfunction (e.g. urinated, peed) 
4. Processor characteristics 
 Perception unclear or unusually vivid or distorted (e.g. hallucinating, dreaming) 
 Loss of control over thoughts, cannot think clearly (e.g. racing, going) 
 Disoriented in time or space (e.g. searching, losing) 
5. Sense organ adjustments 
 General postural changes (e.g. moved, shifted) 
 Eye and head movements (e.g. strained, turned, glanced) 
Parts of speech 
 Inclusion- action verbs; gerunds referring to bodily responses, expressive language, or 
behavioral acts; exclamations; nouns referring to bodily responses 
 Exclusion- articles, adverbs/adjectives, verbs indicative of external sensory perception, 
















Stimulus Word Custom Dictionary 




Judges: Please use the conceptual and operational definitions below to guide you in deciding 
whether words should be added, included, or excluded from the stimulus word dictionary. Please 
consider the examples of types of stimulus words below in judging words to be included, 
excluded, or added to the general stimulus dictionary. You may include words that meet the 
conceptual and operational definitions but that do not correspond to one of the examples of types 
of stimulus words below. 
Conceptual: descriptions of contextual stimuli, descriptions of environment and/or setting, cues 
that might stimulate a response, “the input”, can be described in propositional language 
Operational: single words judged to be indicative of description, details of contexts, 
environments, settings, or cues that might stimulate a response, words that most likely indicate 
the presence of a stimulus proposition, words that are indicative of the examples listed below, 
words that serve as the parts of speech listed below 
Examples of types of stimulus words 
Auditory (e.g. loud, soft, slowly) 
Visual (e.g. blurry, clear, bright) 
Tactile (perceptible to the sense of touch) (e.g. tangible, touchable, soft) 
Cutaneous (of or relating to affecting the skin) (e.g. infection, rash, supple) 
Olfactory (e.g. pungent, fragrance, smelly) 
Vestibular (relating to the sense of equilibrium) (e.g. unstable, stable) 
Kinesthetic (of or relating to the sense that detects bodily position, weight, or movement 
of the muscles, tendons and joints) (e.g. weight, heavy, lightly, left, right) 
Physical details of the object or situation (e.g. beautiful, tall, thin) 
Changes in object configuration (e.g. melted, evaporated, disappeared) 
Object movement (approach or withdrawal) (e.g. toward, away) 
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Physical place or general location (e.g. home, city, office, outside, inside) 
Presence or absence of others as observers or participants (e.g. crowd, presence, 
absence, observers, people) 
Pain, location on the body, sharp dull (e.g. painful, searing, sharp, dull) 
Parts of speech 
Inclusion:  
Adjectives and adverbs referring to sensory or contextual details, including physical 
details such as color, size, shape, smell, sound, orientation 
 Gerunds referring to sensory or contextual details, including physical details such as 
color, size, shape, smell, sound, and orientation that are unlikely to refer to the subjects’ own 
bodily responses 
 Nouns, especially object nouns indicative of setting, presence of objects, physical place 
or location 
 Prepositions signaling object configuration, location, and presence or absence of others 
Exclusion: 
 Articles 
 Action verbs 
Gerunds referring to bodily responses, expressive language, or behavioral acts (i.e. 
trembling) 
Exclamations 
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Somatomotor event words 














































































































































































































































































































































Visceral events words 








































































Sense organ adjustments 
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