A new form of consider covariance analysis suitable for application to square-root information filters with a wide variety of model errors is presented and demonstrated. A special system formulation is employed, and the analysis draws on the algorithms of square-root information filtering to provide generality and compactness. This analysis enables one to investigate the estimation errors that arise when the filter's dynamics model, measurement model, assumed statistics, or some combination of these is incorrect. Such an investigation can improve filter design or characterize an existing filter's true accuracy. Areas of application include incorrect initial state covariance; incorrect, colored, or correlated noise statistics; unestimated states; and erroneous system matrices. Several simple, yet practical, examples are developed, and the consider analysis results for these examples are shown to agree closely with Monte Carlo simulations.
I. Introduction
T he field of estimation addresses the question of how to form the best possible estimates of a system's state given the available, imperfect models of that system. For most applications, it is equally important to determine the statistical uncertainty of the estimates. The Kalman filter (KF) family of estimation schemes, including its various extended, square-root, and unscented formulations, generates both optimal state estimates and their error covariances, or an equivalent. These methods lend themselves naturally to the study of estimation uncertainty by means of covariance analysis.
In covariance analysis, the covariance properties of the estimation error provide information about the filter and its accuracy. For example, one can examine the observability of particular subsets of states, or determine which measurements are most critical to filter performance. The covariance produced by a filter, however, is only a reliable metric of estimation error if the filter's model perfectly describes the true underlying system. When mismatch occurs between the filter model and the "truth" model, a more specialized alternative known as consider covariance analysis can sometimes provide valuable insight.
A consider covariance analysis allows one to "consider" the effects on estimation accuracy that result from certain types of mismatch between a filter's system model and the "truth" system. One can study the effects of model mismatch by computing the true covariance of the error between the filter's estimates and the "truth" states, which is distinct from the filter's reported covariance. The true covariances provide a metric for the accuracy of estimates produced by the mismodeled filter. In the context of this paper, the following definition for the phrase "consider covariance analysis" is adopted: A consider covariance analysis examines the errors of a filter that is based on an incorrect system model, specifically by computing the "true" error covariance as dictated by an assumed "true" system model. Note that the analysis is inherently hypothetical because it requires one to assume a specific "truth" model that may have errors of its own. The true covariances that the consider covariance analysis computes are relative to that assumed "truth" model. They are true in the sense that if the given filter were applied to a system with the proposed "true" system model, then the errors in the resulting estimates would have those covariances. While some consider analysis methods compute true covariance directly, others produce some equivalent from which covariance may be calculated, such as the matrix difference between the true and filter-reported covariances. Some of this paper's references prefer the name "sensitivity analysis", because such methods enable one to explore the sensitivity of a filter to various kinds of model error. Still others employ the generic name "covariance analysis" regardless of whether the filter model is assumed to match the true system model. Both alternate names refer to analyses that fall within this paper's broad definition of consider covariance analysis.
Consider covariance analysis is a flexible tool that can be applied in different ways depending on the source of the filter model errors. Errors in filter models may occur unintentionally, especially in situations where the dynamics or disturbances are only poorly understood. They may also be intentional, as when a reduced-order filter or simplified equations are employed to mitigate computational burden. In the latter scenario, consider covariance analysis is an important step in the design process that indicates whether the suboptimal filter performance is likely to be acceptable. Different candidate filters may be evaluated and compared.
When model errors result from high uncertainty in the dynamics, the practitioner typically knows that model errors are likely, but he or she does not know exactly what they are. Consequently, there is no single "truth" model standard with respect to which filters may be analyzed. A common application of consider covariance analysis iteratively evaluates proposed filters, seeking one that is insensitive to changes in the uncertain system parameters. Such a filter is generally suboptimal for any particular realization of the "true" system, but maintains acceptable performance characteristics over the range of possible "true" systems. 1, 2 Similarly, an outer Monte Carlo analysis may be wrapped around a consider covariance analysis to characterize the performance of a single proposed filter over some statistical distribution of hypothetical "truth" models. Alternatively, consider analysis can compare the relative magnitude of different potential error effects, so as to develop an error budget or investigate discrepancies in solutions obtained from multiple sources.
3, 4 A final suggested application relates to multiple model filtering. This filtering approach assumes that the true system model is unknown and forms estimates as a weighted sum of the estimates corresponding to a set of candidate models. The philosophical similarities between consider covariance analysis and multiple model filtering hint at the possibility of using the former as a tool in the analysis or design of the latter. The exact form such an analysis would take is unclear.
Many previous consider covariance analyses are narrow in scope, and address only a few particular classes of filter model errors. One of the simplest forms of consider analysis focuses on filters with unmodeled constant random biases, particularly dynamics model parameter biases or measurement biases. [5] [6] [7] Another very simple analysis treats incorrect covariances of the process noise, measurement noise, or initial estimate.
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Some less narrow efforts draw on both of these simple analyses to examine the effects of unmodeled coloring of the process noise or other unestimated dynamically-varying disturbance states. [10] [11] [12] This type of error is often encountered in the context of intentional model simplification and reduced-order filtering. Finally, a few works investigate the case where both the noise covariances and some or all of the state-space system matrices used by the filter are incorrect.
13-17 These sources do not explicitly allow for situations where some elements of the "truth" state vector are unestimated, although an experienced analyst could modify the algorithms to accommodate that case.
Algorithms that handle a subset of error classes can be useful, but a general approach that can simultaneously study all of these errors is preferable. Such general consider covariance analyses are available in Refs. 2, 18, 19. These algorithms, which are implemented in the covariance domain, augment the state vector of a traditional Kalman filter and perform several additional intermediate calculations. All of the previously-mentioned error classes can be studied, including incorrect process and measurement noise covariances, incorrect initial estimate covariance, unestimated random biases or dynamics, and erroneous system matrices. Notably, none of the previous consider covariance analyses is able to directly handle the situation of cross-correlated process and measurement noise. The single exception is Ref. 17 , which suggests how such an analysis might be performed but does not derive the equations for that case. Many of the more general versions of consider analysis could, however, incorporate the analysis of non-independent process and measurement noise with some additional pre-processing steps.
None of the general consider analyses operate in the information domain or directly analyze a square-root information filter (SRIF). Square-root information filtering is theoretically equivalent to traditional Kalman filtering under the correct assumptions. The SRIF, however, is preferred in some applications that require good numerical properties or an infinite initial estimation error covariance. Of the aforementioned consider covariance methods, Refs. 11, 12 are the most capable analyses in square-root information form. Neither of these works can study systems where the unestimated states have dynamics with a non-invertible state transition matrix, and they do not develop the algorithms for incorrect system matrices. This paper presents a new discrete square-root information form of generalized consider covariance analysis. The following contributions are made: First, this paper's analysis is the most general consider covariance analysis for square-root information filters, and a single unifying framework encompasses filters with all the error classes discussed above. Second, the algorithms are demonstrated using simple numerical examples. These examples are selected to illustrate the application of the new analysis to various types of filter errors. Consequently, the inexperienced practitioner does not have to derive non-obvious implementation steps independently. As an added benefit, the examples highlight some situations in which consider covariance analysis may prove useful, such as when a mismodeled filter behaves in a counterintuitive way.
Note that this paper restricts its focus to consider analysis. This paper does not address consider filtering, which adjusts the filter estimates based on the consider covariance calculations. [20] [21] [22] It is beyond the scope of this work to define or develop the various reasonable classes of consider filters for this new framework.
Readers not familiar with the square-root information filter may struggle with this paper's consider covariance analysis, because of its heavy dependence on SRIF techniques. The generality and relative simplicity of this approach may outweigh such difficulties for many kinds of model error analyses. References 11 and 23 are recommended to the interested reader for gaining familiarity with SRIF methods.
The remainder of this paper is organized as follows: Section II briefly reviews a simple example of consider covariance analysis to illustrate the basic concept. Section III presents a special consider form of the statespace system upon which this paper's algorithms operate. In Section IV, the consider analysis algorithms are developed. Section V demonstrates how some useful example problems can be translated into the consider form of Section III, and the consider algorithms are validated for these examples by Monte Carlo analysis. Conclusions are drawn in Section VI.
II. Introductory Example
This section's simple example illustrates the principles of consider covariance analysis in a more traditional form. The goal of this example is to help the reader to grasp the "big picture" of consider analysis before moving on to more complicated systems and algorithms.
The estimation scenario of interest is a basic static system with a batch measurement equation given by
where x is a static vector that is to be estimated, y is a vector of measurements, H is the matrix relating the measurements to the unknown x vector, and ν is the measurement noise. The measurement noise has been incorrectly assumed to have covariance P ννa , whereas the true measurement noise covariance is given by E νν T = P νν . The standard weighted least-squares solution to the static batch problem of Eq. (1) is well-known; it takes the formx = H
where the measurements have been weighted by the inverse of the assumed noise covariance P ννa . The estimation error in this case is
The expression for estimation error in Eq. (3) can be used to derive the estimation error covariance, which should be small ifx is a good estimate of x:
In Eq. (4), it has been recognized that covariance matrices are symmetric so that there is no need to write P −T ννa in place of P −1 ννa . Note, ( ) −T refers to the transpose of the inverse of the matrix in question. At this point, the distinction between covariance analysis and consider covariance analysis can be demonstrated. A traditional covariance analysis would assume that the batch estimator's model of measurement noise covariance, P ννa , was correct. It would then use this assumed value in Eq. (4) to compute the estimator's assumed estimation error covariance, P xxa :
The covariance P xxa is useful in its own right. It gives an indication of how accurate the estimatex is expected to be, given correct assumptions about the measurements. It is not, however, the true covariance of the estimation errors. The true covariance P xx is computed by a simple form of consider analysis, substituting the true measurement noise covariance P νν into Eq. (4) to form
This expression does not simplify in the same way as Eq. (5). It provides a metric for the actual level of error expected from the batch least squares problem in the presence of incorrectly modeled noise. Note, it is possible for P xx to be greater than P xxa , less than P xxa , or to have some components that are greater while others are less. The definitions of "greater" and "less" relate to the positive definiteness of P xx − P xxa . For example, if P ννa = ρP νν for some positive scalar ρ, then P xx − P xxa is positive definite if ρ < 1 and negative definite if ρ > 1.
III. Consider System Formulation
One of the primary challenges in deriving highly general algorithms for consider covariance analysis is that different kinds of filter model errors enter the system equations in different ways. This section presents a new standardized system formulation for consider analysis by which all the discussed varieties of filter modeling errors can be represented. The consider algorithms derived in Section IV manipulate this standard set of equations. Therefore, any system that can be cast into this framework can be analyzed using the general algorithms of Section IV, without further customization.
It may be difficult to see how an arbitrary problem can be rewritten in the defined consider form. In order to bridge this gap between theory and practice, Section V casts several simple yet widely applicable examples into this section's standard form.
The consider form defined here must represent both the "true" behavior of the system and the filter's estimate of that behavior. To that end, this new system form must have three mathematical components. First, it must have state-space models of the system's dynamic behavior and of the measurements that are to be used for estimation. Second, it must have a complete statistical description of the process and measurement noise, including any correlation between noise components or between noise at different times. Finally, it must have initializations of both the state estimate and the uncertainty in that estimate.
Before any consideration of consider covariance analysis, the square-root information filter assumes that the system dynamics and measurement models are given by:
In these equations, x k is the state vector at discrete sample time k, Φ f k is the state transition matrix from sample k to sample k + 1, w k is process noise, and Γ f k is the process noise influence matrix. The vector y k contains the measurements that apply at sample k, H f k is the measurement sensitivity matrix, and the measurement noise vector is given by ν k . The measurements are assumed to have been normalized such that ν k is a zero-mean, identity-covariance, white, Gaussian random vector:
Such normalization is always possible via suitable transformation of raw measurements, 23 and it is a prerequisite for the standard form of the square-root information filtering algorithms. The Gaussian process noise w k is also zero-mean and white, with nominal covariance given by
Process noise and measurement noise are further assumed to be uncorrelated with each other.
According to standard SRIF nomenclature, the filter's process noise information equation, which encapsulates the information about the process noise statistics in a convenient form, is given by R f wwk w k = −ν wk (10) where ν wk is a zero-mean, identity-covariance, Gaussian random vector, and R f wwk is related to the nominal process noise covariance according to R −1
The notation "R" is used throughout this papter for all square-root information matrices. This differs from the standard notation of Ref. 11, which uses "R " for square-root information matrices. The symbol "R " is reserved for the measurement noise covariance in the present paper, consistent with Eq. (8) . The square-root information filter's estimate and covariance are initialized at k = 0 by assuming the standard a priori state information equation:R f xx0 x 0 =z 0 −ν x0 (12) In this equation,ν x0 is a zero-mean, identity-covariance, Gaussian random vector, and the information statē z 0 parameterizes the initial state estimate according to the equation
The matrixR f xx0 is the square-root information matrix for the initial state estimate; it is related to the initial estimation error covariance byR
The overbar notation employed in Eqs. (12)- (14) and throughout this paper designates a priori estimates or the matrices and vectors associated with those estimates. Likewise, the notation "ˆ" will be used to denote a posteriori estimates and quantities. The matrices Φ f k , Γ f k , and H f k are specifically the versions of those system matrices assumed by the filter's model. They may differ from the "truth" system matrices Φ k , Γ k , and H k . In many cases, however, the two sets of matrices will be identical. In the remainder of this paper, the symbols Φ k , Γ k , and H k will be used for both the filter and "truth" system whenever the corresponding matrices are the same. Likewise, the covariance and square-root information matrices Q f k , R f k , P f xx0 , R f wwk , R f ννk , andR f xx0 are specifically the versions of those matrices used by the filter. The filter's measurement noise covariance and square-root information matrices R f k and R f ννk are always assumed to be identity matrices. The "truth" covariance and square-root information matrices are designated by Q k , R k , P xx0 , R wwk , R ννk , andR xx0 . Except where they differ or could potentially differ, the symbols for the "truth" matrices will be used.
The consider system form allows the user to describe a large variety of modeling errors within a common framework. It does this by keeping track of the true statistics of the system uncertainty. Uncertainty can arise from the correctly-or incorrectly-modeled process noise, measurement noise, or initial estimation error covariance. Additional sources of uncertainty include errors in the matrices that specify the dynamics or measurement models used by the filter and unestimated biases or time-varying disturbances. All of these sources of uncertainty, with the exception of any deterministic unestimated biases, are contained in the components of a single "consider state vector" x ck . The consider analysis computes the contribution of x ck to the true estimation error covariance by tracking its covariance and the sensitivity matrices that specify how it enters the filter equations. All stochastic contributions are contained within this single vector. Therefore, the analysis does not have to additionally compute any cross-correlations, and computationally efficient techniques can be applied to the statistical calculations.
The consider system begins by defining perturbed versions of the filter's dynamics and measurement equations:
The matrix Γ xck describes the influence of the consider state vector on the filter's dynamics model, and the matrix H ck describes the influence of the consider state vector on the measurements. Another difference is the presence of the bias vectors b xk and b yk . These are deterministic non-zero values that disturb the system from what the filter assumes. They may be time-varying, but are not driven by stochastic noise. In many cases, these biases are zero and can be neglected in the equations.
Equations (15a) and (15b) represent the consider generalizations of Eqs. (7a) and (7b). The generalized dynamics in Eq. (15a) simply adds the two new terms Γ xck x ck and b xk to the right-hand side. The generalized measurement equation (15b) replaces the zero-mean, identity-covariance measurement noise ν k with the sum of the two terms H ck x ck and b yk . All of the random part of the "truth" measurement noise is modeled within
The vector of consider states, x ck , is defined differently for each individual system depending on what types of modeling errors are present. It has its own dynamics model given by
In Eq. (16), Φ ck is the state transition matrix for the consider state vector dynamics. It need not be invertible or even square, as the number of elements in x ck may change. The matrix Γ cck describes the influence of the driving consider process noise vector w ck on the consider state vector x ck+1 . Without loss of generality, both w ck and the initial consider state x c0 are constrained to be zero-mean, identity-covariance, Gaussian random vectors, w ck is a white noise sequence, and x c0 is uncorrelated with that sequence. By means of the consider vector x ck , it is possible to represent process noise and measurement noise with statistics that do not conform to the filter's assumptions. The noise intensities may be different from the nominal values, the process and measurement noise may be correlated, or the noise may be colored, i.e., correlated with noise at other times. Noise terms with non-zero mean values can be modeled by proper use of the bias vectors b xk and b yk .
In place of Eq. (10), the consider analysis models the process noise statistics using the following squareroot information equation:
In this equation, S wck is a sensitivity matrix, and b wk is a bias. Note how Eq. (17) replaces the simple noise term ν wk of Eq. (10) by the sum of the terms S wck x ck and b wk . This replacement enables the consider process noise model to be non-white, biased, or correlated with the measurement noise. It also allows the "truth" process noise covariance to differ from the filter's assumed value.
In the same way, the initial state information equation of the consider analysis differs from the filter's Eq. (12)
That is, ν x0 of Eq. (12) is replaced byS xc0 x c0 +b c0 . The biasb c0 and sensitivity matrixS xc0 model the manner in which the "truth" initial mean and covariance of the state differ from the filter's assumed initial mean and covariance. In summary, the consider model is a generalized form of the filter model. It consists of Eqs. (15)- (18) . The consider state dynamics model, Eq. (16), is a completely new equation. All of the other consider model equations are generalizations of the original filter model equations, Eqs. (7), (10) , and (12) . An important feature of Eq. (16) is the complete flexibility with which Φ ck can be defined. In particular, Φ ck can be non-square and can have a non-trivial nullspace, e.g., columns of zeros. This feature allows components of x ck to be white noise, as would be required to reproduce the original filter model.
The consider covariance analysis is driven by a simple philosophy: In each filter equation, replace the filter's simplistic random terms with the "truth" random terms from the consider analysis. This has been done explicitly in consider model Eqs. (15b), (17) , and (18) , and implicitly in Eq. (15a). The same philosophy carries over to the square-root information equations that are recursively updated by the consider analysis. At each sample time, the filter forms the state information equation
In the consider analysis, the simplistic random term ν xk is replaced by a more complicated expression related to the history of the consider vector x ck . This expression's "truth" mean and covariance replace the zero mean and identity covariance of ν xk in the consider analysis covariance calculations. These calculations are given in detail in Section IV.
IV. Consider Analysis Algorithms
The consider covariance analysis algorithms presented here largely follow standard SRIF procedures. They differ from standard filtering equations in that they keep track of some additional sensitivity matrices and perform a few extra factorizations. The analysis performs the original SRIF calculations and appends new calculations that capture all the model error effects. In most cases, only minimal modification is necessary from the original filter implementation. All the derivations in this section assume that the system has already been placed in the consider form defined in Section III.
A. Initialization and First Steps
The first part of the consider analysis requires several special initialization steps. After initialization, the analysis can proceed recursively with a generic form for each dynamic propagation and measurement update. The analysis is presumed to start from the state information equation, Eq. (18), repeated here:
A measurement is assumed to be available at time k = 0, as per Eq. (15b):
Per standard square-root information algorithms, the measurement update proceeds by rearranging and stacking Eqs. (20) and (21) .
R f xx0
Standard orthonormal/upper-triangular (QR) factorization is used to compute an orthonormal transformation matrix T 0 such that:
where R xx0 is a square, upper-triangular matrix. The matrices T 0 and R xx0 can be computed using the "qr" function that is discussed in the Appendix. The input to this function will be the block matrix on the left-hand side of Eq. (23), and the T 0 matrix will be the transpose of the function's "Q" matrix output. The function's "R" output will be the entire block matrix on the right-hand side of Eq. (23). The matrix T 0 effectively compresses all the information about the state x 0 , both the a priori information and measurement information, into the block R xx0 . After computing T 0 , every term in Eq. (22) is premultiplied by this transformation to accomplish the measurement update. The resulting block matrices and vectors are renamed for convenience to obtain the new, updated information equation:
The new vectorsẑ 0 , z r0 ,b c0 , and b r0 and the new matrices S xc0 and S rc0 are the results of this premultiplication. Note thatẑ 0 , S xc0 , andb c0 all have row dimensions of n x , the number of elements in x. The bottom rows of this block equation contain information about the measurement residuals. For purposes of this derivation, only the top rows are necessary to continue the analysis. They comprise the a posteriori state information equation at k = 0:
So far, the analysis looks exactly like the measurement update for a square-root information filter, except that the term S xc0 x c0 +b c0 takes the place of the previous zero-mean, identity covariance error term ν x0 . A naïve approach might continue along these lines, performing dynamic propagation and measurement update steps that keep track of the sensitivity matrices that multiply the consider state x ck .
This approach is not sustainable, however. Successive dynamics and measurement equations introduce a dependence on the consider state vector at times k = 1, 2, 3, . . . without eliminating the dependence on the consider states at previous times. Neglecting any deterministic biases b ck , the error term would expand so that the information equation at time k would become
. . .
The sensitivity matrix blocks S xcj,k would be recursively computed at each stage of the analysis.
There are two problems associated with this result. First, the large block sensitivity matrix that multiplies the augmented vector of consider states keeps growing as k increases. Eventually, this may cause computer storage problems. This long vector of consider states is unnecessary, because only a subspace of that vector has any effect on the estimation covariance. The dimension of this subspace is less than or equal to n x , the dimension of the state x. In other words, it is theoretically possible to represent all the parts of the error term that actually affect uncertainty with a vector that is the same length as x k .
A second difficulty with Eq. (26) is that the consider analysis would require one to compute the covariance of the vector containing x c0 , x c1 , . . ., x ck . This computation is not easy. The initial covariance of x c0 is constrained to be the identity matrix, but the covariance of each successive x ck must be found by propagating the previous covariance through the consider dynamics equation. Additionally, the cross-terms of the covariance matrix, of the form E x ck x c T j , would need to be computed at each step. It is preferable to represent the error term in the information equation in a way that makes these covariance calculations trivial.
After recognizing the weaknesses of the preceding naïve approach, one might be tempted to try to reduce the size of the error term by employing the consider dynamics equation, Eq. (16), to write each consider state x ck in terms of the consider state at the initial time, x c0 . This new strategy, however, introduces the consider process noise w ck at successive times, so that the information equation at sample time k would become
This result is superior to Eq. (26) when it comes to covariance calculations: Each of the elements of the right-most vector has zero mean and identity covariance, and its elements are uncorrelated:
In other words, the covariance of the entire vector is the identity matrix. However, this form of the analysis still has the problem of the growing dimension of its block sensitivity matrix. Furthermore, the calculations necessary to map the consider state back to sample k = 0 are nontrivial; they take the form
In light of the difficulties associated with these two naïve approaches, a transformation has been introduced to achieve two important goals: A minimal-length error effects vector in the information equation and simple statistical properties of that vector. The operations described are computationally similar to some of the orthogonal transformations performed in Ref. 11 to reduce the dimensions of some sensitivity matrix blocks, but with additional statistical benefits in the present formulation.
One version of this transformation applies only at sample k = 0. It starts with the information equation error term S xc0 x c0 , where x c0 ∼ N (0, I) by construction. Recall that the entire error term can be represented by a vector with dimension less than or equal to n x , whereas x c0 has dimension n xc0 , which may already exceed this minimum necessary length. An orthonormal transformation of the vector x c0 is performed to separate it into two parts: One part, α 0 , that has an effect on the information equation for x 0 , and one part, β 0 , that has no effect on the information equation at the current sample time. Conceptually, these newly-defined "error effects variables" bear some resemblance to those of Refs. 12, 17, although the exact definitions and implementation details are distinct. The present transformation is accomplished by means of LQ factorization, which is analogous to QR factorization except that it decomposes a given matrix into a product of a lower-triangular matrix with possible columns of zeros and an orthonormal matrix. More information about the LQ factorization is given in the Appendix. The LQ factorization is applied here to the matrix S xc0 :
in order to compute the right-hand-side terms as per the Appendix. In this equation, the computed S xα0 is lower-triangular with at most n x columns. The computed matrix C 0 is orthonormal with n xc0 columns and rows. The matrix C 0 transforms x c0 to yield
Note, if n xc0 ≤ n x , then β 0 will be an empty vector because there is no way to produce an α 0 with fewer elements than
As C 0 and its inverse C T 0 are both orthonormal, transformation of x c0 by either of these matrices preserves its property of identity covariance. This result will be important for calculation of the consider analysis covariances. One can now use Eqs. (30) and (31) to rewrite the state information equation, Eq. (25), so that S xc0 is replaced by the potentially lower-dimensional sensitivity matrix S xα0 .
The final line of Eq. (33) is the generic consider analysis form of the a posteriori SRIF information equation. It will be used throughout the remaining analysis.
B. Main Algorithm
At this point, it is desirable to shift away from derivations specific to a particular sample so that the full consider analysis can be developed in a manner analogous to mathematical induction. To that end, assume that Eq. (33) is available for some generic sample time k:
Note that the previously derived Eq. (33) can be recovered by plugging in k = 0. Assume also that x ck is related to α k and β k by some transformation of the form:
where the vector α
has zero mean and identity covariance. Note, however, that x ck is not required to have identity covariance for k > 0, and consequently it is no longer required that [L αk L βk ] be orthonormal.
To complete the consider covariance analysis algorithm, it is necessary to develop dynamic propagation and measurement update steps that transition these equations from sample k to sample k + 1. Initialization of the mathematical induction occurs at sample k = 0 because Eqs. The development starts by rewriting the dynamics, measurement, and process-noise information equations in terms of the α k and β k vectors instead of x ck . First, the system dynamics and measurement equations, Eqs. (15a) and (15b), become
Next, the consider dynamics of Eq. (16) can be written as
Because the consider process noise w ck is independent of the consider state at time k, the augmented right-most vector in Eq. (37) is zero-mean, identity-covariance, and Gaussian:
Finally, the process noise information equation, Eq. (17), now takes the form
Dynamic propagation proceeds as usual for a square-root information filter, except that in place of the information equation error vector ν xk , one manipulates the terms involving α k , β k , andb ck . As in a standard SRIF, the propagation solves the dynamics equation, Eq. (36a), for x k and substitutes this expression into information Eq. (34). The result is stacked together with process noise information Eq. (39) to yield:
Propagation is completed by using QR factorization to compute an orthonormal transformation T k+1 that triangularizes the block matrix on the left. This operation yields the relationship
where the square, upper-triangular matricesR wwk andR xxk+1 and the general matrixR wxk+1 are also computed by the factorization. Thus, left matrix multiplication of Eq. (40) by T k+1 yields:
The vectorsz wk andz k+1 are the standard SRIF a priori information vectors that result from transforming the first term on the right-hand side of Eq. (40). The sensitivity matricesS wαk ,S wβk ,S xαk , andS xβk come from transformation of the large block matrix on the right-hand side of Eq. (40). The vectorsb wk andb ck+1 are biases obtained by transforming the right-most term of Eq. (40).
In Eq. (42), the upper blocks relating to process noise are required for consider analysis of a smoother for the given system. Consider analysis of a smoother can be accomplished by extending the present techniques, as is done in another paper by the authors. 24 For the remainder of the filter analysis derived here, only the lower blocks of Eq. (42) are retained:
This equation is just the consider version of the a priori state information equation at sample k + 1. Note that its error vector is still written in terms of α k and β k , rather than α k+1 and β k+1 . The measurement update step at sample k + 1 closely resembles the procedure of Section A, except that the composite random vector α 
The top line of this equation is just Eq. (43). The bottom line is a modified version of measurement Eq. (15b) at sample k + 1. In this measurement equation, x ck+1 is replaced by the expression on the extreme righthand side of Eq. (37). As in the k = 0 case, the orthonormal transformation matrix T k+1 is computed via QR factorization of the block matrix on the left, such that
where the additional factorization output R xxk+1 is square and upper triangular. Left matrix multiplication of Eq. (44) by T k+1 yields:
Equation (46) 
Recall that the main algorithm derivation began with Eq. (34), the a posteriori state information equation at sample k. The current information equation is not yet in the same form, however, because it depends on the three vectors α k , β k , and w ck rather than the single vector α k+1 . At this point, an LQ factorization can be applied to transform the composite vector α The recursion process also requires an updated version of Eq. (35) that applies at sample k + 1. This new equation will express x ck+1 as a linear combination of α k+1 and a newly-defined β k+1 . It will be derived from the consider state dynamics using the dynamics form in Eq. (37). The derivation also uses an LQ factorization that transforms the vector α
It is convenient to LQ factorize the relevant coefficient matrices from Eqs. (47) and (37) simultaneously. The required LQ factorization computes another orthonormal matrix C k+1 such that the following relationship holds:
The input to this LQ factorization is the block matrix on the left-hand side of Eq. (48). The upper block row is the coefficient of α
Eq. (47), and the lower row is the coefficient of the same vector in Eq. (37). In addition to C k+1 , the square lower-triangular matrices S xαk+1 and L βk+1 and the general matrix L αk+1 are outputs of the factorization. The orthonormal matrix C k+1 is used to define a transformation of variables from the vector at sample k to a different vector that will apply at sample k + 1:
where α
T ∼ N (0, I) because the orthonormal transformation preserves the vector's identity covariance.
When this transformation is applied to the consider dynamics equation by substituting Eqs. (48) and (49) into Eq. (37), it yields
The final result is a copy of Eq. (35), referenced to sample k + 1 instead of sample k. Likewise, one can substitute Eqs. (48) and (49) into Eq. (47) to get
The final line of Eq. (51) is a copy of Eq. (34), referenced to sample k + 1 rather than sample k. At this point, the algorithms have come full circle and the dynamic propagation from k + 1 to k + 2 can commence.
C. Consider Covariance Calculations
One of the distinguishing features of the SRIF as opposed to the Kalman filter is that the filter does not compute its own covariance estimate at each step. Whenever the covariance is needed, however, it can be reconstructed from the square-root information matrices. This paper's consider covariance analysis operates in the same way; at any point the analyst may compute both the filter's presumed error covariance and the true covariance of the estimation error. More generally, the quantity of interest in a consider analysis will be the matrix mean square error (MSE), which consists of a covariance plus a rank-one term due to biases. These calculations can occur at the a priori or a posteriori stages of the analysis with equal simplicity.
To compute covariance, one starts with the a priori or a posteriori state information equation, both repeated here for convenience:R
The filter's a priori and a posteriori state estimates arex k =R −1
xxkẑ k , respectively. Errors in the filter's presumed covariances arise from the filter's incorrect assumption that the errors in the information equations have zero mean and identity covariance. Under this assumption, one can compute the filter's presumed covariances. They are
The true matrix MSEs of the filter's estimates are only slightly more difficult to compute and require no additional matrix inversions. Starting from Eq. (52a) for the a priori case, the true matrix MSE is given by
Likewise, for the a posteriori case, starting from Eq. (52b),
Thus, the true matrix MSE calculations differ from the filter's covariance calculations in that they are weighted by a product of sensitivity matrices and may have an additional bias term. Note that in the final lines of Eqs. (54) and (55), the first term is the true estimation error covariance, and the second term constitutes the bias effect. The sum of these two terms is designated "P xx " even though it is a matrix MSE rather than a covariance. This non-standard notation emphasizes the fact that the consider quantities P xxk and P xxk are most directly comparable to the presumed filter covariances P f xxk and P f xxk .
V. Examples
To demonstrate the capabilities of the proposed consider analysis and provide a degree of confidence in the derived algorithms, several concrete examples have been developed. These examples were chosen because they are sufficiently simple to explain, yet they address some realistic engineering problems. One of the biggest practical challenges of this paper's consider covariance analysis is the process of rewriting each problem in the defined consider form of Section III. Once the examples are in consider form, the analysis algorithms of Section IV can be implemented.
The results of the consider analysis for each example are compared to the results of Monte Carlo simulations. These simulations verify that the true matrix MSEs of the incorrectly-modeled filters are indeed those predicted by the consider covariance analysis. The simulations also prove to be a useful debugging tool for the code that implements the algorithms.
The remainder of this section is organized as follows: Sections A and B lay out the two examples, one of mismodeled noise and the other with incorrect system matrices. Each section begins with a scenario description and then shows step-by-step how to rewrite the given systems in consider form. The Monte Carlo simulations are explained, and the simulation results are presented and discussed.
A. Example: Incorrectly Modeled Noise
Scenario Description and Consider Form Setup
The dynamics and measurement models for the first example are given by
The states r k and v k are thought of as position and velocity for some one-dimensional motion, and the sample interval ∆t is assumed to be 0.5 s. The variables w k and ν k are scalar process and measurement noise, respectively, and y k is a scalar measurement. The initial state estimate and initial state error covariance arex
The filter operates on measurements available once per sample interval ∆t for a total of 50 s (100 discrete-time samples). One of the most practical uses for consider covariance analysis is to deal with the situation of incorrect process and measurement noise covariances. Specifically, in this example the filter process noise covariance Q f k and measurement noise covariance R f k are assumed to be
The "truth" process noise covariance Q k and measurement noise covariance R k are
Note that the "truth" process noise covariance is smaller and the "truth" measurement noise covariance larger than modeled by the filter. In this example, the system matrices Φ k , Γ k , and H k can be extracted directly from Eqs. (56a) and (56b) for both the filter and the consider form. The initial state square-root information matrixR xx0 can be computed from the initial estimation error covariance P xx0 as in Eq. (14) by using Cholesky factorization or some other standard matrix square-root routine. The initial information statez 0 can be obtained by substituting the values forR xx0 andx 0 into the inverse of Eq. (13). These calculations yield
The filter's process noise information matrix R f wwk is the inverse square root of Q f k ; it can also be computed by Cholesky factorization, but in this scalar case will just be 1/ √ 1 = 1. Likewise, the "truth" inverse square roots for process and measurement noise, which will be needed later, are just R wwk = 1/ √ 0.25 = 2 and
So far, the quantities defined or computed hold for both the filter's equations and the system's consider form. In order to put each system into consider form, the user must correctly define the matrices Γ xck , Φ ck , Γ cck , S wck , H ck , andS xc0 , which appear in Eqs. (15)- (18) . One must also compute any deterministic biases, but for this example there are none. Typically, the design of the matrices is not unique, as it depends on the particular choice and ordering of elements of the consider state vector x ck .
A rough procedure for transforming a given system to consider form is as follows: First, one defines x ck so that it contains as elements all the sources of random uncertainty or modeling error in the system, either directly or as some transformed version. Particular care must be taken in defining the initial x c0 in a way that also includes initial estimation uncertainty. In addition, it must have zero mean and identity covariance. Next, one writes the equations that describe the dynamics and statistics of the uncertainty components contained in x ck . This step typically involves designing the matrices Φ ck and Γ cck , as well as precomputing any deterministic bias disturbances. Third, one specifies how the uncertainty enters the system dynamics and measurements by creating the matrices Γ xck and H ck . Finally, one writes expressions for the sensitivity matrices S wck andS xc0 that determine how the consider state vector x ck influences the filter's process noise equation and its initial state information equation. Although all of these steps are necessary to define a consider system, it may not always be convenient to perform them in this order. Trial and error may help to determine the most useful of the system description alternatives.
All of the errors in this example are related to noise statistics, and the only additional uncertainty that must be captured by the consider vector x ck is the correctly-modeled uncertainty in the initial estimate. One suitable definition is
where the premultiplication at time k = 0 by the various square-root information matrices constrains x c0 to have identity covariance. Based on this definition, the consider dynamics equation can be constructed. The first component of x c0 is related to uncertainty in the initial estimate; it does not enter the system directly at any later times and thus has no dynamic behavior to describe. The process and measurement noise elements, w k and ν k , are zero-mean white stochastic random variables. They do not have any true dynamics because samples at different times are uncorrelated. Thus, Φ ck is an appropriately-dimensioned matrix of zeros for all samples k. Note that Φ c0 will have fewer rows than columns in order to omit the component of x c0 related to initial estimate uncertainty from all later x ck consider states. Even though the dynamics of w k and ν k are trivial, the consider dynamics equation is used to describe their "truth" statistical behavior by means of the Γ cck matrix, which applies both at k = 0 and later sample times:
No unestimated disturbances enter the state dynamics equation, so Γ xck is a matrix of zeros. In the measurement equation, the matrix H ck is a block matrix which extracts the measurement noise component of x ck :
The first component of x ck (or the second component when k = 0) is the "truth" system process noise. The consider analysis knows how the "truth" process noise enters the filter's process noise information equation, Eq. (17). It designs S wck to yield the "truth" process noise covariance, taking into account the consider dynamics model:
Finally, the sensitivity matrixS xc0 effectively contains the information about the way in which the "truth" initial estimation error covariance differs from what the filter assumes. In this example, of course, there is no difference.S xc0 = R f xx0R
Monte Carlo Simulations
At this point, all the consider form matrices have been defined, and the algorithms of Section IV can be applied to compute both filter and true covariances analytically. True covariance can also be estimated numerically by means of Monte Carlo simulations. This technique computes sample mean and covariance from a large number of simulated estimation errors, which can be thought of as samples of a random process.
As the number of trials increases, the estimated covariance approaches the true covariance. This paper's examples each use 5000 trials in their Monte Carlo simulations.
To implement the simulations, a "truth" model is created for the scenario based on the defined system matrices and "truth" noise covariances. The "truth" model takes as inputs the initial state and histories of measurement and process noise, which are constrained to have the statistical properties specified in the example. It outputs a history of the state vector and a series of noisy measurements. None of the "truth" model calculations use the special consider model form developed in the previous subsection. These "truth" measurements are fed into the incorrectly-modeled filter, which outputs histories of state estimates. By differencing the "truth" model's states and the filter's state estimates, a history of estimation error is generated.
This entire procedure is repeated many times, each with different samples from the same "truth" distributions of the initial state, process noise, and measurement noise. The result is a large number of estimation error histories, each of which is an independent instance of the same random process. Sample means, covariances, and standard deviations are computed at each time step, and compared with the analytical results from a single run of the consider analysis.
The Monte-Carlo covariance matrices agree closely with the covariances computed by the consider analysis. This result holds for the elements corresponding to both the position and velocity states, as well as the cross-covariances of position and velocity. Additionally, 99% confidence bounds on the estimated covariances have been computed, and it has been verified that the differences between the Monte Carlo and consider analysis covariances generally fall well within the expected bounds.
To illustrate, Fig follow the solid line of the analytical consider standard deviations. Both are greater than the filter's computed standard deviations by an approximately-constant offset after the filter reaches a steady state. This offset represents the additional error one could expect in the estimates produced by a filter that used incorrect noise covariances as described. Note that the Monte Carlo 99% confidence bounds are not shown on the plot because they tend to add clutter.
Although filter modeling errors in general are likely to increase the estimation error standard deviations as shown in Fig. 1, this is not always the case. In some scenarios, the true covariance could actually be lower than the filter's computed covariance. This is in fact the case for the standard deviations associated with the a priori velocity estimates for this example. The reason for this is simple: the "truth" process noise intensity is lower than that assumed by the filter, so immediately after a dynamic propagation step the true estimation error standard deviations are lower than those predicted by the filter. After each measurement update, however, the higher-than-modeled measurement noise intensity reverses the situation so that the true a posteriori standard deviations are higher than those of the filter. Even though the filter would have a lower a priori velocity estimation error than predicted, its estimates would be computed based on suboptimal filter gains. In other words, the true error would be lower than the filter predicts but not as low as it could be with an optimal filter.
It is also important to note that while Monte Carlo simulations can yield the same covariance results as the consider analysis and are conceptually simpler to program, they incur a far greater computational burden. Each Monte Carlo trial must re-run the entire "truth" model and filter, and a large number of trials may be required for sufficient accuracy. In contrast, the consider analysis runs just once, with only moderate computational increase beyond that of a single filter run. The consider analysis also has no need to compute the specific estimates associated with a particular measurement history realization, and so does not require a "truth"-model run to produce measurements.
B. Example: Incorrect System Matrices

Scenario Description and Consider Form Setup
The filter used in the second example is identical to that of the first example. As before, the dynamics and measurement models are given by Eqs. (56a) and (56b), with the same position and velocity states r k and v k and time step ∆t = 0.5 s. The initial estimate and covariance of Eq. (57) are also used, and the nominal process and measurement noise covariances are those of Eq. (58). From these equations, the filter matrices Φ f k , Γ f k , H f k ,R f xx0 , and R f wwk can be extracted.
In contrast to the previous example, the "truth" process and measurement noise covariances are both identical to those of the filter, such that Q k = Q f k and R k = R f k . Once again, the filter's initial covariance P f xx0 is assumed to be correct.
The "truth" model system equations, however, have slightly different matrices than those assumed by the filter, such that Φ k = Φ f k , Γ k = Γ f k , and H k = H f k . The "truth" dynamics and measurement models are given by r k+1 v k+1 = 0.95 1.01∆t 0 1
The generalized consider system defined by Eqs. (15a) and (15b) writes the "truth" system dynamics as a perturbed version of the filter's dynamics equation, and writes the "truth" system measurement model as a perturbed version of the filter's measurement model. To carry out this procedure for the current example, one need only see what terms must be added to the filter system equations in order to make them equal the "truth" system equations. Specifically,
The perturbation to the filter's dynamics must next be written as a sum of a zero-mean stochastic part, Γ xck x ck , and a deterministic time-varying bias part b xk . Likewise, the perturbation to the filter's measurement equation must be decomposed into a zero-mean stochastic part, H ck x ck , and a deterministic time-varying bias part b yk . A significant difficulty for the current example arises because both perturbations depend on x k . This state vector is driven by the stochastic noise w k , but has a time-varying, deterministic, non-zero mean due to non-zerox 0 . The effect of the non-zero mean can be resolved by recognizing that x k can be written as
wherex k is the zero-mean, stochastic part of x k driven by w k , and x bk is the deterministic part of x k . The component x bk can be pre-computed for any sample k by propagating the filter's initial estimate (which can be thought of as x b0 =x 0 ) through the "truth" dynamics equation while setting the process noise to zero. In other words,
The stochastic componentx k , on the other hand, is initially drawn from a zero-mean distribution with covariance specified by P xx0 . It has dynamics modeled by the system's "truth" dynamics equation:
It is now possible to write the perturbation to the filter's dynamics as a random part,
The corresponding random part of the measurement model's perturbation is (H k − H f k )x k , and its deterministic part is (
The consider vector x ck must capture the dynamical and statistical behavior of the random parts of the system. In this example, those random parts include process noise, measurement noise, initial uncertainty, and a copy of the random part of x k itself. A suitable choice for the consider vector is therefore:
As before, the consider vector at sample k = 0 is defined such that it has identity covariance. In contrast to the preceding example, the consider state at sample k = 0 has no more elements than the consider states at all samples k > 0. With this definition of x ck , one can write the matrices for the consider dynamics equation for k > 0:
Note how the consider dynamics matrices model the dynamic behavior ofx k , the statistical relationship betweenx k and w k , and the covariances of w k and ν k . This definition of the consider vector allows the consider dynamics equation to model the "truth" system dynamics, which the filter cannot do with its incorrect system matrices Φ f k and Γ f k . At k = 0, the Γ cck matrix is unchanged, but Φ ck becomes
in order to transition from the original identity-covariance consider state vector at k = 0 to its new, nonidentity-covariance form for k > 0.
In contrast to the previous example, Γ xck is not a matrix of zeros, and b xk is not a vector of zeros. The matrix Γ xck , in combination with the defined x ck , specifies the random part of the perturbation to the filter's dynamics equation. This matrix is given by
for k > 0 and by
for the special case of k = 0. The deterministic disturbance b xk can be computed in advance by employing the formula
where x b0 is the initial estimate [3 1]
T . Just as Γ xck models the sensitivity of the filter's dynamics equation to x ck , the consider measurement sensitivity matrix H ck models the way in which x ck perturbs the filter's measurements. Additionally, it must include the effects of the correctly-modeled measurement noise ν k . This matrix is given by
The effect of the deterministic part of x k on the measurements is the consider measurement bias b yk , which is just
The matrix S wck selects the components of x ck related to process noise. Because the "truth" and modeled process noise are identical in this example, it is relatively simple:
Finally, the matrixS xc0 specifies that the initial estimation error covariance is correct.
Likewise, the initial estimation error has a mean of zero, so the biasb c0 is zero. At this point, the system has been written in consider form, and the analysis algorithms can proceed in a standard fashion.
Monte Carlo Simulations
Once again, all elements of the Monte Carlo matrix MSEs agree closely with the analytical matrix MSEs found by the consider analysis, and they fall within the computed confidence bounds. Figure 2 , the Example 2 equivalent of Fig. 1 , shows the root mean square (RMS) estimation errors for the a posteriori position estimates. The close agreement between the solid curve and the circles in Fig. 2 shows the correctness of the consider analysis. Because this example includes biases, i.e. b xk and b yk , the matrix MSE is the consider analysis quantity of interest. True error covariances could be computed, but they are less interesting than the matrix MSE because they only constitute a portion of the total error.
In the incorrect noise example of Fig. 1 , the estimation error standard deviations leveled off to a constant value after some transient behavior. For this example, in contrast, the true RMS errors diverge steadily from those reported by the filter. Because the filter is not modeling the correct system dynamics or measurements, it is unable to maintain trustworthy state estimates.
This second example examined filter performance for a particular set of incorrect system matrices. Given the possibility of uncertainty in the "truth" system matrices, a more valuable analysis might compute the distribution of RMS estimation errors resulting from a chosen statistical distribution of system matrix errors. Such results can be obtained by wrapping an outer Monte Carlo analysis around a consider covariance analysis. Many different particular "truth" models would be generated for the given filter, and a consider analysis of each case would produce the corresponding RMS estimation error history. The result would be a Monte Carlo distribution of RMS estimation error histories. This distribution would characterize the performance range of a given filter design. Significant computational savings can be realized from this analysis approach. The consider covariance analysis that computes the true matrix MSE for each "truth"/ filter combination replaces a burdensome inner Monte Carlo analysis. Computational efficiency is thus increased by two or three orders of magnitude. Additional savings are possible by optimizing the consider analysis algorithms for this application. Many of the calculations are specific to the filter being analyzed and are independent of the "truth" model. By performing such calculations only once rather than repeating them for each Monte Carlo "truth" model trial, approximately 25% of the remaining computational burden can be eliminated.
Note how this example and the preceding example are both linear, consistent with all of this paper's consider derivations. It should be possible, however, to extend these techniques to some nonlinear systems, similar to what is done in Ref. 25 . The obvious extension would use linearizations of the system dynamics and measurement models. As in the case of an Extended Kalman Filter, such an approach should succeed if neglected higher-order terms are sufficiently small.
VI. Conclusions
This paper presents a new form of consider covariance analysis that can be applied to square-root information filters with many different forms of filter modeling errors. The analysis computes the true estimation error covariance or the true matrix mean square error, whichever is most relevant. It is suitable for studying filter design choices, for analyzing potential filter performance, or for calculating the uncertainty of previously computed estimates after a filter model error has been discovered. The new consider analysis begins by casting each problem into a predefined general form. This problem form makes it possible for the key algorithms to operate on a wide class of systems without customization.
Two specific examples demonstrate the power of the new method: One with incorrectly modeled noise and the other with erroneous system matrices. For these cases, Monte Carlo simulations provide independent verification of the consider analysis equations. Comparison of the resulting true and mismodeled root mean square estimation errors illustrates several of the types of degraded filter behavior that can be studied in this manner.
Appendix: QR and LQ Factorization Calculations
One well-known technique for matrix calculations is QR factorization, which decomposes any given matrix into a product of an orthonormal matrix "Q " on the left and an upper triangular matrix "R " on the right. Both orthonormal and triangular matrices have convenient theoretical and computational properties. Among other applications, QR factorization is a central feature of the standard SRIF algorithms.
The LQ factorization is also exploited in this paper's consider covariance analysis. It decomposes a given matrix into a lower triangular matrix "L " on the left and an orthonormal matrix "Q " on the right.
The computational routines necessary to perform QR factorization are available in many software packages including Matlab; they will not be discussed here. The less-common LQ factorization can be obtained from a QR-factorization routine by implementing the following pseudocode, written with Matlab-style syntax:
This algorithm yields a lower-triangular matrix L and an orthonormal matrix Q such that LQ = A for any square or rectangular matrix A. Of course, this pseudocode assumes that the statement [Q, R] = qr(A) produces an orthonormal matrix Q and an upper-triangular matrix R such that QR = A. The function "qr" is standard in Matlab.
