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Abstract. The papers [MRT05], [CGS07], [XXG12], and [XXCBa] have
combined the advanced FMM techniques with transformations of matrix
structures (traced back to [P90]) in order to devise numerically stable
algorithms that approximate the solutions of Toeplitz, Hankel, Toeplitz-
like, and Hankel-like linear systems of equations in nearly linear arith-
metic time, versus classical cubic time and quadratic time of the previous
advanced algorithms. We show that the power of these approximation al-
gorithms can be extended to yield similar results for computations with
other matrices that have displacement structure, which includes Van-
dermonde and Cauchy matrices, as well as to polynomial and rational
evaluation and interpolation. The resulting decrease of the running time
of the known approximation algorithms is again by order of magnitude,
from quadratic to nearly linear. We present detailed description and anal-
ysis of the algorithms and provide new insights into the subject, formal
complexity estimates, and the support for further advances in [Pa]. The
techniques of our study can be of independent interest.
Key words: Cauchy matrices, Fast Multipole Method, HSS matrices, Matrix
compression, Polynomial evaluation, Rational interpolation
AMS Subject Classification: 12Y05, 15A04, 47A65, 65D05, 68Q25
1 Introduction
An important area of recent progress in Numerical Linear Algebra is the design
and implementation of numerically stable algorithms for approximate solution
of Toeplitx, Hankel, Toeplitz-like, and Hankel-like linear systems of equations in
nearly linear arithmetic time, versus the classical cubic time and the previous
? Some results of this paper have been presented at the 18th Conference of the Inter-
national Linear Algebra Society (ILAS’2013), Providence, RI, 2013 and at the 15th
Annual Conference on Computer Algebra in Scientific Computing (CASC 2003),
September 9–13, 2013, Berlin, Germany
record quadratic time (see [MRT05], [CGS07], [XXG12], and [XXCBa]). The
algorithms transform the matrix structures of Toeplitz and Hankel types into
the structure of Cauchy type (which is a special case of the general technique
proposed in [P90]) and then approximate a basic Cauchy matrix by HSS ma-
trices, by applying a variant of the fast numerically stable FMM. “HSS” and
“FMM” are the acronyms for “Hierarchically Semiseparable” and “Fast Multi-
pole Method”, respectively. “Historically HSS representation is just a special case
of the representations commonly exploited in the FMM literature” [CDG06].
Our present subjects are the analysis of the successful algorithms of [MRT05],
[CGS07], [XXG12], and [XXCBa] and their extension to computations with Van-
dermonde and Cauchy matrices linked to multipoint polynomial and rational
evaluation and interpolation. For the solution of these tasks the arithmetic time
of the known numerical approximation algorithms was quadratic (cf. [BF00],
[BEGO08], and [KZ08]), and we decrease it to nearly linear by extending the
power of the cited algorithms of [MRT05], [CGS07], [XXG12], and [XXCBa] from
the case of Toeplitz and Hankel inputs. We note, however, that in our case the
solution of linear systems of equations as well as the interpolation problems are
ill conditioned and thus unfavorable to approximate numerical solution, except
for some important special cases.
Our extensions may be surprising because we cover a substantially wider
class of Cauchy matrices, which are unitary equivalent to the class of our inputs.
Technically, as in the papers [MRT05], [CGS07], [XXG12], and [XXCBa], we rely
on the approximation of these Cauchy matrices by HSS matrices and exploit the
HSS matrix structure. As in these papers our basic computational blocks are
the well studied numerically stable FFT and FMM algorithms that have been
highly efficiently implemented on both serial and parallel computers [GS66],
[B99], [BY13].
Unlike the cited papers, however, we treat a large subclass of Cauchy ma-
trices C = ( 1si−tj )
n−1
i,j=0 (we call them CV matrices because they are linked
to Vandermonde matrices via FFT-based unitary transformations) rather than
just the single CV matrix involved in the fast Toeplitz solvers. For that matrix
{s0, . . . , sn−1} is the set of the nth roots of unity, and {t0, . . . , tn−1} is the set of
the other (2n)th roots of unity, whereas for a CV matrix C, {s0, . . . , sn−1} is an
unrestricted set of n knots, and only the knots {t0, . . . , tn−1} are equally spaced
on the unit circle. The latter property of the knots still enables us to simplify
the HSS approximation of CV matrices (by exploiting a partition of the complex
plane into sectors sharing the origin 0). We supply a detailed complexity anal-
ysis of the approximation by HSS matrices and their compression, covering the
harder case where the diagonal blocks are rectangular and have row indices that
pairwise overlap. Our study can be technically interesting, it provides new in-
sights and background for further progress in [Pa] where our present algorithms
have been extended to various other classes of structured matrices and have been
accelerated a little further in the case of Toeplitz and Hankel inputs.
We refer the reader to the papers and books [GKK85],[DV98], [T00], [EGHa],
[EGHb], [VVGM05], [MRT05], [CDG06], [CGS07], [VVM07], [VVM08], [X12],
[XXG12], [X13], [XXCBa], [B10], [BY13], [GR87], [DGR96], [CGR98], [LRT79],
[P93], [PR93], and the bibliography therein on the study of the FMM, HSS
matrices, and the Matrix Compression (e.g., Nested Dissection) Algorithms.
We organize our paper as follows. In the next section we recall some defini-
tions and basic results on computations with general matrices. In Section 3 we
state the evaluation and interpolation tasks for polynomials and rational func-
tions and link to each other these tasks and the computations with Vandermonde
and Cauchy matrices. In Section 4 we recall the definition and basic properties
of HSS matrices and extend the known results on HSS matrix computations to
cover subsequent application to CV matrices. In Section 5 we prove the claimed
results of Section 4 by extending the algorithms of [MRT05], [CGS07], [XXG12]
and [XXCBa] and elaborate upon the complexity analysis, not completed in
these papers. In Section 6 we outline a further extension of the class of HSS
matrices that we employ in Section 7, where we treat CV matrices efficiently
based on computing their compressed approximations of HSS type. In Section
8 we extend our fast approximation algorithms to computations with Vander-
monde matrices and their transposes as well as with polynomials and rational
functions, and we recall further extensions from [Pa]. In Section 9 we summarize
our study. The Appendix includes figures and legends.
2 Definitions and auxiliary results
We measure the arithmetic cost by the number of arithmetic operations involved
in the computations and performed in the field C of complex numbers with no
error. |S| denotes the cardinality of a set S.
M = (mi,j)
m−1,n−1
i,j=0 is anm×nmatrix.MT is its transpose,MH is its Hermi-
tian transpose. C(B) and R(B) are the index sets of the rows and columns of its
submatrixB, respectively. For two sets I ⊆ {1, . . . ,m} and J ⊆ {1, . . . , n} define
the submatrix M(I,J ) = (mi,j)i∈I,j∈J . R(B) = I and C(B) = J if and only if
B =M(I,J ). WriteM(I, .) =M(I,J ) where J = {1, . . . , n}. WriteM(.,J ) =
M(I,J ) where I = {1, . . . ,m}. (B0 . . . Bk−1) and (B0 | . . . | Bk−1) denote a
1 × k block matrix with k blocks B0, . . . , Bk−1, whereas diag(B0, . . . , Bk−1) =
diag(Bj)k−1j=0 is a k×k block diagonal matrix with k diagonal blocks B0, . . . , Bk−1,
possibly rectangular. O = Om,n is the m × n matrix filled with zeros. I = In
is the n × n identity matrix. M is a k × l unitary matrix if MHM = Il or
MMH = Ik. An m × n matrix M has a nonunique generating pair (F,GT ) of
a length ρ if M = FGT for two matrices F ∈ Cm×ρ and G ∈ Cn×ρ. The rank
of a matrix is the minimum length of its generating pairs. An m × n matrix is
regular or nonsingular if it has full rank min{m,n}.
Theorem 1. A matrixM has a rank at least ρ if and only if it has a nonsingular
ρ× ρ submatrix M(I,J ), and if so, then M =M(.,J )M(I,J )−1M(I, .).
The theorem defines a generating triple (M(.,J ),M(I,J )−1,M(I, .)) and two
generating pairs (M(.,J ),M(I,J )−1M(I, .) and (M(.,J )M(I,J )−1,M(I, .)
for a matrix M of a length ρ. We call such pairs and triples generators. One
can obtain some generating triples of the minimum length for a given matrix by
computing its SVD or its less costly rank revealing factorizations such as ULV
and URV factorizations in [CGS07], [XXG12], and [XXCBa], where the factors
are unitary, diagonal or triangular.
α(M) and β(M) denote the arithmetic cost of computing the vectors Mu
and M−1u, respectively, maximized over all unit vectors u and minimized over
all algorithms, and we write β(M) = ∞ where the matrix M is singular. The
straightforward algorithm supports the following bound.
Theorem 2. α(M) ≤ 2(m+n)ρ− ρ−m for an m×n matrix M given with its
generating pair of a length ρ.
||M || = ||M ||2 denotes the spectral norm of anm×nmatrixM = (mi,j)m−1,n−1i,j=0 ,
and we also write |M | = maxi,j |mi,j |, ||M || ≤
√
mn|M |. It holds that ||U || = 1
and ||MU || = ||UM || = ||M || for a unitary matrix U . A vector u is unitary if
and only if ||u|| = 1, and if this holds we call it a unit vector. A matrix M˜ is an
-approximation of a matrixM if |M˜−M | ≤ . The -rank of a matrixM denotes
the integer min|M˜−M |≤ rank(M˜). An -basis for a linear space S of dimension k
is a set of vectors that -approximate the k vectors of a basis for this space. An
-generator of a matrix is a generator of its -approximation. α(M) and β(M)
replace the bounds α(M) and β(M) where we -approximate the vectors Mu
andM−1u instead of evaluating them. The numerical rank of a matrixM , which
we denote nrank(M), is its -rank for a small . A matrix M is ill conditioned if
its rank exceeds its numerical rank.
Theorem 3. (See [S98, Corollary 1.4.19] for P = −M−1E.) Suppose M and
M + E are two nonsingular matrices of the same size and ||M−1E|| = θ < 1.
Then ||I − (M + E)−1M || ≤ θ1−θ and ||(M + E)−1 −M−1|| ≤ θ1−θ ||M−1||. In
particular ||(M + E)−1 −M−1|| ≤ 1.5 θ ||M−1|| if θ ≤ 1/3.
3 Polynomial and rational evaluation and interpolation
and structured matrices
Write T = (ti−j)
m−1,n−1
i,j=0 , H = (hi+j)
m−1,n−1
i,j=0 , V = Vs = (s
j
i )
m−1,n−1
i,j=0 , and
C = Cs,t =
(
1
si−tj
)m−1,n−1
i,j=0
to denotem×n Toeplitz, Hankel, Vandermonde, and
Cauchymatrices, respectively, which are four classes of highly popular structured
matrices, each having mn entries defined by at most m+ n parameters.
Remark 1. The four matrix structures have quite distinct features. The matrix
structure of Cauchy type is invariant in row and column interchange (in contrast
to the structures of Toeplitz and Hankel types) and can be closely approximated
by HSS matrices (unlike the structures of the three other types). The paper
[P90], however, linked the four structures to each other by means of structured
matrix multiplication and proposed to exploit this link in order to extend any
successful matrix inversion algorithm for the matrices of any of the four classes
to the matrices of the three other classes.
Problem 1. Multipoint polynomial evaluation or Vandermonde-by-
vector multiplication.
INPUT: m+ n complex scalars p0, . . . , pn−1; s0, . . . , sm−1.
OUTPUT: n complex scalars v0, . . . , vm−1 satisfying
vi = p(si) for p(x) = p0 + p1x+ · · ·+ pn−1xn−1 and i = 0, . . . ,m− 1 (1)
or equivalently
V p = v for V = Vs = (s
j
i )
m−1,n−1
i,j=0 , p = (pj)
n−1
j=0 , and v = (vi)
m−1
i=0 . (2)
Problem 2. Polynomial interpolation or the solution of a Vander-
monde linear system of equations.
INPUT: 2n complex scalars v0, . . . , vn−1; s0, . . . , sn−1, the last n of them distinct.
OUTPUT: n complex scalars p0, . . . , pn−1 satisfying equations (1) and (2) for
m = n.
Problem 3. Multipoint rational evaluation or Cauchy-by-vector
multiplication.
INPUT: 2m+ n complex scalars s0, . . . , sm−1; t0, . . . , tn−1; v0, . . . , vm−1.
OUTPUT: m complex scalars v0, . . . , vm−1 satisfying
vi =
n−1∑
j=0
uj
si − tj for i = 0, . . . ,m− 1 (3)
or equivalently
Cu = v for C = Cs,t =
( 1
si − tj
)m−1,n−1
i,j=0
, u = (uj)n−1j=0 , and v = (vi)
m−1
i=0 . (4)
Problem 4. Rational interpolation or the solution of a Cauchy linear
system of equations.
INPUT: 3n complex scalars s0, . . . , sn−1; t0, . . . , tn−1; v0, . . . , vn−1, the first 2n
of them distinct.
OUTPUT: n complex scalars u0, . . . , un−1 satisfying equations (3) and (4) for
m = n.
The m + n scalars s0, . . . , sn−1, t0, . . . , tn−1 define the Vandermonde and
Cauchy matrices Vs and Cs,t and are basic for Problems 1–4. Hereafter we call
these scalars knots.
Theorem 4. (i) An m×n Vandermonde matrix Vs = (sji )m−1,n−1i,j=0 has full rank
if and only if all m knots s0, . . . , sm−1 are distinct. (ii) An m×n Cauchy matrix
Cs,t =
(
1
si−tj
)m−1,n−1
i,j=0
is well defined if and only if its two knot sets s0, . . . , sm−1
and t0, . . . , tn−1 share no elements. (iii) If this matrix is well defined, then it has
full rank if and only if all its m+ n knots s0, . . . , sm−1, t0, . . . , tn−1 are distinct
and also (iv) if and only if all its submatrices have full rank.
Proof. Parts (i)–(iii) are implied by the following equations of independent in-
terest (see, e.g., [P01, Section 3.6]),
detVs =
∏
i>j
(si − sj), detCs,t =
∏
i<j
(sj − si)(ti − tj)/
∏
i,j
(si − tj). (5)
Part (iv) follows from part part (iii) and the observation that every submatrix
of a Cauchy matrix is a Cauchy matrix itself.
How many arithmetic operations do we need for solving Problems 1–4?
The algorithms of [F72], [GGS87], and [MB72] solve Problems 1–3 by using
O((m+n) log2(n) log(log(n))) arithmetic operations over any field of constants.
For m ≥ n this is within a factor of log(n) log(log(n)) from the optimum [S73],
[B-O83]. Equation (6) of this subsection extends the latter upper bound to
Problem 4. For numerical solution of Problems 1–4, however, the users em-
ploy quadratic time algorithms to avoid error propagation (cf. [KZ08], [BF00],
[P64], [BP70], [BEGO08]), in spite of substantial research progress reported in
[PRT92], [PSLT93], [P95], [PZHY97], and particularly [DGR96].
We can solve Problems 1–4 numerically by using O(n log(n)) arithmetic op-
erations in the important special case where the knots si = ωi are the nth roots
of 1, ω = ωn = exp(2pi
√−1/n), i = 0, . . . , n− 1, and Vs = (ωij)n−1i,j=0, and here-
after we write Ω = 1√
n
(ωij)n−1i,j=0. In this case Problems 1 and 2 turn into the
computational problems of the forward and inverse discrete Fourier transforms
(hereafter DFT and IDFT). The FFT (Fast Fourier transform) and Inverse FFT
are two numerically stable algorithms that perform DFT and IDFT at the arith-
metic cost 1.5n log2(n) and 1.5n log2(n)+n, respectively, if m = n is a power of
2 (cf. [BP94, Sections 1.2 and 3.4]), whereas Generalized FFT and Generalized
Inverse FFT use O(n log(n)) arithmetic operations to perform DFT and IDFT
for any n [P01, Problem 2.4.2]. Note that ΩHΩ = In, that is Ω = ΩT and
ΩH = Ω−1 = 1√
n
(ω−ij)n−1i,j=0 are unitary matrices. The following equation links
Problems 1 and 2 to Cauchy matrix computations (cf. [P01, Section 3.6]),
Cs,t = diag(t(si)−1)m−1i=0 VsV
−1
t diag(t
′(tj))n−1j=0 . (6)
Remark 2. One can compute the values v(t0) = −tn0 . . . , v(tn−1) = −tnn−1 of the
polynomial v(x) = t(x)−xm by using O(n log n) arithmetic operations, and then
the problem of computing the coefficients of this polynomial when we are given
its values v(ti) = −tni for i = 0, . . . , n− 1 turns into a special case of Problem 2
of polynomial interpolation.
For t = (fωj)n−1j=0 , the knots tj are the nth roots of 1 scaled by f , t(x) = x
n−fn,
t′(x) = nxn−1, Vt =
√
nΩ diag(f j)n−1j=0 , V
−1
t =
1√
n
diag(f−j)n−1j=0Ω
H , and we
deduce from equation (6) that
Cs,f =
√
n diag
( fn−1
sni − fn
)m−1
i=0
Vs diag(f−j)n−1j=0Ω
H diag(ω−j)n−1j=0 , (7)
Vs =
f1−n√
n
diag
(
sni − fn
)m−1
i=0
Cs,f diag(ωj)n−1j=0Ω diag(f
j)n−1j=0 , (8)
V Ts = −
f1−n√
n
diag(f j)n−1j=0Ω diag(ω
j)n−1j=0Cf,s diag(s
n
i − fn)m−1i=0 , (9)
and for m = n also
V −1s =
√
n diag(f−j)n−1j=0Ω
H diag(ω−j)n−1j=0C
−1
s,f diag
( fn−1
sni − fn
)n−1
i=0
, (10)
V −Ts = −
√
n diag
( fn−1
sni − fn
)n−1
i=0
C−1f,s diag(ω
−j)n−1j=0Ω
H diag(f−j)n−1j=0 . (11)
The latter equations link Vandermonde matrices and their inverses to the m×n
Cauchy matrices with the knot set T = {tj = fωj , j = 0, . . . , n−1} (for f 6= 0),
which we call CV matrices and denote Cs,f . The n×m matrices Ce,t = −CTt,e =(
1
ωi−tj
)n−1,m−1
i,j=0
for e 6= 0 have the knot set S = {si = eωi, i = 0, . . . , n−1}, are
linked to transposed Vandermonde matrices, and are said to be CV T matrices.
Note that
Cas,at =
1
a
Cs,t and Cs+ae,t+ae = Cs,t for a 6= 0 and e = (1, . . . , 1)T , (12)
and so we can define a Cauchy matrix up to shift and scaling by constants and
then choose e = f = 1 in the above expressions.
Remark 3. By linking together the Vandermonde and Cauchy matrix structures,
equations (6)–(11) also link Problems 1 and 2 to Problems 3 and 4. To establish
the latter links directly, assume p(x) of equation (1), t(x) =
∏n−1
j=0 (x− tj), and n
distinct knots t0, . . . , tn−1 and then represent the rational function v(x) =
p(x)
t(x)
as v(x) =
∑n−1
j=0
uj
x−tj . We obtain equations (3) by writing vi = v(si) for i =
0, . . . ,m− 1.
Theorem 5 below as well as [P01, Equation (3.4.1)] link together a Van-
dermonde matrix, its transpose, inverse and the inverse of the transpose. [P01,
Sections 4.7 and 4.8] and [Pa] cover more comprehensively such links as well as
the links between the computations with structured matrices and polynomials,
exemplified by the links between Problems 1–4 and the problems of multiplica-
tion of Vandermonde and Cauchy matrices and their inverses by a vector.
Theorem 5. (i) JH and HJ are Toeplitz matrices if H is a Hankel matrix,
and vice versa. (ii) H = V TV = (
∑m−1
k=0 s
i+j
k )
n−1
i,j=0 is a Hankel matrix for any
m× n Vandermonde matrix V = (sji )m−1,n−1i,j=0 .
4 Quasiseparable and HSS matrices
Next we define HSS matrices and study their multiplication by vectors and the
solution of nonsingular HSS linear systems of equations.
4.1 Quasiseparable matrices and generators
Definition 1. A matrix given with its block diagonal is (l, u)-quasiseparable if l
and u are the maximum ranks of its sub- and superdiagonal blocks, respectively.
By replacing ranks with -ranks we define (, l, u)-quasiseparable matrices.
In particular the matrices with a lower bandwidth l and an upper bandwidth
u as well as their inverses (if defined) are (l, u)-quasiseparable.
Theorem 6. [DV98], [EG02]. Suppose that an (l, u)-quasiseparable matrixM is
given with mq×nq diagonal blocks Σq, q = 0, . . . , k−1, such that
∑k−1
q=0 mq = m,∑k−1
q=0 nq = n, and s =
∑k−1
q=0 mqnq = O((l + u)(m+ n)). Then
α(M) ≤ 2
k−1∑
q=0
((mq + nq)(l + u) + s) + 2l2k + 2u2k = O((l + u)(m+ n)).
Furthermore if mq = nq for all q and if the matrix M is nonsingular, then
β(M) = O(
k−1∑
q=0
((l + u)2(l + u+ nq)nq + n3q)).
The algorithms of [DV98], [EG02] supporting the theorem as well as the
study in [CGS07], [VVM07], [VVM08], [XXG12], [EGHa] and [EGHb] rely on the
representation of (l, u)-quasiseparable matrices with quasiseparable generators,
demonstrated by the following 4× 4 example and defined in Theorem 7,
M =

Σ0 S0T1 S0B1T2 S0B1B2T3
P1Q0 Σ1 S1T2 S1B2T3
P2A1Q0 P2Q1 Σ2 S2T3
P3A2A1Q0 P3A2Q1 P3Q2 Σ3
 . (13)
Note that M is a block tridiagonal matrix where Ap = Bq = O for all p and q.
Theorem 7. (Cf. [EGHa], [VVM07], [X12], the bibliography therein, and our
Table 1.) Assume a k × k matrix M with a block diagonal Σ̂ = (Σ0, . . . , Σk−1),
where Σq = M(Iq, Jq), q = 0, . . . , k − 1. Then M is an (l, u)-quasiseparable
matrix if and only if there exists a nonunique family of quasiseparable generators
{Pi, Qh, Sh, Ti, Ag, Bg} such that
M(Ii,Jh) = PiAi−1 · · ·Ah+1Qh and M(Ih,Ji) = ShBh+1 · · ·Bi−1Ti
for 0 ≤ h < i < k. Here Pi, Qh and Ag are |Ii| × li, lh+1 × |Jh|, and lg+1 × lg
matrices, respectively, whereas Sh, Ti and Bg are |Ih| × uh+1, ui × |Ji|, and
ug×ug+1 matrices, respectively, g = 1, . . . , k−2, h = 0, . . . , k−2, i = 1, . . . , k−1,
and the integers l = maxg{lg} and u = maxh{uh} are called the lower and upper
lengths or orders of the quasiseparable generators.
Table 1. The sizes of quasiseparable generators of Theorem 7
Pi Qh Ag Sh Ti Bg
|Ii| × li lh+1 × |Jh| lg+1 × lg |Ih| × uh+1 ui × |Ji| ug × ug+1
By virtue of this theorem one can redefine the (l, u)-quasiseparable matrices
as the ones allowing representation with the families {Ph, Qi, Ag} and {Sh,
Ti, Bg} of quasiseparable generators having lower and upper orders l and u,
respectively. Definition 1 and Theorem 7 provide two useful insights into the
properties of (l, u)-quasiseparable matrices. In the next subsections we recall
and employ the third equivalent definition, providing yet another insight and
applied to the study of the n× n Cauchy matrix C1,ω2n in the papers [CGS07],
[XXG12], [XXCBa].
4.2 Recursive merging of diagonal blocks of a matrix
Definition 2. Assume a 1× k block matrix M = (M0 . . . Mk−1) with k block
columns Mq, each partitioned into a diagonal block Σq and a basic neutered
block column Nq, q = 0, . . . , k − 1 (cf. our Figures 2–4 and [MRT05, Sec-
tion 1]). Merge the l basic block columns Mq0 , . . . ,Mql−1 , the l diagonal blocks
Σq0 , . . . , Σql−1 , and the l basic neutered block columns Nq0 , . . . , Nql−1 into their
union Mq0,...,ql−1 =M(.,∪l−1j=0C(Σqj )), their diagonal union Σq0,...,ql−1 , and their
neutered union Nq0,...,ql−1 , respectively, such that R(Σq0,...,ql−1) = ∪l−1j=0R(Σqj )
and the block column Mq0,...,ql−1 is partitioned into the diagonal union Σq0,...,ql−1
and the neutered union Nq0,...,ql−1 .
The complete binary tree of Figure 1 represents recursive merging of eight
diagonal blocks Σ0, Σ1, . . . , Σ7 at first into the four diagonal unions of the four
pairs Σ0,1 = Σ(Σ0, Σ1), . . . , Σ6,7 = Σ(Σ6, Σ7), then into the two diagonal
unions of two quadruples
Σ0,1,2,3 = Σ(Σ0,1, Σ2,3) = Σ(Σ0, Σ1, Σ2, Σ3),
Σ4,5,6,7 = Σ(Σ4,5, Σ6,7) = Σ(Σ4, Σ5, Σ6, Σ7),
and finally into the diagonal union of the single 8-tuple,
Σ0,1,2,3,4,5,6,7 = Σ(Σ0,1,2,3, Σ4,5,6,7) = Σ(Σ0, Σ1, Σ2, Σ3, Σ4, Σ5, Σ6, Σ7).
Appropriate processes of recursive merging can produce the diagonal union of
any fixed set of diagonal blocks.
Every merging is represented by a binary tree. Let L(v) and R(v) denote the
two sets of leaves that are the left and right descendants of a vertex v of the tree,
respectively. Then for any leaf set define a unique balanced binary tree with the
minimum number of edges such that 0 ≤ |L(v)| − |R(v)| ≤ 1 for all its nodes v.
Such a tree with n leaves can be uniquely defined by removing 2l(n)−n properly
chosen leaves from the leaf level of the complete binary tree with 2bl leaves for
l(n) = dlog2(n)e. Alternatively we can remove the 2l(n)−n rightmost leaves and
arrive at the so called heap structure with n leaves. In both ways we define a
unique tree whose all leaves lie in its two lowest levels.
For every set of diagonal blocks, either of the trees identifies a unique process
of their merging (such as the one of Figure 1). Hereafter we refer to such a
process identified by the balanced binary tree as balanced merging, although in
our application to computations with Cauchy matrices we only use processes
identified with complete binary trees.
Fig. 1. Balanced merging of diagonal blocks.
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4.3 HSS and balanced HSS matrices, their link to quasiseparable
matrices, and the cost of basic operations with them
Definition 3. A matrix given with its block diagonal is basically ρ-neutered if
all its basic neutered block columns have ranks at most ρ. By replacing ranks
with -ranks we define basically (, ρ)-neutered matrices.
Theorem 8. Given the block diagonal matrix Σ = diag(Σq)k−1q=0 and k gener-
ators (F0, G0), . . . , (Fk−1, Gk−1) of lengths at most ρ for the k basic neutered
block columns of an m× n matrix M , it holds that
α(M) ≤ α(Σ) + (2m+ 2n− 1)kρ.
Proof. WriteM =M ′+diag(Σq)k−1q=0 . Note that α(M) ≤ α(Σ)+α(M ′)+m. The
basic neutered block columns of the matrixM share their entries with the matrix
M ′, whose other entries are zeros. So the k pairs (F0, G0), . . . , (Fk−1, Gk−1)
combined form a single generating pair of a length at most kρ for the matrix
M ′. Therefore α(M ′) ≤ (2m+ 2n− 1)kρ−m by virtue of Theorem 2.
Basically ρ-neutered matrices are precisely the input class of Theorem 8,
whose cost estimates are weaker than in Theorem 6. By adding row-wise links
among the basic neutered block columns of a basically ρ-neutered matrix we can
turn it into (ρ, ρ)-quasiseparable, as we show next (see Theorem 9).
Definition 4. (i) A matrix given with its block diagonal is a balanced ρ-HSS
matrix if it is basically ρ-neutered throughout the process of balanced merging
of its diagonal blocks, that is if all neutered unions of its basic neutered block
columns involved into this process have ranks at most ρ. (ii) This is a ρ-HSS
matrix if it is basically ρ-neutered throughout any process of recursive merging
of its diagonal blocks. (iii) By replacing ranks with -ranks we define balanced
(, ρ)-HSS matrices and (, ρ)-HSS matrices.
Theorem 9. (i) Every (l, u)-quasiseparable matrix M is an (l+u)-HSS matrix.
(ii) Every ρ-HSS matrix is (ρ, ρ)-quasiseparable.
Proof. A basic block neutered column Nq of a matrix can be partitioned into
its basic block sub- and superdiagonal parts Lq and Uq, respectively, and so
rank(Nq) ≤ rank(Lq) + rank(Uq), which implies that rank(Nq) ≤ l + u for q =
0, . . . , k − 1 if the matrix M is (l, u)-quasiseparable. This proves part (i). Next
note that the union N of any set of basic neutered block columns of a matrix M
can be turned into a basic neutered block column at some stage of an appropriate
process of recursive merging. Therefore rank(N) ≤ ρ whereM is a ρ-HSS matrix.
Now for every off-diagonal block B of a matrix M define the set of its basic
neutered block columns that share some column indices with the block B and
then note that the block B is a submatrix of the neutered union of this set.
Therefore rank(B) ≤ rank(N) ≤ ρ, and we obtain part (ii).
By combining Theorems 6 and 9 we obtain the following results.
Corollary 1. Assume a ρ-HSS matrixM given with mq×nq diagonal blocks Σq,
q = 0, . . . , k − 1, and write m =∑k−1q=0 mq, n =∑k−1q=0 nq, and s =∑k−1q=0 mqnq.
Then α(M) < 2s+4ρ2k+4
∑k−1
q=0(mq+nq)ρ = O((m+n)ρ+ s). Furthermore if
mq = nq for all q and if the matrixM is nonsingular, then β(M) = O(
∑k−1
q=0((ρ+
nq)ρ2nq + n3q)).
For a balanced ρ-HSS matricesM we only have a little weaker representation
than in Theorem 7, and so the proof of the estimates of Corollary 1 for α(M)
and β(M) does not apply. Nevertheless our next theorem matches these two
estimates up to logarithmic and constant factors, respectively. We obtain our
bound on α(M) by means of a simple recursion and obtain our bound on β(M) by
analyzing the algorithms of [CGS07, Sections 3 and 4], [XXG12], and [XXCBa].
Unlike Theorem 6 and Corollary 1, we allow mq 6= nq for all q.
Theorem 10. Given a balanced ρ-HSS matrix M and its block diagonal matrix
Σ = diag(Σq)k−1q=0 with mq ×nq blocks Σq, q = 0, . . . , k− 1, and s =
∑k−1
q=0 mqnq
entries overall, write l = dlog2(k)e, m =
∑k−1
q=0 mq, n =
∑k−1
q=0 nq, m+ =
maxk−1q=0 mq, n+ = max
k−1
q=0 nq, and s =
∑k−1
q=0 mqnq, s ≤ min{m+n,mn+}. Then
it holds that
α(M) < 2s+ (m+ 2(m+ n)ρ)l. (14)
Moreover if m = n and if the matrix M is nonsingular, then
β(M) = O(n+s+ (n2+ + ρn+ + lρ
2)n+ (kρ+ n)ρ2). (15)
Furthermore the same bounds (14) and (15) hold where the matrix M is the
transpose of a balanced ρ-HSS matrix with nq ×mq diagonal blocks Σq for q =
0, . . . , k − 1.
Corollary 2. Suppose that under the assumptions of Theorem 10 it holds that
kρ = O(n), and n+ + ρ = O(log(n)). Then α(M) = O((m + n) log2(n)) and
β(M) = O(n log3(n)).
5 Proof of Theorem 10
5.1 A proof of bound (14)
With no loss of generality assume that the (l − 1)st, final stage of a balanced
merging process has produced a 2× 2 block representation
M =
(
Σ¯
(l)
0 S¯
(l)
01 T¯
(l)
1
S¯
(l)
10 T¯
(l)
0 Σ¯
(l)
1
)
where Σ¯(l)j is an m¯
(l)
j × n¯(l)j matrix, T¯ (l)j is an n¯(l)j × ρ¯(l)j matrix, ρ¯(l)j ≤ ρ, j = 0, 1,
m¯
(l)
1 + m¯
(l)
2 = m, and n¯
(l)
1 + n¯
(l)
2 = n.
Clearly α(M) ≤ m+∑1j=0 α(Σ¯(l)j )+∑1j=0 α(T¯ (l)j )+α(S¯(l)01 )+α(S¯(l)10 ). Apply
Theorem 2 and obtain that
∑1
j=0 α(T¯
(l)
j ) + α(S¯
(l)
01 ) + α(S¯
(l)
10 ) < 2(m+ n)ρ.
The second last stage of the balanced merging process produces a similar 2×2
block representation for each of the diagonal blocks Σ¯(l)j , j = 0, 1, and therefore∑1
j=0 α(Σ¯
(l)
j ) < m+2(m+n)ρ+
∑k(1)
j=0 α(Σ¯
(1−1)
j ) where Σ¯
(1−1)
0 , . . . , Σ¯
(1−1)
k(1)−1 are
the diagonal blocks output at the second last merging stage. Recursively going
back through the merging process we obtain that α(M) < (m + 2(m + n)ρ)l +∑k−1
j=0 α(Σj) where Σq = Σ¯
(0)
q is an mq × nq matrix for mq = m¯(0)q , nq = n¯(0)q ,
and q = 0, . . . , k − 1. Consequently ∑k−1q=0 α(Σq) < 2∑k−1q=0 mqnq = 2s, and we
arrive at bound (14).
5.2 Some introductory comments for proving bound (15)
The algorithm of [CGS07, Section 3] factors an (l, u)-quasiseparable matrix M
into the product of unitary and block triangular matrices. This enables unitary
reduction of a nonsingular linear systems of equations My = b to triangular
linear systems, and then one can compute the solution vector y in nearly linear
arithmetic time. We apply the algorithm to a balanced ρ-HSS matrix M and
obtain similar factorization and unitary reduction to deduce the cost bounds
of Theorem 10. We rearrange the computations to facilitate the proof of the
arithmetic cost estimates (not presented in [CGS07]). As in [CGS07, Section
3] we demonstrate the algorithm for a 4 × 4 block matrix, although instead of
(l, u)-HSS matrix of (13) we work with a basically ρ-HSS matrix
M =

Σ0 S01T1 S02B12T2 S03B13B23T3
S10T0 Σ1 S12T2 S13B23T3
S20B20T0 S21T1 Σ2 S23T3
S30B20B10T0 S31B32T1 S23T2 Σ3
 (16)
having mq × nq diagonal blocks Σq for any pairs mq × nq and q = 0, 1, 2, 3.
For balanced ρ-HSS matrices M we could have written Bp,q = I for all pairs of
p and q, but we use expression (16) to simplify comparison with [CGS07]). As
soon as we complete the description of the construction for k = 4, we outline its
generalization to the case of any positive integer k.
5.3 Compression and merging stages
At first, for k = 4 and q = 0, 1, 2, 3, we compute the QR factors of the matrices
THq , that is compute square unitary matrices Uq (in factored form) and ρq × n̂q
matrices T̂q of full column ranks n̂q such that TqUHq = (O | T̂q) and n̂q ≤ ρq ≤ ρ.
Write Û = diag(Uq)3q=0, M̂ =MÛ
H , M = M̂Û , and obtain
M̂ =

Σ00 Σ01 O S01T̂1 O S02B12T̂2 O S03B13B23T̂3
O S10T̂0 Σ10 Σ11 O S12T̂2 O S13B2,3T̂3
O S20B20T̂0 O S21T̂1 Σ20 Σ21 O S23T̂3
O S30B20B10T̂0 O S31B32T̂1 O S32T̂2 Σ30 Σ31
 .
Choose a permutation matrix P0 such that M̂P0 = (diag(Σq0)3q=0 | M1),
M1 =

Σ01 S01T̂1 S02B12T̂2 S03B13B23T̂3
S10T̂0 Σ11 S12T̂2 S13B2,3T̂3
S20B20T̂0 S21T̂1 Σ21 S23T̂3
S30B20B10T̂0 S31B32T̂1 S32T̂2 Σ31
 ,
and the four diagonal blocks Σq0 have sizes mq× (nq− n̂q) for q = 0, 1, 2, 3. Note
that M1 is a basically ρ-HSS matrix. Write M = M (0), Σ(0) = diag(Σq0)3q=0,
and U (0) = ÛP0, and obtain that
M (0) = (Σ(0) | M1)U (0). (17)
By following [CGS07] we call the above computation of the matrices U (0), Σ(0)
and M1 the compression of the matrix M . For a fixed ρ we cannot compress
the matrix M1 any further because its every diagonal block Σq0 has at most
ρ columns. At this point (cf. [CGS07]) we merge pairwise the diagonal blocks
Σ01, Σ11, Σ21 and Σ31 of the matrix M1 into the diagonal unions of the two
pairs, Σ(1)0 =
(
Σ
(1)
0 Ŝ
(1)
01 T
(1)
1
Ŝ
(1)
10 T
(1)
0 Σ
(1)
1
)
and Σ(1)1 =
(
Σ
(1)
2 Ŝ
(1)
23 T
(1)
3
Ŝ
(1)
32 T
(1)
2 Σ
(1)
3
)
. By defini-
tion, merging preserves the property of being a basically ρ-HSS matrix, and we
redefine M1 as a 2×2 block matrix M (1) =
(
Σ
(1)
0 Ŝ
(1)
01 T
(1)
1
Ŝ
(1)
10 T
(1)
0 Σ
(1)
1
)
where Σ(1)q are
m
(1)
q × n(1)q matrices, Ŝ(1)pq are m(1)p × ρ(1)q matrices, T (1)q are ρ(1)q × n¯q matrices,
m
(1)
q = m2q +m2q+1, n¯q = n̂2q + n̂2q+1 ≤ 2ρ, and ρ(1)q ≤ ρ for p, q ∈ {0, 1}.
5.4 Recursive alternation of compression and merging
By following [CGS07, Section 3] we recursively alternate compression and merg-
ing, and next we compress the 2 × 2 block matrix M (1). We compute unitary
matrices U (1)0 and U
(1)
1 (the Q factors) such that T
(1)
q (U
(1)
q )H = (O | T̂ (1)q ) and
T̂
(1)
q is an n
(1)
q × ρ(1)q matrix of full rank n(1)q for n(1)q ≤ ρ(1)q ≤ ρ and q = 0, 1.
Then we write Û (1) = diag(U (1)0 , U
(1)
1 ) and obtain M
(1) = M̂ (1)Û (1),
M̂ (1) =M (1)(Û (1))H =
(
Σ
(1)
00 Σ
(1)
01 O S
(1)
01 T̂
(1)
1
O S
(1)
10 T̂
(1)
0 Σ
(1)
10 Σ
(1)
11
)
and M̂ (1)P1 =
(
Σ
(1)
00 O Σ
(1)
01 S
(1)
01 T̂
(1)
1
O Σ
(1)
10 S
(1)
10 T̂
(1)
0 Σ
(1)
11
)
for a permutation matrix P1. Now
write Σ(1)q = Σ
(1)
q0 for q = 0, 1, Σ
(1) = diag(Σ(1)q )1q=0, U
(1) = Û (1)P1, and
M2 =
(
Σ
(1)
01 S
(1)
01 T̂
(1)
1
S
(1)
10 T̂
(1)
0 Σ
(1)
11
)
and obtain
M (1) = (Σ(1) | M2)U (1). (18)
We cannot compress the 2 × 2 block matrix M2 any further because each of
its diagonal blocks Σ(1)q1 , q = 0, 1, has at most ρ columns. We merge these two
blocks to rewriteM2 as a 1×1 block matrix, to which we refer hereafter as Σ(2).
Now we combine equations (17) and (18) and write U = U (0) diag(I, U (1)) to
obtain M = M (0) = DU for D = (Σ(0) | Σ(1) | Σ(2)), Σ(0) = diag(Σ(0)q )3q=0,
Σ(1) = diag(Σ(1)0 , Σ
(1)
1 ), and so
D =

Σ
(0)
0 |
Σ
(0)
1 |
Σ
(0)
2 |
Σ
(0)
3 |
|
Σ
(1)
0 |
|
Σ
(1)
1 |
|
Σ
(2)
0
 ,
where (cf. (16)) Σ(0)q = Σq0 for q = 0, 1, 2, 3, Σ
(1)
0 =
(
Σ01 S01T̂1
S10T̂0 Σ11
)
U
(0)
1 , and
Σ
(1)
1 =
(
Σ21 S23T̂3
S32T̂2 Σ31
)
U
(1)
1 . This completes the recursive process of compression
and merging of the 4× 4 block matrix M .
Given an m × n basically ρ-HSS matrix M with k diagonal blocks Σq of
sizes mq × nq for q = 0, . . . , k − 1, we generalize this recursive process and
successively obtain matrices U (j) (unitary), Σ(j) (block diagonal), and Mj+1 =
M (j+1) (basically ρ-HSS) for j = 0, . . . , l − 1 and l = dlog2(k)e. At the end
we arrive at the factorization M = DU . Here U = U (0)
∏l−1
j=0 diag(I, U
(j)) is
a unitary matrix, D = (Σ(0) | Σ(1) | . . . | Σ(l−1)), Σ(j) = diag(Σ(j)q )k(j)−1q=0 ,
Σ
(0)
q = Σq0 is an mq × (nq − ρ(0)q ) matrix for ρ(0)q ≤ ρ and q = 0, . . . , k − 1,
whereas Σ(j)q is an m
(j)
q × ρ(j)q matrix for q = 0, . . . , k(j)− 1 and k(j) ≤ dk/2je,
m
(j)
q = m
(j−1)
2q−1 +m
(j−1)
2q , m
(0)
q = mq for q < k, m
(0)
q = 0 for q ≥ k, ρ(j)q ≤ ρ for
q = 0, . . . , k(j)− 1 and j = 1, . . . , l − 1.
5.5 Reduction to an auxiliary linear system
Observe that
β(M) ≤ β(D) + β(U) +
l−1∑
j=0
(a(U (j)) + a(Σ(j))) (19)
where a(W ) denotes the arithmetic cost of computing a matrix W . For the
solution of a linear system Dy = b we need the entries of the matrices Σ(j), and
so bound (19) includes the terms a(Σ(j)).
The value a(U (0)) is equal to the arithmetic cost of computing the QR fac-
torization of the nq × ρq matrices TH1 , . . . , THk−1 where ρq ≤ ρ for all q, and so
a(U (0)) = O(
∑k−1
q=0 ρ
2
qnq) = O(ρ
2n). The values a(U (j)) for j > 0 are bounded
similarly, except that we compute the QR factors of k(j) ≤ dk/2je matrices of
sizes at most ρ× ρ for every j > 0, and so ∑l−1j=1 a(U (j)) = O(kρ3) and
l−1∑
j=0
a(U (j)) = O((n+ kρ)ρ2). (20)
Next estimate β(U) = α(UH). At the jth merging the block diagonal matrix
U (j) has k(j) ≤ dk/2je diagonal blocks, which are the Q factors of the QR
factorization for the matrices of sizes of at most ρ× nq for q = 0, . . . , k − 1 and
j = 0 and of at most (2ρ) × ρ for all positive j and all q. Therefore α(U (0)) =
O(ρ
∑k−1
q=0 nq) = O(nρ), whereas α(U
(j)) ≤ ckρ2/2j for a constant c and all
j > 0, and so
β(U) = O((n+ kρ)ρ), (21)
dominated by bound (20). It remains to estimate β(D) and a(Σ(j)) for j =
0, . . . , l − 1.
Write a(Σ(j)) = a0(Σ(j))+ a1(Σ(j)) where a0(Σ(j)) and a1(Σ(j)) denote the
arithmetic cost of computing the block products Σ(j)U (j) = diag(Σ(j)p U
(j)
p )
k(j)
p=0
and the blocks appended to the diagonal blocks at the jth merging, respectively.
Compute the block product Σ(j)U (j) by using less than 2
∑k−1
q=0 mqnqρ ≤
2mn+ρ arithmetic operations for j = 0 and less than 2
∑k(j)−1
q=0 m
(j)
q n
(j)
q ρ ≤
2mρ2 for every positive j = 0. Hence
∑l=1
j=0 a0(Σ
(j)) ≤ 2(n+ + lρ)mρ.
Next observe that a1(Σ(0)) amounts to the cost of computing the products
S10T̂0, S01T̂1, S32T̂2, and S23T̂3 in the displayed case of (16), where k = 4.
In the general case the two factors of such a product in a block row q have
sizes of at most mq × ρ and ρ × ρ, respectively, for q = 0, . . . , k − 1. Therefore
a1(Σ(0)) < 2ρ2
∑k−1
q=0 mq = 2ρ
2m. Likewise a1(Σ(j)) < 2ρ2m for every j because
the overall number of rows of the factors S(j)pq is equal to m, whereas the factors
T̂
(j)
q have sizes at most ρ× ρ. Consequently ∑l−1j=0 a1(Σ(j)) < 2lρ2m and
l−1∑
j=0
a(Σ(j)) < 2(n+ + 2lρ)mρ. (22)
To estimate β(M) it remains to bound β(D).
5.6 The second recursive factorization
By following [CGS07, Section 3] compute the QR factors of the matrices Σ(0)q for
q = 0, . . . , k − 1, that is compute some unitary matrices V (0)q (in factored form)
and ρ̂(0)q × ρ̂(0)q nonsingular upper triangular matrices Σ̂(0)q such that Σ(0)q =
V
(0)
q
(
O
Σ̂
(0)
q
)
and ρ̂(0)q ≤ min{mq, nq} for all q. Write V (0) = diag(V (0)q )k−1q=0 ,
D
(j)
1 = (V
(0))HΣ(j) for j = 0, . . . , l − 1, and D̂ = (D(1)1 | . . . | D(l−1)1 ). Note
that all nonzero blocks of the matrices Σ(j) for all positive j keep their sizes
and positions and do not increase their ranks in the transition to the matrices
D
(j)
1 and that the matrix D
(0)
1 has exactly
∑k−1
q=0 ρ̂
(0)
q nonzero rows. Remove all
rows of the matrix D̂ sharing indices with these rows and let D1 denote the
resulting matrix. Substitution reduces the solution of a linear system Dy = b to
computing the matrices D(j)1 , j = 0, . . . , l− 1, and to solving two linear systems
of equations with the matrices D1 and D
(0)
1 . Recursively apply this process to
the matrix D1 until, in l recursive steps, substitution reduces the original linear
system Dy = b to block diagonal systems with the triangular diagonal blocks.
5.7 Completion of the proof of the theorem
We have showed that β(D) ≤ σ +∑l−1j=0(β(V (j)) + a(V (j)) + a(Dj)). Here σ
denotes the cost of the substitution and the solution of all triangular linear
systems involved, V (j) denotes the unitary multiplier computed at the jth stage
of the above process for j = 0, . . . , l−1, and a(Dj) denotes the arithmetic cost of
the multiplication of the matrix V (j) by the submatrix (denote it D̂j) obtained
by removing the entries of the block column D(j)j from the matrix Dj . Hereafter
let ν(W ) denote the overall number of the nonzero entries of a matrixW , observe
that σ < 2ν(D), and obtain
σ < 2ν(D) ≤ 2s+ 2(l − 1)mρ. (23)
The arithmetic cost of the computation of the unitary multipliers V (j) is
O(
∑k−1
q=0 mqn
2
q) = O(mn
2
+) at Stage 0 of the process and O(
∑k(j)−1
p=0 m
(j)
p (n
(j)
p )2)
at its jth stage for every positive j. Here n(j)p ≤ ρ, and the sum ∑k(j)−1p=0 m(j)p is
monotone decreasing from m as j increases from 0. Therefore
∑l−1
j=1 a(V
(j)) =
O(lmρ2), and so
l−1∑
j=0
a(V (j)) = O(n2+ + lρ
2)m. (24)
This bound strongly dominates the sum
∑l−1
j=0(β(V
(j)) =
∑l−1
j=0 α((V
(j))H).
To compute the product V (j)D̂j we need O(ρmn+) arithmetic operations for
j = 0 and O(mρ2) for any j > 0. Consequently we perform this computation for
j = 0, . . . , l − 1 by using O((n+ + lρ)mρ) arithmetic operations, which matches
(22). By combining estimates (19)–(24) we deduce bound (15).
To complete the proof of the theorem, apply bounds (14) and (15) to the
transposed matrix MT , thus extending them to the case where the matrix M is
the transpose of a balanced ρ-HSS matrix with nq ×mq diagonal blocks Σq for
q = 0, . . . , k − 1.
Remark 4. At the jth stage of the merging process we deal with matrix Dj ,
which has at most lj = dn+(j)/ne ≤ 2l−j block columns, each of at most ρ
columns, that is at most ρ2l−j columns overall. Suppose we stop merging process
at this stage and compute the QR factors of the matrix at the arithmetic cost
O(mρ22l−j+1). For ρ = O(log(n)) this modification does not affect the cost
bound β(M) = O(n log3(n)) of Corollary 2 if the integer l − j is bounded from
above by a constant and even if it just holds that l − j = O(log(log(n))).
6 Extension of the block diagonal
In the next section we employ an extension of our study where we allow over-
laps of the row sets of distinct diagonal blocks. For demonstration consider the
following 8×8 block matrix, which turns into a (1, 2)-block banded matrix if we
glue together its lower and upper boundaries,
M =

Σ0 B0 C0 O O O O A0
A1 Σ1 B1 C1 O O O O
O A2 Σ2 B2 C2 O O O
O O A3 Σ3 B3 C3 O O
O O O A4 Σ4 B4 C4 O
O O O O A5 Σ5 B5 C5
C6 O O O O A6 Σ6 B6
B7 C7 O O O O A7 Σ7

. (25)
Define the eight extended diagonal blocks,
Σ
(c)
0 =

C6
B7
Σ0
A1
 , Σ(c)1 =

C7
B0
Σ1
A2
 , Σ(c)2 =

C0
B1
Σ2
A3
 , Σ(c)3 =

C1
B2
Σ3
A4
 ,
Σ
(c)
4 =

C2
B3
Σ4
A5
 , Σ(c)5 =

C3
B4
Σ5
A6
 , Σ(c)6 =

C4
B5
Σ6
A7
 , and Σ(c)7 =

C5
B6
Σ7
A0
 .
Here Σ(c)2 , Σ
(c)
3 , Σ
(c)
4 , Σ
(c)
5 , and Σ
(c)
6 are five blocks of the matrixM of equation
(25), whereas each of the submatrices Σ(c)0 , Σ
(c)
1 , and Σ
(c)
7 has been made up
of a pair of blocks of this matrix. Each pair, however, turns into a single block
if we glue together the lower and upper boundaries of the matrix M . We call a
block column basic and denote it Mq if C(Mq) = C(Σ(c)q ), that is if it is made up
of the columns that overlap an extended diagonal block Σ(c)q . We partition such
a block column into the block Σ(c)q and its complement N
(c)
q , which we call a
contracted basic neutered block column (cf. Definition 2) and which is filled with
zeros in the case of the matrix M of (25) for every q, q = 0, . . . , 7, but can be
filled with any parameters for general 8× 8 block matrix embedding the matrix
M of (25).
Generalizing our 8 × 8 example to k × k block banded matrix M with four
block diagonals we define the extended diagonal blocks Σ(c)q =

Cq−2 mod k
Bq−1 mod k
Σq
Aq+1 mod k
,
for q = 0, . . . , k − 1, each of them made up of a quadruple of the blocks of the
matrix M , and similarly we can proceed in the case of a block banded matrix
M with any number of block diagonals. In a further natural generalization we
narrow the extended diagonal blocks by removing some block rows adjacent to
their lower and upper boundaries and assigning the entries of these block rows
to the contracted neutered block columns, that is we diminish the extension of
the diagonal blocks and the contraction of the basic neutered block columns (see
Figures 5–8). In this case we assume no block partitioning of these matrices M
as arrays anymore, but still extend our definitions of the diagonal blocks Σ(c)q ,
basic block columnsMq, contracted basic neutered block columns N
(c)
q , recursive
and balanced merging, diagonal and neutered unions, the basically ρ-neutered,
balanced ρ-HSS, and ρ-HSS matrices M (cf. Definitions 3 and 4), as well as
basically (, ρ)-neutered, balanced (, ρ)-HSS, and (, ρ)-HSS matrices M for a
positive . Here are some sample diagonal unions of the extended diagonal blocks
of the matrix M of (25), Σ(c)0,1,...,7 =M ,
Σ
(c)
0,1,2,3 =

C6 O O O
B7 C7 O O
Σ0 B0 O O
A1 Σ1 B1 O
O A2 Σ2 B2
O O A3 Σ3
O O O A4

, Σ
(c)
0,1 =

C6 O
B7 C7
Σ0 B0
A1 Σ1
O A2
 , and Σ(c)2,3 =

C0 O
B1 C1
Σ2 B2
A3 Σ3
O A4
 .
The following definitions and theorem specify an extension of Corollary 2 to
a large class of extended balanced ρ-HSS matrices M .
Definition 5. A balanced or an extended balanced ρ-HSS matrix is hierarchi-
cally regular if all its diagonal blocks at the second factorization stage of the
associated balanced merging process have full rank. This matrix is hierarchically
well conditioned if these blocks are also well conditioned.
Remark 5. The second equation of (5) implies that a Cauchy matrix is regular
if and only if it is hierarchically regular. If the knots of some pair in one of the
sets S and T defining a Cauchy matrix lie close to one another, then the matrix
is both ill conditioned and hierarchically ill conditioned. The condition numbers
of a Cauchy matrix or its block can be large even where all knots in each of the
sets S and T lie far from each other, but unlike Vandermonde matrices, Cauchy
matrices are quite stable when we shift or scale their knots by a complex value
a 6= 0 (cf. (12)).
Definition 6. Assume positive integers m, n, k = k0 < n, l, and k(j) = dk/2je
where j = 0, . . . , l−1. Suppose that the j-th stage of the recursive merging process
for an m × n extended balanced ρ-HSS matrix M outputs diagonal blocks Σ¯(j)q
of sizes m¯(j)q × n¯(j)q and extended diagonal blocks Σ(c)q,j of sizes m(c)q,j × n¯(j)q for
q = 0, . . . , k(j) − 1 and j = 0, . . . , l − 1. Write m(c)j =
∑k(j)−1
q=0 m
(c)
q,j, s¯
(j) =∑k(j)−1
q=0 m¯
(j)
q n¯
(j)
q , and s
(c)
j =
∑k(j)−1
q=0 m
(c)
q,j n¯
(j)
q . (Note that m =
∑k−1
q=0 m¯
(j)
q for
every j and that our extensions of the diagonal blocks do not change the number
of their columns.) Suppose that
m
(c)
j ≤ ηm and s(c)j ≤ ηs¯(j) (26)
for a constant η and all j, j = 0, . . . , l − 1. Then the matrix M is called an
η-dilated balanced ρ-HSS matrix.
Theorem 11. For a constant η ≥ 1 and an η-dilated balanced ρ-HSS matrix M
of a size m×n it holds that α(M) = O((m+n) log2(m+n)) where the parameters
 and ρ have order log(m + n). Furthermore β(M) = O(n log3 n) provided that
m = n and the matrix M is hierarchically regular.
Proof. Revisit the proof of the cost bound on α(M) of Theorem 10 replacing m
and s¯(j) by m(c)j and s
(c)
j , respectively, and then, under this change, observe that
with the only exception, all auxiliary and final bounds remain valid up to a factor
of η, by virtue of (26). The exception is the impact of the QR factorizations at the
second factorization stage in our proof of bound (15). Because of the extension
of the diagonal blocks, the sizes and ranks of the nonzero blocks of the matrices
Σ(j) for positive j can increase in the transition to the matrices D(j)1 . To avoid
this increase, we restrict the QR factorizations at that stage to the diagonal
blocks and use the computed triangular factors as the pivot blocks to eliminate
the other entries of the extended diagonal blocks in these columns by means of
substitution. We readily verify that the recipe works (that is we avoid divisions
by 0) and still supports bound (15) where the matrixM is hierarchically regular.
Remark 6. We conjecture that the associated balanced HSS process supporting
Theorem 11 for a hierarchically regular input matrix M is numerically stable if
the extended balanced ρ-HSS matrix M is hierarchically well conditioned, and
clearly this process can be unstable otherwise.
7 Approximation of CV and CV T matrices by HSS
matrices and algorithmic implications
7.1 Small-rank approximation of certain Cauchy matrices
Definition 7. (See [CGS07, page 1254].) For a separation bound θ < 1 and
a complex separation center c, two complex points s and t are (θ, c)-separated
from one another if | t−cs−c | ≤ θ. Two sets of complex numbers S and T are
(θ, c)-separated from one another if every two points s ∈ S and t ∈ T are (θ, c)-
separated from one another. δc,S = mins∈ S |s− c| denotes the distance from the
center c to the set S.
Lemma 1. (See [R85] and [CGS07, equation (2.8)].) Suppose two complex val-
ues s and t are (θ, c)-separated from one another for 0 ≤ θ < 1 and a complex
center c and write q = t−cs−c , |q| ≤ θ. Then for every positive integer ρ it holds
that
1
s− t =
1
s− c
ρ−1∑
h=0
(t− c)h
(s− c)h +
qρ
s− c where |qρ| =
|q|ρ
1− |q| ≤
θρ
1− θ . (27)
Proof. 1s−t =
1
s−c
1
1−q ,
1
1−q =
∑∞
h=0 q
h = (
∑ρ−1
h=0 q
h +
∑∞
h=ρ q
h) = (
∑ρ−1
h=0 q
h +
qρ
1−q ).
Corollary 3. (Cf. [CGS07, Section 2.2] and [B10].) Suppose two sets of 2n
distinct complex numbers S = {s0, . . . , sm−1} and T = {t0, . . . , tn−1} are (θ, c)-
separated from one another for 0 < θ < 1 and a global complex center c. Define
the Cauchy matrix C = ( 1si−tj )
m−1,n−1
i,j=0 and write δ = δc,S = min
m−1
i=0 |si−c| (cf.
Definition 7). Then for every positive integer ρ it is sufficient to apply (m+n)ρ+
m arithmetic operations to compute the m×ρ matrix F = (1/(si−c)ν+1)m−1,ρ−1i,ν=0
and the n× ρ matrix G = ((tj − c)ν)n−1,ρ−1j,ν=0 , and it holds that
C = FGT + E, |E| ≤ θ
ρ
(1− θ)δ . (28)
Proof. Apply (27) for s = si, t = tj , and all pairs (i, j) to deduce (28).
Remark 7. Assume anm×n Cauchy matrix C = ( 1si−tj )
m−1,n−1
i,j=0 withm+n dis-
tinct knots s0, . . . , sm−1, t0, . . . , tn−1. Then rank(C) = min{m,n} (cf. Theorem
4). Further assume that the sets S = {s0, . . . , sm−1} and T = {t0, . . . , tn−1} are
(θ, c)-separated from one another for a global complex center c and 0 < θ < 1
such that the value (1− θ)δ/√mn is not small. Then by virtue of the corollary
the matrix C can be closely approximated by a matrix FGT of a smaller rank
ρ < min{m,n}, and therefore is ill conditioned. Furthermore if we have such
(θ, c)-separation just for a k × l submatrix Ck,l of the matrix C, implying that
nrank(Ck,l) ≤ ρ, then it follows that nrank(C) ≤ m−k+n− l+ρ. Consequently
if m− k + n− l + ρ < min{m,n}, then again we conclude that the matrix C is
ill conditioned. These classes of ill conditioned Cauchy matrices contain a large
class of CV and CV T matrices. In particular a CV matrix is ill conditioned if
all its knots si or all knots si of its submatrix of a large size lie far enough from
the unit circle {z : |z| = 1}, because in this case the origin serves as a global
center for the matrix or submatrix.
Generally neither CV matrix nor its submatrices of a large size have global
separation centers, but next we compute a set of local centers to approximate
any CV matrix closely by an extended ρ-HSS matrix for a small ρ. We first
(i) determine the required properties of the centers, then (ii) compute proper
diagonal and extended diagonal blocks, and finally (iii) merge diagonal blocks
recursively. We devote the next three subsections to these three stages.
7.2 Local separation centers
Definition 8. A(φ, φ′) = {z = exp(ψ√−1) : 0 ≤ φ ≤ ψ < φ′ ≤ 2pi}
is the semi-open arc of the unit circle {z : |z = 1|} having length φ′ − φ
and the endpoints τ = exp(φ
√−1) and τ ′ = exp(φ′√−1). Γ (φ, φ′) = {z =
r exp(ψ
√−1) : r ≥ 0, 0 ≤ φ ≤ ψ < φ′ ≤ 2pi} is the semi-open sector bounded
by the two rays from the origin to the two endpoints of the arc. Γ¯ (φ, φ′) denotes
the exterior (that is the complement) of this sector. D(c, r) = {z : |z−c| ≤ r} is
the disc on the complex plane with a center c and a radius r, having the exterior
D¯(c, r) = {z : |z − c| > r}.
We readily verify the following result (cf. Figures 9 and 10).
Lemma 2. Suppose 0 ≤ φ < φ′ < ψ ≤ 2pi, φ − ψ mod (2pi) ≥ φ′ − φ, τ =
exp(φ
√−1), and τ ′ = exp(φ′√−1). Then (i) |τ ′ − τ | = 2 sin((φ′ − φ)/2) and
(ii) the distance from the point τ to the sector Γ (φ′, ψ) is equal to sinµ, for
µ = min{(φ− ψ) mod (2pi), φ′ − φ}.
Apply the lemma to obtain the following theorem.
Theorem 12. Assume the numbers θ, φ, φ′, and c such that 0 < θ < 1, 0 ≤ φ <
φ ≤ 2pi, and c = exp(0.5(φ′ + φ)√−1) is the midpoint of the arc A(φ, φ′). Let
D¯ = D¯(c, (2/θ) sin((φ′−φ)/4)) denote the exterior of the disc D(c, (2/θ) sin((φ′−
φ)/4)). Then the two sets A(φ, φ′) and D(φ, φ′, θ) are (θ, c)-separated.
Combine this theorem with Corollary 3 to obtain the following corollary.
Corollary 4. Under the assumptions of Theorem 12 the m¯× n¯ Cauchy matrix
C(φ, φ′) =
( 1
si − tj
)
si∈D(φ,φ′,θ), tj∈A(φ,φ′)
has |E|-rank at most ρ provided that |E| satisfies bound (28) for m = m¯, n = n¯,
and δ = δc,D(φ,φ′,θ) = mini |si − c|.
We will apply Theorem 12 and Corollary 4 where the value 1− θ is not small
and the knots si lie in the exterior Γ¯ (ψ,ψ′) of the smallest sector Γ (ψ,ψ′) that
covers the disc D(c, (2/θ) sin((φ′ − φ)/4)). Clearly Γ¯ (ψ,ψ′) ⊂ D¯, whereas the
arcs A(φ, φ′) and A(ψ,ψ′) share their midpoint c. Next we estimate the ratio of
the lengths of these arcs, r(θ) = (φ′ − φ)/(ψ′ − ψ). Lemma 2 implies that
Distance(c, Γ¯ (ψ,ψ′)) = sin((ψ′ − ψ)/2),
but this distance is also equal to (c− τ)/θ = (2/θ) sin((φ′ − φ)/4), and so
r¯(θ) = (2 sin((φ′ − φ)/4)/ sin((ψ′ − ψ)/2) = 1/θ. (29)
Now recall that y− sin(y) = y3/3!− y5/5!+ . . . and so 0 ≤ y− sin(y) < y3/3! =
y3/6 where y2 < 7!/5! = 42. Therefore the difference y − sin(y) is nonnegative
and converges to 0 cubically in y as y → 0. (In particular y − sin(y) < 1/48 for
y ≤ 1/2, y − sin(y) < 1/384 for y ≤ 1/4, and y − sin(y) < 1/6000 for y ≤ 1/10.)
We can choose θ > 2/3, say, and then y = (ψ′ − ψ)/2 ≤ 2x for x = (φ′ − φ)/2
(see Figure 10). Furthermore, in our applications we can assume θ ≥ 1/2 (say),
enforce a small upper bound on x, and therefore ensure close approximation
r(θ) ≈ r¯(θ) = 1/θ. (30)
7.3 Defining the extended diagonal blocks of a CV matrix
Next we partition the complex plane into k sectors, each defined by a pair of
rays from the origin, then partition the sets of knots S and T accordingly, and
finally define diagonal and extended diagonal blocks of CV matrices. Let us
formalize this idea. Fix a positive integer l+, write k = 2l+ , φq = 2qpi/k, and
φ′q = φq+1 mod k, partition the unit circle {z : |z = 1|} by k equally spaced
points φ0, . . . φk−1 into k semi-open arcs Aq = A(φq, φ′q), each of the length
2pi/k, and define the semi-open sectors Sq = S(φq, φ′q) for q = 0, . . . , k − 1.
Let C = Cs,f =
(
1
si−tj
)m−1,n−1
i,j=0
denote an m × n Cauchy matrix. Assume
the polar representation si = |si| exp(µi
√−1) and tj = |tj | exp(νj
√−1), and
reenumerate the knots in the counter-clockwise order of the angles µi and νj
breaking ties arbitrarily and assigning the smallest subscripts i and j to all knots
in the sector Γ (φ0, φ′0), then to all knots in the sector Γ (φ1, φ
′
1), and so on. The
partition of the complex plane into the sectors induces a partition of the angles
µi and νj in the polar representation of the knots si and tj as well as the block
partition of the matrix C = (Cp,q)k−1p,q=0 such that Cp,q =
(
1
si−tj
)
si∈Γp,tj∈Γq
. We
further partition the matrix C into its basic block columns C = (C0 | . . . | Ck−1)
and partition every basic block column Cq into the diagonal block Σq = Cq,q
and the basic neutered block column Nq for q = 0, . . . , k − 1.
Now suppose that we are given the values θ and f such that 0 < θ < 1 and
|f | = 1, and write tj = fωj for j = 0, . . . , n − 1. Then for q = 0, . . . , k − 1,
write φ = φq, φ′ = φ′q, define the real values ψ = ψq and ψ
′ = ψ′q and the
sectors Γ (c)q = Γ (ψq, ψ′q) by following the definitions of Section 7.1 (cf. (29)),
and define the second partition of every basic block column Cq, this time into
an extended diagonal block Σ(c)q =
(
1
si−tj
)
si∈Γ (c)q ,tj∈Γq
and the contracted basic
neutered block column N (c)q , for q = 0, . . . , k− 1. (Unlike the first partition this
one depends on the parameter θ.) By following [B10], we refer to the contracted
basic neutered block columns also as admissible blocks and define the partition
of every basic neutered block column Cq into the triple of a diagonal block Σq,
a pair of neighboring blocks, and an admissible block N (c)q (cf. Figures 5–8).
By applying Corollary 4 obtain the following result.
Corollary 5. For a fixed θ, 0 ≤ θ < 1, and an m× n CV matrix C, define the
above admissible blocks N (c)0 , . . . , N
(c)
k−1. Then all of them have the |E|-ranks at
most ρ, that is C is an extended basically (|E|, ρ)-neutered matrix, provided |E|
and ρ satisfy bound (28) for n = k, δ = minm−1,k−1i,q=0 |si−cq|, and the fixed values
of θ and m.
Corollary 5 and Theorem 8 together imply that
α|E|(C) ≤ α(diag(Σ(c)q )k−1q=0) + (2m+ 2n− 1)kρ. (31)
One can deduce from this bound that α|E|(C) = O(n
√
n log(n)) for an n×n CV
matrix C (see [P13]), but we will strengthen these estimates by showing that C
is an extended balanced (|E|, ρ)-HSS matrix where log(1/|E|) = O(log(m+ n))
and ρ = O(log(m+ n)).
7.4 Extended HSS approximation of a CV matrix
For a fixed value θ, 0 < θ < 1, and a positive integer l+ we recursively merge
the arcs A0, . . . ,Ak−1 pairwise. By applying Corollary 5 at every level of this
merging process, we conclude that the CV matrix C of the previous subsection
is an extended basically (j , ρj)-neutered matrix at the jth level of the process
for all j, j = 0, . . . , l+ − 1. Actually we stop the merging process at the level
l < l+ to have reasonably many arcs of a sufficiently small length at the end of
the process (cf. Remark 4).
Next we are going to specify a common pair (, ρ) for all levels, thus implying
that C is an extended balanced (, ρ)-HSS matrix. We already have pairs (j , ρj),
for j = 0, . . . , l− 1, l = log2(k), that satisfy bound (28) for |E| = j and ρ = ρj .
Note that m(c)q,j ≤ m and n¯(j)q ≤ n for admissible blocks of the sizes m(c)q,j × n¯(j)q .
Therefore to unify the choice of the pair (, ρ) for all j, we just need to substitute
the upper bounds m and n on m(c)q,j and n¯
(j)
q , respectively, and to fix a value
δ ≤ minm−1,l−1,k/2ji,j,q=0 |si − cj,q|. So far our construction still leaves us with the
freedom of rotating the arcs A(j)q for all j and q by a fixed angle ψ. There are m
knots si and
∑l−1
j=0 k/2
j ≤ 2k centers cj,q overall, each separated from all other
centers by arcs of lengths at least pi/k. Therefore by choosing a proper rotation
angle ψ we can ensure the angles of at least pi/(2km) between the two rays from
the origin passing through the pair of a knot si and a center cj,q, for every triple
(i, j, q). Apply Lemma 2 and obtain
δ ≥ δ− = 2 sin(pi/(4km)). (32)
For larger integers km it holds that
δ ≥ δ− = 2 sin(pi/(4km)) ≈ pi/(2km). (33)
Theorem 13. (i) An m × n CV matrix C is an extended balanced (, ρ)-HSS
matrix where
 ≈ 2mkθ
ρ
(1− θ)pi , (34)
θ and 1− θ are positive constants, and 1 < k < n. (ii) It holds that
ρ = O(log(
m+ n

)) (35)
and consequently ρ = O(log(m+ n)) provided that log(1/) = O(log(m+ n)).
Proof. Combine bounds (28) and (32) to obtain part (i), which immediately
implies part (ii).
Remark 8. The lower bound δ− = pi/(2km) is overly pessimistic for many dis-
positions of the knots si on the complex plane. For example, δ is a constant for
CV matrices where all these knots are separated from the unit circle, whereas
δ ≥ pi/m where si = ωim, i = 0, . . . ,m − 1, and in many cases only a small
number of the differences cj,q − si has absolute values close to the minimum δ.
7.5 Complexity of approximate computations with CV and CV T
matrices
Next we ensure that a CV matrix C is a 3.1-dilated balanced (, ρ)-HSS matrix
and then apply Theorem 11. Suppose that our fan-in merging process applied to
a balanced HSS approximation of an m×n CV matrix C begins with k diagonal
blocks Σq of sizes mq×nq and k extended diagonal blocks Σ(c)d of sizes m(c)q ×nq,
for nq ≈ n/k of order log(m+ n) and q = 0, . . . , k − 1 and deduce the following
result from equations (29) and (30).
Theorem 14. An extended balanced (, ρ)-HSS CV matrix C of Theorem 11 is
3.1-dilated provided that the ratio k/2l is reasonably large (cf. Definition 6 and
Remark 4) and that we have chosen a positive parameter θ such that r(θ) ≤ 3
(where r(θ) is the scalar parameter bounded according to (29) and (30)).
Proof. Recall that at the initial level of our balanced recursive merging the unit
circle is partitioned into the arcs Aq = A(φq, φ′q) that have the same length
for all q. Therefore the r(θ)-dilation A(ψq, ψ′q), sharing the center cq with the
arc Aq, has a length invariant in q as well. For r(θ) ≤ 3 such a dilation keeps
the arc A(ψq, ψ′q) in the union of the arc Aq and its two extensions on its both
sides by two arcs, each of the length (r(θ) − 1)(φ′q − φq)/2. This length is at
most φ′q − φq for r(θ) ≤ 3. Therefore all arcs A(ψq, ψ′q) together for all q cover
the union ∪k−1q=0A(φq, φ′q) = {z : |z| = 1} at most three times. Consequently
m
(c)
0 =
∑k−1
q=0 m
(c)
q,0 ≤ 3m =
∑k−1
q=0 mq,0.
Next write n+,0 = maxk−1q=0 nq,0 and n−,0 = min
k−1
q=0 nq,0 and observe that
0 ≤ n+,0 − n−,0 ≤ 1 because the arcs A(ψq, ψ′q) have the same length for all q
and because tj = fωj for |f | = 1. Furthermore note that s(c)0 =
∑k−1
q=0 m
(c)
q,0nq,0 ≤
n+,0
∑k−1
q=0 m
(c)
q,0 = n+,0m
(c)
0 . Similarly s
(c)
0 ≥ n−,0m(c)0 and n−,0m ≤ s0 ≤ n+,0m.
Therefore s(c)0 ≤ n+,0m(c)0 ≤ (n−,0+1)m(c)0 ≤ 3(n−,0+1)m ≤ (3+3/n−,0)s. We
can assume that n−,0 ≥ (n/k)− 1 1, and thus 3/n−,0 < 0.1.
Remark 9. Recall that the scalar parameter r(θ) cubically converges to 1/θ as
k → ∞. Therefore for large integers k and for θ ≈ 1 a “typical” CV matrix is
η-dilated with η ≈ 1.
Combine Theorems 11 and 14 with Corollary 3 and obtain the following results
(cf. Remark 5).
Theorem 15. For an m × n CV matrix C it holds that α(C) = O((m +
n)ρ log(n)) provided that ρ = O(log(1/(δ))) for δ of Corollary 3, which sat-
isfies the bound log(1/δ) = O(log(m + n)). If in addition m = n and the ma-
trix C is nonsingular and hierarchically well conditioned under a certain as-
sociated balanced (, ρ)-HSS merging process, then β(C) = O(nρ2 log(n)). In
particular if log(1/) = O(log(m + n)), then the above estimates imply that
α(C) = O((m+ n) log(m+ n) log(n)) and β(C) = O(n log3(n)).
Because of the dual role of the rows and columns in our constructions we
can readily extend all our results from CV matrices C to CV T matrices CT . In
particular we can extend Theorem 15 as follows.
Corollary 6. The estimates of Theorem 15 also hold for a CV T matrix C.
8 Extensions and modifications
8.1 Computations with Vandermonde matrices and their transposes
Next we employ equations (8)–(11) to extend Theorem 15 to computations with
Vandermonde matrices, their transposes, and with polynomials.
Theorem 16. Suppose that we are given two positive integers m and n and
a vector s = (si)m−1i=0 defining an m × n Vandermonde matrix V = Vs. Write
s+ = maxm−1i=0 |si| and let log(1/) = O(log(m+ n) + n log(s+)). (i) Then
α(V ) + α(V T ) = O((m+ n)(ρ log(m+ n) + n log(s+)). (36)
(ii) Suppose that in addition m = n and for some complex f , |f | = 1, the matrix
Cs,f of equation (7) is nosingular and hierarchically well conditioned under a
certain associated balanced (, ρ)-HSS merging process. Then
β(V ) + β(V T ) = O(nρ2 log(n)). (37)
(iii) Bounds (36) and (37) on α(V ) and β(V ) can be applied also to the solution
of Problems 1 and 2 of Section 3, respectively.
Proof. Combine Theorem 15 and Corollary 6 with equations (8)–(11). The ma-
trices diag(ω−j)n−1j=0 , diag(f
−j)n−1j=0 , and Ω/
√
n = (
√
nΩH)−1 and their inverses
are unitary, and so multiplication by them makes no impact on the output error
norms. Multiplication by the matrix diag(sni − fn)m−1i=0 can increase the value
log2(1/) by at most log2(sn++1), whereas multiplication by its inverse form = n
can increase this value by at most log2(∆) for ∆ = 1/maxf : |f |=1min
m−1
i=0 |sni −
fn|. We can ensure that ∆ ≤ 2m by choosing a proper value f , and so log2(∆) ≤
1+log2(m). Such an increase makes no impact on the asymptotic bounds of The-
orem 16, and so we complete the proof of parts (i) and (ii). Equations (1) and
(2) extend the proof to part (iii).
Note that the term n log(s+) is dominated and can be removed from the
bound on log(1/) and (36) provided that s+ = 1 +O(
log2(m+n)
n ).
8.2 Computations with other structured matrices, polynomials, and
rational functions
The FMM/HSS techniques of [GR87], [DGR96], [CGR98], and [B10] combined
with the algebraic techniques of [P90] and [Pa] work efficiently for other classes
of structured matrices, and our complexity estimates can be extended and in
some cases strengthened. Next we recall some relevant results from [Pa].
For m × n Toeplitz and Hankel matrices W one yields the bound β(W ) =
O((n) log2(1/) log(n)) where m = n (see [Pa]). Our estimates for CV matrices
can be extended to general Cauchy matrices Cs,t with arbitrary sets of knots si
and tj provided that we allow to increase the approximation errors by factors
||C|| ||C−1|| for C = Cs,f or/and C = Ce,t for constants e and f of our choice
such that |e| = |f | = 1. These estimates and the ones of the previous subsec-
tion are immediately extended to approximate solution of Problems 3 and 4
of rational interpolation and multipoint evaluation. Furthermore all algorithms
and estimates can be extended from Cauchy to generalized Cauchy matrices
f(si− tj)m−1,n−1i,j=0 for various functions f(z) such as x−p for a positive integer p,
ln z, and tan z.
Finally the classes of Toeplitz, Hankel, Vandermonde and Cauchy matricesW
have been extended to larger classes of m× n matrices M that have structures
of Toeplitz, Hankel, Vandermonde and Cauchy types. They allow compressed
expressions through their displacements AM−MB of small ranks d for operator
matrices A and B fixed for each of the four structures, that is through at most
(m + n)d parameters per matrix. The known fast algorithms for computations
with Toeplitz, Hankel, Vandermonde and Cauchy matrices are extended to these
classes, and this includes fast approximation algorithms, with the estimates of
this papers changed into α′(M) = O(dα(W )) and β′′(M) = O(dβ(W )) for
′ = O(d|F |) and ′′ = O(d|F | ||M−1||) (cf. [Pa]).
8.3 Numerical rank of the admissible blocks and the impact on the
implementation
To implement our algorithms one can compute the centers cq and the admissi-
ble blocks N̂q of bounded ranks throughout the merging process, but one can
avoid a large part of these computations by following the papers [CGS07], [X12],
[XXG12], and [XXCBa]. They bypass the computation of the centers cq and im-
mediately compute the HSS generators for the admissible blocks N̂q, defined by
HSS trees. The length of the generators can be chosen equal to the available up-
per bound ρ on the numerical ranks of these blocks or can be adapted empirically.
Our computational cost bounds α(M) and β(M) are proportional to ρ and ρ2,
respectively, and so they decrease as the numerical rank ρ decreases. In particular
our complexity bounds decrease to the level α(C) = O(n log(1/) log(n)) and
β(C) = O(n log2(1/) log(n)) where the -rank decreases to the levelO(log(1/))
(cf. our Remark 8), thus extending the latter bound to the case of Toeplitz and
Hankel inputs.
9 Conclusions
The papers [MRT05], [CGS07], [XXG12], and [XXCBa] combined the advanced
FMM/HSS techniques with a transformation of matrix structures (traced back
to [P90]), in order to devise algorithms that compute approximate solution of
Toeplitx, Hankel, Toeplitz-like, and Hankel-like linear systems of equations in
nearly linear arithmetic time (versus cubic time of the classical algorithms). We
analyzed these algorithms and showed that their power can be extended to yield
similar results for computations with other structured matrices, in particular
Vandermonde and Cauchy matrices (with the extensions to polynomial and ra-
tional evaluation and interpolation). The resulting decrease of the running time
of the known approximation algorithms is by order of magnitude, from quadratic
to nearly linear. We elaborated upon detailed description and analysis of the al-
gorithms, providing new insights into the subject, formal complexity estimates,
and background support for further advances in [Pa], which include the exten-
sion of our results to the case of other matrices having displacement structure
and further acceleration of the known approximation algorithms in the case of
Toeplitz and Hankel inputs.
Appendix
A Legends to Figures 2–10
In Figures 2–8 diagonal blocks are marked by green color. In Figures 2–4 basic
neutered block columns are marked by blue color. In Figures 3 and 4 the pairs
of smaller diagonal blocks (marked by light green color) are merged into their
diagonal unions, each made up of four smaller blocks, marked by light and dark
green colors. In Figures 5–8 the contracted basic neutered block columns, also
called admissible blocks, and shown by blue, each (green) diagonal block has two
red neighboring blocks, and their triples combined form the extended diagonal
blocks. Figures 2, 5 and 6 share their diagonal blocks and are associated with
the values θ equal to 1, 1.25, and 2, respectively. Accordingly, the neighboring
blocks are absent from Figure 2 and are larger in Figure 6 than in Figure 5.
Figures 9 and 10 mark by black color an arc of the unit circle {z : |z = 1|}.
In Figure 9 this arc is intersected by a blue (internal) circle. The two intersection
points τ and τ ′ are the endpoints of the arc A(φ, φ′), having the center c. The
red (external) circle bounds the disc D(c, (2/θ) sin((φ′−φ)/4)). In Figure 10 we
mark by blue the five line intervals [0, τ ], [0, c], [0, τ ′], [τ, c], and [c, τ ]. We mark
by red the two line intervals bounding the intersection of the sector Γ (ψ,ψ′)
and the unit disc D(0, 1) as well as the two perpendiculars from the point c onto
these two bounding lines.
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