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Abstract 
 
Virtualization is considered a popular topic today. The topic for my research is the 
performance of diverse operating systems and applications in the VMware’s virtual 
environment. In this research the mixed methodology was used. This research focuses on 
the stability and reliability of VMware, its virtual operating system performing and 
applications on it. The research questions were formulated to achieve the aim of the 
research. The questions were divided into the primary research question and secondary 
research questions. 
 
The primary research question was: 
How do different operating systems and compatible applications perform in VMware’s 
virtualized environment? 
 
The secondary research questions that helped in answering the main research question 
were: 
Which is the current cost effective virtual environment in the market?  
What constraints if any exist in the use of VMware?  
Which Operating System and applications perform well on VMware?  
How is the performance of the virtual operating systems affected with change in 
resources?  
 
Test environments in which the researcher performed experiments on VMware with 
various operating systems and applications were set up to record the results on how 
efficient, stable and reliable the chosen applications performed on different environments. 
The four main resources that were monitored were the Central Processing Unit (CPU), 
Random Access Memory (RAM), Disk Space (Storage) and Network usage. Other tasks 
that were monitored were, the response time to the boot-up and shut-down of the 
operating systems and its applications. Monitoring of these tasks were conducted using 
physical tools such as a digital stop watch, analytical tools such as the windows task 
manager, system monitor etc. The results were then recorded in a matrix/tabular form. 
Later these results were analysed to answer the research questions.  
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The purpose of the research is to test the impact of virtual operating systems and 
applications running on the virtual environment of VMware. Performances of two 
applications were tested on the three Operating Systems which ran on top of VMware 
Workstation 6. The virtual environment (VMware Workstation 6) consisted of three 
operating systems namely: UBUNTU Linux, Microsoft Windows XP Home Edition and 
Apple Macintosh OS X.  
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Chapter 1: Introduction 
1.1 Overview 
This chapter provides an understanding of the concept of ‘Virtualization’ in the field of 
computing. It also introduces a virtualization tool called ‘VMware’ since this research 
focuses mainly on this tool of virtualization. The chapter also describes the author’s 
interest in choosing this topic for his research. The research topic and the aim of this 
research are introduced along with the research questions that have been formulated so as 
to meet the aim of this research. The research method is then reviewed and the limitations 
experienced by the author are identified. Finally, the structure of this thesis is briefly 
outlined.  
 
1.2 Background 
Information Technology is emerging so rapidly that it is not only changing the way we 
use computers but also the way we manage and use our resources. The hardware of the 
prevailing x86 computers we use today was initially intended to run only a single 
Operating System and just one or multiple applications concurrently depending upon 
available hardware resources. It was possible to have multiple operating systems on a 
computer but only one active operating system at a time i.e. it was only possible to boot 
with one Operating System at a time. However, virtualization has made it possible to run 
multiple operating systems and multiple applications concurrently on a single stand alone 
machine with significant hardware resources, thereby helping businesses to run the latest 
technologies with fewer resources resulting in economies of scale. The concept of 
Virtualization has been viewed in various ways by different authors. Following are some 
of the ways different authors have viewed the concept of virtualization.    
 
1.2.1 Definitions of Virtualization 
VMware defines Virtualization as a general layer that permits the running of a number of 
virtual machines, with various operating systems to run independently and concurrently 
on one physical machine. This is achieved by sharing of hardware resources among the 
operating systems making it possible to run multiple virtual machines with a variety of 
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operating systems simultaneously on a physical machine. In-order to run an operating 
system and its applications, a set of hardware resources are assigned to the virtual 
machines (VMware, 2007a).  
Virtualization is a process of providing an abstraction layer between the hardware 
resources of a computer and the software that runs on that machine. Using virtualization 
it is possible to run multiple operating systems simultaneously on a single computer. It is 
also possible to separate a single physical server into a number of logical servers and 
each of these logical servers is able to run an operating system with its applications of 
choice  (Waters, 2007). 
Robert Stinnett in his article “What is Virtualization” defines virtualization as a technique 
in which single or multiple physical resources of a system appear as a single logical 
resource. Many IT professionals have been using this method of virtualization known as 
resource virtualization, in-order to differentiate devices of the system from their logical 
names. The concept of virtualization has been around in the world of IT since the 1960’s 
(Stinnett, 2008), first made popular by the IBM 360 mainframe systems. This system was 
partially virtualized so as to separate physical resources of the system from the logical 
devices. As of today, virtualization mainly focuses on platform virtualization. Platform 
virtualization is a method where a control program called the host creates a virtual 
computer environment for the virtual operating system, also known as the guest operating 
system. It is possible to have multiple guest OS’s running simultaneously on the virtual 
environment, sharing the physical hardware of the host. The guest operating system 
behaves and functions just as it would run on a single physical system using physical 
hardware since it does not know it is running on virtualized hardware (Stinnett, 2008).    
 
During the 1990’s the main use of virtualization was to reconstruct the end-user 
environment on a mainframe hardware machine. For example, if a new program was to 
be tested on another platform such as Windows NT or Linux, the virtualization 
technology would be used to generate the Windows NT or Linux environments. Since the 
introduction of the prevailing Intel x86 architecture and affordable personal computers, 
the concept of virtualization faded and was seen more than just a trend of the mainframe 
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era. Credit for the current rebirth of virtualization goes to VMware, the current leader in 
Virtualization technologies. The first hypervisor was developed by VMware and this led 
to the current advancements in the area of virtualization (Waters, 2007) 
 
1.2.2 Definitions of VMware 
Following are some of the ways different authors have defined the virtualization tool 
‘VMware’: 
Kurt Seifried, the author of the article ‘Honeypotting with VMware’ defines VMware as 
a basic group of software products that creates a Virtual Environment on the base 
Operating System. VMware workstation installs onto Microsoft Windows or Linux and 
permits the operation of various distributions of operating systems to run successfully on 
the Virtual Environment as guest operating systems (Seifried, 2002). VMware installs on 
any operating systems that supports the Intel or AMD hardware architecture. 
No organisation has impacted the Information Technology industry in such a big way as 
VMware has in the past decade (James, 2008). 
Michael E.Callahan defines VMware Workstation as a productive program that permits 
the creation of Virtual Machines (VM). These VM’s have resources such as memory, 
hard drives, CD\DVD drive, input\output resources etc that it shares with its base 
operating system. A variety of operating systems can operate on this workstation just as 
they would operate on an individual machine. They can perform operations such as 
installation of third party software, backing-up and restoring data. A number of Virtual 
Computers can be created and operated independently using VMware Workstation 
(Callahan, 2006). 
 
1.2.3 Feedback on VMware 
The implementation of VMware simplifies the IT aspects of the company. On 
implementation of VMware, companies can control their storage, network and computing 
resources thereby minimising costs and increasing performance (Waters, 2007). 
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VMware Server operates effectively on Windows Server machines, but on the other hand 
Microsoft’s Virtual Server requires the latest service packs, Internet Information Servers 
(IIS), and Active Directories unlike VMware which just needs a basic operating system. 
A variety of Linux distributions can be operated on a VMware Server as a server 
operating system running as a guest operating system in the virtual environment. 
Microsoft provides the support of using XP Professional at a testing level but not on a 
production level. Paid versions of VMware and Xensource do not require host operating 
system so as to run a virtual machine. They run directly over the hardware of the physical 
machine using their embedded micro operating system to run multiple virtual machines 
(Storm, 2007).   
This research thesis will focus on finding the impact of VMware on current 
Desktop\Stand-alone computing environments. Tests have been carried out in controlled 
environments to test how the resources behave considering different operating systems 
and applications operating simultaneously. The behaviour of CPU usage, memory usage, 
system load, network use and hard drive use were constantly monitored using related 
tools. The results of this experiment have been recorded in phases grouping the results of 
each resource tested and recording it in either a tabular form or in the form of matrices.  
     
1.3 Personal interest and motivation 
The author’s interest in choosing virtualization as a research topic was the increase in the 
acceptance of this technology in the society. This was also the reason in choosing 
VMware as the virtualization tool for this research. Appendix 1 displays a graph 
comparing the popularity of VMware with the two other famous virtual environments 
XEN and Microsoft’s Virtual PC.  
 
1.4 The research questions 
The main topic of this research is “Performance of diverse operating systems and 
applications in the VMware’s virtual environment”. This refers to ways in which 
virtualization as a whole and mainly the way the virtualization tool ‘VMware’ has 
impacted the field of computing. There are many factors that have been taken into 
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consideration such as cost and performance while analysing the impact of the 
implementation VMware in the computing environment.  
The main aim of this research has been formulated as the main research question. The 
primary research question was: 
1) How do different operating systems and compatible applications perform in VMware’s 
virtualized environment? 
 
There were secondary questions formulated with a view to help answer the primary 
research questions. The secondary questions were: 
1.1 Which is the current cost effective virtual environment in the market? 
1.2 What constraints if any, exist in the use of VMware?  
1.3 Which operating system and applications perform well on VMware? 
1.4  How is the performance of the virtual operating systems impacted with change in 
resources? 
 
1.5 The research method 
A detailed description of the method of research is given in chapter three. In brief, the 
research methodology used in this research was the quantitative methodology. A testing 
environment was established by the author where a list of experiments was carried out. 
Main data was collected by the help of these experiments. The results of these 
experiments were then recorded in a tabular form and effective analysis was carried out 
on these results. There were two applications that were tested on the different 
environments. The two applications were the ‘VLC (VideoLAN Client) player’ and ‘the 
Firefox browser’. The choices of the application used for testing was based on its wide 
usage as well as diversity of platform dependence / independence. Accordingly, VLC 
player, a media player and Firefox a web browser were selected. VLC player is a 
Windows based application. However, it could be tested on the Windows operating 
system as well as the UBUNTU Linux operating system. The Firefox browser is an open 
source application which can be tested on the Windows operating system as well as the 
UBUNTU Linux operating system. This selection provided the necessary comparison.  
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1.6 Limitations and gaps of this research 
Details on the limitations experienced are described in chapter six. The limitations that 
were experienced focused on the functionality and performance of the operating systems. 
There were experiments that could not be carried out since there were limitations that 
existed particularly with the performance of the Macintosh operating system in the 
VMware virtual environment. 
 
1.7 Structure of this thesis 
The chapter one provides an introduction to virtualization and one of its tools ‘VMware’. 
This chapter also summarises the author’s interest in choosing this topic of study for his 
research. The thesis describes the research topic, questions and methods along with the 
limitations of this research thesis.  
 
Chapter two is a review on the literature researched. At the start of the chapter a literature 
map has been created. This literature map categorises the literature reviewed with its 
references. The literature reviewed discusses the different virtual environments available, 
applications of VMware, tools that were reviewed for the purpose of this research, the 
security issues and some recent and new advancement in this field of computing.  
 
A description of research methodologies is done in chapter three. The methodology that 
has been chosen for this research has been mentioned in this chapter and the reasons for 
choosing this methodology has been stated as well. This chapter also discusses the 
methods in which the collected data and the results were collated, analysed and 
documented.   
 
Chapter four describes the infrastructure that was created with a list of resources used for 
the purpose of conducting the experiments. It provides a step by step procedure for 
creating the virtual environment with a detailed instruction on the installation of the base 
operating system as well as the virtual operating systems. 
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All the experiments and tests are described in chapter five. Every experiment that was 
conducted, the aim of the experiment, its procedure and the equipments required are 
listed. The results are displayed in a tabular form. The analysis of each experiment is 
done in chapter seven.  
 
There were limitations that existed while carrying on this research. Limitations were 
mainly due to the available resources and compatibility issues with the operating systems, 
applications etc. These limitations have been listed in the chapter six.  
 
Chapter seven contains the analysis of the experiments conducted in chapter five. The 
author also discusses the findings of the literature reviewed (chapter two) and the results 
of the experiments carried out (chapter five). In some cases a comparison study has been 
undertaken.  
 
The conclusion and future advancements have been discussed in chapter eight. The main 
questions of this research have been answered and future advancements are discussed 
with a view on an extended research which is also identified.  
 
Chapter nine consists of a reference list, which contains all the authors and references 
used for this research thesis.  
 
1.8 Summary 
The concepts and the background that this research is based on has been described in this 
chapter. The research topic, aim and method have been presented along with the author’s 
interest and motivation for undertaking this research. The primary and the secondary 
research questions have been listed and the methodology used has been briefly described. 
The limitations are identified and finally the structure of this research thesis has been 
outlined. The next chapter consists of the literature review. This literature review studies 
various areas pertaining to the topic of virtualization.  
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Chapter 2: Literature Review 
2.0 Introduction 
The previous chapter covers briefly gave us brief information on various concepts of 
virtualization and its tools. In this chapter a detailed literature review is presented. 
Section 2.1 provides a literature map categorising the literature review carried out. This 
literature review comprises the study that discusses different virtual environments 
available, applications of VMware, tools that were reviewed for the purpose of this 
research, the security issues and some recent and new advancement in the field of 
virtualization. 
  
2.1 Literature Map 
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2.2 Virtualization  
The authors Sean Campbell and Michael Jeronimo state that Virtualization is one of the 
many major technologies to impact computing in the recent years. Virtualization 
promises to consolidate the infrastructure, lower costs, maximise security, ease of 
management, provide better employee productivity, thereby changing the landscape of 
computing. From Sean Campbell and Michael Jeronimo’s perspective, the concept of 
virtualization is a computer within a computer, implemented by software. The concept of 
Virtualization dates back to the 1950’s when a group at the University of Manchester 
introduced memory virtualization by performing an automatic page replacement in the 
Atlas system, a transistorised mainframe environment. The method of paging i.e. to 
accumulate and transmit data up and down the memory stack already existed, but the 
Atlas system, a transistorised mainframe computer, was the first to automate this process, 
thereby providing the first prototype of virtualization. Around 1967 IBM introduced its 
first major system with virtual memory, the System/360 model 67. The concept of 
hardware virtualization also emerged around the same time.  By the mid 1970’s 
virtualization was gaining acceptance by users of a variety of operating systems. Cost 
factor proved to be a major factor since real system resources’ were very expensive as 
compared to the virtual resources. It was during the 1980’s when the need for 
virtualization started to decrease with the increase of low-cost personal computers and 
laptops in the market. During the mid 1990’s the re-emergence of virtualization was 
experienced. During this time there was an explosion in the number of servers used 
within the enterprise sector. There were a number of challenges faced by enterprises, for 
example: it was not feasible to place more than one application on a solitary server, even 
though that one application might utilise only a fraction of the server’s resources. There 
existed other support challenges including security and disaster recovery. Enterprises 
then realised that they were experiencing an increase in costs and a decrease in efficiency 
and productivity. The authors Sean Campbell and Michael Jeronimo wanted to find a way 
in which the resources could be utilised effectively. Their main aim was formulated in the 
form of a question. The question was “How do we merge and strengthen our servers?” 
The answer lay in implementing the Virtualization Technology (Campbell & Jeronimo, 
2006). 
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Virtualization allows more applications to run on fewer machines. It boasts on focusing 
on “Fewer machine more applications”. Virtualization reduces the amount of idle 
processing power on today’s machine. It reduces the hardware cost since more 
applications can run on an individual physical machine. Simon Crosby comments that 
virtualization is good but there is greater possibility of security being breached (Joch, 
2007).   
 
In the year 2002, a network called Techlabs was built by the tutors at the Christchurch 
Polytechnic Institute of Technology (CPIT) for the main purpose of harnessing the power 
of virtual technologies so as to deliver a flexible, cost effective and powerful learning 
environment through the use of virtualization. This paper briefly covers the background 
and reasons for employing virtualization. The paper was presented at the conference of 
National Advisory Committee on Computing Qualifications (NACCQ) in 2004. They 
have discussed some of the changes that were introduced by way of widespread adoption 
of virtualization in the industry and academic sector (Correia & Watson, 2008).  
 
As virtualization increases in maturity, there has been an increase in the number of 
enterprises that are incorporating virtualization into their network infrastructure. By 
realising the benefits virtualization technology has provided, one could consider that 
virtualization is no longer an emerging technology and has certainly entered the 
mainstream. Virtualization has the ability to provide reliability of network services by 
securing the environment and minimising the (security) risk of simultaneous attacks that 
engage the host and thereby lead to its failure on account of more than available 
resources being used. By using virtualization, physical hardware costs can be minimised, 
thus organisations can increase financial savings by way of decreasing energy costs and 
resulting in having less hardware to recycle or dispose off at the equipment’s end of life. 
The concept of virtualization in the field of teaching is not new. There have been many 
ways where IT institutes have used the concept of virtualization to train networking 
students and prepare them for the real world environment they will experience while 
pursuing an IT career. They have been widely used by teaching labs in many pioneering 
ways. Students could build up large and complex virtual networks and test environments 
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of multiple servers with fewer physical resources for the purpose of testing. This has 
proved to be very useful since it significantly reduces the cost of setting up many 
physical machines (Stasiewicz, 2008).  
 
A Real-Time service monitoring software system, which is a first for New Zealand, has 
been launched by AXOM for the use with virtual operating systems. The CEO of 
AXOM, Scott Green comments that “Virtualization has huge potential benefits but each 
instance needs to be managed individually”. Lack of monitoring increases the risk of 
unforeseen problems. The “SaaS” monitoring tool provides a reliable way for customers 
to focus on their business as compared to other  Virtual Environmental (VE) tools that 
offer only various alerts and as a result builds additional tasks (Jackson, 2008).     
 
Businesses in the IT sector are going through a change in their business processes. 
Majority of the companies today use virtualized systems since the cost of running these 
systems are low. Companies save a lot on cost and resources while implementing 
virtualized systems. They reduce from having hundred servers to having twenty servers 
and still manage the same tasks more efficiently and easily (Hendery, 2008).  
 
Virtualization has made it possible for researchers to run software versions representing 
multiple machine which includes an individual copy of an operating system containing 
compilers, utilities and applications thereby making it possible for researchers never to 
use stand alone machine (Grier, 2009).  
 
2.3 Virtual Environments  
The idea that a Personal Computer has to be a dedicated computer for a single job is 
about to change with the adoption of the VIRTUALIZED “DESKTOP 2.0”. As described 
by Templeton, “the XenDesktop virtualization software is the most anticipated product in 
Citrix’s history”. This was stated keeping in mind that it can virtualize each Windows XP 
or Vista PC without the overhead which comes from turning them into separate images. 
A particular users PC is built from scratch each time they log on, using unique 
configurations, and then calling in the necessary applications and operating system 
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components. Once logged off, the resources are recycled since the PC disappears totally. 
It performs just like a PC which also supports high-end graphics capabilities (Dunn, 
2008). 
 
Randall C Kennedy in his article (Kennedy, 2008) makes a comparison between VMware 
Workstation and Sun xVM VirtualBox. One of the best features of VMware is the ease 
and simplicity of installation of its virtual operating system. A new Virtual Machine 
(VM) needs to be created and then direct it to the installation media that has the operating 
system needed for installation. Within a short period of time, VMware has installed the 
guest operating system which also includes the indicated product key and default user 
accounts. Once VMware does the job the user is left with a functional guest operating 
system ready to be used. Another great feature is the “Direct3d” acceleration that it 
supports thereby permitting Direct-X featured games and applications to perform in the 
virtual environment with practically native performance. Sun’s VirtualBox is a product 
they obtained from a tool named Innotek. The later releases of VirtuBox provide support 
for 64-bit hosts which include the Macintosh OS X as well as 64-bit guests. They also 
provide USB device support unlike its earlier three releases. VirtualBox has grown and 
now can be viewed as a substitute to VMware Workstation. The attractive feature is that 
it is free to download and can be re-used as an open source software for free. It provides 
reasonably full support and functionality with the Linux operating system. It is viewed as 
the “lowest common denominator for the budget minded VM enthusiast”. Kennedy 
comments that despite huge improvements in stability and robustness features, 
VirtualBox is far from meeting the challenges of VMware. VirtualBox is considered to be 
in a position where VMware was three to five years back. It may be given a position in 
between the VMware Workstation and the VMware Player. VMware Workstation, 
VMware Player, VMware Server, VMware Fusion are all products of VMware. VMware 
workstation is used when server virtualization is not necessary. VMware Server is used 
when the guest operating system acts as a server with a view to provide server 
functionalities to the guest operating system. VMware Fusion is a Macintosh based 
VMware virtualization layer. VMware Player is a program that enables the running of 
operating system images that run in the virtual environment. Virtual images of the guest 
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operating system cannot be created using VMware player. It just acts as a player that 
reads and executes images of operating systems that have been created using either 
VMware workstation or VMware server (Kennedy, 2008).      
 
2.3.1Different virtual environments 
Citrix’s XEN, XenApp or Xensource is an open-source Virtual Machine Monitor 
(VMM) that was developed in the laboratory of the University of Cambridge. Multiple 
virtual machines can be created through XEN and each virtual machine has the ability to 
run an operating system (Rosen, 2005).  
 
KVM or Kernel Based Virtual Machine is a virtual environment designed to provide 
virtualization for Linux x86 hardware. Two loadable kernel modules known as “kvm.ko” 
and userspace component reside in this machine. Multiple virtual machines can be 
deployed using this virtual machine with the help of Windows or Linux disk images, and 
the hardware resources are private to the virtual machine (Gite, 2006). 
 
Virtual PC is a program developed by Connectix which was later bought by Microsoft in 
2003. Virtual PC enables the running of Windows; IBM OS/2 and Linux operating 
system on Windows based operating systems as well as Macintosh operating systems by 
converting Intel x86 instructions into Power instructions. There is an exception with the 
usability feature as the Macintosh mouse has only one button on it. The user has to press 
additional keys to use the right click feature when needed (Lettice, 2003; Whatis.com, 
2006). 
 
VMware’s virtual machine program that permits the running of many operating systems 
on a single Intel based hardware system. There are different types of VMware versions 
that operate in different environment. VMware Workstation, VMware ACE Edition, 
VMware Fusion and VMware Player are all client versions of VMware range of products. 
The VMware ESX Server is the server version of VMware and the Virtual Desktop 
Manager (VDM) is the thin client version of VMware (PCMag, 2008).   
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Microsoft Hypervisor is a program that is developed by Microsoft. It is a software layer 
that operates above the physical hardware of a system. Its aim is to provide remote 
execution environments known as partitions. Each partition has its own set of hardware 
resources which is shared from the base hardware. The Hypervisor architecture is shown 
in Appendix 3 (Msdn, 2009b).       
 
2.4 VMware 
VMware was founded in the year 1998 and VMware workstation was brought into the 
market by the year 1999. It has been projected that only three percent of all servers run 
virtually as of 2005 and this percentage is likely to grow in the next five years. The 
spread out of servers and increase in IT costs have organisations juggling to find ways to 
decrease the total cost of ownership of their physical infrastructure (Muller, Wilson, 
Happe, & Humphrey, 2005). 
 
Vincent Danen in his article ‘Remotely control VMware server machines’ (Danen, 2006), 
describes on how to control VMware through the command line instead of a graphical 
user interface. This would use less resources as compared to controlling VMware 
graphically (Danen, 2006). 
 
VMware workstation; a desktop virtualization software, allows clients to run multiple 
x86-based operating systems and their applications concurrently on a single PC. VMware 
provides multiple development and testing environments called virtual machines on a 
single PC. Each virtual machine is independent of each other, making sure that if one 
virtual machine crashes, other virtual machines and the host machine are unaffected. The 
VMware virtualization layer connects the physical hardware resources to the virtual 
machines resources; as a result every virtual machine has been assigned CPU, memory 
and I\O devices. The virtual environment i.e. VMware workstation installs on the host 
operating system as a normal application. It offers hardware support by inheriting the 
devices supported on the host machine (VMware, 2005). The Minimum system 
requirements for the VMware workstation to perform effectively are listed in Appendix I  
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There has been a great increase in virtualization tools in the market. For this reason 
organisations like VMware have started focusing on virtualization management tools to 
increase revenue. VMware has released an upgraded Lab Manager Tool priced at USD 
1,295 (NZ$1,773 as of 20th August 2008), for the purpose of making it easier for 
Information Technology departments to manage Virtual Machine configurations that they 
use for the purpose of testing or development. This tool permits software testers and 
developers to select a virtual machine set-up from a collection of configurations that have 
been previously saved, and set-up to a server pool. IT staff only maintains control of 
various tasks performed by users. The version three of this Lab Manager tool adds further 
capabilities for defining the networks connecting virtual machines, as well as multiple 
subnets and multiple network cards for every virtual machine. Role based access support 
is provided permitting assorted user roles to be defined and customisation of rights 
associated with them. Unlike the previous versions, integration with OpenLDAP servers 
is possible rather than just with Microsoft’s Active Directory. This version of Lab 
Manager (version 3) requires VMware Infrastructure 3 Standard or Enterprise, it isn’t 
compatible with VMware Infrastructure 3 Foundation (Sayer, 2008).     
 
VMware in comparison to that of Microsoft’s Virtual PC 2004 proves to be advantageous 
considering the operational speed of the virtual environment. VMware supports Linux 
and other resource such as networking options. It also supports USB and SCSI (Small 
Computer Interface) devices. The main disadvantage is that VMware is more expensive 
as compared to Microsoft’s Virtual PC. It offers less support for Windows based 
operating systems as compared to that of Microsofts Virtual PC 2004 (Baratz, 2004). 
 
In the opinion of Adam Baratz Microsoft’s Virtual PC 2004, it is more user friendly and 
provides better support for Windows operating systems. The disadvantages are that it 
provides limited operating support for OS’s other than that for Windows, and it does not 
support USB as done by VMware (Baratz, 2004). 
 
Laura Didio, a Yankee Group analyst comments in the article by Jon Brodkin (Brodkin, 
2008b) that, when compared with the other virtualization giants like Microsoft, Citrix, 
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Sun, Oracle, Novell and Red Hat, biggest weakness of VMware is its pricing. The price 
of VMware products are around three thousand dollars as compared to the others who 
charge around seven hundred to eight hundred dollars. Microsoft’s virtualization product 
‘Hyper-V’ is priced around twenty eight dollars for the product in itself. This product 
from Microsoft also comes free with the purchase of Windows Server 2008 as an add-on 
program (Brodkin, 2008b).   
 
2.4.1 Applications of VMware 
The university of Wisconsin-Whitewater, an education provider providing Computer 
systems courses related to computer administration and management, needed to provide 
each student with successful access to material so that they could work on their projects 
while on campus or remotely while off campus grounds. This was achieved successfully 
without the need of a large number of workstations thereby reducing large costs and 
proving cost effective. The initial problem faced by the University was that the 
department of Computer Systems demanded 24\7 virtual access to course materials and 
tools needed in Operating Systems Administration courses both while on campus and 
remotely off campus for each student. There are approximately hundred students 
enrolling every semester and providing individual workstations to each student would be 
a complex and an expensive option. They needed to work out an approach that would be 
easy to deploy at less cost, and provide instructor access to student machines to examine 
and evaluate the progress of each student. Secure access was also required to provide 
help to the students and each student’s machine being kept private. It was also vital to 
separate the student learning environment from the rest of the campus network (Benjamin 
& Brett, 2005). 
 
A paper written by William McEwan of the Christchurch Polytechnic Institute of 
Technology (CPIT), discusses various approaches with their advantages and 
disadvantages by which Virtualization can be implemented. This Virtual Machine 
Technology is not a new technology as mentioned earlier. It was developed by IBM in 
the early nineteen sixties and was implemented on mainframe computing systems. Virtual 
Machine (VM) Technology has proven to be very useful and successful in helping in the 
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teaching of multiple operating systems and reducing the cost of setting up expensive 
laboratories and still providing practical hands-on experience to students. This 
technology has also been useful in hands-on teaching of data communications, where 
complicated networks have to be created and reconfigured in order to study the core 
communication protocols (e.g. TCP\IP). A VM runs as a normal application on a 
machine’s standard Operating System. The machine with base operating system is 
commonly referred to as the host. The VM itself successfully emulates a physical 
machine and has its own logical hard drive and other resources therefore an operating 
system can be installed and configured. This operating system can be different from that 
of the base operating system and is often referred to as the virtual or guest operating 
system. A virtual machine of a network of virtual machines can be individually 
configured and tested to crash providing no damage or any adverse effect on the host 
system. There can be more than one VM running on a host system. These VM’s can 
become involved in TCP\IP communications since they can be provided with their own 
virtual network card. Practical teaching laboratories like in CPIT experienced complex 
administrative problems when it came to educating students in multiple operating 
systems. To overcome these administrative problems, methods such as installation of 
hard drives, multiple partitions, specially configured operating system images etc. were 
used. None of these measures proved to be sufficient. Later in a couple of years, in place 
of virtual machines, VMware was implemented and immediately most of the 
administrative and technical problems were solved. In the laboratories computers were 
installed with a standard base operating system and on that resided the VMware 
application which hosts other guest operating systems. There was no longer the need of 
special partitions. During the data communication classes, students would launch 
multiple VM’s on their local workstations and perform experiments on them. Significant 
advantage experienced was that there was a considerable reduction in time that was spent 
on installation and configuration before the use of VMware (McEwan, 2002). 
  
VMware permits system administrators or other enterprise IT professionals to study and 
analyse softwares in the virtual environment, using virtual machines before the actual 
deployment of the product on physical personal computers or servers (VMware, 2005). 
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As the demand for virtualization increases, the management of virtual servers has indeed 
emerged as a hot topic. Microsoft’s VMM 2008 has proved to be the first management 
tool for the purpose of supporting two main technologies from VMware and Xen i.e. 
Hyper-V and hypervisor. This tool is distributed as a separate product and is not 
packaged with the System Centre,  Server Management Suite Enterprise tool (SMSE) 
(Fontana, 2008). 
 
The University Of Sydney (UOS) adapted virtualization through VMware in the year 
2006. This enabled a large number of servers to be run on a single device. Thus they 
succeeded in providing students and staff with a high level of computing services at a low 
cost. As stated by the UOS servers and email services manager Craig Hamilton, the 
university now runs three hundred and six servers on forty nine machines. He also states 
that, this has helped reduce the consumption of energy thereby witnessing reduction in 
the power bill and the management load has minimised tremendously for him and his 
team. He expects to run around four hundred virtual servers by the end of 2008 and move 
from being sixty percent virtualized to ninety percent virtualized (Howarth, 2008).    
 
The finance committee of the Unitec Institute of Technology has agreed to approve the 
implementation storage area network (SAN) as well as the implementation of Virtual 
Server technology. Unitec has been managing a varied range of 160 physical Servers in 
its two campuses. Unitec believes there will be a huge cost reduction, improved 
information storage, better growth management capabilities and an effective centralised 
system by replacing these blade servers with new storage area network. They also believe 
that this will create a better platform where disaster recovery can be made possible in 
future. The implementation of these new blade servers will eliminate 80 of their existing 
servers which in return will give them a return of their investment.    
2.5 Review of Previous Studies 
During mid January 2008, VMware released the public beta version of VMware 
Workstation 6. Technologist Benjamin Koe relates his experience on the installation of 
Ubuntu and Mac OS X on VMware Workstation 6. The machine used was a HP Compaq 
8340 with a 2.0 GHz dual core processor and a 3GB RAM. The base operating system 
 
 
 31
used was Microsoft Windows XP and the two virtual machines were Ubuntu Linux and 
Mac OS X (Tiger). A total of 1GB of RAM and 6GB of hard disk space were allocated to 
each virtual operating system. The author states that he was very happy with the way the 
virtual machine detected the dual core laptop as two processors which can be manually 
allocated unlike VMware Server which only detected one processor. On comparing the 
two virtual operating systems, Ubuntu Linux seemed to perform better as compared to 
Mac OS X, which was very slow. Keo’s study also describes that the Mac OS X can only 
operate when one processor was allocated to it (Koe, 2007).  
 
In an experiment conducted on VMware 6.x and Virtual PC 2007 by Mark, he has 
compared the load times of Microsoft Vista operating on the VMware 6.x and Virtual PC 
2007 virtual environments. The base system used for this experiment was a Core 2 2.13 
GHz Dell that has a 4GB RAM and 160GB Hard Drive for storage. The load time was 
recorded from the BIOS (Basic Input Output System) screen to the login screen of the 
operating system. The results were as follows: Microsoft Vista’s load time was 1 minute 
and 27 seconds when booted on Virtual PC 2007 and 48 seconds when booted on 
VMware 6.x. The author prefers the functionality of the operating system on VMware as 
compared to Virtual PC 2007. He also adds that there are no virtual networking 
capabilities available on Virtual PC 2007 unless Virtual Server 2005 was installed which 
is very sluggish (Mark, 2007).  
 
 An article by Wei-Meng Lee published during September 2006, states that 
“virtualization software such as Virtual PC and VMware do not support running non Intel 
based Macintosh operating system on Windows” (Lee, 2006 ).  
 
An article by Christopher L Merril (Merrill, 2007) investigated the performance impact 
of virtualization on a web application that utilises typical development methodologies. 
This was done for the purpose of testing the performance impact virtualization will 
experience on the web applications as they load on the virtualized server. Four load tests 
were run on the applications. The performance of the web application that ran on 
Microsoft’s Windows 2003 Server was measured first and the performance of the web 
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application that ran on a virtual Microsoft Windows 2003 Server with VMware Server 
1.0.1 being the virtual platform and Linux (CentOS 4.4) being the base operating system 
was measured second. The virtualized server and the local server had the same hardware 
specifications with an Intel Xeon processor. The virtual server ran on a memory of 2GB 
which is the same as the local server. This implies that the physical machine on which the 
virtualized server is running has a memory more than 2GB. The Intel Xeon processor 
supports hyper-threading and since hyper-threading impacts virtualized machines as per 
previous studies, two additional tests were run disabling hyper-threading in both the 
servers (Baratz, 2004).  
Jonathan Wise’s article (Wise, 2007) on the experiments in virtualization, writes about 
his experience in his experiment. For his experiment he booted Microsoft’s Windows XP 
through a parallel virtual machine on a MacBook Pro running a CoreDuo. Windows XP 
booted faster on the virtual environment as compared to directly booting it from a 1.3 
GHz Pentium 4 Dell laptop, based on a Centrino chipset with a 2GB of RAM (Wise, 
2007). The infrastructure bed was not the same as the hardware is different to that used 
by the author of this research.   
The experiment tests how a dual core CPU VM performs as compared to a single CPU. 
The results of another test recorded that with twenty five users on a single CPU the 
performance was seventy five percent on an average. This experiment is an extended 
experiment of running twenty five users in a single CPU virtual machine. The same 
number of users will be present but on a dual core virtual machine. The expectations were 
to get double the amount of users to perform successfully. The specifications of the 
virtual machine consisted of two virtual CPU, 3GB RAM, 20GB hard disk drive, and a 
1GB virtual NIC card. There were fifty users that logged in as compared to twenty five in 
the previous experiment. There were twenty users that logged in and worked for a period 
of over five minutes, another twenty users logged in and worked for over five minutes, 
ten more users logged in and worked for over three minutes, fifty users were logged in 
and working for fifteen minutes and all the fifty were logged off over a period of five 
minutes.  The results were denoted graphically as under: (Virtu-Al, 2008) 
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Fig 2.1 - Experiment one result (Virtu-Al, 2008) 
‘Fig 2.1’ represents the results of the previous experiment. The graph shows that a 3000 
MHz server performs at sixty percent which is not healthy for a virtual machine allocated 
single CPU. 
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Fig 2.2 - Experiment two result (Virtu-Al, 2008) 
‘Fig 2.2’ represents the results of the second experiment. This graph shows that the peak 
CPU usage was achieved prior to the connection of fifty users. The conclusion would be 
that the best practise to achieve more users on a single physical server would be to 
implement processors with dual core or quad core (Virtu-Al, 2008).  
 
2.6 Testing Tools 
ConfigCheck: Tripwire and VMware have worked together and co-developed a free tool 
for VMware ESX Server known as “ConfigCheck” for the purpose of performing 
automatic check of security configurations of the two servers i.e. physical and virtual and 
also to analyse large server installations. What this tool does is that, it checks through the 
large number of configuration settings within the VMware server and categorises those 
that are not set according to the specifications of VMware (Wire, 2008).   
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Windows Task Manager: Windows Task Manager is an application included in the 
Windows New Technology (NT) family of operating systems and can be started by 
hitting the Ctrl, Alt and the delete button in a simultaneous manner. This application 
provides detailed information about the computers current performance and the 
applications being currently used by the computer including the amount of CPU and 
RAM used by them. It also displays memory information, System services, Network 
information and the information of users logged in. The figure 2.3 is a snapshot of the 
Window Task Manager.  
 
Fig 2.3 Windows Task Manager 
 
TPTEST: The purpose of TPTEST is to allow users to measure the speed of their Internet 
connection in a simple way. TPTEST measures the throughput speed to and from various 
reference servers on the Internet. The use of TPTEST may help increase the consumer 
end user knowledge of how Internet services work (opensourcetesing, 2005). 
 
Process Tab 
CPU Usage 
RAM Usage 
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Tsung: Tsung is a circulated load testing tool that has been tested on Linux and works on 
Windows and Macintosh operating systems. It is used to test the stress of HTTP, SOAP 
and Jabber servers. It replicates complicated user behaviours using an XML description 
file and provides real time results which includes response time of CPU usage and 
memory usage (opensourcetesing, 2005). 
 
2.7 Security Issues 
Virtual Desktop Infrastructure (VDI) has benefits when it comes to security. The version 
three VDI solutions ‘VMware View’ has the ability to check out images for mobile use. 
The image is secure and there are less chances of lost device resulting in loss of data 
since an encryption technique is used on the image that is on the mobile device. The 
Remote Desktop Protocol (RDP) lacks the ability to support multimedia streams, 
however; an organisation called ‘Wyse Technology’ has designed the multimedia in their 
TCX product in a RDP so as to overcome this challenge. The VMware View product 
provides multimedia support since it has a software solution developed by Wyse 
Technology known as ‘Wyse TCX’ capability incorporated in it (Lowe, 2008).   
Jake van der Vyer an enterprise business development manager for Lexel argues how 
VMware has changed and impacted the way back-up and recovery was managed. 
Virtualization of the storage and server has made backup and restore an extremely easy 
process. An image of the entire environment can be created and backed up in a different 
location with a few mouse clicks. The previous approach involved creating images of the 
whole server infrastructure on a daily bases. Using VMware the backup can be recovered 
even while offline and on any server that exists in the virtual environment thereby 
making it hardware independent (Greenwood, 2008). 
 
2.8 New Advancements in Virtualization 
An announcement has been made early this November (2008) by VMware that it plans to 
virtualise mobile phone operating systems. This will be made possible by its new Mobile 
virtualization Program (MVP) that was developed by a software technology obtained 
from Trango Virtual Processors. According to VMware, this virtualization program will 
be a thin layer that will reside in mobile phones. This program will separate the data and 
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applications from the core hardware. It focuses on operation of memory-constraint 
devices that consume less power (Staff, 2008).    
 
Scott Lowe explains why we need to consider desktop virtualization, also known as 
Virtual Desktop Infrastructure (VDI).  Even though vendors make promises to reduce 
overall costs, improve efficiency and increase security, these promises don’t always 
prove to be a reality. This was the reason for the author’s evaluation of VDI technology 
at the Westminster College. He comments on how frustrating the desktop upgrade cycle 
is and makes a comparison on how many users increase their operational use on desktop 
technology as time passes, whereas some users have been performing the same 
operations for the past fifteen years. Jobs such as accounting or human resource related 
have not witnessed a lot of changes in the functions over time. Unlike these users, others 
would require additional or greater hardware and shorter refresh cycle as their 
applications may have new features that need extra horsepower as compared to these 
users whose computers do not need to be periodically refreshed. By implementing a VDI 
solution, the process of upgrading the desktop cycle diminishes. This is done by giving 
the users computers that merely change. The users obtain a clean customised desktop 
every time they log into the system which is connected to a VDI host. If the user’s 
computer need more horsepower to run an application, additional servers need to be 
added to the VDI host pool and then the users can connect to the servers with the required 
load. Applications that reside on the VDI host can be used simultaneously by all the 
user’s connected to the host. This simplifies the testing process too since there is just one 
host that needs to be tested (Lowe, 2008).  
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2.8.1 Recent Developments 
 
The figure below shows the setup structure of the ESX server. 
 
Fig 2.4 VMware ESX Server Infrastructure (VMware, 2007b) 
As shown in figure 2.4, the ESX server is an independent virtual platform that does not 
require any operating system as a base. It sits directly on the hardware of the machine and 
operates as an independent operating system itself. Since it sits directly over the hardware 
platform of the physical machine, it has full control of the resources it shares among the 
virtual machines (VMware, 2007b). 
 
There is a growing demand for effective performance of Windows virtualization running 
on Mac OS. Upgrades are being made as of now to the software’s developed by VMware 
Inc and Upstairs Inc that permits windows applications to run virtually and effectively on 
Mac hardware. The new version of VMware Fusion will be able to support virtual 
Machine instances that operate on as much as four processors. It also supports the 
creation of Mac OS X Leopard virtual machine which is not new since Parallel Inc. has 
introduced this in the month of August 2008 (Lai, 2008). 
 
VMware have not integrated virtualization technology into cellular phones. VMware has 
made it possible to combine multiple profiles i.e. for example a personal profile and a 
business profile, into a single cellular phone. This new virtualization platform is known 
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as Mobile Virtualization Platform (MVP) and it will contain a small bare metal 
hypervisor which will be about the size of 20 kilo bytes to 30 kilo bytes and is said to 
operate well with a variety of mobile devices having an ARM processor (India, 2008). 
 
Microsoft has increased its flexibility with its virtualized applications by eliminating the 
licensing restrictions in which virtualized applications needed to be moved to a different 
server after a period of every ninety days. This restriction will effect the most popular 
server applications which include SQL server 2008 enterprise, Exchange Server 2007, 
Dynamics CRM 4.0, Office Share Point Server 2007 and Microsoft System Center 
Products. This was a result of industry observers who claimed the licensing issue to be 
the cause of inflexibility of the system (Brodkin, 2008a).   
 
As reported by Denise Dubie, Start-up BlueStripe has developed a new tool called 
FactFinder. This is a management tool developed for the sole purpose of tracking and 
optimising the performance of applications that operate in the virtual environment 
(Dubie, 2008).  
 
XenApp is an application developed by Citrix Systems Inc. The XenApp server hosts a 
variety of enterprise applications for mobile users. By mid next year (2009) Apple’s 
Appstore would permit iPhone users to connect to the XenApp server and provide access 
to the enterprise applications that it hosts. This function would also be provided to all the 
Windows Mobile and Symbian device users (Smith, 2008). 
 
The Cisco hardware’s networking system is going to support VMware virtual machines 
making Cisco to be a part of the server and virtualization environment. Companies that 
would start using the Cisco hardware wouldn’t be able to control the Intel x86 server 
hardware environments to their best benefit (Leinwand, 2008). 
 
2.9 Summary 
The next chapter contains the research methodology and will briefly describe the methods 
used in this research so as to meet the main aim of this research thesis.  
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Chapter 3: Research Methodology 
3.0 Introduction 
In this chapter the description of research methodologies is presented. The methodology 
chosen for this research has been described in this chapter and the reasons for choosing 
this methodology has also been covered. This chapter also discusses the methods by 
which the collected data and the results were collated, analysed and documented.   
 
Research is mainly carried out for two different purposes. Research undertaken to solve 
an existing problem in the work environment; the other is a research that contributes to 
the general body of knowledge in a particular area of interest  to the researcher (Sekaran, 
1992). This research undertakes the investigation of the performance of various 
applications and operating systems over VMware workstation 6 virtual environment and 
thereby contributes to this body of knowledge.  
 
3.1 Research Methodologies 
Before conducting a research, it is important for the researcher to have a clear 
understanding of research methodologies and choose the most appropriate methodology 
for this research. Therefore the author of this thesis has first discussed the qualitative and 
the quantitative methodology. 
 
Qualitative Research Methodology: A qualitative research methodology can be 
categorised as a type of scientific research. In a scientific research, the research seeks 
answers to a specifically formulated question. The question is answered by following a 
set of predefined procedures. These procedures could be in the form of scientific 
experiments or evidence that is collected and analysed as a part of gathering information. 
Findings that were not set at the beginning are produced. All these characteristics are 
shared by the Qualitative research method. Qualitative research method concerns why 
people behave the way they do and often produces research focusing on the behaviour 
and lifestyle of people (fhi, 2008). In other words this methodology helps in finding what 
is happening in the area of the chosen study.  
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Quantitative Research Methodology: A quantitative research methodology can be 
categorised as a type of market research. This research method is used when the 
researcher wants to know ‘how much’, ’how many’, ‘how often’ etc. This research 
focuses on a large group of people for their information collection. This is usually done 
by a providing the group with a set of questionnaires that are forced-choice or close-
ended and the answers are analysed so as to meet the aim of the research (orau.org, 
2008).   
 
3.2 Chosen Research Methodology  
The chosen methodology for this research is the mixed research methodology since this 
research is carried out by a mixture of qualitative and quantitative methods. The 
qualitative method is used to collect data and conduct literature research. Qualitative 
methods were followed while conducting experiments. The results were then analysed 
using quantitative methods. The results of experiments were compared with one another 
and differences in the results were recorded. Thus both the qualitative and quantitative 
methodologies were used in this research making it a mixed research. 
 
3.3 Research Question 
Research questions have been formulated so as to achieve the main objective for this 
research. There were two categories of questions that were formulated; the primary 
research question and the secondary questions.  
 
The primary research question is:  
How do different operating systems and compatible applications perform in VMware’s 
virtualized environment? 
 
The secondary questions have been formulated with a view to help answer the primary 
research question. The secondary questions were: 
 Which is the current cost effective virtual environment in the market? 
 What constraints if any, exist in the use of VMware?  
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 Which operating systems and applications perform well on VMware? 
 How is the performance of the virtual operating systems impacted with change in 
resources? 
 
3.4 Data Collection and Analysis Method 
This is a mixed methodology research and the data has been gathered using suitable 
techniques. A review of the previous studies, previous experiments were carried out as a 
part of the literature review thereby researching what is happening in the area of 
Virtualization. Data has also been collected through previous experiments and 
observations that were made analysing the results of the experiments conducted. 
The literature was reviewed in chapter two. This literature studied different areas in 
virtualization including the different virtual environments. Previous experiments and 
statistical data were reviewed and a note was made on these data. Gaps were then 
identified on the literature reviewed. Experiments were then carried out in chapter five 
and the results were gathered in a tabular form. Analysis of these results were carried out 
in chapter seven following a discussion on the data gathered through the literature 
reviewed, experiments conducted and results of the experiment analysed.   
  
3.5 Summary 
The next chapter describes the environment used for the purpose of testing. The system 
used for the purpose of testing is described with information of the resources allocated to 
it. It also provides an installation guide for creating the virtual environment and the 
procedure of installing virtual operating systems.   
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Chapter 4: Testing Environment 
4.0 Introduction 
Chapter four describes the infrastructure that was created with a list of resources used for 
the purpose of conducting the experiments. It provides a step by step guide on creating of 
the virtual environment with a detailed instruction on the installation of the base 
operating system as well as the virtual operating systems. 
 
4.1 Building the Test Environment 
 
 
 
Fig – 4.1: The Basic Test Environment 
 
The testing environment consists of a dual processing @ 2.20GHz HP Pavilion dv9000 
Laptop, with a RAM of 3.0GB, Hard Drive capacity of 250GB and a NVIDIA GeForce 
8400 Graphics card.   
This infrastructure has been divided into two parts: the Base Environment (BE) and the 
Virtual Environment (VE). Figure 4.1 shows both the environments. The BE consists of 
the Base Hardware and the Base Operating System. The VE consists of the VMware 
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workstation which in turn consists of three virtual operating systems. The base operating 
system on this machine is a licensed Windows Vista Premium edition. VMware 
Workstation ACE edition v6 is the virtual infrastructure, which bears three virtual 
operating systems namely, Windows XP Home Edition, Ubuntu Linux and Mac OS X. 
The Minimum system requirements for the VMware workstation to perform effectively 
are listed in Appendix 1. The table 4.1 below displays the Physical and Virtual operating 
systems and resources allocated to them.  
OS   RAM Hard Drive Processors 
Physical Win Vista   3.0GB 250GB 2 
Virtual Win XP   512 MB 6 GB 2 
Virtual UBUNTU Linux   512 MB 6 GB 2 
Virtual Mac OS X   512 MB 6 GB 1 
Table 4.1: Operating Systems and its resources 
 
4.1.1 Installation of Base operating system  
In this section the steps taken to install the base operating system i.e. Windows Vista 
Premium edition are covered.  
 
4.1.2 Installation of Virtual Environment  
This section illustrates the steps taken to install the virtual environment i.e. VMware 
Workstation ACE edition v6. VMware workstation ACE edition v6 was downloaded 
from the VMware website (http://www.vmware.com/download/ws/) which includes free 
licensing of the product. This environment is installed on the base operating system 
(Windows Vista Premium) acting as an application. The method of installation is simple, 
where in a wizard guides one through the installation process. 
 
4.1.3 Installation of Virtual operating systems 
This virtual environment consists of three virtual operating systems. These virtual 
operating systems were installed on the virtual environment using the VMware 
workstation.  
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In-order to install the operating systems on the virtual environment, a virtual machine 
needs to be created for the specific operating system being installed. This is done by 
clicking on the icon “New Virtual Machine” on the VMware workstations Graphical User 
Interface (GUI) as shown in Fig 1.  
 
 
Fig 4.2: VMware Workstation 
 
 
 
Once the “New Virtual Machine” icon is clicked, a wizard window appears that helps in 
creating a new virtual machine (Fig 4.2). This wizard guides through the process of 
deploying a new virtual machine till a successful virtual machine is created for a specific 
operating system. The complete process on their virtual machines is described in the 
following paragraphs.  
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Fig 4.3: New Virtual Machine 
 
In the first stage the wizard helps in selecting the appropriate configuration for the new 
virtual machine that is being created. In order to proceed with the creation of the virtual 
server, a selection of a typical configuration path or a custom configuration path needs to 
be chosen. If the typical configuration path is chosen, the creation phase will use the 
default settings i.e. predefined devices and configuration options. If the custom 
configuration path is chosen, the creation phase gives the option to create the virtual 
machine with additional devices or specific configuration options, or with specific 
hardware compatibility requirements. See Fig 4.3.  
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Fig 4.4: New Virtual Machine Wizard 1 
 
 
 
For this installation, the typical option was considered. The wizard on Fig 4.5 only 
appears if the custom option is chosen. This wizard window (Fig 4.6) appears when the 
typical option is chosen in the configuration wizard (Fig 4.4). This option helps in 
choosing the correct platform for the guest or virtual operating system. 
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Fig 4.5: New Virtual Machine Wizard 2 
 
 
As stated earlier, this wizard only appears if the custom option is chosen during the 
configuration wizard (Fig 4.4). This wizard helps in setting the hardware compatibility 
level of the virtual server.   
 
 
 
 
 49
 
Fig 4.6: New Virtual Machine Wizard 3 
 
4.1.3.1 Installation of Windows XP Home Edition: 
In order to install any guest operating system on the virtual environment using VMware, 
the following steps that have been mentioned before remain the same. There were few 
steps that needed change while installing a virtual server for a specific guest operating 
system. In this case the steps for installing Windows XP Home edition are listed in the 
following paragraph. 
 
Fig 4.5 shows the wizard that helps in choosing the specific virtual server. In this case the 
radio button was on Microsoft Windows since Windows XP Home edition was installed. 
At the bottom the version of Microsoft windows was chosen. Windows XP Home Edition 
was selected. 
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Fig 4.7: New Virtual Machine Wizard 4 
This next step in the wizard helps in choosing a location for storing the Virtual Machine. 
The Virtual machines reside on the base operating system. 
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Fig 4.8: New Virtual Machine Wizard 5 
 
4.1.3.2 Installation of Ubuntu Linux 
Fig 4.9 shows the wizard that helps in choosing the specific virtual server. In this case the 
radio button was on Linux since Ubuntu Linux needs to be installed. At the bottom the 
version of Linux needs to be chosen. Ubuntu Linux needs to be selected. 
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Fig 4.9: New Virtual Machine Wizard 6 
 
4.1.3.3 Installation of Mac OS X 
Fig 4.10 shows the wizard hat helps in choosing the specific virtual server. In this case 
the radio button was on other operating system (Non standard operating system supported 
by VMware) since there is no option of Macintosh. 
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Fig 4.10: New Virtual Machine Wizard 7 
 
Problems: Once the virtual server of Macintosh was installed along with the operating 
system, booting of the operating system was a problem that was experienced. The screen 
would freeze to the booting screen. The reason for this was because there was just one 
CPU allocated to the virtual server. 
 
Solution: Allocation of two CPU’s was made resulting in successful booting of the 
operating system. 
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The wizard below (Fig 4.11) appears after the type of operating system is chosen. The 
wizard helps in choosing the type of Network. The options that are available are, either to 
use bridged networking, network address translation, host-only networking or do not use 
a network connection. In this case the use of bridged networking is chosen. 
 
 
Fig 4.11: New Virtual Machine Wizard 8 
 
 
 
 
 
 
 
 
 
 
 
 
 55
This step within the wizard is the last step in the creation of a new virtual machine. In this 
we manually select the Hard disk capacity needed to be allocated to the virtual machine. 
The default is set to 6.00GB. The option of splitting this 6.00GB into 2.00GB or 3.00GB 
partitions is available. This can be changed after the virtual machine is created as well. 
 
 
Fig 4.12: New Virtual Machine Wizard 9 
 
4.2 Summary 
This chapter was a guide to the successful deployment of the virtual environment with its 
operating systems. The next chapter consists of all the experiments carried out for the 
purpose of this thesis.  
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Chapter 5: Experiments & Tests 
5.0 Introduction 
This chapter consists of all the experiments and tests that were carried out by the 
researcher. For every experiment carried out the aim of the experiment, its procedure and 
the equipments required are listed. The results are displayed in a tabular form after each 
experiment.  
 
5.1 Experiment 1: Operating System response time. 
The successful deployment of the three virtual operating systems can be seen in the 
snapshot shown in the figure 5.1. 
 
 
Fig 5.1: Virtual Platforms 
 
The above figure shows the snapshot of the three virtual operating system’s (UBUNTU 
Linux, Windows XP and Macintosh OS X) running successfully on the base OS 
(Windows Vista). 
Base Windows Vista Guest UBUNTU Linux Guest Windows XP Guest Mac OS X 
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The deployment of the three virtual operating systems was successful but there were 
certain limitations. The Macintosh virtual operating system had issues connecting to the 
Local Area Network (LAN) and the wireless network. There are no wireless networking 
capabilities with the other two virtual operating systems. The wireless network capability 
issue only arose when a virtual network connection was established among the virtual 
machines and the base machine. Therefore it was noted that the Macintosh virtual 
operating system had limitations that it did not have networking capabilities. The other 
virtual operating systems were able to maintain established virtual network connection. 
  
5.1.1 Experiment 1.1: System Load and Shutdown Time. 
Aim of the Experiment: To test the system start-up (load) time and the shutdown time 
for the operating system’s running on a physical system as compared to the same OS’s 
running on the virtual platform and having the same resources as the physical system.  
 
Equipment Used: 
1 Physical system with Windows XP as the operating system, 
1 Physical system with UBUNTU Linux as the operating system, 
1 Physical system with MAC OSX as the operating system, 
1 Physical system with Windows Vista acting as a Host, while it runs; 
1 Virtual system with Windows XP as the Virtual operating system, 
1 Virtual system with UBUNTU Linux as the Virtual operating system, and 
1 Virtual system with MAC OSX as the Virtual operating system,  
VMware workstation virtual environment for the above three virtual operating 
systems, 
1 Digital Stopwatch; 
 
Process: In the first experiment the stop watch was used to record the start-up time (Boot 
time) of the operating systems that reside on the physical systems. Each physical 
operating system was tested individually. The physical machine and the stop watch were 
started at the same time so as to get an accurate result. Each physical operating system’s 
load time and shut down time was recorded for one operating system at a time. In the 
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second experiment, the same stopwatch was used to record the start-up and shut down 
time of the three virtual operating systems. The three virtual operating systems shared the 
same host operating system which was Windows Vista. It should be noted that the host 
operating system was powered on and the virtual operating systems were running on a 
virtual environment that was running as an application on the host operating system.  
 
The table below shows the results of the experiment. In this experiment the resources 
recommended (as minimum requirement) considering the available resources of the 
physical machine were used for the operating systems. 
 
OS Boot Shut-down RAM Hard Drive Processors 
*Physical Win Vista 26 sec 18 sec 3.0GB 250GB 2 
Physical Win XP 25 sec 21 sec 1.0GB 80GB 2 
Physical UBUNTU 
Linux 
40 sec 15 sec 512MB 80GB 2 
Physical Mac OS X 32 sec 12 sec 1.0GB 80GB 1 
Virtual Win XP 29 sec 24 sec 512 MB 6 GB 2 
Virtual UBUNTU 
Linux 
  43 sec 15 sec 512 MB 6 GB 2 
Virtual Mac OS X  1min and 
15 sec 
16 sec 1.5 GB 6 GB 1 
Table 5.1: Boot and Shutdown time with recommended resources 
 *The readings for Physical Win Vista are just for reference purpose and have not 
been compared with any of the operating systems.   
 
The table 5.2 shows the results of the experiment with same resources for all the 
operating systems. The resources of the physical and virtual operating system are the 
same for all the systems. This table includes the system boot and shutdown time for the 
three operating systems running. This will compare the performance of the three 
operating systems running on the physical system with the same operating systems 
running in the virtual environment. The resources of the physical Windows Vista system 
cannot be changed since the resources are needed for the effective running of the virtual 
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environment which consists of the three operating systems and have been mentioned only 
for interest. 
 
OS Boot Shut-down RAM Hard Drive Processors 
Physical Win Vista 26 sec 18 sec 3.0GB 250GB 2 
Physical Win XP 27 sec 22 sec 512MB 80GB 2 
Physical UBUNTU 
Linux 
40 sec 15 sec 512MB 80GB 2 
Physical Mac OS X 36 sec 15 sec 512MB 80GB 1 
Virtual Win XP 29 sec 24 sec 512MB 6.0GB 2 
Virtual UBUNTU 
Linux 
43 sec 15 sec 512MB 6.0GB 2 
Virtual Mac OS X 1:28 sec 21 sec 512MB 6.0GB 1 
Table 5.2: Boot and Shutdown time with modified resources 
*The readings for Physical Win Vista are just for reference purpose and have not 
been compared with any of the operating systems.   
Limitations: The physical machine running the base operating system (Windows Vista) 
needed more resources as compared to the other three physical machines each running 
Windows XP, UBUNTU Linux and Mac OS X since it hosted the virtual environment 
(VMware) and its resources were shared between the virtual machines. Another 
limitation was that the Mac OS X operating system did not boot when allocated two 
CPU’s in the virtual environment. The physical Mac OS X ran on a single CPU as well. 
An equal amount of RAM was shared among the physical and virtual operating systems 
with an exception for Microsoft Vista since it is the base operating system hosting the 
virtual environment. The Hard disk capacity was the same for the physical systems 
except Microsoft Visa since it hosted the virtual environment. The maximum hard disk 
capacity that could be allocated to the virtual machines was six gigabytes.   
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5.1.2 Experiment 1.2: System Load and Shutdown time in different 
sequence 
 
Aim of the Experiment: To test the system load and shutdown times using a matrix 
where in the boot and shutdown priority was assigned to each operating system so, as to 
record the time taken in every possible order. This strategy was used to test the variation 
in the results when booted in a prioritised order. To test weather the guest operating 
booted first has the same response time as when booted after the other guest operating 
systems are loaded.  
 
Equipment Used: 
1 Physical system with Windows Vista acting as a Host, while it is already up and 
running; 
1 Virtual system with Windows XP as the Virtual operating system, 
1 Virtual system with UBUNTU Linux as the Virtual operating system, & 
1 Virtual system with MAC OSX as the Virtual operating system,  
VMware workstation virtual environment, 
1 Digital Stopwatch; 
 
Process: In this experiment, a stopwatch was used to record the booting-up and shut 
down time of each of the virtual operating system while they were booted and shut in a 
prioritised manner. It may be noted that at the end of each sequence all the three virtual 
operating systems were booted successfully. The sequence used to prioritise the boot and 
shut down of the virtual operating systems were: 
 
1          2          3 
1          3          2 
2          1          3 
2          3          1 
3          1          2 
3          2          1    
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1 - UBUNTU Linux 
2 - Windows XP 
3 - Macintosh operating system 
The table below shows the boot-up time (in sec’s/min:sec’s) for the three virtual systems 
running in the virtual environment when prioritised to booted first, second or third.  
 
Table A: Boot (System Load): 
1st OS Boot 2nd OS Boot 3rd OS Boot 
UBUNTU Linux 43 Win XP 30 Mac OS X 1:16 
UBUNTU Linux 43 Mac OS X 1:15 Win XP 31 
Win XP 29 UBUNTU Linux 43 Mac OS X 1:17 
Win XP 29 Mac OS X 1:17 UBUNTU Linux 44 
Mac OS X 1:15 UBUNTU Linux 44 Win XP 32 
Mac OS X 1:15 Win XP 31 UBUNTU Linux 45 
Table 5.3: Boot time in sequence 
 
The table below shows the shutdown time for the three virtual systems running on the 
virtual environment when prioritised to shut down first, second or third.  
 
Table B: Shut Down: 
1st OS Shut 2nd OS Shut 3rd OS Shut 
UBUNTU Linux 15 Win XP 24 Mac OS X 17 
UBUNTU Linux 15 Mac OS X 16 Win XP 24 
Win XP 24 UBUNTU Linux 15 Mac OS X 17 
Win XP 24 Mac OS X 16 UBUNTU Linux 16 
Mac OS X 16 UBUNTU Linux 15 Win XP 24 
Mac OS X 16 Win XP 24 UBUNTU Linux 17 
Table 5.4: Shutdown time in sequence 
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5.1.3 Experiment 1.3: Networking performance of virtualized system 
with another physically networked system 
 
Aim of the Experiment: To test the networking performance of  virtualized system with 
another physically networked system. Network diagram is shown in Fig 5.2.  
 
Equipments Used:  
1 Physical system with Windows XP as the operating system, 
1 Physical system with Windows Vista acting as a Host, while it runs; 
1 Virtual system with Windows XP as the Virtual operating system, 
1 Virtual system with UBUNTU Linux as the Virtual operating system, & 
1 Virtual system with MAC OSX as the Virtual operating system,  
(Using VMware workstation virtual environment) 
1 Physical Switch, 
2 Local Area Network Patch chords; 
 
Procedure: This experiment requires provision for networking and configuration of the 
host system, base operating system and the three Virtual operating systems with another 
physical system running Windows XP. A patch cord connected the Ethernet port of the 
Windows XP system to the Physical Switch. Another patch cord connected the Physical 
Switch to the Ethernet port of the Host machine running Windows Vista. Static IP 
addresses for each guest operating system were assigned. A Virtual switch (VMnet 0) 
was created so as to communicate with the virtual operating systems.  
 
Fig 5.2: Network Diagram 
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5.2 Experiment 2: Resource testing with Third party application 
 
Aim: To test the behaviour of the shared resources used by the virtual operating systems 
while executing third party applications.         
 
                                                                                 
           Virtual Switch 
Fig 5.3 VLC Player application testing 
Equipment Used for testing:  
1 Physical system with Windows Vista acting as a Host, while it is already 
up and running; 
1 Virtual system with Windows XP as the Virtual operating system, 
1 Virtual system with UBUNTU Linux as the Virtual operating system, & 
1 Virtual system with MAC OSX as the Virtual operating system,  
1 VMware workstation virtual environment, 
Windows Task Manager, 
UBUNTU Linux System Monitor, 
1 VLC Player application (Third party application); and, 
1 Digital Stopwatch 
Process: In this experiment, a third party application (VLC Player) was tested on both the 
virtual operating systems. The application from one virtual operating system was 
executed on the second virtual operating system and vice versa using virtual networking 
capabilities. The same application was installed on both the virtual operating systems 
namely Microsoft Windows XP and UBUNTU Linux. In the first part of the experiment, 
the applications were run on their respective operating systems. Subsequently, the same 
application was loaded from the other virtual operating system environment using virtual 
 
VLC Player 
(Third Party application) 
 
 
 
 
Virtual Windows XP 
 
VLC Player 
(Third Party application) 
 
 
 
 
UBUNTU Linux 
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networking capabilities. In both the scenarios the load time for the application was 
recorded with the help of a stopwatch. The details are covered in the following section. 
 
5.2.1 Experiment 2.1: Load time of the Application without 
networking: 
The table below shows the load times of the application that was executed on each of the 
two operating systems one at a time. The results were recorded in three attempts. The 
frequency between the first attempt and the second attempt was fifteen minutes and the 
difference between the second attempt and the third attempt was of an hour. This was 
done to check the difference in the results on each execution. Normal usage of the 
operating system was maintained during the intervals.        
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 1.70 1.20 1.70 
Virtual UBUNTU Linux 3.78 3.42 3.78 
The results are recorded in seconds  
Table 5.5: Load time of VLC player without networking 
 
Below is a graphical representation of the observed results so as to provide a graphical 
view of the results recorded in seconds from a scale of 0.0 to 5.0 seconds. As denoted in 
the graph, the green bar represents the virtual Windows XP operating system and the 
maroon bar represents the virtual UBUNTU Linux operating system. 
 
Fig 5.4: Load time of VLC player without networking 
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5.2.2 Experiment 2.2: Load time of the Application with networking: 
The table below shows the load times of the application that was accessed by the other 
virtual operating system using networking features. The results were recorded in three 
attempts. The interval between the first attempt and the second attempt was fifteen 
minutes and the interval between the second attempt and the third attempt was of an hour. 
This was done to check the difference in the results on each execution. Normal usage of 
the operating system was maintained during the intervals.     
 
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 2.47 2.40 2.52 
Virtual UBUNTU Linux 4.52 4.46 4.57 
The results are recorded in seconds  
Table 5.6: Load time of VLC player with networking 
 
Below is a graphical representation of the observed results so as to provide a graphical 
view of the results recorded in seconds from a scale of 0.0 to 6.0 seconds. As denoted in 
the graph, the green bar represents the virtual Windows XP operating system and the 
maroon bar represents virtual the UBUNTU Linux operating system. 
 
Fig 5.5: Load time of VLC player with networking 
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5.2.3 Experiment 2.3: CPU usage by the application without 
networking: 
Fig 5.6 is a screenshot of the Performance tab in the Windows task manager depicting the 
amount of processor usage (CPU usage) that was needed by the VLC application to 
execute itself in the virtual Windows XP operating system environment. It can be noted 
that the average idol usage CPU usage by the virtual operating system was 2.0 percent. It 
also can be noted that the system used to conduct this experiment was a dual core 
processing system and the task manager demonstrates this as one processor in its CPU 
usage graph. This task manager also shows the total and the available physical memory 
as well as the available system cache. The information other than CPU usage will not be 
considered since the aim of this experiment is to test the CPU usage of the application in 
the virtual environment 
 
.    
Fig 5.6: VLC player on Windows XP Task Manager 
Peak CPU 
usage to 
execute the 
VLC 
application 
Average 
CPU Usage 
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Fig 5.7 is a maximised screenshot of CPU usage, extracted from the Fig 5.6 which exists 
in the Windows Task Manager. This graphical reading clearly shows how much CPU 
power has been used by the application to execute itself in the virtual Windows XP 
environment.  
   
       Fig 5.7: Graphical representation of CPU usage 
 
Fig 5.8 is a screenshot of the UBUNTU’s System Monitor depicting the amount of 
processing usage (CPU usage) that was needed by the VLC application to execute itself 
in the virtual UBUNTU Linux operating system environment. Since the system used to 
conduct this experiment was a dual core system, the System Monitor herein illustrates the 
usage of both the cores. In this case core one is displayed as CPU 1 and core two is 
displayed as CPU 2. This means that UBUNTU Linux recognises the two cores as two 
separate processors unlike Windows XP which recognises them as one. It can be noted 
that the average CPU usage by the virtual operating system was 3.0 percent by the first 
core and 5.4 percent by the second.  
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Fig 5.8: VLC player on UBUNTU Linux System Monitor 
 
Fig 5.9 is a maximised screenshot of the above graph which was part of the UBUNTU 
System Monitor snapshot. This provides graphical reading that clearly shows how much 
CPU has been used by the application to execute itself in the virtual UBUNTU Linux 
environment. 
 
Fig 5.9: Graphical representation of the CPU usage 
 
 
The following table 5.7 shows the percentage of CPU used by both the virtual operating 
systems in order to execute the VLC application. Three attempts were made and the 
observations were noted. The same principle in case of intervals between the 
CPU used to 
execute the 
VLC 
application
Average 
CPU Usage 
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measurements is applied here. As mentioned before, there is a fifteen minute interval 
between the first and the second attempt and the interval between the second attempt and 
the third attempt was of an hour. This was done to check the difference in the results on 
each execution. Normal usage of the operating system was maintained during the 
intervals.     
    
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 43% 41% 43% 
Virtual UBUNTU Linux 62% 60% 62% 
The results are recorded in percentage 
Table 5.7: CPU usage to execute the VLC Application without networking 
 
Below is a graphical representation of the observed results so as to provide a graphical 
view of the results recorded in percentages from a scale of 0 to 100 percent. As denoted 
in the graph, the green bar represents the virtual Windows XP operating system and the 
maroon bar represents virtual UBUNTU Linux operating system.  
 
Fig 5.10: CPU usage to execute the VLC Application without networking 
 
5.2.4 Experiment 2.4: CPU usage by the application with networking: 
The table below shows the percentage of CPU used by the application when it was 
executed from the other virtual operating system using networking features Three 
measurements were made and the observations were noted. As mentioned before, there is 
a fifteen minute interval between the first and the second attempt and the interval 
 
 
 70
between the second attempt and the third attempt was of an hour. This was done to check 
the difference in the results on each execution. Normal usage of the operating system was 
maintained during the intervals.     
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 46 42 45 
Virtual UBUNTU Linux 67 60 64 
The results are recorded in percentage  
Table 5.8: CPU usage to execute the VLC Application with networking 
 
Below is a graphical representation of the observed results so as to provide a graphical 
view of the results recorded in percentages from a scale of 0 to 100 percent. As denoted 
in the graph, the green bar represents the virtual Windows XP operating system and the 
maroon bar represents virtual the UBUNTU Linux operating system. 
 
Fig 5.11: CPU usage to execute the VLC Application with networking 
 
5.2.5 Experiment 2.5: Memory (RAM) usage by the application without 
networking: 
The following figure 5.12 is a screen shot of the process tab in the Windows Task 
Manager depicting the memory used by various tasks running in the virtual Windows XP 
environment. The Image name column displays the names of all running processes. The 
memory usage is calculated and displayed in kilo bytes. For the purpose of the test, only 
the VLC application that is running is considered.  
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Fig 5.12: Windows Task Manager Process Tab 
 
 
Fig 5.13 is a screen shot of the process tab in the UBUNTU’s System Monitor depicting 
the memory used by various tasks running in the virtual UBUNTU Linux environment. 
The Process name column displays the names of all running processes. The memory 
usage is calculated and displayed in mega bytes. For the purpose of the test, only the 
VLC application that is running is considered.  
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Fig 5.13: UBUNTU’s System Monitor Process Tab 
 
The following table 5.9 shows the amount of memory (RAM) used by the application. 
Three measurements were made and the observations were noted. As mentioned before, 
there is a fifteen minute interval between the first and the second attempt and the interval 
between the second attempt and the third attempt was of an hour. This was done to check 
the difference in the results on each execution. Normal usage of the operating system was 
maintained during the intervals. Since the results were in kilo bytes in the Windows Task 
Manager and mega bytes in the UBUNTU’s System Monitor, the results in the table 
display both the values in megabytes for ease of comparison.     
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Virtual Operating 
System 
1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 9.8MB 
(10,044k) 
9.8MB  
(10,035k) 
9.8MB  
(10,062k)  
Virtual UBUNTU Linux 19.1MB  
(19,560k) 
19.1MB 
(19,553k) 
19.1MB 
(19,572k) 
The results are recorded in mega bytes and kilo bites 
Table 5.9: RAM usage to execute the VLC Application without networking 
 
Fig 5.14 is a graphical representation of the observed results so as to provide a graphical 
view of the results recorded in mega bytes in a scale from 0 to 100 mega bytes. As 
denoted in the graph, the green bar represents the virtual Windows XP operating system 
and the maroon bar represents virtual UBUNTU Linux operating system. 
 
Fig 5.14: RAM usage to execute the VLC Application without networking 
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5.2.6 Experiment 2.6: Memory usage by the application with 
networking: 
Following table 5.10 illustrates the result of the RAM usage of the VLC application on 
the two virtual operating systems. The analysis has been undertaken in chapter seven 
 
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 9.8Mb (10,047k) 9.8Mb  
(10,032k) 
9.8Mb  
(10,062k)  
Virtual UBUNTU Linux 19.1Mb  
(19,560k) 
19.1Mb 
(19,553k) 
19.1Mb 
(19,572k) 
The results are recorded in mega bytes and kilo bites 
Table 5.10: RAM usage to execute the VLC Application with networking 
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5.3 Experiment 3: Resource testing with Open source 
application. 
Aim: To test the behaviour of the shared resources used by the virtual operating systems 
while executing open source application.      
 
 
                                                                     
                                                                               
                                                               Virtual Switch 
Fig 5.15: Firefox Browser application testing 
Equipment Used for testing:  
1 Physical system with Windows Vista acting as a Host, while it is already 
up and running; 
1 Virtual system with Windows XP as the Virtual operating system, 
1 Virtual system with UBUNTU Linux as the Virtual operating system, & 
1 Virtual system with MAC OSX as the Virtual operating system,  
1 VMware workstation virtual environment, 
Windows Task Manager, 
UBUNTU Linux System Monitor, 
1 Firefox browser (open source application); and, 
1 Digital Stopwatch 
Process: In this experiment, an open source application (Firefox Browser) was tested on 
the virtual XP and virtual Linux operating systems. The application from one virtual 
operating system was executed on the second virtual operating system and vice versa 
using virtual networking capabilities. The same application was installed on both the 
virtual operating systems namely Microsoft Windows XP and UBUNTU Linux. First the 
applications were run on their respective operating system and then the same application 
that existed on the other virtual operating systems was loaded and run using virtual 
 
 
Firefox Browser 
(Open Source Application) 
 
 
 
Virtual Windows XP 
 
 
Firefox Browser 
 (Open Source Application) 
 
 
 
Virtual UBUNTU Linux 
 
 
 76
networking capabilities. Observations made for load time and the results recorded with 
the help of a stopwatch are given in the following section. 
 
5.3.1 Experiment 3.1: Load time of the Application without 
networking: 
The following table 5.11 shows the load times of the Firefox application that was 
executed within the virtual XP and virtual Linux operating system, one at a time. The 
results were recorded in three attempts. The frequency between the first attempt and the 
second attempt was fifteen minutes and the difference between the second attempt and 
the third attempt was of an hour. This was done to check the difference in the results on 
each execution. Normal usage of the operating system was maintained during the 
intervals.      
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 4.72 2.15 4.62 
Virtual UBUNTU Linux 4.32 1.97 4.06 
The results are recorded in seconds  
Table 5.11: Load time of Firefox browser without networking 
Following figure 5.16 is a graphical representation of the observed results so as to 
provide a graphical view of the results recorded in seconds from a scale of 0.0 to 6.0 
seconds. As denoted in the graph, the green bar represents the virtual Windows XP 
operating system and the maroon bar represents virtual the UBUNTU Linux operating 
system 
 
Fig 5.16: Load time of Firefox browser without networking 
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5.3.2 Experiment 3.2: Load time of the Application with networking: 
The following table 5.12 shows the load times of the application that was accessed by the 
other virtual operating system using networking features. The results were recorded in 
three attempts. The interval between the first attempt and the second attempt was fifteen 
minutes and the interval between the second attempt and the third attempt was of an hour. 
This was done to check the difference in the results on each execution. Normal usage of 
the operating system was maintained during the intervals.     
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 5.22 2.42 4.82 
Virtual UBUNTU Linux 4.52 1.99 4.39 
The results are recorded in seconds  
Table 5.12: Load time of Firefox browser with networking 
Following figure 5.17 is a graphical representation of the observed results so as to 
provide a graphical view of the results recorded in seconds from a scale of 0.0 to 6.0 
seconds. As denoted in the graph, the green bar represents the virtual Windows XP 
operating system and the maroon bar represents virtual the UBUNTU Linux operating 
system. 
 
Fig 5.17 Load time of Firefox browser with networking 
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5.3.3 Experiment 3.3: CPU usage by the application without 
networking: 
Following figure 5.18 is a screenshot of the Performance tab in the Windows task 
manager depicting the amount of processor usage (CPU usage) that was needed by the 
Firefox browser application to execute itself in the virtual Windows XP operating system 
environment. It can be noted that the average CPU usage by the virtual Windows XP 
operating system was 2.0 percent. It can also be noted that the system used to conduct 
this experiment was a dual core processing system and the task manager shows this as 
one processor in its CPU usage graph. This task manager also shows the total and the 
available physical memory as well as the available system cache. The information other 
than CPU usage will not be considered since the aim of this experiment is to test the CPU 
usage of the application in the virtual environment 
 
    
Fig 5.18: Firefox browser on Windows XP Task Manager 
Peak CPU 
usage to 
execute the 
Firefox 
Browser 
Average 
CPU Usage 
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Figure 5.19 is a maximised screenshot of the part of figure 5.18 which exists in the 
Windows Task Manager. This graphical reading clearly shows how much CPU power 
has been used by the application to execute itself in the virtual Windows XP 
environment.  
 
Fig 5.19: Graphical representation of the CPU usage 
Following (Fig5.20) is a screenshot of the UBUNTU’s System Monitor depicting the 
amount of processing usage (CPU usage) was needed by the Firefox browser application 
to execute itself in the virtual UBUNTU Linux operating system environment. Since the 
system used to conduct this experiment was a dual core system, the System Monitor 
herein illustrates the usage of both the cores. In this case core one is displayed as CPU 1 
and core two is displayed as CPU 2. This means that UBUNTU Linux recognises the two 
cores as two separate processors unlike Windows XP which recognises them as one. It 
can be noted that the average CPU usage by the virtual operating system was 5.0 percent 
by the first core and 8.0 percent by the second. 
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Fig 5.20 Firefox browser on UBUNTU Linux System Monitor 
 
Following figure 5.21 is a maximised screenshot of the above graph which exists in the 
UBUNTU System Monitor. This will give a clear graphical reading of how much CPU 
has been used by the application to execute itself in the virtual UBUNTU Linux 
environment. 
 
Fig 5.21 Graphical representation of CPU usage 
 
The table 5.13 shows the percentage of CPU used by both the virtual operating systems in 
order to execute the Firefox browser application. Three attempts were made and the 
observations were noted. The same principle in case of intervals between the 
measurements is applied here. As mentioned before, there is a fifteen minute interval 
Average 
CPU Usage Peak CPU 
usage to 
execute the 
Firefox 
Browser
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between the first and the second attempt and the interval between the second attempt and 
the third attempt was of an hour. This was done to check the difference in the results on 
each execution. Normal usage of the operating system was maintained during the 
intervals.   
    
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 92% 91% 92% 
Virtual UBUNTU Linux 68% 66% 67% 
The results are recorded in percentage 
Table 5.13: CPU usage to execute the Firefox Application without networking 
 
Following figure 5.22 is a graphical representation of the observed results so as to 
provide a graphical view of the results recorded in percentages from a scale of 0 to 120 
percent. As denoted in the graph, the green bar represents the virtual Windows XP 
operating system and the maroon bar represents virtual the UBUNTU Linux operating 
system.  
 
Fig 5.22: CPU usage to execute the Firefox Application without networking 
 
5.3.4 Experiment 3.4: CPU usage by the application with networking: 
The table 5.14 shows the percentage of CPU used by the application when it was 
executed by the other virtual operating system using networking features Three 
measurements were made and the observations were noted. As mentioned before, there is 
a fifteen minute interval between the first and the second attempt and the interval 
between the second attempt and the third attempt was of an hour. This was done to check 
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the difference in the results on each execution. Normal usage of the operating system was 
maintained during the intervals.     
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 94% 92% 93% 
Virtual UBUNTU Linux 69% 66% 67% 
The results are recorded in percentage  
Table 5.14: CPU usage to execute the Firefox Application with networking 
 
Following figure 5.23 is a graphical representation of the observed results so as to 
provide a graphical view of the results recorded in percentages from a scale of 0 to 120 
percent. As denoted in the graph, the green bar represents the virtual Windows XP 
operating system and the maroon bar represents virtual the UBUNTU Linux operating 
system. 
 
Fig 5.23: CPU usage to execute the Firefox Application with networking 
 
5.3.5 Experiment 3.5: Memory (RAM) usage by the application without 
networking: 
Following figure 5.24 is a screen shot of the process tab in the Windows Task Manager 
depicting the memory used by various tasks running in the virtual Windows XP 
environment. The Image name column displays the names of all running processes. The 
memory usage is calculated and displayed in kilo bytes. For the purpose of the test, only 
the Firefox browser application that is running will be considered.  
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Fig 5.24: Windows Task Manager Process Tab 
 
Figure 5.25 is a screen shot of the process tab in the UBUNTU’s System Monitor 
depicting the memory used by various tasks running in the virtual UBUNTU Linux 
environment. The Process name column displays the names of all running processes. The 
memory usage is calculated and displayed in mega bytes. For the purpose of the test, only 
the Firefox browser application that is running will be considered.  
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Fig 5.25: UBUNTU’s System Monitor Process Tab 
 
The table 5.15 shows the amount of memory (RAM) used by the application. Three 
measurements were made and the observations were noted. As mentioned before, there is 
a fifteen minute interval between the first and the second attempt and the interval 
between the second attempt and the third attempt was of an hour. This was done to check 
the difference in the results on each execution. Normal usage of the operating system was 
maintained during the intervals. Since the results were in kilo bytes in the Windows Task 
Manager and mega bytes in the UBUNTU’s System Monitor, the results in the following 
table 5.15 display both the values in megabytes for ease of comparison.     
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Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 26.4MB 
(27,112k) 
26.4MB  
(27,109k) 
26.4MB 
(27,117k) 
Virtual UBUNTU Linux 0.07MB 
(76.0k) 
0.07MB 
 (76.0k) 
0.07MB 
 (76.0k) 
The results are recorded in mega bytes and kilo bites 
Table 5.15: Memory used by the Firefox Application without networking 
Figure 5.26 is a graphical representation of the observed results so as to provide a 
graphical view of the results recorded in mega bytes in a scale from 0 to 50 mega bytes. 
As denoted in the graph, the green bar represents the virtual Windows XP operating 
system and the maroon bar represents virtual UBUNTU Linux operating system. 
 
Fig 5.26: Memory used by the Firefox Application without networking 
 
5.3.6 Experiment 3.6: Memory (RAM) usage by the application with 
networking: 
Following table 5.16 illustrates the result of the RAM usage of the Firefox application on 
the two virtual operating systems. The analysis has been undertaken in chapter seven 
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 26.4MB 
(27,114k) 
26.4MB  
(27,113k) 
26.4MB 
(27,119k) 
Virtual UBUNTU Linux 0.07MB 
(76.0k) 
0.07MB 
 (76.0k) 
0.07MB 
 (76.0k) 
The results are recorded in mega bytes and kilo bites 
Table 5.16: Memory used by the Firefox Application with networking 
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The following figure 5.27 is a graphical representation of the comparison of the two 
results.  
 
Fig 5.27: Memory used by the Firefox Application with networking 
 
5.4 Summary 
This chapter concludes with all the results of the experiments carried out. The next 
chapter describes the limitations that were experienced during the deployment of 
operating systems and testing infrastructure and while the conducting experiments.  
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Chapter 6: Limitations 
6.0 Introduction 
There were limitations that existed while carrying on this research. Limitations were 
mainly due to the available resources and compatibility issues with the operating systems, 
applications etc. This chapter provides an understanding on the limitations experienced 
by the author of this research thesis.  
 
6.1 Limitations experienced: 
The resources available on the physical machine used for testing, limit the virtual 
operating system to three. Therefore three different diverse virtual operating systems 
were tested for this research.  
  
In the author’s observation, a full support of MAC OS X is not provided by VMware and 
hence there have been some limitations that were observed. Networking of the virtual 
MAC OS X was not possible since VMware workstation does not specify Macintosh as 
an operating system it completely supports. The Macintosh operating system was not on 
the list of operating systems supported by VMware. For this reason the category of the 
operating system chosen for the installation of MAC OS X was “Other OS”. The 
operating systems installed under the “Other OS” categories are not privileged with 
Network access and the option of installing VMware tools. For this reason a second 
machine was setup for MAC OS X so as to stabilise this. This machine was accessible by 
the current Base and Virtual environments for the purpose of performance testing. 
 
The performance of applications could not be tested on the virtual Macintosh operating 
system as the applications tested on the virtual environment were not supported on the 
virtual Macintosh operating system. The applications tested were either Windows based 
applications or open source based applications. The networking feature was also used to 
perform application testing and this feature was not available with the virtual Macintosh 
operating system.  
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There was a limitation in executing Windows based applications on the virtual Linux 
platform. So as to execute Windows based applications on the virtual Linux platform, the 
Wine emulator was used.  
 
6.2 Summary 
This chapter has outlined all the limitations faced by the author of this research during the 
deployment and experimental phase of this thesis. The next chapter provides an analysis 
on the results derived, followed by a discussion on the analysis and literature reviewed.   
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Chapter 7: Analysis and Discussion 
7.0 Introduction 
In this Chapter all the experiments conducted in chapter five are analysed. The author 
also discusses the findings of the literature reviewed (chapter two) and the results of the 
experiments conducted (chapter five) to verify if the results of the author’s experiment 
are similar to the earlier research or they have provided additional information or if they 
are different from previous results.  
 
7.1Analysis of experiments conducted 
This section analyses all the experiments carried out in chapter five and discusses the 
findings. The analysis below has the reference number of the experiment and results 
covered earlier in chapter five.  
 
7.1.1 Analysis of Experiment 5.1.1:  
The results of the experiment shows the booting time and the shut down time of operating 
systems booted on a physical machine as base operating system and the same operating 
system when booted on a virtual machine with the same amount of RAM and Hard Drive 
resources allocated to it. The results show, that there was not a big difference in the boot 
and shut down time of the Windows XP operating system as base or virtual operating 
system. The physical Windows XP machine was two seconds faster to boot and two 
seconds faster to shut down as compared to the virtual Windows XP machine having the 
same amount of RAM and CPU resources. The physical UBUNTU Linux machine was 
three seconds faster to boot whereas it took the same time to shut down as compared to 
the virtual UBUNTU Linux machine having the same amount of RAM and CPU 
resources. There was a huge difference of the load time and shut down results of the 
physical MAC OS X machine. The physical Mac OS X machine was one minute and 
eight seconds faster to boot and six seconds faster to shut down as compared to the virtual 
Mac OS X machine having the same RAM and CPU resources. In the author’s opinion 
the reason for this is that, the virtual MAC OS X operating system was not supported by 
the virtual environment (VMware) it was hosted on. It was categorised into the “other” 
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category of operating systems since it did not provide support for the Macintosh 
operating system specifically. The overall performance of the Macintosh operating 
system on VMware proved to be poor considering it consumed a lot of time to perform a 
simple task (for example: opening a window). In the researchers’ point of view, the 
memory resources were very low for the Macintosh operating system to perform 
effectively on the virtual environment. There were certain limitations considering the 
performance or MAC OS X in VMware that have been discussed earlier in this section.    
 
Table 7.1 is a comparison between the load (boot) time of the physical machines as base 
operating system and the load time of the virtual machines. 
OS Faster than VM Slower than VM 
Physical Win XP 2.0 sec ---- 
Physical UBUNTU Linux 3.0 sec ---- 
Physical Mac OS X 1:08 sec ---- 
Table 7.1: Load (boot) time: Physical machine (PM) Vs Virtual machine (VM). 
 
Table 7.2 below is a comparison between the shut down time of the physical machines 
with the shut down time of the virtual machines. 
OS Faster than  VM Slower than VM 
Physical Win XP 2.0 sec ---- 
Physical UBUNTU Linux ---- ---- 
Physical Mac OS X 6.0 sec ---- 
Table 7.2: Shut down time: Physical machine (PM) Vs Virtual machine (VM). 
 
7.1.2 Analysis of Experiment 5.1.2:  
The results of table 5.3 show that the booting process of the virtual operating systems is 
faster when booted first as compared to the time taken when booted second. When booted 
second, the booting process is faster than if it was booted third and slower than if it was 
booted first. The booting time of a virtual operating system booted second or third differs 
with respect to which virtual operating system was booted before. As seen in table 5.3, 
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Ubuntu Linux takes 43 seconds to boot when booted first, which is the same time it takes 
when booted after Win XP. When booted second after the Mac OS X operating system, it 
takes 44 seconds to boot and when booted third after Mac OS X and Win XP 
respectively, it takes 45 seconds to boot. The interesting result to notice is that when 
booted third with respect to Win XP in the start of the booting order, Ubuntu Linux boots 
in 44 seconds. This shows that the operating system that boots first effects on the booting 
time of the operating systems that follow the booting process. 
 
The results of table 5.4 show that the shutdown time for Win XP has not changed 
irrespective to the order in which it was shut down. The shut down time when shut down 
second remains the same as the time it took to shut when shut first in the shut down 
process. The shut down time increases when shut third in the shut down process where 
Win XP is an exception since the time taken for it to shut down remains the same. 
 
7.1.3 Analysis of Experiment 5.2.1:  
The time taken for the VLC application to be executed on virtual XP and virtual Linux 
operating system has been recorded. It was observed that the application loads faster on 
the virtual Windows XP operating system as compared to virtual UBUNTU Linux. In the 
author’s opinion, the reason for this is that the application used is a Windows application 
and requires an open source software called ‘WINE’ to run the application on UBUNTU 
Linux. Since it is basically designed for the Windows operating system, it is bound to 
work better on Windows as compared to Linux. Three attempts were made to execute the 
application and observations were recorded. The reason for conducting experiments three 
times was to check the differences in each of the attempts. As seen from the results there 
was not much fluctuation between each attempt. It needs to be noted that there was a 
fifteen minute difference between the first and the second attempt of execution, and an 
hour difference between the second and the third attempt. The second attempt recorded 
1.20 seconds as compared to 1.70 seconds in the first attempt i.e. 0.50 seconds lesser than 
the first attempt for the virtual Windows XP operating system. The second attempt 
recorded 3.42 seconds as compared to 3.78 seconds in the first attempt i.e. 0.36 seconds 
lesser than the first attempt for UBUNTU Linux. In the author’s opinion, the reason for 
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this is because the application was executed fifteen minutes ago, certain files that were 
needed for execution already resides in the memory and hence the time needed for the 
operating system to load them was saved. There was a gap of an hour between the second 
attempt and the third attempt. When executed the third time, the result was identical to 
when the application was executed first. From researchers’ point of view, this is because 
the memory stack has been refreshed and the application behaves just as it did when it 
was loaded the first time. The difference in the time the application needs to load on the 
virtual Windows XP operating system as compared to the virtual UBUNTU Linux 
operating system is 2.08 seconds. This means that the application loads 2.08 seconds 
faster on the virtual Windows XP operating system as compared to the virtual UBUNTU 
Linux operating system. The reason for applications faster execution time on XP as 
compared to Linux, in the researchers’ opinion, could be that the application chosen was 
a Windows based application. The next section performs the same test using networking 
capabilities to execute the same application over the network.   
 
7.1.4 Analysis of Experiment 5.2.2:  
The time taken for the VLC application to be executed by each of the virtual operating 
system over the network has been recorded. It is observed that just as in the previous 
experiment the application loads faster on the virtual Windows XP operating system as 
compared to the virtual UBUNTU Linux operating system. The reason for this is the 
same as that was discussed earlier in the previous experiment. VLC was designed to work 
better with the Windows operating system. If compared to the previous experiment, it can 
be observed that it needed more time to execute the application over the network as 
compared to executing it in its own environment. In the author’s opinion, the reason for 
this is that since it is using additional resources i.e. the network resources, the time has 
increased. It is a known fact that, execution time increases with increase in resources or 
insufficient resources. In the previous experiment there was not any need to use the 
network resource since the application that was being executed resided on the same 
platform. In this case the virtual operating system had to execute the application from 
another platform over the virtual network and onto its own platform. The same principle 
of time interval was used. There was a fifteen minute gap between the first and the 
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second attempt and an hour’s gap between the second and the third attempt. The third 
attempt used the most time in loading as compared to the first and the second in which 
the second attempt used the least. The next section analyses experiments using the same 
application to test the CPU (Central processing Unit) performance on the virtual 
operating system while executing the application. 
 
7.1.5 Analysis of Experiment 5.2.3:  
The CPU usage by the VLC application by each of the virtual operating system has been 
recorded. It is noted that the virtual Windows XP stands at an advantage here as well. It 
uses only forty three percent as compared to UBUNTU Linux’s sixty two percent. It can 
also be inferred that this is one of the reason why the time taken to execute this 
application is greater than that of Windows XP. 
 
7.1.6 Analysis of Experiment 5.2.4:  
The CPU used by the application to be executed by each of the virtual operating system 
over the network has been recorded. It can be noted that the virtual Windows XP stands 
at an advantage here as well. It uses only forty six percent of CPU time as compared to 
UBUNTU Linux’s sixty seven percent of CPU time. With VLC player being designed as 
a Windows based application, it can be noted that this is one of the reason why the time 
taken to execute this application is greater than that of Windows XP. The difference in 
the CPU usage over the network and when executed from its own environment is three 
percent with the virtual Windows operating system and five percent with the virtual 
UBUNTU Linux operating system during the first attempt. The results in the CPU usage 
considering the first attempt and the third attempt can be considered as the same since 
there is not a huge variation in the results.  
 
7.1.7 Analysis of Experiment 5.2.5:  
The memory used by the application to be executed by each of the virtual operating 
system was recorded. It can be noted that the virtual Windows XP operating system 
utilises less memory as compared to the virtual UBUNTU Linux. The difference in the 
memory used between the two virtual operating systems is nine mega bytes. This means 
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that the VLC application requires nine mega bytes more to run itself in the virtual 
UBUNTU Linux environment as compared to the amount of memory required by the 
application in the Windows XP environment. Since the VLC player was designed to run 
on Windows based operating systems, its performance would not be as impressive when 
executed on other operating systems such as Linux. It can be noted that in all the three 
attempts the memory used by the application was the same with both the virtual operating 
systems unlike that of the CPU usage and the load times which experienced a small 
change when executed during the second attempt. 
 
7.1.8 Analysis of Experiment 5.2.6:  
The memory usage by the application when executed over the network was the same as 
the memory usage by the application when executed in its own environment without 
networking features. Table 7.3 shows the results and the differences of the memory used 
by the application when it was executed in its own environment and on a different 
environment with the help of networking capabilities. 
  Virtual Operating 
System 
1st Attempt 2nd Attempt 3rd Attempt Difference 
Virtual Windows XP 9.8MB 
(10,044k) 
9.8MB  
(10,035k) 
9.8MB  
(10,062k)  
Nil 
Virtual UBUNTU 
Linux 
19.1MB  
(19,560k) 
19.1MB 
(19,553k) 
19.1MB 
(19,572k) 
Nil  
Table 7.3: Comparison of the memory usage by the VLC application when executed with 
networking and without networking features. 
 
7.1.9 Analysis of Experiment 5.3.1:  
The time taken for the Firefox browser application to be executed on each of the virtual 
operating system has been recorded. It can be observed that the application loads faster 
on the virtual UBUNTU Linux operating system as compared to virtual Windows XP 
operating system. In the author’s opinion, the reason for this is the application used is an 
open source application and since UBUNTU Linux is an open source operating system, 
the application runs better on UBUNTU as compared to a Windows based operating 
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system. Three attempts were made to execute the application and record the observations. 
The reason for having three attempts was to check the differences in each of the attempts. 
As seen from the results there has not been much of a fluctuation between each of the 
attempts. It needs to be noted that there was a fifteen minute difference between the first 
and the second attempt of execution, and an hour difference between the second and the 
third attempt. The second attempt recorded 2.15 seconds and 1.97 seconds respectively 
for XP and Linux i.e. 2.57 seconds and 2.35 seconds lesser than the first attempt for 
Windows XP and UBUNTU Linux respectively. In the author’s opinion, the reason for 
this is because the application was executed fifteen minutes ago, certain files that were 
needed for execution already resides in the memory and hence the time needed for the 
operating system to load them was saved. There was then a gap of an hour between the 
second attempt and the third attempt. When executed the third time, the result noted was 
4.67 seconds and 4.06 seconds i.e. 0.05 seconds and 0.26 seconds lesser than the first 
attempt for Windows XP and UBUNTU Linux respectively. There is only a minor 
difference in the result recorded when the application was executed first and third. This is 
because the memory stack has been refreshed and the application behaves just as it did 
when it was executed the first time. The next chapter performs the same test using 
networking capabilities to execute the same application over the network.   
 
7.1.10 Analysis of Experiment 5.3.2:  
The time taken for the Firefox browser application to be executed by each of the virtual 
operating system over the network has been recorded. It can be observed that just as in 
the previous experiment the application loads faster on the virtual UBUNTU Linux 
operating system as compared to the virtual Windows XP operating system. The reason 
for this is the same as that was discussed earlier in the previous experiment. Firefox was 
designed to work better with the Linux operating system since they both share the 
common feature of being open source. If compared to the previous experiment, it can be 
observed that it needed more time to execute the application over the network as 
compared to executing it in its own environment. In the author’s opinion, the reason for 
this is that since it is using additional resources i.e. the network resources, the time will 
increase. Execution time increases with increase in resources or insufficient resources. In 
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the previous experiment there wasn’t the need to use the network resource since the 
application that was being executed resided in the same environment. In this case the 
virtual operating system had to execute the application from another environment over 
the virtual network and onto its own environment. The same principle of interval was 
used. There was a fifteen minute gap between the first and the second attempt and an 
hour’s gap between the second and the third attempt. The second attempt used the least 
time in the execution as compared to the first and the third in which the first attempt used 
the most. The next section performs an experiment using the same application to test the 
CPU (Central processing Unit) performance on the virtual operating system while It can 
be noted that this is one of the reason why the time taken to execute this application is 
greater than that of UBUNTU Linux executing the application. 
 
7.1.11 Analysis of Experiment 5.3.3: 
The CPU usage by the Firefox browser application by each of the virtual operating 
system has been recorded. It is noted that the UBUNTU Linux stands at an advantage. It 
uses only sixty eight percent CPU time as compared to Windows XP’s ninety two 
percent. It can also be inferred that this is one of the reason why the time taken to execute 
this application is greater than that of UBUNTU Linux. 
 
7.1.12 Analysis of Experiment 5.3.4: 
In this experiment, the CPU used by the application to be executed by each of the virtual 
operating system over the network has been recorded. It can be noted that the virtual 
UBUNTU Linux stands at an advantage here as well with Firefox being an opensource 
application running on an opensource operating system. It uses only sixty nine percent of 
CPU time as compared to Windows XP’s ninety four percent of CPU time. The 
difference in the CPU usage over the network and when executed from its own 
environment is two percent with the virtual Windows XP operating system and one 
percent with the virtual UBUNTU Linux operating system during the first attempt. The 
results in the CPU usage considering the first attempt and the third attempt were one 
percent with the virtual Windows XP operating system and two percent with the virtual 
UBUNTU Linux operating system.  
 
 
 97
7.1.13 Analysis of Experiment 5.3.5: 
The memory used by the application to be executed by each of the virtual operating 
system has been recorded. It can be noted that the virtual UBUNTU Linux operating 
system utilises less memory as compared to the virtual Windows XP. The difference in 
the memory used between the two virtual operating systems is 26.3 mega bytes. This 
means that the Firefox application requires 26.3 bytes more to run itself in the virtual 
Windows XP environment as compared to the amount of memory required by the 
application in the UBUNTU Linux environment. It can be noted that in all the three 
attempts the memory used by the application was the same with both the virtual operating 
systems unlike that of the CPU usage and the load times which experienced a small 
change when executed during the second attempt. 
 
7.1.14 Analysis of Experiment 5.3.6: 
The memory usage by the application when executed over the network was the same as 
the memory usage by the application when executed in its own environment without 
networking features. Table 7.4 shows the results and the differences of the memory used 
by the application when it was executed in its own environment and on a different 
environment with the help of networking capabilities. 
Virtual Operating System 1st Attempt 2nd Attempt 3rd Attempt 
Virtual Windows XP 26.4MB 
(27,114k) 
26.4MB  
(27,113k) 
26.4MB 
(27,119k) 
Virtual UBUNTU Linux 0.07MB 
(76.0k) 
0.07MB 
 (76.0k) 
0.07MB 
 (76.0k) 
The results are recorded in mega bytes and kilo bites 
Table 7.4: Comparison of the memory usage by the Firefox browser application when 
executed with networking and without networking features. 
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7.2 Discussion 
In this section the author compares the results of this research with the results from the 
literature reviewed in this research. 
 
An article by Wei-Meng Lee published during September 2006, states that “virtualization 
software such as Virtual PC and VMware do not support running non Intel based 
Macintosh operating system on Windows” (Lee, 2006 ). The infrastructure set up for the 
purpose of the experiments for this thesis disproves this since the experiment of this 
thesis runs three operating systems on the virtual environment (Ubuntu Linux, Windows 
XP and MAC OS X) of which Macintosh is one of them. Although the Macintosh 
operating system wasn’t designed to run on dual processing machines, it is still possible 
to run the operating system by allocating one processor to the virtual environment. The 
author has generalised his article and should have mentioned that the Mac OS X can be 
installed and run, but the result would be slow performance speed and non availability of 
Networking facilities (Lee, 2006 ). 
 
The author of this research thesis has the following comments about Lee’s article       
(Lee, 2006 ): the infrastructure set up for the purpose of the experiments for this thesis 
runs three operating systems on the virtual environment (Ubuntu Linux, Windows XP 
and MAC OS X) of which Macintosh is one of them. Although the Macintosh operating 
system used in this thesis has limitations on its performance as it wasn’t designed to run 
on dual core processing machine, it is still possible to run the Macintosh operating system 
by allocating one processor to the virtual environment. This shows that the author Wei-
Meng Lee in his article has provided insufficient information and has generalised his 
comment with regards to running the Macintosh operating system as a virtual operating 
system over VMware. It would have been more appropriate to have stated in his article 
that the Mac OS X can be installed and run, but there would be certain limitations on its 
performance over the Intel CPU architecture which would result in slow performance 
speed and non availability of networking abilities.  
 
The experience gained by Benjamin Koe’s (Koe, 2007) during the installation of Ubuntu 
and Mac OS X on VMware Workstation 6, are similar to the experience gained by the 
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author of this research during the installation of virtual Ubuntu Linux and virtual Mac OS 
X on VMware Workstation 6. The author of this thesis used three virtual operating 
systems as compared to two virtual operating systems used by Benjamin Koe. The virtual 
Windows XP was the third virtual operating system used by the author of this research 
thesis. For the comparison study, only the common virtual operating systems used by 
both the authors will be discussed. Though resources used by Benjamin Koe and the 
author of this research are not the same, but the experienced gained during installation 
and implementation are similar. VMware Workstation 6 detects both the CPU’s 
separately providing the option of selecting the number of CPU’s that can be allocated to 
the virtual operating system. The author of this article experienced that while two CPU’s 
were allocated to the virtual Mac operating system, booting of the virtual Mac operating 
system was not possible. The operating system froze at the boot screen with no error 
notifications. When one CPU was selected, there were no issues involved and the booting 
of the Mac OS X as well as normal use of the operating system could be performed. 
However, as mentioned before that since VMware Workstation does not support the 
running of Macintosh operating systems specifically, there were limitations in the use of 
Network resources. The following table 7.5 displays the environment created by 
Benjamin Koe and the author of this research thesis. 
Benjamin Koe’s machine  The author’s machine 
HP 8340 2.0GHz CPU HP 9000 2.20GHz CPU 
Base OS Windows XP – 3.0GB RAM Base OS Windows Vista – 3.0GB RAM 
Virtual Ubuntu Linux – 1.0GB RAM Virtual Ubuntu Linux – 512MB RAM 
Virtual Mac OS X – 1.0GB RAM Virtual Mac OS X – 1.5GB RAM 
Each Virtual OS’s HDD Allocation – 6.0GB Each Virtual OS’s HDD Allocation – 6.0GB 
Table 7.5: Comparison of the two machines  
 
In an experiment conducted by Mark (Mark, 2007) on the load times of Microsoft Vista 
on VMware 6.x and Virtual PC 2007, Microsoft Vista recorded 48 seconds to boot on 
VMware 6.x. The author of this thesis has recorded the load time of Microsoft Vista as a 
base operating system on a physical machine as compared to the load time of Virtual 
Microsoft Vista and the result is that Microsoft Vista recorded 26 seconds to boot on a 
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physical machine as a base operating system. This could conclude that the difference 
between the load times of Microsoft Vista and Virtual Microsoft Vista is 22 seconds. 
Therefore, there is a delay of 22 seconds between Microsoft Vista on VMware and 
Microsoft Vista as a Base operating system on a physical machine.  
 
The experiment 1.1 in chapter five discusses the load time and shut down time of the 
physical operating systems and virtual operating systems. The load time and shut down 
time is recorded twice, first with the recommended resources allocated to all the 
operating systems (Table 5.1 in chapter five) and then by allocating similar resources to 
all the operating systems (Table 5.2 in chapter five). The virtual Macintosh operating 
system was allocated with 512MB more RAM than the recommended 1.0GB thereby 
allocating a total of 1.5GB RAM to it. This should increase the performance of the 
Macintosh operating system in terms of the system boot time, system shut down time and 
operational speed. The results of the system boot time and shut down time with 
recommended resources proved that the virtual Macintosh operating system had the worst 
performance as compared to the other two virtual operating systems (virtual Windows XP 
and virtual UBUNTU Linux). The physical Macintosh operating system proved to have a 
better system load time and system shut down time with 1.0GB RAM as compared to 
1.5GB RAM allocated to the virtual Macintosh operating system. In the author’s opinion, 
the reason for this is the compatibility issues that exist with running the Macintosh 
operating system on the VMware virtual environment.  
 
There are a variety of virtual environments available in the market by different vendors. 
In the author’s opinion, the base operating system plays a major role in the performance 
of the virtual environment as it is installed on the base operating system. For example 
VMware fusion was designed to operate on the Macintosh operating system and is not 
compatible with any other operating system acting as its base (Macupdate, 2009). When 
considering the cost of implementing VMware as compared to the other virtual 
environments in the market, it turns out that the pricing is VMware’s biggest weakness 
(Brodkin, 2008b). VMware proves to have better operational speed in the virtual 
environment as compared to the other virtual environments. Microsoft’s Virtual PC on 
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the other hand proves to be more user-friendly but lacks support for operating systems 
other than the Windows based. From Yankee group survey, VMware proves to be 
advantageous as compared to the other virtual environments. There has been an increase 
in the implementation of VMware as compared to the two other leading virtual 
environments XEN and Microsoft’s virtual PC.  
 According to a survey hosted by the Yankee group in 2007 (a research organisation), 
fifty five percent of the customers are planning to accept VMware for server 
virtualization as compared to twenty nine percent accepting Microsoft. The rest i.e. 
around fourteen percent were undecided on their choice, and around two percent were 
purchasing from one of many other vendors. The research then concluded that VMware 
holds around eighty percent of the market as of then (Brodkin, 2008b).  
 
The author of this thesis rates virtual Windows XP to be the best virtual operating system 
in terms of functionality as compared to the other two virtual operating systems used 
(virtual UBUNTU Linux and virtual Mac OS X). Although, the virtual UBUNTU Linux 
operating system performed impressively but there were certain constraints observed with 
its performance. The area of performance where the virtual Windows operating system 
won over the virtual Linux operating system was the ability to communicate with the 
base operating system (Windows Vista). There was a drag and drop facility available 
between the virtual Windows operating system and the base operating system. There 
wasn’t a huge difference in the operational speeds between the virtual Windows and the 
virtual Linux operating system. The virtual Macintosh operating system performed 
poorly with no networking support and was time consuming when it came to the 
operational speed of executing commands. With this we can say that the virtual Windows 
operating system was supported one hundred percent by VMware, the virtual Linux 
operating system not quite hundred percent in terms of the communication between the 
base operating system (Windows Vista), but a hundred percent in terms of usability and 
application performance. The virtual Macintosh operating system performs with 
minimum usability and functionality in VMware environment. The virtual Windows 
operating system and the virtual Linux operating system would be considered as reliable 
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and stable operating systems to work on the VMware platform, but the virtual Macintosh 
operating system would not be considered reliable and stable.  
 
The applications used for the purpose of this thesis were the VLC player and the Firefox 
browser. The author of this research chose these two applications since he wanted to 
compare two applications that were of different types. The VLC player was a windows 
based application and the Firefox browser was an open source application. Both these 
applications performed well on the two virtual operating systems (Windows XP being a 
Windows based operating system, and UBUNTU Linux being an open source operating 
system). The Macintosh operating system was excluded from the application testing 
experiment since there were limitations on compatibility of running these applications on 
the Macintosh operating system. The VLC application performed well on the Windows 
operating system, reason being originally developed for the Windows based application. 
There was not a big difference on the performance of the VLC application on the Linux 
operating system. For windows based applications to run on the Linux operating system 
an emulator was used (Wine emulator). Although, the application ran on Linux through 
the wine emulator, its performance was impressive. The Firefox browser application 
performed better on the Linux operating system as the Linux operating system is open 
source.        
 
The following table 7.6 is a comparison study of the results on the recommended 
resources by the operating system and the resources modified for the use of testing. The 
resources that were used for testing were different as compared to the recommended 
resources. Similar resources were needed to be maintained between the machines for 
effective results.   
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Operating System  Recommended Resources by 
the operating system 
Used Resources for testing 
 RAM        Hard Drive    Processors  RAM       Hard Drive    Processors 
*Physical Win Vista 3.0GB        250GB              2   3.0GB       250GB              2 
Physical Win XP 1.0GB          80GB              2  512MB         80GB              2 
Physical UBUNTU Linux 512MB        80GB              2  512MB         80GB              2 
Physical Mac OS X 1.0GB          80GB              1  512MB         80GB              1 
Virtual Win XP 512MB          6GB              2  512MB          6GB               2 
Virtual UBUNTU Linux 512MB          6GB              2  512MB          6GB               2 
Virtual Mac OS X 1.5GB           6GB               1  512MB          6GB               1 
 *The resources of Physical Win Vista operating system remain the same as it is 
the base operating system that hosts the virtual environment. 
Table 7.6: Comparison of the recommended resources and the resources used. 
 
The following table 7.7 compares the results of the load (boot) time and the shut down 
time of the physical and virtual machines with the recommended and modified resources. 
Load (boot) time: Operating system with recommended resources (RR) Vs operating 
system with modified resources (MR).   
OS with RR Faster than OS with MR Slower than OS with MR 
*Physical Win Vista ---- ---- 
Physical Win XP 2.0 sec ---- 
Physical UBUNTU Linux ---- ---- 
Physical Mac OS X 4.0 sec ---- 
Virtual Win XP ---- ---- 
Virtual UBUNTU Linux ---- ---- 
Virtual Mac OS X 13.0 sec ---- 
*The resources of Physical Win Vista operating system remain the same as it is the base operating system 
that hosts the virtual environment. 
Table 7.7: Results of the load (boot) time and the shut down time of the physical and 
virtual machines with the recommended and modified resources 
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Shut down time: Operating system with recommended resources (RR) Vs operating 
system with modified resources (MR).   
OS with RR Faster than OS with MR Slower than OS with MR 
*Physical Win Vista ---- ---- 
Physical Win XP 1.0 sec ---- 
Physical UBUNTU Linux ---- ---- 
Physical Mac OS X 3.0 sec ---- 
Virtual Win XP ---- ---- 
Virtual UBUNTU Linux ---- ---- 
Virtual Mac OS X 5.0 sec ---- 
Table 7.8: Results of the Shut down time and the shut down time of the physical and 
virtual machines with the recommended and modified resources 
 
The load (boot) time and the shut down time of the physical Windows Vista machine, 
Virtual Windows XP machine and Virtual UBUNTU Linux machine remain the same in 
both cases as the resources haven’t been modified. The load (boot) time of the physical 
Windows XP machine was two seconds faster with the recommended resources when 
compared with the load (boot) time of the physical Windows XP machine with the 
modified resources and the physical Windows XP machine with the recommended 
resources shut down one second faster than the Windows XP machine with modified 
resources. The reason for this was that the modified machine has less RAM and Hard 
disk allocated to it. The physical Mac OS X machine loaded (booted) four seconds faster 
and shut down three seconds faster than the physical Mac OS X with modified resources. 
The virtual Mac OS X machine loaded (booted) thirteen seconds faster and shut down 
five seconds faster than the virtual Mac OS X with modified resources. There was a huge 
difference in the load (boot) time and shut down time between the virtual Mac OS X with 
recommended resources and the virtual Mac OS X with modified resources since there 
was a difference of one gigabyte RAM between the two machines.  
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7.3 Summary 
In this chapter, the experiments conducted in chapter five have been analysed and a 
discussion has been carried out on these analysis and the literature reviewed. In the next 
chapter (chapter eight), the author concludes his findings and suggests areas for further 
research with a suggestion on the future developments.  
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Chapter 8: Conclusion & Recommendations 
This chapter describes the Authors findings with a view to answering the research 
questions. Recommendations have been made by providing a view for extended 
experimentations. The author then lists the direction virtualization is taking in his opinion 
and suggests further developments.  
  
The research herein has satisfied the outcomes by way of answering primary and the 
secondary research questions. The concept of virtualization and the advantages of 
VMware in particular through this study have proved beneficial to the author.   
 
With regard to the question of the current cost effective virtual environment in the 
market, this research concludes that VMware has proven to be an effective virtual 
environment in terms of cost and performance. The implementation of VMware as a 
virtualization tool has been increasing and so are the advancements in its development. A 
discussion carried out in Section 7.2 establishes the effectiveness of VMware as 
compared to the other virtual environments in the market. 
   
As far as the constraints that exist in the use of VMware, there were some limitations 
experienced. These limitations have been documented in Chapter six. Primarily the 
limitations related to functionality of some features of the virtual operating systems over 
VMware and the applications supported by the virtual operating systems.  
 
The experiments discussed in chapter five revealed that basic operating system and 
applications performance over VMware was satisfactory. It would be best suited to 
conclude that the Macintosh operating system proved to be the worst in performance as 
compared to Windows XP and UBUNTU Linux. UBUNTU Linux performed 
impressively on the virtual environment with minor constraints which are listed in 
chapter six. Overall performance of Windows XP operating system proved to be very 
successful. The author therefore recommends Windows XP as the best virtual operating 
system for use over VMware’s virtual environment from among the tested operating 
systems.  
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The study of change in resource allocation affecting performance of different virtual 
operating systems is covered in Section 7.2. A comparison is made between the system 
boot time and the system shut down time of the operating systems with recommended 
resources and the system boot time and the shut down time of the operating systems with 
resources allocated by the author for the purpose of conducting experiments. The 
resources had to be changed for the purpose of conducting experiments since similar 
resources had to be given to each of the operating systems to receive meaningful results.  
The above discussion answers the primary question of how different operating systems 
and compatible applications perform in VMware’s virtualized environment.   
 
This research provides a base for conducting further study in the area of virtualization. 
An experiment designed to find the effectiveness of the virtual operating system when 
deployed within existing virtual OSs and also the limiting conditions for deep nesting of 
the OSs. The other suggestion relates to the extent of the number of virtual OSs that can 
be supported in the VMware virtual environment. This would confirm the validity 
VMware vendor’s contention of no limit to number of virtual OSs on VMware.  
 
Another experiment that is suggested relates to security between virtual OSs and Virtual 
OSs and the external network environment using different virtual environments like 
Microsoft Virtual PC/ Hypervisor, XEN, and VMware. The interse comparison would aid 
organisations to select appropriate virtual environments for their requirements. 
 
Previous few years have noted an incredible increase in developments in the area of 
virtualization. These cover both operating as well as hardware resources (disk and 
memory virtualization). The development of virtualization as discussed earlier in Chapter 
3 in the areas of cell phones and PDAs  is likely to see more activity (Smith, 2008). 
 
The next chapter contains a list of references used in this research thesis and is listed as 
per APA5 standard.  
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Chapter 10: Appendices 
10.1 Appendix 1.  
10.1.1 VMware System Requirements  
 
In order to get VMware running on a system, the minimum system requirements were: 
Host System Requirements: 
Component Min 
Hardware Standard x86 PC, 733MHz. 
Processor Intel: Celeron, Pentium II, III, 4, M, Centrino, Xeon, Core 2 
processors. 
AMD: Athlon, Athlon MP, Athlon XP, Athlon 64, Duron, 
Opteron, Turion 64, Sempron   
RAM 512mb  (Recommended 2GB)  
HDD IDE and SCSI, 1GB free space for each Guest OS.   
Display 16 bit or 32 bit display adapter.  
Optical CD\DVD-ROM IDE and SCSI optical drives, 
CD-ROM and DVD-ROM drives, 
ISO disk image.  
Local Area Networking Any Ethernet controller supported by the host operating system, 
 Non-Ethernet networks supported using built-in network address 
translation (NAT) or using a combination of 
host-only networking plus routing software on the host operating 
system. 
Host Operating System VMware Workstation is available for both Windows and Linux 
host operating systems. 
Windows Host OS-32 bit Workstation supports the following Windows 32-bit host operating 
systems: 
Windows Vista Enterprise Edition, 
Windows Vista Business Edition, 
Windows Vista Home Basic and Premium Editions, 
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Windows Vista Ultimate Edition, 
Windows Server 2003 Standard Edition, SP1, Windows Server 
2003 Web Edition, SP1, 
Windows Server 2003 Enterprise Edition, SP1, 
Windows Server 2003 R2 
(Listed versions are also supported with no service pack.), 
Windows XP Home Edition, SP1, SP2, 
Windows XP Professional, SP1, SP2 (Listed versions are also 
supported with no service pack.), 
Windows 2000 Server SP3, SP4, 
Windows 2000 Professional, SP3, SP4, Windows 2000 Advanced 
Server, SP3, and SP4. 
Windows Host OS-64 bit Windows Vista Enterprise Edition, 
Windows Vista Business Edition, 
Windows Vista Home Basic and Premium Editions, 
Windows Vista Ultimate Edition, 
Windows Server 2003 x64 Edition SP1, Windows Server 2003 
x64 Edition R2, Windows XP Professional x64 Edition, A Web 
browser is required for the Help system. 
Linux Host OS-32 bit Mandriva 
Mandriva Linux 2006 and 2007, 
Mandriva Corporate Desktop 4.0, 
Mandriva Corporate Server 4.0, 
Mandrake Linux 10.1, 
Mandrake Linux 9.0 — stock 2.4.19. 
Red Hat 
Red Hat Enterprise Linux 5.0, Red Hat Enterprise Linux WS 4.5 
(Beta, formerly called 4.0 Update 5), Red Hat Enterprise Linux AS 
4.0, updates 1, 2, 3, 4, Red Hat Enterprise Linux ES 4.0, updates 1, 
2, 3, 4, Red Hat Enterprise Linux WS 4.0, updates 1, 2, 3, 4, Red 
Hat Enterprise Linux AS 3.0, updates 1, 2, 3, 4, 5, 6, 7, 8, 
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Red Hat Enterprise Linux ES 3.0, updates 1, 2, 3, 4, 5, 6, 7, 8, Red 
Hat Enterprise Linux WS 3.0, updates 1, 2, 3, 4, 5, 6, 7, 8, 
Red Hat Enterprise Linux 2.1 — stock 2.4.9-e3, Red Hat Linux 
9.0 — stock 2.4.20-8, upgrade 2.4.20-20.9, Red Hat Linux 8.0 — 
stock 2.4.18, Red Hat Linux 7.3 — stock 2.4.18, Red Hat Linux 
7.2 — stock 2.4.7-10, upgrade 2.4.9-7, upgrade 2.4.9-13, upgrade 
2.4.9-21, upgrade 2.4.9-31,  Red Hat Linux 7.1 — stock 2.4.2-2, 
upgrade 2.4.3-12,  Red Hat Linux 7.0 — stock 2.2.16-22, upgrade 
2.2.17-14. 
SUSE 
SUSE Linux Enterprise Server 10, SUSE Linux Enterprise Server 
9 SP4 (Beta), SUSE Linux Enterprise Server 9, 9 SP1, 9 SP2, 9 
SP3 (Listed versions are also supported with no service pack.), 
SUSE Linux Enterprise Server 8, stock 2.4.19 openSUSE 10.2 
(formerly known as SUSE Linux 10.2), 
SUSE Linux 10.1, 
SUSE Linux 10, 
SUSE Linux 9.3, 
SUSE Linux 9.2, SP1), 
SUSE Linux 9.1 — stock 2.6.4-52, 
SUSE Linux 9.0 — stock 2.4.21-99, 
SUSE Linux 8.2 — stock 2.4.20. 
Ubuntu 
Ubuntu Linux 6.10, 
Ubuntu Linux 6.06, 
Ubuntu Linux 5.10, 
Ubuntu Linux 5.04, 
A Web browser is required for the Help system. 
Linux Host OS-64 bit Mandriva 
Mandriva Linux 2006 and 2007, 
Mandriva Corporate Desktop 4.0, Mandriva Corporate Server 4.0, 
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Important: On 64-bit Mandriva hosts, some 32-bit compatibility 
libraries are required. Specifically, 32-bit glibc, X11, 
and libXtst.so are required. 
Red Hat 
Red Hat Enterprise Linux 5.0, Red Hat Enterprise Linux 4.5 (Beta, 
formerly called 4.0 Update 5), Red Hat Enterprise Linux AS 4.0, 
updates 3, 4, Red Hat Enterprise Linux ES 4.0, updates 3, 4, Red 
Hat Enterprise Linux WS 4.0, updates 3, 4, Red Hat Enterprise 
Linux AS 3.0, stock 2.4.21, updates 2.4.21-15, 6, 7, 8, 
Red Hat Enterprise Linux ES 3.0, stock 2.4.21, updates 2.4.21-15, 
6, 7, 8, 
Red Hat Enterprise Linux WS 3.0, stock 2.4.21, updates 2.4.21-15, 
6, 7, 8. 
SUSE 
SUSE Linux Enterprise Server 10, SUSE Linux Enterprise Server 
9 SP4 (Beta), SUSE Linux Enterprise Server 9, SP1, SP2, SP3, 
(Listed versions are also supported with no service pack.), 
openSUSE 10.2 (formerly known as SUSE Linux 10.2), 
SUSE Linux 10.1, 
SUSE Linux 10, 
SUSE Linux 9.3, 
SUSE Linux 9.2, SP1, SUSE Linux 9.1 — stock 2.6.4-52. 
Ubuntu 
Ubuntu Linux 6.10, 
Ubuntu Linux 6.06, 
Ubuntu Linux 5.10, 
Ubuntu Linux 5.04, 
On 64-bit Ubuntu 6.x hosts, some 32-bit compatibility libraries 
are required. Specifically, 32-bit glibc and X11 are required. See 
the VMware Guest Operating System Installation Guide for 
version details about these operating systems. 
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A Web browser is required for the Help system. 
 
Virtual System Requirements: 
Component Min 
Processor Same processor as that on host computer. 
One virtual processor on a host with one or more logical 
processors. 
Two virtual processors (two-way virtual symmetric 
multiprocessing, or Virtual SMP) on a host with at least 
two logical processors. 
The following are all considered to have two logical processors: 
A multiprocessor host with two or more physical CPUs 
A single-processor host with a multicore CPU 
A single-processor host with hyperthreading enabled 
RAM Up to 8GB, depending on host memory. 
No maximum limit for the total available for all virtual machines 
HDD Up to four devices—disks, CD-ROM or DVD-ROM (DVD 
drives can be used to read data DVD-ROM 
discs; DVD video is not supported). 
 Hard disks can be virtual disks or physical disks. 
 IDE virtual disks up to 950GB. 
 CD-ROM can be a physical device or an ISO image file. 
Display VGA and SVGA support 
Disks Drives Up to 60 devices. 
SCSI virtual disks up to 950GB. 
Hard disks can be virtual disks or physical disks. 
Generic SCSI support allows devices to be used without need for 
drivers in the host operating system. Works 
with scanners, CD-ROM, DVD-ROM, tape drives and other 
SCSI devices. 
LSI Logic LSI53C10xx Ultra320 SCSI I/O controller. 
Mylex (BusLogic) BT-958 compatible host bus adapter (requires 
 
 
 118
add-on driver from VMware for Windows 
XP and Windows Server 2003). 
Local Area Networking Support for 10 virtual Ethernet switches on Microsoft Windows 
host operating systems. Support for 100 virtual 
Ethernet switches on Linux hosts. Three switches are configured 
by default for bridged, host-only, and NAT 
networking. Support for most Ethernet-based protocols, 
including TCP/IP, NetBEUI, Microsoft Networking, Samba, 
Novell Netware, and Network File System. Built-in NAT 
supports client software using TCP/IP, FTP, DNS, HTTP, 
and Telnet, including VPN support for PPTP over NAT. 
Guest OS Microsoft Windows 32-Bit 
Windows Vista (3-D effects not yet supported) 
Windows Server 2003, Small Business Server 2003 
Windows Server 2003 Web Edition 
Windows XP Professional and Home Edition 
Windows 2000 Professional 
Windows 2000 Server 
Windows 2000 Advanced Server 
Windows NT Workstation and Server 4.0 Windows NT 4.0 
Terminal Server Edition 
Windows Me 
Windows 98 
Windows 95 
Windows for Workgroups 
Windows 3.1 
 
Microsoft Windows 64-Bit 
Windows Vista x64 Edition (3-D effects not yet supported) 
Windows Server 2003 x64 Edition 
Windows XP Professional x64 
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Microsoft MS-DOS 
MS-DOS 
 
 
Linux 32-Bit 
Mandriva Linux 2006 and 2007 
Mandrake Linux 
Red Hat Linux 
Red Hat Enterprise Linux Advanced Server, Enterprise Server, 
and Workstation 
SUSE Linux 
SUSE Linux Enterprise Server 
Turbolinux Server, Enterprise Server, Workstation, Desktop 
Novell Linux Desktop 
Sun Java Desktop System (JDS) 
Ubuntu Linux 
 
Linux 64-Bit 
Mandriva Linux 2006 and 2007 
Red Hat Enterprise Linux Advanced Server, Enterprise Server, 
and Workstation 
SUSE Linux Enterprise Server 
SUSE Linux 
Ubuntu Linux 
 
Novell NetWare 32-Bit 
NetWare 
 
Novell Open Enterprise Server 32-Bit 
Open Enterprise Server 32-bit 
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FreeBSD 32-Bit 
FreeBSD 32-bit 
If you use SCSI virtual disks larger than 2GB with FreeBSD 4.0–
4.3, there are known 
problems, and the guest operating system does not boot. To work 
around this issue. 
 
FreeBSD 64-Bit 
FreeBSD 64-bit 
 
Sun Solaris 32-Bit 
Solaris x86 32-bit 
 
Sun Solaris 64-Bit 
Solaris x86 64-bit 
 
Support for 64-Bit Guest Operating Systems 
Workstation supports virtual machines with 64-bit guest 
operating systems, running 
on host machines with the following processors: 
AMD Athlon 64, revision D or later 
AMD Opteron, revision E or later 
AMD Turion 64, revision E or later 
AMD Sempron, 64-bit-capable revision D or later 
Intel EM64T VT-capable processors 
Workstation supports virtual machines with 64-bit guest 
operating systems only on host machines that have one of the 
supported 64-bit processors. When you power on a virtual 
machine with a 64-bit guest operating system, Workstation 
performs an internal check: if the host CPU is not a supported 
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64-bit processor, you cannot power on the virtual machine. 
VMware also provides a standalone utility that you can use 
without Workstation to perform the same check and determine 
whether your CPU is supported for Workstation virtual machines 
with 64-bit guest operating systems.  
Workstation supports virtual machines with 64-bit guest 
operating systems only in versions 5.5 and later. If your version 
of Workstation is 5.0 or earlier, upgrade to version 5.5 or later 
for 64-bit guest operating system support. A virtual machine 
created in Workstation version 5.5 with a 64-bit operating system 
cannot be powered on or resumed in Workstation versions 5.0 
and earlier. 
Serial (COM) Ports Up to four serial (COM) ports. 
Output to serial ports, Windows or Linux files, or named pipes.  
Parallel Ports Up to three bidirectional parallel (LPT) ports. 
Output to parallel ports or host operating system files. 
USB Ports USB 1.1 UHCI controller, with a (transparent) virtual hub so that 
more than two devices can be connected. 
USB 2.0 EHCI controller that supports up to six devices. (You 
need use the virtual machine settings editor to enable USB 2.0 
support. 
Supports most devices, including USB printers, scanners, PDAs, 
hard disk drives, memory card readers and digital cameras, as 
well as streaming devices such as web cams, speakers, and 
microphones. 
Keyboard 104-key Windows 95/98 enhanced 
 
Mouse and Drawing 
Tablets 
PS/2 mouse 
Serial tablets supported 
 
Ethernet Card Up to 10 virtual Ethernet cards. 
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AMD PCnet-PCI II compatible. 
For 64-bit guests: Intel Pro/1000 MT Server Adapter compatible. 
Sound Sound output and input. 
Emulates Creative Labs Sound Blaster AudioPCI. (MIDI input, 
game controllers and joysticks are not supported, except for USB 
devices.) 
 
(Superstore, 2008) 
 
I wrote some days ago, VMware seemed to be faster, sometimes much faster, than 
VirtualPC 2004 when using Windows98 SE as the guest operating system. I've received 
many comments about the "old" architecture of Windows 98 that is, being not very 
adequate to test both products performance. So I installed Windows XP on both VMs and 
benchmarked again. And what? I got some interesting results... 
The test system hardware is the same: 
 AMD XP 2600+ (1.92GHz), 333MHz FSB, 512k L2 cache (Barton)  
 nForce2 Ultra400 Based board (Abit NF7-S 2.0)  
 1024 MB RAM, DDR 333MHz  
 40GB WD hard disk  
 GeForce 4 MX, 64MB DDR AGP video card  
 Windows XP, Service Pack 1  
Full info on... http://usuarios.lycos.es/hernandp/articles/vpcvsII.html 
(Pietro, 2007) 
Pietro, H. D. (2004). VMware Workstation 4.5 Review (Publication. Retrieved 9th 
June 2008: http://usuarios.lycos.es/hernandp/articles/vmware45.html 
Previous Article 
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(Pietro, 2004) 
Cambridge, U. o. (2006). The Xen™ virtual machine monitor (Publication. 
Retrieved 10th June 2008: 
http://www.cl.cam.ac.uk/research/srg/netos/xen/performance.html 
 
 
(Cambridge, 2006) 
 
10.1.2 Popularity of Virtualization and VMware 
 
 
VMware VS XEN VS Microsoft’s Virtual PC 
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10.2 Appendix 2 
 
As was expected, the host tested better than either of the virtual machines. While network 
performance was comparable, VMware had a decisive lead in every other category, with 
drivers being the likely cause of the speed gap. Since the network connection was 
bridged, all traffic basically passed right through to the host's NIC. In other areas where 
more remapping is required (i.e., disk access, memory), the need for optimizations 
becomes more apparent. Since VMware is an older product (it appeared in 1999, as 
opposed to a 2001 release for VPC), its developers have had the time and feedback to 
make it a more mature product. Drivers are the major obstacle to a VM squeezing optimal 
performance out of its host machine. VMware's developers have simply had more time to 
whittle down the gap. This isn't to say that mere numbers can reveal the ultimate truth; 
they only show one side. I became well-acquainted with using Windows in both pieces of 
software before I bothered to benchmark them. My experience as a user was far better 
with Virtual PC than it was with VMware. Virtual PC not only felt smoother to me, but 
its superior integration with the virtualized OS sealed the deal. VMware only gets a firm 
recommendation for Windows if you're interested in simulating networks or if you need 
more variable virtual hardware. It will also pass USB devices through to a VM, which is 
something Virtual PC is unable to do at this time. On the other hand, running Linux in 
Virtual PC came with its share of headaches. Not every distro is compatible. If you run 
into problems after a seemingly surefire installation, you won't be able to turn to 
Microsoft with any problems. Unless you like to live dangerously, VMware's established 
track record of Linux support gives it a pretty strong lead over the competition. Virtual 
machines are power tools. They allow you to accomplish more with your computer than 
you might suspect. However, with any tool, knowing its proper use is more important 
than merely yearning to use it. Virtual PC and VMware are both capable of going after 
some fantastic problems, but their users will be most satisfied when they've selected the 
right tool for the job. At this point in time, VMware gets the nod over Virtual PC for its 
better overall performance and support for non-Windows operating systems (Baratz, 
2004). 
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10.3 Appendix 3 
 
 
 
Microsoft Hypervisor Architecture (Msdn, 2009a) 
 
The virtualization stack runs in the root parent partition, has direct access to hardware 
devices, and manages child partitions. Each child partition hosts a guest operating 
system. Hypercalls are calls that partitions make to the hypervisor. 
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Abbreviations and Glossary  
TERM DEFINATION 
3D: Three Dimensions 
ACE: Assured Computing Environment 
Apple MacOS A Graphical User Interface (GUI) operating system produced 
by US-based Apple Computer, Inc.; an early pioneer in mass-
market GUIs. Macintosh personal computers are based on the 
MacOS (Guy, 1996). 
Application In most contexts generally synonymous with 'computer 
program.' An application is usually directly operated by the 
user, and relies upon the computer's operating system to 
function. cf. operating system (Guy, 1996). 
Backup As a verb the act of creating and storing a duplicate copy of 
important information. This duplicate is archived so that it can 
be restored in the event of calamitous loss of the original data. 
As a noun a backup is the duplicate copy thus made. Numerous 
backups of this thesis were hastily made following a fire in the 
author's apartment building (Guy, 1996). 
Bit Contraction of 'binary digit.' A single piece of binary 
information - a one or a zero, true or false (Guy, 1996). 
Bits per second Refer to bps. 
Byte A byte equals Eight bits. Refer bit. 
bps Bits per second. The speed at which data is sent over a modem 
connection, amongst other things. Common modern modem 
speeds are 14.4 Kbps (kilobits per second) and 28.8 Kbps. 
Speeds common on older modems include 300 bps, 1200 bps, 
2400 bps and 9600 bps. See also baud rate (Guy, 1996). 
CD-Rom Acronym for 'compact disc, read-only memory.' The use of 
compact disc (CD) technology, originally designed for storing 
digitally recorded audio, as a mass storage medium for 
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computer data. Pronounced 'see-dee romm' (Guy, 1996). 
Client A computer on a network used to access information on a 
server. Can also refer to the software application used in the 
process. (eg: a Web browser is a client.) refer to server (Guy, 
1996) (Guy, 1996). 
Client-Server A paradigm used in computing architecture, based on the idea 
that a client computer is used to access information stored on a 
server. The World Wide Web is based around this type of 
client-server architecture. The opposite is peer-to-peer 
networking. 
Computer In general, a device that uses digital technology to process and 
manipulate information. Analogue computers do exist, but are 
so obscure as to be occult (Guy, 1996). 
CPU Acronym for 'central processing unit.' The main component of 
a computer that processes information. Also, by extension, the 
cabinet that houses this main computer. (as opposed to video 
monitors, keyboards, mice, printers, etc., which are considered 
peripheral devices.)(Guy, 1996). 
Database A highly structured set of data that is indexed and searchable 
(Guy, 1996). 
Direct3d: Direct3d is a Microsoft product available for its windows 
distributions in order to perform three dimensional (3D) 
graphic rendering features. This is used by applications where 
3D rendering is essential such as 3D games, applications or 
applications that design 3D objects.  
Download In the context of most community networks, the act of 
transferring a file from the community network's host computer 
to the user's personal computer. cf. upload (Guy, 1996). 
Encryption  The process of passing digital information through complex 
mathematical formulæ in order to produce protected, encrypted 
data. This information can only be read again if it has been 
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decrypted first; it appears as random digital garbage otherwise. 
Decryption requires both appropriate decrypting software and 
the original password used to encrypt the data (Guy, 1996). 
Environment The operating environment defined by an operating system 
(Guy, 1996). 
Ethernet A medium-speed networking system frequently used as office 
LAN. Ethernet transmits information at a theoretical speed of 
10 Mbps (megabits per second), although it never reaches that 
theoretical limit for technical reasons (Guy, 1996). 
File A discrete collection of computer data. A computer document 
(Guy, 1996). 
Gigabyte (GB) A gigabyte equals 1024 megabytes.  
Guest OS An operating system that operates in a Virtual environment that 
lies above the base operating system. 
GUI Acronym for 'Graphical user interface.' A technology for 
interacting with a computer that involves pictorial (graphical 
and visual) representations of information such as windows, 
icons and so on. Apple's MacOS and Microsoft's Windows are 
the two most popular computer GUIs. Pronounced 'gooey' 
(Guy, 1996) 
Hard Disk A mass storage medium used on most modern computers (Guy, 
1996). 
Hardware The physical, tangible, components of a computer. What 
computer programmers blame when the computer doesn't work 
(Guy, 1996). 
Host A computer that sits on (ie: is connected to) the Internet and 
which responds to and services client requests (Guy, 1996). 
Host OS An operating system that sits on the Physical machine. 
IT Information Technology 
Internet The loose, amorphous, international computer network of 
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networks based on TCP/IP networking standards (Guy, 1996). 
Intranet A private network, usually based on Internet protocols, that is 
not publicly accessible from the actual Internet. Intranets are 
generally private networks run by corporations for their own 
internal use (Guy, 1996). 
IP Address Computers on the Internet are identified by a unique numeric 
address: the 'IP number' or 'IP address.' This number consists 
of, at present, four numbers separated by dots, such as 
207.102.64.2, and is thus sometimes also called a 'dotted quad 
address.' Since IP numbers are not easy for people to 
remember, computers also have unique IP names. Software is 
used to translate these names into the equally unique IP address 
(Guy, 1996).  
kbps Kilobits per second. 
Kilobyte A kilobyte equals 1024 bytes 
LAN Acronym for 'Local Area Network.' A small computer network 
that might span an office or several floors of a building. 
Pronounced 'lann.' Contrasts with a WAN, or 'Wide Area 
Network,' though this latter term is falling into disuse  (Guy, 
1996). 
mbps Megabits per second. 
Megabyte A megabyte equals 1024 kilobytes. 
Microsoft Windows A GUI-style operating system produced by US-based 
Microsoft, the world's largest software company. Windows 
dominates the home and business markets (Guy, 1996). 
Multimedia In a general sense computer technology that includes more than 
one information medium. Specifically, the contemporary 
marketing buzzword that means a computer is capable of 
displaying text, showing static pictures, playing and recording 
sound, perhaps showing digital video and so on (Guy, 1996). 
Network The entity formed by two or more computers and the links 
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between them that carry information. The term refers both to 
the physical communications infrastructure and to the abstract 
conception of the interlinked hardware (Guy, 1996). 
Open Source  
Operating System The complex suite of software used by a computer to manage 
information and which forms the basic working environment of 
the system. UNIX is an example of an operating system, as are 
the MacOS and Microsoft Windows. The operating system 
generally works behind the scenes and is usually not 
manipulated directly by the user. A program written to run 
under one operating system generally will not run under 
another operating system unless it is specifically rewritten to 
do so. This rewriting of a program for another operating system 
is known as 'porting.' cf. application software  (Guy, 1996). 
Personal Computer A small (desktop) microcomputer designed for use by a single 
user. As an acronym, 'PC,' the term frequently refers to a 
personal computer that runs Microsoft's MS-DOS (disk 
operating system) or Microsoft's Windows GUI. cf. network 
computer, multi-user system (Guy, 1996). 
Petabyte A Petabyte equals 1024 terabytes. 
Platfrom The concept of an operating environment based on a specific 
operating system and a computer hardware technology. The 
MacOS is a platform, as is Microsoft Windows. Both support a 
variety of applications. See also operating system (Guy, 1996). 
Program A set of intangible instructions that tells a computer how to 
operate. Computer programs are also known as software (Guy, 
1996). 
RAM Random Access Memory 
RDP: Remote Desktop Protocol 
SCSI: Small Computer System Interface 
Server A computer accessible via a network that 'serves' out 
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information to computer clients upon request. cf. client (Guy, 
1996). 
SMSE: Management Suite Enterprise 
Software The intangible instructions that make a computer's hardware 
operate in a specific fashion. Synonymous with a 'computer 
program.' What hardware designers blame when the computer 
doesn't work. cf. hardware (Guy, 1996). 
TCP/IP Acronym for 'Transmission Control Protocol/Internet Protocol.' 
The two networking protocols that form the common base for 
communications on the Internet. Any computer that 'speaks,' or 
supports, TCP/IP and is physically connected to the Internet is 
said to be 'on the Internet.' TCP/IP was originally developed by 
the US Advanced Research Project Agency (ARPA) but is now 
an open public standard, not directly controlled by any single 
government or corporation (Guy, 1996). 
Terabyte A Terabyte equals 1024 gigabytes. 
UNIX A powerful, complex operating system originally developed by 
AT&T Bell Labs in the US. It is very popular in scientific, 
academic and engineering circles. It has gained additional 
prominence in the past few years because it is an operating 
system well suited to Internet server applications. UNIX is not 
an acronym for anything, and is pronounced 'yoo-nix (Guy, 
1996). 
Upload In the context of most community networks, the act of 
transferring a file from the user's personal computer to the 
community network's host computer. cf. download (Guy, 
1996). 
URL Acronym for 'Universal Resource Locator.' A URL is a unique 
network address for a given piece of information on the 
Internet (Guy, 1996). 
VDI: Virtual Desktop Infrastructure 
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VDM: Virtual desktop Manager 
VM: Virtual Machine 
VMM: Virtual Machine Monitor 
VLC VideoLAN Client 
Web Browser A computer application, which usually runs on a personal 
computer, used to access information on the World Wide Web. 
A graphical Web browser, such as Netscape Navigator or 
NCSA Mosaic, is capable of displaying images and text 
intermingled on-screen. A text-only Web browser, such as 
Lynx, can only display text (Guy, 1996). 
Web Page A computer document available over the World Wide Web. A 
Web page is a given file stored on a Web server, and written in 
HTML. It is transferred from the server to the client using 
HTTP (Guy, 1996). 
Wizzard In general terms, a computer expert. In MU*s specifically a 
wizard is a person with total control of the MU* environment 
(Guy, 1996). 
World Wide Web A distributed hypertext information system originally 
developed at CERN, the European centre for particle physics 
research, in Switzerland. An extremely popular way to 
distribute information. Based on the concept of interlinked 
Web pages. As the Web is based on a set of publicly available 
standards such as HTTP and HTML, it is a platform-
independent system. Therefore a Web page can, for example, 
be created on a Macintosh, stored on a UNIX computer and 
viewed using a Windows PC (Guy, 1996). 
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