Abstract. We consider Wong-Zakai type approximations for a class of Itô-Volterra equations related to the fractional Brownian motion. The quadratic mean convergence, uniformly on compact time intervals, of the approximations to the solution of an Itô-Volterra equation with a modified drift is obtained.
Introduction
The approximation of SDE's of Itô type (a.s. or in mean square) by ordinary Riemann-Stieltjes equations is considered by Ikeda-Watanabe [6] , KaratzasShreve [7] , Wong-Zakai [9, 10] . It is known that if we replace the Brownian motion in the stochastic differential by some smooth approximation (such as linear interpolation, mollifier, etc.), then the solution of the approximating equation converges (a.s. or in mean square) to the Stratonovich form of the original equation.
In the present paper we consider a class of Itô-Volterra equations of the form X t = ξ + , 1 ) such that the process 
Such class of equations is introduced by Coutin-Decreusefond [1] [2] [3] and named stochastic differential equations driven by a fractional Brownian motion (the name comes from the fact that if σ ≡ 1, then the stochastic term is exactly the fractional Brownian motion B H ). This kind of stochastic equations are used as models for signal and observation processes in the filtering theory in the presence of fractional Brownian motion [2] . Approximation results for related SDE's are given in Grecksch and Anh [5] .
We consider for (1) the approximation obtained by linear interpolation of the Brownian motion (Wong-Zakai approximations) and we prove that if b ∈ C 1 b , σ ∈ C 2 b , then the approximations converge, in quadratic mean and uniformly on [0, 1] , to the solution of the limiting SDE with corrected drift (which for Itô equations is the Stratonovich form):
.
Preliminaries
In what follows we fix H ∈ (
where the second integral is to be understood in the Lebesgue-Stieltjes sense. Next C is a positive constant which may vary from line to line and is independent of n and 0 ≤ t < 1. The following proposition shows that the Wong-Zakai approximations are well defined. Proposition 3.2. Under Assumption (H) the Volterra equation (9) has a pathwise unique continuous solution (X t ) 0≤t≤1 which satisfies
Proof. The equation (9) is a Volterra equation for every fixed ω ∈ Ω. The proof of existence and uniqueness uses the standard Picard approximations (successive approximations) (see [1, 2] for the stochastic case). We write
where
Applying (7) we can write
Therefore the following equality holds:
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The independence of the increments of the Brownian motion, Schwartz's inequality with respect to s, Assumption (H) and (6) imply
In order to estimate E |I n,2 (t)| 2 it is convenient to write the equality
du ds.
Now we estimate E |I (i)
n,2 (t)| 2 , i = 1, 2. By using Schwartz's inequality with respect to s, Assumption (H) and the independence of the increments of the Brownian motion, we obtain 
we deduce
Now, utilizing the above inequality in (15) and taking into acoount (6), we get
For the second term I
n,2 (t), we have by Fubini's theorem
and then, using Schwartz's inequality and (6),
Utilizing (17), (18) in (14) we deduce
Also, it is easily seen that
Now from (13), (19), (20) and (12) we get
Also, by Schwartz's inequality and (6), we have for every 0 ≤ t ≤ 1,
Finally, by (21)- (23) and (11) it follows (10).
The main result is given by the following theorem. The proof of Theorem 3.3 requires a few lemmas which we give below.
Proof. We can write
and then, by using Proposition 2.1 and Hölder's inequality, we obtain for 2 < p <
, and therefore (24) is proved.
and reasoning as above we have the estimates
where from it is easily to deduce (25).
Lemma 3.5. We have the convergence
Proof. For ε > 0 denote
Since for r < s we have
it follows that β n,ε ≤ C sup ε≤r,s≤1,|r−s|≤
C. Tudor
Next, by using (4), Schwartz's inequality and (26), we obtain 
Proof. The relation
, the mean value theorem and (4) imply
Proof of Theorem 3.3. Next we use the notation from the proof of Proposition 3.2. The following equality holds: X n t − X t = α n (t) + β n (t) + γ n (t),
where α n (t) = , we have by (4) and (6) E |γ n (t)| 2 ≤ C 
