Abstract -
Introduction
Experiments for identifying transcription factor binding sites are very complex, expensive and time consuming. On the other hand it has been verified that computational motif discovery tools based on methods known from data mining can facilitate experimental search, by providing small numbers of putative cis-regulatory structures in promoter sequences left for experimental verification. A number of such tools have been developed during the last few decades (see GuhaThakurta (2006) for an overview).
A computationally identified motif can be expected to have biological meaning if it is statistically unlikely to appear in randomly chosen sequences. A number of common methods for quantifying the creditability of words as putative binding sites are based on entropy (Kullback and Leibler, 1951) or log likelihood (Hertz and Stormo, 1999) . Due to the nature of statistical methods, they can be expected to lead to useful results only for larger number of promoters. However, with having promoter sequences of up to approx. 3000 base pairs (bp) in mind, methods searching the solution space exhaustively for motifs of length already around 10 exclude themselves from consideration because of computational restrictions. Consequently available alignment approaches are heuristic in nature. Though usually very fast, the known heuristic algorithms, as for example Gibbs sampling, do not give any clue of the optimality of the produced outputs.
Other approaches are based on the observation that genes being co-regulated by the same transcription factor have the same or similar binding sites in their promoter regions. Of some help is the fact that such binding sites are usually identical or differ by mismatches in only few positions. Several known tools such as Teiresias (Rigoutsos and Floratos, 1998) , cWINNOWER (Liang et al., 2004) , Weeder (Pavesi et al., 2004) , and LP/DEE (Zaslavsky and Singh, 2006) follow this idea and search promoter regions for multiple occurrences of motifs that differ at most by a small number of mismatches, without allowing deletions or inclusions. The creditability of words as putative binding sites is then measured by their degree of similarity. A simple method of measuring the distance of words is the Hamming distance which counts the number of mismatch positions in the words. Good motivation for using Hamming distance was, for example, given by Lanctot et al. (2003) .
Distance-based approaches allow avoiding the computational explosion because they may start a search on small numbers (e.g., two) of sequences and combine the intermediate results in subsequent steps.
The SiteSeeker motif discovery tool has been introduced by Ecker and Welch (2008) . It deals particularly with two basic biological questions. For the first problem it is assumed that not necessarily all of the sequences possess a common motif, in which case maximal subsets of related promoters together with the corresponding motifs are identified. The second tool solves the problem of checking if a given set of promoters have a common motif of a given length l. It uses an algorithm that is heuristic in nature butin contrast to known heuristic motif discover tools -the authors are able to derive low performance bounds (defined as the ratio of Hamming distance of the obtained solution to that of a theoretically best solution) for the computed output. The programs presented there differ from the aforementioned by the way the results are evaluated. We are using a Hamming distance approach that is refined in two directions: firstly we use the sum of Hamming distances of word pairs for evaluating blocks of two or more words. Secondly we introduce the notion of weighted Hamming distance where the distance of two nucleotides can be any value between 0 and 1. To the best of our knowledge, such variation of the Hamming distance model has never been discussed in literature. As an interesting fact, we were able to show that with this modified distance paradigm most of the known Arabidopsis thaliana motifs could be verified (see Section 4.4 for details). This fact gave strong motivation to continue the development of the SiteSeeker tools.
The purpose of this paper is to illuminate some of the program features, and give practical guidelines for efficient use of the programs.
The concept of SiteSeeker

The SiteSeeker Tools
Depending on the kind of problem the user is confronted with, he may want to know which sequences of a particular set of promoters have some yet unknown word in common. The user would try out searches for words of different lengths, and, for given word length, look for all promoters that share a word. The motivation is that promoters sharing a highly scored word can be considered as putatively coregulated. SiteSeeker meets this demand by offering the program CHECKPROMOTER which allows analyzing a set of promoters with respect to co-regulation. CHECKPRO-MOTER is based on the assumption that not necessarily all of the sequences possess a common motif, in which case maximal subsets of related promoters and the corresponding motifs are identified. The program accepts a lower bound for the number of promoter sequences that have either a common exactly matching word or have similar words whose Hamming distance is below a given threshold.
Another important question is identifying words can be found in all promoter sequences. CHECKMOTIF helps the user to identify such words which may be considered as putative cis-regulatory binding sites. Further he needs a criterion that allows selecting words that offer a high confidence level for having biological significance. CHECKMOTIF solves the problem by scoring motif candidates with the sum of weighted Hamming distances of pairs. The algorithm is fast and heuristic in nature and -in contrast to known heuristic motif discover tools -we are able to derive low performance bounds (which is the ratio of Hamming distances of the obtained solution and a theoretically best solution) for the computed output.
CHECKMOTIF is designed to work cooperatively with CHECKPROMOTER. An interesting way to deal with the programs is to first apply CHECKPROMOTER on the input set of promoters. After a subset of promoters has been identified as putatively co-regulatory, applying CHECKMOTIF on this subset would then be a logical subsequent step in order to learn more about structures hidden in these promoters.
Hamming-Based Evaluation of Blocks of Words
Hamming distance as used in known tools penalizes character mismatches with 1, whereas matching positions add 0 to the total Hamming distance. This distance seems to be to coarse a measure as it is well known that the frequency of nucleotides in genomic sequences varies greatly. For example, we see that in some Arabidopis thaliana (At) promoters nucleotides A and G are each overrepresented with over 30 %. On the other hand, the At motifs known in the AGRIS database (Davuluri et al., 2003) show a considerably larger frequency of C and G. Following Zaslavsky and Singh (2006) , to capture such words in a computer-based tool it would make sense to penalize matching pairs of nucleotides with a small value greater that 0. We adopted this idea and chose pr(X) for the penalty of matching characters, where, pr(X) is the probability of finding nucleotide X in the sequences. Notice that this allows background distribution to be considered in the -originally background-independentHamming distance model. There is another observation that can be made from known At motifs. Counting allowed alternatives in the known motifs showed a surprising imbalance, as most variations found are A/T (see Table 1 ). 
An easy way to take care of these is to penalize A/T mismatches by a value smaller than 1; experiments showed that 0.7 is a reasonable choice for At.
Motivated by these facts, we introduce a weight function ω : {A, C, G, T} We have several good reasons to be convinced that the sum of pairs distance is an appropriate and meaningful way to evaluate the similarity of a set of l-mers: -The 0/1 Hamming distance does not care about the distribution of nucleotides in the columns of a block of words. No matter is there are N-1 A's and one C, or equal numbers of A, C, G, T, this column contributes 1 to the total Hamming distance. -The regular expression is somewhat better, though still not sufficiently specific. -The sequence logo is a pictorial representation of the information content in each column. Similarly to the sequence logo, the sum of pairs distance takes the distribution of the nucleotide in each column into account. The tools we are presenting in this paper use the weighted Hamming distance paradigm for evaluating a set of equal length words. Details of the running conditions and about the structure of CHECKPROMOTER and CHECKMOTIF are discussed in the next two sections.
Input and output of CHECKPRO-MOTERS
Input parameters of CHECKPROMOT-ERS
CHECKPROMOTERS requires the specification of a number of parameters, (1) range of motif lengths; CHECKPROMOTER will produce its output for the word lengths in the range, (2) Hamming distances of nucleotide pairs can be set in the range from 0.0 to 1.0, (3) upper bound on Hamming distance (acceptance threshold) for considering a pair of words as similar, (4) the number of promoter sequences having a common word, (5) the reverse strands can be chosen to be included in the search. The user can choose between a standard output that lists the found words, or an extended output that in addition shows the word positions in the sequences.
The acceptance threshold allows controlling the similarity of the block words: The smaller the threshold, the closer will be the words among themselves. Especially threshold 0 in case of standard (0/1) Hamming scores will lead to exact matches (if they exist).
An example output
The user can choose between two output formats. The standard output produces a list of words that are found in a minimum number of sequences. For each word, it tells the frequency in each sequence: 4 Input and output of CHECKMOTIF
Input parameters of CHECKMOTIF
CHECKMOTIF needs the specification of the same parameters as CHECKMOTIF except (4), which is replaced by (4') number of solutions to be presented. The user can again choose between a standard output that lists the found words, or an extended output that in addition shows the word positions in the sequences.
Output of CHECKMOTIF
The output is a list of motifs sorted increasingly of their Hamming distance. Each is a set of N words of length l (one word from each promoter). Denoting w i as the l-mer found by CHECKMOTIF in the i th promoter, a result is described by a block w = (w 1 ,…, w N ) of l-mers. For scoring a computed result the sum of weighted Hamming distances of word pairs is used.
For each motif the output shows the consensus word, a sum of distances, a regular expression, mean Hamming distance, and a worst case performance estimate. In case of extended output, the block words and their position in the promoters are given..
The regular expression captures the variations in each block column by using the code recommended by NC-IUB (1984) . Regarding the Hamming distance it should be noticed that the output may have results with different motif lengths (motif lengths range from LOWER_MOTLEN to UP-PER_MOTLEN), while longer motif length will generally lead to higher Hamming distances. It can be expected that the average Hamming distance per column allows better comparison of motifs of different lengths. Consequently, the mean Hamming distance, defined as d(w 1 ,…, w N )/l , is shown in the outputs.
A consensus word w c is determined from w = (w 1 , …, w N ) by the selecting in each column the most frequent character. As for the regular expression, the sum of distances is also computed as an average per block column,
Finally, the worst performance estimate compares the Hamming distance of the computed block w of l-mers to that of a block u with theoretically minimum possible Hamming distance. The upper bound for this ratio is (Ecker and Welch, 2008) ------------------------------ 
An example output
Experience
In AGRIS a list of 95 promoter sets is available, on which we tested CHECKMOTIF. 15 sets have only one sequence; they are excluded because the algorithm requires at least two sequences. In 12 of the remaining 80 sets, we were able to identify partially (with at least 50 % coincidence) the known regulatory elements. In 63 sets the known regulatory elements could be exactly identified. For the LFY consensus binding site motif there is no motif given, hence our result could not be verified. In only one case (DPBF1&2 binding site motif) the algorithm failed completely. In three promoter sets there seems to be an error: -The claimed ATHB2 binding site motif (CAATSATTG) does not exist. -The LS5 and LS7 sequences do not have the claimed motifs. We found the same motifs but interchanged.
Summary
We presented two programs, CHECKPROMOTER for identifying putatively co-regulated genes, and CHECKMOTIF for discovering motifs in a set of promoter sequences. The programs are designed to work cooperatively in the way that after a subset of promoters has been identified by CHECK-PROMOTER as putatively co-regulatory, CHECKMOTIF would elucidate detailed structures in this subset. In both programs the weighted Hamming distance is used for evaluating pairs of words, and the sum of Hamming distances of word pairs is applied for blocks of N ≥ 2 words.
