For d ∈ N, let S be a finite set of points in R d in general position. A set H of k points from S is a k-hole in S if all points from H lie on the boundary of the convex hull conv(H) of H and the interior of conv(H) does not contain any point from
Introduction
For d ∈ N, let S be a finite set of points in R d . The set S is in general position if, for every k = 1, . . . , d − 1, no k + 2 points of S lie in an affine k-dimensional subspace. A set H of k points from S is a k-hole in S if H is in convex position and the interior of the convex hull conv(H) of H does not contain any point from S; see Figure 1 for an illustration in the plane. We say that a subset of S is a hole in S if it is a k-hole in S for some integer k. Let h(k) be the smallest positive integer N such that every set of N points in general position in the plane contains a k-hole. In the 1970s, Erdős [Erd78] asked whether the number h(k) exists for every k ∈ N. It was shown in the 1970s and 1980s that h(4) = 5, h(5) = 10 [Har78] , and that h(k) does not exist for every k ≥ 7 [Hor83] . That is, while every sufficiently large set contains a 4-hole and a 5-hole, Horton constructed arbitrarily large sets with no 7-holes. His construction was generalized to so-called Horton sets by Valtr [Val92] . The existence of 6-holes in every sufficiently large point set remained open until 2007, when Gerken [Ger08] and Nicolas [Nic07] independently showed that h(6) exists; see also [Val08] .
These problems were also considered in higher dimensions. For d ≥ 2, let h d (k) be the smallest positive integer N such that every set of N points in general position in R d contains a k-hole. In particular, h 2 (k) = h(k) for every k. Valtr [Val92] showed that h d (k) exists for k ≤ 2d + 1 but it does not exist for k > 2 d−1 (P (d − 1) + 1), where P (d − 1) denotes the product of the first d − 1 prime numbers. The latter result was obtained by constructing multidimensional analogues of the Horton sets.
After the existence of k-holes was settled, counting the minimum number H k (n) of k-holes in any set of n points in the plane in general position attracted a lot of attention. It is known, and not difficult to show, that H 3 (n) and H 4 (n) are in Ω(n 2 ). The currently best known lower bounds on H 3 (n) and H 4 (n) were proved in [ABH + 17]. The best known upper bounds are due to Bárány and Valtr [BV04] . Altogether, these estimates are n 2 + Ω(n log 2/3 n) ≤ H 3 (n) ≤ 1.6196n 2 + o(n 2 ) and n 2 2 + Ω(n log 3/4 n) ≤ H 4 (n) ≤ 1.9397n 2 + o(n 2 ). For H 5 (n) and H 6 (n), the best quadratic upper bounds can be found in [BV04] . The best lower bounds, however, are only H 5 (n) ≥ Ω(n log 4/5 n) [ABH + 17] and H 6 (n) ≥ Ω(n) [Val12] . For more details, we also refer to the second author's dissertation [Sch19] .
The quadratic upper bound on H 3 (n) can be also obtained using random point sets. For d ∈ N, a convex body in R d is a compact convex set in R d with a nonempty interior. Let k be a positive integer and let K ⊆ R d be a convex body with d-dimensional Lebesgue measure λ d (K) = 1. We use EH K d,k (n) to denote the expected number of k-holes in sets of n points chosen independently and uniformly at random from K. The quadratic upper bound on H 3 (n) then also follows from the following bound of Bárány and Füredi [BF87] on the expected number of (d + 1)-holes:
for any d and K. In the plane, Bárány and Füredi [BF87] proved EH K 2,3 (n) ≤ 2n 2 + O(n log n) for every K. This bound was later slightly improved by Valtr [Val95] , who showed EH K 2,3 (n) ≤ 4 n 2 for any K. In the other direction, every set of n points in R d in general position contains at least n−1 d (d + 1)-holes [BF87, KM88] . The expected number EH K 2,4 (n) of 4-holes in random sets of n points in the plane was considered by Fabila-Monroy, Huemer, and Mitsche [FMHM15] , who showed
for any K, where D = D(K) is the diameter of K. Since we have D ≥ 2/ √ π, by the Isodiametric inequality [EG15] , the leading constant in (2) is at least 72 for any K.
In this paper, we study the number of k-holes in random point sets in R d . In particular, we obtain results that imply quadratic upper bounds on H k (n) for any fixed k and that both strengthen and generalize the bounds by Bárány and Füredi [BF87], Valtr [Val95] , and Fabila-Monroy, Huemer, and Mitsche [FMHM15] .
Our results
Throughout the whole paper we only consider point sets in R d that are finite and in general position.
Islands and holes in random point sets
First, we prove a result that gives the estimate O(n d ) on the minimum number of k-holes in a set of n points in R d for any fixed d and k. In fact, we prove the upper bound O(n d ) even for so-called k-islands, which are also frequently studied in discrete geometry. A set I of k points from a point set S ⊆ R d is a k-island in S if conv(I) ∩ S = I; see part (c) of Figure 1 . Note that k-holes in S are exactly those k-islands in S that are in convex position. A subset of S is an island in S if it is a k-island in S for some integer k.
Theorem 1. Let d ≥ 2 and k ≥ d + 1 be integers and let K be a convex body in R d with λ d (K) = 1. If S is a set of n ≥ k points chosen uniformly and independently at random from K, then the expected number of k-islands in S is at most
which is in O(n d ) for any fixed d and k.
The bound in Theorem 1 is tight up to a constant multiplicative factor that depends on d and k, as, for any fixed k ≥ d, every set S of n points in R d in general position contains at least Ω(n d ) k-islands. To see this, observe that any d-tuple T of points from S determines a k-island with k − d closest points to the hyperplane spanned by T (ties can be broken by, for example, taking points with lexicographically smallest coordinates), as S is in general position and thus T is a d-hole in S. Any such k-tuple of points from S contains k d d-tuples of points from S and thus we have at least n
Thus, by Theorem 1, random point sets in R d asymptotically achieve the minimum number of k-islands. This is in contrast with the fact that, unlike Horton sets, they contain arbitrarily large holes. Quite recently, Balogh, González-Aguilar, and Salazar [BGAS13] showed that the expected number of vertices of the largest hole in a set of n random points chosen independently and uniformly over a convex body in the plane is in Θ(log n/(log log n)).
For k-holes, we modify the proof of Theorem 1 to obtain a slightly better estimate.
Theorem 2. Let d ≥ 2 and k ≥ d + 1 be integers and let K be a convex body in R d with λ d (K) = 1. If S is a set of n ≥ k points chosen uniformly and independently at random from K, then the expected number EH K d,k (n) of k-holes in S is in O(n d ) for any fixed d and k. More precisely,
For d = 2 and k = 4, Theorem 2 implies EH K 2,4 (n) ≤ 128 · n 2 + o(n 2 ) for any K, which is a worse estimate than (2) if the diameter of K is at most 8/(3 √ π) 1.5. However, the proof of Theorem 2 can be modified to give EH K 2,4 (n) ≤ 12n 2 + o(n 2 ) for any K, which is always better than (2); see the final remarks in Section 3. We believe that the leading constant in EH K 2,4 (n) can be estimated even more precisely and we hope to discuss this direction in future work.
In the case k = d + 1, the bound in Theorem 2 simplifies to the following estimate on the expected number of (d + 1)-holes (also called empty simplices) in random sets of n points in R d .
Corollary 3. Let d ≥ 2 be an integer and let K be a convex body in R d with λ d (K) = 1. If S is a set of n points chosen uniformly and independently at random from K, then the expected number of (d + 1)-holes in S satisfies
Corollary 3 is stronger than the bound (1) by Bárány and Füredi [BF87] and, in the planar case, coincides with the bound EH K 2,3 (n) ≤ 4 n 2 by Valtr [Val95] . Very recently, Reitzner and Temesvari [RT19] proved an upper bound on EH K d,d+1 (n) that is asymptotically tight if d = 2 or if d ≥ 3 and K is an ellipsoid. In the planar case, their result shows that the bound 4 n 2 on EH K 2,3 (n) is best possible, up to a smaller order error term.
We also consider islands of all possible sizes and show that their expected number is in 2 Θ(n (d−1)/(d+1) ) .
Theorem 4. Let d ≥ 2 be an integer and let K be a convex body in R d with λ d (K) = 1. Then there are constants C 1 = C 1 (d), C 2 = C 2 (d), and n 0 = n 0 (d) such that for every set S of n ≥ n 0 points chosen uniformly and independently at random from K the expected number E K d of islands in S satisfies
Since each island in S has at most n points, there is a k ∈ {1, . . . , n} such that the expected number of k-islands in S is at least (1/n)-fraction of the expected number of all islands, which is still in 2 Ω(n (d−1)/(d+1) ) . This shows that the expected number of k-islands can become asymptotically much larger than O(n d ) if k is not fixed.
Islands and holes in d-Horton sets
To our knowledge, Theorem 1 is the first nontrivial upper bound on the minimum number of k-islands a point set in R d with d > 2 can have. For d = 2, Fabila-Monroy and Huemer [FMH12] showed that, for every fixed k ∈ N, the Horton sets with n points contain only O(n 2 ) k-islands. For d > 2, Valtr [Val92] introduced a d-dimensional analogue of Horton sets. Perhaps surprisingly, these sets contain asymptotically more than O(n d ) k-islands for k ≥ d + 1. For each k with d + 1 ≤ k ≤ 3 · 2 d−1 , they even contain asymptotically more than O(n d ) k-holes.
Theorem 5. Let d ≥ 2 and k be fixed positive integers. Then every d-dimensional Horton set H with n points contains at least Ω(n min{2 d−1 ,k} ) k-islands in H. If k ≤ 3 · 2 d−1 , then H even contains at least Ω(n min{2 d−1 ,k} ) k-holes in H.
Proofs of Theorem 1 and Theorem 2
Let d and k be positive integers and let K be a convex body in R d with λ d (K) = 1. Let S be a set of n points chosen uniformly and independently at random from K. Note that S is in general position with probability 1. We assume k ≥ d + 1, as otherwise the number of k-islands in S is trivially n k in every set of n points in R d in general position. We also assume d ≥ 2 and n ≥ k, as otherwise the number of k-islands is trivially n − k + 1 and 0, respectively, in every set of n points in R d .
First, we prove Theorem 1 by showing that the expected number of k-islands in S is at most
which is in O(n d ) for any fixed d and k. At the end of this section, we improve the bound for k-holes, which will prove Theorem 2. Let Q be a set of k points from S. We first introduce a suitable unique ordering q 1 , . . . , q k of points from Q. First, we take a set D of d + 1 points from Q that determine a simplex ∆ with largest volume among all (d + 1)-tuples of points from Q. Let q 1 q 2 be the longest edge of ∆ with q 1 lexicographically smaller than q 2 and let a be the number of points from Q inside ∆. For every i = 2, . . . , d, let q i+1 be the furthest point from D \ {q 1 , . . . , q i } to aff(q 1 , . . . , q i ). Next, we let q d+2 , . . . , q d+a+1 be the a points of Q inside ∆ ordered lexicographically. The remaining k − d − a − 1 points q d+a+2 , . . . , q k from Q lie outside of ∆ and we order them so that, for every i = 1, . . . , k − a − d − 1, the point q d+a+i+1 is closest to conv({q 1 , . . . , q d+a+i }) among the points q d+a+i+1 , . . . , q k . In case of a tie in any of the conditions, we choose the point with lexicographically smallest coordinates. Note, however, that a tie occurs with probability 0.
Clearly, there is a unique such ordering q 1 , . . . , q k of Q. We call this ordering the canonical (k, a)-ordering of Q. To reformulate, an ordering q 1 , . . . , q k of Q is the canonical (k, a)-ordering of Q if and only if the following five conditions are satisfied:
(L1) The d-dimensional simplex ∆, with vertices q 1 , . . . , q d+1 has the largest d-dimensional Lebesgue measure among all d-dimensional simplices spanned by points from Q.
(L2) For every i = 1, . . . , d − 1, the point q i+1 has the largest distance among all points from {q i+1 , . . . , q d } to the (i − 1)-dimensional affine subspace aff(q 1 , . . . , q i ) spanned by q 1 , . . . , q i . Moreover, q 1 is lexicographically smaller than q 2 .
(L3) For every i = 1, . . . , d − 1, the distance between q i+1 and aff(q 1 , . . . , q i ) is at least as large as the distance between q d+1 and aff(q 1 , . . . , q i ). Also, the distance between q 1 and q 2 is at least as large as the distance between q d+1 and any q i with i ∈ {1, . . . , d}.
(L4) The points q d+2 , . . . , q d+a+1 lie inside ∆ and are ordered lexicographically.
(L5) The points q d+a+2 , . . . , q k lie outside of ∆. For every i = 1, . . . , k−a−d−1, the point q d+a+i+1 is closest to conv({q 1 , . . . , q d+a+i }) among the points q d+a+i+1 , . . . , q k . Figure 2 gives an illustration in R 2 . We note that the conditions (L2) and (L3) can be merged together. However, later in the proof, we use the fact that the probability that the points from Q satisfy the condition (L2) equals 1/d!, so we stated the two conditions separately.
Before going into details, we first give a high-level overview of the proof of Theorem 1. First, we prove an O(1/n a+1 ) bound on the probability that contains precisely the points p d+2 , . . . , p d+1+a from S (Lemma 9), which means that the points p 1 , . . . , p d+1+a determine an island in S. Next, for i = d + 2 + a, . . . , k, we show that, conditioned on the fact that the (i − 1)-tuple (p 1 , . . . , p i−1 ) determines an island in S in the canonical (k, a)-ordering, the i-tuple (p 1 , . . . , p i ) determines an island in S in the canonical (k, a)ordering with probability O(1/n) (Lemma 10). Then it immediately follows that the probability that I determines a k-island in S with the desired properties is at most 
possibilities to select such an ordered subset I and each k-island in S is counted at most k! times, we obtain the desired bound O n k · n d−k · k! = O(n d ) on the expected number of k-islands in S. We now proceed with the proof. Let p 1 , . . . , p k be points from S in the order in which they are drawn from K. We use ∆ to denote the d-dimensional simplex with vertices p 1 , . . . , p d+1 . We eventually show that the probability that p 1 , . . . , p k is the canonical (k, a)-ordering of a k-island in S for some a is at most O(1/n k−d ). First, however, we need to state some notation and prove some auxiliary results.
Consider the points p 1 , . . . , p d . Without loss of generality, we can assume that, for each i = 1, . . . , d, the point p i has the last d − i + 1 coordinates equal to zero. Otherwise we apply a suitable isometry to S. Then, for every i = 1, . . . , d, the distance between p i+1 and the (i − 1)-dimensional affine subspace spanned by p 1 , . . . , p i is equal to the absolute value of the ith coordinate of p i+1 . Moreover, after applying a suitable rotation, we can also assume that the first coordinate of each of the points p 1 , . . . , p d is nonnegative.
Let ∆ 0 be the (d − 1)-dimensional simplex with vertices p 1 , . . . , p d and let H be the hyperplane containing ∆ 0 . Note that, according to our assumptions about p 1 , . . . , p d , we have H = {(x 1 , . . . , x d ) ∈ R d : x d = 0}. Let B be the set of points (x 1 , . . . , x d ) ∈ R d that satisfy the following three conditions: Having fixed p 1 , . . . , p d , we now try to restrict possible locations of the points p d+1 , . . . , p k , one by one, so that p 1 , . . . , p k is the canonical (k, a)-ordering of a k-island in S for some a. First, we observe that the position of the point p d+1 is restricted to B. Lemma 6. If p 1 , . . . , p d+1 satisfy condition (L3), then p d+1 lies in the box B.
See Figures 3(a) and 3(b) for illustrations in
Proof. Let p d+1 = (x 1 , . . . , x d ). According to our choice of points p 1 , . . . , p d and from the assumption that p 1 , . . . , p d satisfy (L3), we get x 1 ≥ 0 and also that |x i | is at most as large as the absolute value of the ith coordinate of p i+1 for every i ∈ {1, . . . , d − 1}.
It remains to show that |x d | ≤ d/λ d−1 (∆ 0 ). The simplex ∆ spanned by p 1 , . . . , p d+1 is contained in the convex body K, as p 1 , . . . , p d+1 ∈ K and K is convex. Thus λ d (∆) ≤ λ d (K) = 1. On the other hand, the volume λ d (∆) equals λ d−1 (∆ 0 ) · h/d, where h is the distance between p d+1 and the hyperplane H containing ∆ 0 . According to our assumptions about p 1 , . . . , p d , the distance h equals |x d |. Since λ d (∆) ≤ 1, it follows that |x d | = h ≤ d/λ d−1 (∆ 0 ) and thus p d+1 ∈ B.
The following auxiliary lemma gives an identity that is needed later. We omit the proof, which can be found, for example, in [AAR99, Section 1].
Lemma 7 ([AAR99]
). For all nonnegative integers a and b, we have
We will also use the following result, called the Asymptotic Upper Bound Theorem [Mat02] , that estimates the maximum number of facets in a polytope.
Theorem 8 (Asymptotic Upper Bound Theorem [Mat02] ). For every integer d ≥ 2, a d-dimensional convex polytope with N vertices has at most 2 N d/2 facets.
Let a be an integer satisfying 0 ≤ a ≤ k − d − 1 and let E a be the event that p 1 , . . . , p k is the canonical (k, a)-ordering such that {p 1 , . . . , p d+a+1 } is an island in S. To estimate the probability that p 1 , . . . , p k is the canonical (k, a)-ordering of a k-island in S, we first find an upper bound on the conditional probability of E a , conditioned on the event L 2 that p 1 , . . . , p d satisfy (L2).
Lemma 9. For every a ∈ {0, . . . , k − d − 1}, the probability Pr[E a | L 2 ] is at most
Proof. It follows from Lemma 6 that, in order to satisfy (L3), the point p d+1 must lie in the box B. In particular, p d+1 is contained in I h ∩ K for some real number
as they all lie in ∆ ⊆ K in the unique order.
In order to satisfy the condition (L5), the k − a − d − 1 points p d+a+i+1 , for i ∈ {1, . . . , k −a−d−1}, must have increasing distance to conv({p 1 , . . . , p d+a+i }) as the index i increases, which happens with probability at most 1 (k−a−d−1)! . Since {p 1 , . . . , p d+a+1 } must be an island in S, the n − d − a − 1 points from S \ {p 1 , . . . , p d+a+1 } must lie outside ∆. If p d+1 ∈ I h , then this happens with probability
as they all lie in K \ ∆ and we have ∆ ⊆ K and λ d (K) = 1. Altogether, we get that Pr[E a | L 2 ] is at most
By Lemma 7, the right side in the above inequality equals
For every i = 1, . . . , d − 1, let h i be the distance between the point p i+1 and the (i − 1)-dimensional affine subspace spanned by p 1 , . . . , p i . Since the volume of the box I 0 satisfies
where the last inequality follows from a ≤ k − d − 1.
For every i ∈ {d + a + 1, . . . , k}, let E a,i be the event that p 1 , . . . , p k is the canonical (k, a)-ordering such that {p 1 , . . . , p i } is an island in S. Note that in the event E a,i the condition (L5) implies that {p 1 , . . . , p j } is an island in S for every j ∈ {d + a + 1, . . . , i}. Thus we have
Moreover, the event E a,k says that p 1 , . . . , p k is the canonical (k, a)-ordering of a k-island in S. For i ∈ {d + a + 2, . . . , k}, we now estimate the conditional probability of E a,i , conditioned on E a,i−1 .
Lemma 10. For every i ∈ {d + a + 2, . . . , k}, we have
Proof. Let i ∈ {d + a + 2, . . . , k} and assume that the event E a,i−1 holds. That is, p 1 , . . . , p k is the canonical (k, a)-ordering such that {p 1 , . . . , p i−1 } is an (i − 1)-island in S.
First, we assume that ∆ is a regular simplex with height η > 0. At the end of the proof we show that the case when ∆ is an arbitrary simplex follows by applying a suitable affine transformation.
For every j ∈ {1, . . . , d + 1}, let F j be the facet conv({p 1 , . . . , p d+1 } \ {p j }) of ∆ and let H j be the hyperplane parallel to F j that contains p j . We use H + j to denote the halfspace determined by H j such that ∆ ⊆ H + j . We set ∆ * = ∩ d+1 j=1 H + j ; see Figures 4(a) and 4(b) for illustrations in R 2 and R 3 , respectively. Note that ∆ * is a d-dimensional simplex containing ∆. Also, notice that if x / ∈ ∆ * , then x / ∈ H + j for some j and the distance between x and the hyperplane containing F j is larger than η. We show that the fact that p 1 , . . . , p k is the canonical (k, a)-ordering implies that every point from {p 1 , . . . , p k } is contained in ∆ * . Suppose for contradiction that some point p ∈ {p 1 , . . . , p k } does not lie inside ∆ * . Then there is a facet F j of ∆ such that the distance η between p and the hyperplane containing F j is larger than η. Then, however, the simplex ∆ spanned by vertices of F j and by p has volume larger than ∆, because
This contradicts the fact that p 1 , . . . , p k is the canonical (k, a)-ordering, as, according to (L1), ∆ has the largest d-dimensional Lebesgue measure among all d-dimensional simplices spanned by points from {p 1 , . . . , p k }. Let σ be the barycenter of ∆. For every point p ∈ ∆ * \ ∆, the line segment σp intersects at least one facet of ∆. For every j ∈ {1, . . . , d + 1}, we use R j to denote the set of points p ∈ ∆ * \ ∆ for which the line segment σp intersects the facet F j of ∆. Observe that each set R j is convex and the sets R 1 , . . . , R d+1 partition ∆ * \ ∆ (up to their intersection of d-dimensional Lebesgue measure 0); see Figure 5 for an illustration in the plane. Figure 5 : An illustration of the proof of Lemma 10. In order for {p 1 , . . . , p i } to be an i-island in S, the light gray part cannot contain points from S. We estimate the probability of this event from above by the probability that the dark gray simplex conv(ϕ ∪ {p i }) contains no point of S. Note that the parameters η and τ coincide for d = 2, as then τ = d 2 −1 d+1 η = η.
Consider the point p i . Since p 1 , . . . , p k is the canonical (k, a)-ordering, the condition (L5) implies that p i lies outside of the polytope conv({p 1 , . . . , p i−1 }). To bound the probability Pr[E a,i | E a,i−1 ], we need to estimate the probability that conv({p 1 , . . . , p i }) \ conv({p 1 , . . . , p i−1 }) does not contain any point from S \ {p 1 , . . . , p i }, conditioned on E a,i−1 . We know that p i lies in ∆ * \ ∆ and that p i ∈ R j for some j ∈ {1, . . . , d + 1}.
Since p i / ∈ conv({p 1 , . . . , p i−1 }), there is a facet ϕ of the polytope conv({p 1 , . . . , p i−1 }) contained in the closure of R j such that σp i intersects ϕ. Since S is in general position with probability 1, we can assume that ϕ is a (d − 1)-dimensional simplex. The point p i is contained in the convex set C ϕ that contains all points c ∈ R d such that the line segment σc intersects ϕ. We use H(0) to denote the hyperplane containing ϕ. For a positive r ∈ R, let H(r) be the hyperplane parallel to H(0) at distance r from H(0) such that H(r) is contained in the halfspace determined by H(0) that does not contain conv({p 1 , . . . , p i−1 }). Then we have p i ∈ H(h) for some positive h ∈ R.
Since p i ∈ K and ϕ ⊆ K, the convexity of K implies that the simplex conv(ϕ ∪ {p i })
The point p i lies in the (d − 1)-dimensional simplex C ϕ ∩ H(h), which is a scaled copy of ϕ. We show that
Let h ϕ be the distance between H(0) and σ and, for every j ∈ {1, . . . , d + 1}, let H j be the hyperplane parallel to F j containing the vertex H 1 ∩ · · · ∩ H j−1 ∩ H j+1 ∩ · · · ∩ H d+1 of ∆ * . We denote by H + j the halfspace determined by H j containing ∆ * . Since ∆ lies on the same side of H(0) as σ, we see that h ϕ is at least as large as the distance between σ and F j , which is η/(d + 1). Since p i lies in ∆ * ⊆ H + j , we see that h is at most as large as the distance τ between H j and the hyperplane containing the facet F j of ∆. Note that τ + η/(d + 1) is the distance of the barycenter of ∆ * and a vertex of ∆ * and dη/(d + 1) is the distance of the barycenter of ∆ * and a facet of ∆ * . Thus we get τ = d 2 η d+1 − η d+1 = d 2 −1 d+1 η from the fact that the distance between the barycenter of a d-dimensional simplex and any of its vertices is d-times as large as the distance between the barycenter and a facet.
is a scaled copy of ϕ by a factor of size at most d 2 . This gives
Since the simplex conv(ϕ ∪ {p i }) is a subset of the closure of conv({p 1 , . . . , p i }) \ conv({p 1 , . . . , p i−1 }), the probability Pr[E a,i | E a,i−1 ] can be bounded from above by the conditional probability of the event A i,ϕ that p i ∈ C ϕ ∩ K and that no point from S\{p 1 , . . . , p i } lies in conv(ϕ∪{p i }), conditioned on E a,i−1 . All points from S\{p 1 , . . . , p i } lie outside of conv(ϕ ∪ {p i }) with probability
Since λ d (K \ conv({p 1 , . . . , p i−1 })) ≤ λ d (K) = 1, this is bounded from above by
Since the sets C ϕ partition K \ conv({p 1 , . . . , p i−1 }) (up to intersections of d-dimensional Lebesgue measure 0) and since h ≤ d/λ d−1 (ϕ), we have, by the law of total probability,
The sums in the above expression are taken over all facets ϕ of the convex polytope conv({p 1 , . . . , p i−1 }). Using (3), we can estimate Pr[E a,i | E a,i−1 ] from above by
, we can rewrite this expression as
By Lemma 7, this equals
Since conv({p 1 , . . . , p i−1 }) is a convex polytope in R d with at most i − 1 ≤ k vertices, Theorem 8 implies that the number of facets ϕ of conv({p 1 , . . . , p i−1 }) is at most 2 k d/2 . Altogether, we have derived the desired bound
in the case when ∆ is a regular simplex.
If ∆ is not regular, we first apply a volume-preserving affine transformation F that maps ∆ to a regular simplex F (∆). The simplex F (∆) is then contained in the convex body F (K) of volume 1. Since F translates the uniform distribution on F (K) to the uniform distribution on K and preserves holes and islands, we obtain the required upper bound also in the general case. Now, we finish the proof of Theorem 1.
Proof of Theorem 1. We estimate the expected value of the number X of k-islands in S. The number of ordered k-tuples of points from S is n(n − 1) · · · (n − k − 1). Since every subset of S of size k admits a unique labeling that satisfies the conditions (L1), (L2), (L3), (L4), and (L5), we have E[X] = n(n − 1) · · · (n − k + 1) · Pr ∪ k−d−1 a=0 E a,k = n(n − 1) · · · (n − k + 1) · 
Pr[E a,i | E a,i−1 ].
For every a ∈ {d + 2, . . . , k − d − 1}, Lemma 9 gives
and, due to Lemma 10,
for every i ∈ {d + a + 2, . . . , k}.
Using these estimates we derive
Thus the expected number of k-islands in S satisfies
This finishes the proof of Theorem 1.
In the rest of the section, we sketch the proof of Theorem 2 by showing that a slight modification of the above proof yields an improved bound on the expected number
Sketch of the proof of Theorem 2. If k points from S determine a k-hole in S, then, in particular, the simplex ∆ contains no points of S in its interior. Therefore EH K d,k (n) ≤ n(n − 1) · · · (n − k + 1) · Pr[E 0,k ]. Then we proceed exactly as in the proof of Theorem 1, but we only consider the case a = 0. This gives the same bounds as before with the term (k − d) missing and with an additional factor 1 (k−d−1)! from Lemma 9, which proves Theorem 2.
For d = 2 and k = 4, Theorem 2 gives EH K 2,4 (n) ≤ 128n 2 + o(n 2 ). We can obtain an even better estimate EH K 2,4 (n) ≤ 12n 2 +o(n 2 ) in this case. First, we have only three facets ϕ, as they correspond to the sides of the triangle ∆. Thus the term 2 k d/2 k−d−1 = 8 is replaced by 3. Moreover, the inequality (3) can be replaced by
since every line H(h) intersects R j ⊆ ∆ * in a line segment of length at most λ 1 (F j ) = λ(ϕ). This then removes the factor d (2d−2)(k−d−1) = 4.
Proof of Theorem 4
For an integer d ≥ 2 and a convex body K in R d with λ d (K) = 1. We show that there are positive constants C 1 = C 1 (d), C 2 = C 2 (d), and n 0 = n 0 (d) such that for every integer n ≥ n 0 the expected number of islands in a set S of n points chosen uniformly and independently at random from K is at least 2 C 1 ·n (d−1)/(d+1) and at most 2 C 2 ·n (d−1)/(d+1) .
For every point set Q, there is a one-to-one correspondence between the set of all subsets in Q in convex position and the set of all islands in Q. It suffices to map a subset G of Q in convex position to the island Q ∩ conv(G) in Q. On the other hand, every island I in Q determines a subset of Q in convex position that is formed by the vertices of conv(I). Therefore the number of subsets of Q in convex position equals the number of islands in Q.
For m ∈ N, let p(m, K) be the probability that m points chosen uniformly and independently at random from K are in convex position. We use the following result by Bárány [Bár01] to estimate the expected number of islands in S.
Theorem 11 ([Bár01]). For every integer d ≥ 2, let K be a convex body in R d with λ d (K) = 1. Then there are positive constants m 0 , c 1 , and c 2 depending only on d such that, for every m ≥ m 0 , we have
We let X be the random variable that denotes the number of subsets of S in convex position. Then
Now, we prove the upper bound on the expected number of islands in S. By Theorem 11, we have
for some constants m 0 and c 2 depending only on d. Since n m ≤ n m , the first term on the right side is at most n c for some constant c = c(d). Using the bound n m ≤ (en/m) m , we bound the second term from above by n m=m 0
The real function f (x) = (e · c 2 · n/x (d+1)/(d−1) ) x is at most 1 for x ≥ (e · c 2 · n) (d−1)/(d+1) . Otherwise x = y(e · c 2 · n) (d−1)/(d+1) for some y ∈ [0, 1] and
where c = c (d) is a sufficiently large constant. Thus E[X] ≤ n c + n2 c n (d−1)/(d+1) . Choosing C 2 = C 2 (d) sufficiently large, we have E[X] ≤ 2 C 2 n (d−1)/(d+1) . Since the number of subsets of S in convex position equals the number of islands in S, we have the same upper bound on the expected number of islands in S. It remains to show the lower bound on the expected number of islands in S. By Theorem 11, we have
for some constants m 0 and c 1 depending only on d. Using the bound n m ≥ (n/m) m , we obtain
Let C 1 = (c 1 /2) (d−1)/(d+1) . Then, for each m satisfying C 1 n d−1 d+1 /2 ≤ m ≤ C 1 n d−1 d+1 , the summand in the above expression is at least 2 C 1 n d−1 d+1 /2 . It follows that the expected number of m-tuples from S in convex position, where C 1 n
as if n is large enough with respect to d, then there is at least one m ∈ N in the given range. As we know, each such m-tuple in S corresponds to an island in S. Thus the expected number of islands in S is also at least 2 C 1 n (d−1)/(d+1) /2 . First, we need to introduce some notation. A set Q of points in R d is in strongly general position if Q is in general position and, for every i = 1, . . . , d − 1, no (i + 1)-tuple of points from Q determines an i-dimensional affine subspace of R d that is parallel to the (d − i)dimensional linear subspace of R d that contains the last d − i axes. Let π : R d → R d−1 be the projection defined by π(x 1 , . . . , x d ) = (x 1 , . . . , x d−1 ). For Q ⊆ R d , we use π(Q) to denote the set {π(q) ∈ R d−1 : q ∈ Q}. If Q is a set of n points q 0 , . . . , q n−1 from R d in strongly general position that are ordered so that their first coordinates increase, then, for all m ∈ N and i ∈ {0, 1, . . . , m − 1}, we define Q i,m = {q j ∈ Q : j ≡ i (mod m)}.
For two sets A and B of points from R d with |A|, |B| ≥ d, we say that B is deep below A and A is high above B if B lies entirely below any hyperplane determined by d points of A and A lies entirely above any hyperplane determined by d points of A. For point sets A and B in R d of arbitrarily size, we say that B is deep below A and A is high above B if there are sets A ⊇ A and B ⊇ B such that |A|, |B| ≥ d, B is deep below A, and A is high above B.
Let p 2 < p 3 < p 4 < · · · be the sequence of all prime numbers. That is, p 2 = 2, p 3 = 3, p 4 = 5 and so on.
We can now state the definition of the d-dimensional Horton sets from [Val92] . Every finite set of n points in R is 1-Horton. For d ≥ 2, finite set H of points from R d in strongly general position is a d-Horton set if it satisfies the following conditions:
(a) the set H is empty or it consists of a single point, or (b) H satisfies the following three conditions: Valtr [Val92] showed that such sets indeed exist and that they contain no k-hole with k > 2 d−1 (p 2 p 3 · · · p d + 1). The 2-Horton sets are known as Horton sets. We show that d-Horton sets with d ≥ 3 contain many k-islands for k ≥ d + 1 and thus cannot provide the upper bound O(n d ) that follows from Theorem 1. This contrasts with the situation in the plane, as 2-Horton sets of n points contain only O(n 2 ) k-islands for any fixed k [FMH12] .
Let d and k be fixed positive integers. Assume first that k ≥ 2 d−1 . We want to prove that there are Ω(n 2 d−1 ) k-islands in every d-Horton set H with n points. We proceed by induction on d. For d = 1 there are n − k + 1 = Ω(n) k-islands in every 1-Horton set.
Assume now that d > 1 and that the statement holds for d − 1. The d-Horton set H consists of p d ∈ O(1) subsets H i,p d , each of size at least n/p d ∈ Ω(n). The set {0, . . . , p d − 1} is ordered by a linear ordering ≺ such that, for all i and j with i ≺ j, the set H i,p d is deep below H j,p d ; see [Val92] . Take two of sets X = H a,p d and Y = H b,p d such that a ≺ b are consecutive in ≺. Since k ≥ 2 d−1 , we have k/2 ≥ k/2 ≥ 2 d−2 . Thus by the inductive hypothesis, the (d − 1)-Horton set π(X) of size at least Ω(n) contains at least Ω(n 2 d−2 ) k/2 -islands. Similarly, the (d − 1)-Horton set π(Y ) of size at least Ω(n) contains at least Ω(n 2 d−2 ) k/2 -islands.
Let π(A) be any of the Ω(n 2 d−2 ) k/2 -islands in π(X), where A ⊆ X. Similarly, let π(B) be any of the Ω(n 2 d−2 ) k/2 -islands in π(Y ), where B ⊆ Y . We show that A ∪ B is a k-island in H. Suppose for contradiction that there is a point x ∈ H \(A∪B) that lies in conv (A ∪ B) . Since a and b are consecutive in ≺, the point x lies in X ∪ Y = H a,p d ∪ H b,p d . By symmetry, we may assume without loss of generality that x ∈ X. Since x / ∈ A and H is in strongly general position, we have π(x) ∈ π(X) \ π(A). Using the fact that π(A) is a k/2 -island in π(X), we obtain π(x) / ∈ conv(π(A)) and thus x / ∈ conv(A). Since X is deep below Y , we have x / ∈ conv(B). Thus, by Carathédory's theorem, x lies in the convex hull of a (d + 1)-tuple T ⊆ A ∪ B that contains a point from A and also a point from B.
Note that, for U = (T ∪ {x}), we have |U ∩ A| ≥ 2, as x ∈ A and |T ∩ A| ≥ 1. We also have |U ∩ B| ≥ 2, as X is deep below Y and π(x) / ∈ conv(π(A)). Thus the affine hull of U ∩ A intersects the convex hull of U ∩ B. Then, however, the set U ∩ A is not deep below the set U ∩ B, which contradicts the fact that X is deep below Y .
Altogether, there are at least Ω(n 2 d−2 ) · Ω(n 2 d−2 ) = Ω(n 2 d−1 ) such k-islands A ∪ B, which finishes the proof if k is at least 2 d−1 . For k < 2 d−1 , we use an analogous argument that gives at least Ω(n k/2 ) · Ω(n k/2 ) = Ω(n k ) k-islands in the inductive step.
If d ≥ 2 and k ≤ 3 · 2 d−1 then a slight modification of the above proof gives Ω(n min{2 d−1 ,k} ) k-islands which are actually k-holes in H. We just use the simple fact that every 2-Horton set with n points contains Ω(n 2 ) k-holes for every k ∈ {2, . . . , 6} as our inductive hypothesis. This is trivial for k = 2 and it follows for k ∈ {3, 4} from the well-known fact that every set of n points in R 2 in general position contains at least Ω(n 2 ) k-holes. For k ∈ {5, 6}, this fact can be proved using basic properties of 2-Horton sets (we omit the details). Then we use the inductive assumption, which says that every d-Horton set of n points contains at least Ω(n min{2 d−1 ,k} ) k-holes if d ≥ 2 and 1 ≤ k ≤ 3 · 2 d−1 . This finishes the proof of Theorem 5.
