As research on action recognition matures, the focus is shifting away from categorizing basic task-oriented actions using hand-segmented video datasets to understanding complex goal-oriented daily human activities in realworld settings. Temporally structured models would seem obvious to tackle this set of problems, but so far, cases where these models have outperformed simpler unstructured bag-of-word types of models are scarce. With the increasing availability of large human activity datasets, combined with the development of novel feature coding techniques that yield more compact representations, it is time to revisit structured generative approaches.
Introduction
Research on human activity recognition is quickly shifting away from toy problems, such as categorizing short pre-segmented video clips, to understanding complex human activities in real-world settings. This trend is supported by recent surveys [2, 31] with an increasing focus on high level understanding of video sequences (including recognition, parsing, and segmentation). But still, most approaches Figure 1 . Examples for goal-oriented human activities based on small task-oriented action units from a) the ADL dataset ("dial phone"), b) the Breakfast dataset ("prepare fried eggs") and c)the MPII cooking dataset ("prepare soup").
to human action recognition (and associated benchmarks, see [5] for review) focus on the categorization of basic taskoriented actions (e.g. kick, pour, throw, pick). These approaches require pre-segmented video clips as input and are typically based on unstructured models -combining bag-of-word representations (computed over the entire sequence) with a discriminative classifier to yield a single categorization label for the entire clip, see e.g. [34] .
Goal-oriented human activities like "preparing soup" or "frying eggs," however, require the modeling of complex sequences of unsegmented task-oriented action units as shown in Fig. 1 . Sliding windows have provided a remedy to the segmentation problem: The focus becomes to simply detect individual action units (see e.g. [25] ) and model human activities as a temporal sequence of classifier outputs (see e.g. [7, 3] ). However, the resulting models remain severely limited in their ability to represent complex tempo-rally structured sequences.
Structured models for the analysis of temporal sequences have a long history and have reached a high level of maturity in speech recognition research. Somewhat surprisingly, little effort has been devoted to adapting these techniques to the modeling of human action recognition (see e.g. [6] ). Recently, it has been argued that one of the main reasons why generative methods that have been successful in speech recognition have not found more widespread acceptance in action recognition is because of the limited size of the existing action databases compared to the size of the corpora used in speech [13] . The authors collected a large video dataset of breakfast-cooking activities and showed promising initial results using a bag-of-words representation combined with HMMs and simple context-free grammar.
Here, we question the use of bag-of-words and focus our effort on improving the feature-encoding stage. Our initial observation is that bag-of-words, because they typically yield sparse and high-dimensional visual representations, constitute a particularly poor choice for HMMs and other generative approaches. Hidden states in HMMs are classically trained using Gaussian Mixture Models, which typically require the input data to (1) be low-dimensional to limit the number of parameters to be estimated during training and to reduce overfitting and (2) follow the initial model assumption of normal distributed data.
We assess the use of Fisher Vectors (FVs) for encoding video sequences in the context of a generative recognition system. Fisher Vectors have shown two important characteristics: They were successfully applied to both large-scale image classification and action recognition problems and they have been shown to maintain classification accuracy when used in combination with dimension reduction techniques [8, 12] . In addition we expect that FVs can be better approximated by a Gaussian Mixture Model. We will further verify this claim empirically using standard normality test in Section 3.
We further extend the approach by Kuehne et al. [13] based on an open source speech recognition engine with HMMs as a basic building block for action primitives by combining it with a Fisher Vector representation. We argue that Fisher Vector encoding is especially suitable for this type of architecture and show that replacing the bagof-word model with Fisher vectors [12] as a video representation yields to a very substantial improvement in accuracy (30% gain). Additionally, the probabilistic modeling of possible action primitives allows to exploit efficient training and decoding techniques used in speech recognition for the temporal parsing of human activities.
We test the proposed approach on three publicly available datasets varying in size and complexity: the ADL dataset [16] , the MPIICooking dataset [25] and the Breakfast dataset [13] . We demonstrate through extensive experimental validation, that the combination of Fisher Vectors and HMMs, which has not been studied before in context of video-based activity recognition, yields an excellent recognition accuracy for all datasets both at the level of goaldirected tasks and overall activity.
Related work
Structured temporal models of human action: Most early approaches for action recognition with structured temporal models rely on either motion capture data [9, 29] or hand-labeled trajectories [23] . Although these approaches provided high-level concepts for the modeling of human actions, their application was usually limited by their need for precise input data in the form of body information of joint trajectories.
But also the application of structured temporal models to real video data started to gain some traction. Temporally structured representations that have been proposed include generative mixture models [16] , Bayes Networks [27] or the combined usage of SVM and HMM [6] for the recognition of human action in various datasets.
Recent work has focused on the problem of detecting and segmenting human activities in videos. Bhattacharya et al. modeled temporal events using Linear Dynamical Systems (LDS) to detect events in complex video datasets [3] . Long-term relations are also considered in the "sequence memorizer" (described in [7] ), which uses a Bayesian nonparametric model to simultaneously detect and classify events within a video stream. A higher-level representation based on a stochastic context-free grammar was used in [33] , as in the present work, however, these authors only considered body pose information like hand positions as input information. Another closely related approach was proposed in [22] , where action units are combined with a set of production rules to build a grammar to model the hierarchical temporal structure of human activities. The system is able to learn to parse action units derived from the Olympic sports dataset.
All these concepts build on the idea of elementary actions and associated grammar rules to form larger activity sequences. Usually, however, the high-level model assumption is based on the output of a discriminative, frame-based classification. This sets them apart from fully generative approaches as presented by [13] and in this work. Additionally, while the existing approaches mainly focus on the midor high-level modeling of complex activities, the proposed system considers the harmonization (or combination) of all system components, form feature description, and quantization over frame-based classification up to the definition of grammar rules, in a way that each processing step provides the best possible input for the next higher level. This allows to successfully apply the proposed approach to large, complex real-life datasets.
Fisher vectors: Fisher Kernels were originally proposed by Jaakkola and Haussler [10] to help make generative models applicable to discriminative kernel-based classifiers.
The approach was later adapted to represent feature sets for image classification [20] and subsequently improved via L2, power normalization, and by sampling the Fisher Vector representation over a spatial pyramid [21] . More recently, Fisher Vector representations have been shown to yield not only more accurate classification accuracy, but also much more compact feature vectors [12] .
The application of Fisher Vectors to action recognition was first explored in [36] where the authors used a standard video descriptor (HOGHOF) to compare different encoding methods on two different datasets. It was shown that Fisher Vectors tend to outperform other methods. This result was later replicated on a separate dataset [30] . The combination of Fisher Vectors and Dense Trajectory Features (DTF) was also demonstrated to work exceedingly well for the recognition of actions [34, 19] .
Fisher vector encoding
Here, we briefly review the key steps involved in computing Fisher Vectors for frame-based action recognition. We refer the reader to [8, 28] for a more in-depth theoretical treatment of the subject.
It is assumed that a set of local feature descriptors can be modeled by a probability density function, which is, in our case, a Gaussian Mixture Model with K components (k=1, . . . , K) defined by the associated mixture weights w k , mean vectors µ k and variances σ k corresponding to the diagonal of the covariance matrix Σ k .
The final Fisher vector describes the deviation of a feature set X = {x t |t = 1, . . . , T } from the given distribution with respect to the mean and variance given by:
Eq. (1) characterizes the deviation of the feature set from the mean of the distributions and Eq. (2) describes the deviation from the variance for the k-th Gaussian, weighted by the overall soft assignment γ t (k) defined by:
, with u k the k-th Gaussian defined by the Gaussian mixture model. For each feature set X, the gradients G 
For the system presented here, we use dense trajectory features [1] , a combination of trajectories, HOG, HOF and Motion Boundary Histograms (MBH). We compute the Fischer Vector representation using the implementation of Vedaldi & Fulkerson for each frame based on a sliding window of 20 frames [32] .
Following the description in [21] , we apply an L2-normalization to the overall vector. Additionally, Perronnin et al.ȯbserved that the more Gaussians components are used, the sparser the Fisher Vector representation becomes [21] . Here, we follow their suggestion using a power normalization (g(x) = sign(x) √x ) to reduce the sparsity of the corresponding Fisher Vector. We expect this type of normalization to be particularly important as the fit by the subsequent HMM processing stage is expected to improve with more normally distributed inputs.
Lastly, following [12] , we use PCA to whiten the data and further reduce the overall dimensionality of the feature vector. Following [13] , we use GMMs based on a single Gaussian mixture per state. Hence, it is expected that normally distributed input vectors should improve the HMM fit, which in turn should yield overall higher recognition accuracy.
Here, we perform normality tests on the resulting Fisher Vectors. We randomly sample data along each dimension of the feature vectors and test the skewness and kurtosis of the resulting distributions using the Lilliefors [14] and the Jarque-Bera test [11] , respectively. We set our significance level to p=0.01 and count the number of dimensions for which the null hypothesis cannot be rejected (i.e. normally distributed dimensions). We performed the analysis on the FVs before and after PCA whitening. While only a mere 0.53% of the originally FV encoded dimensions passed the Lillifors test (0% Jaque-Bera), 84.3% and 79.6% of the PCA-reduced data dimensions passed the Lilliefors test at this significance level. This shows that after PCA, the feature vectors fit better to the Gaussian assumption of our model. As we will show in Section 5, this will yield significant gains in activity recognition accuracy. For comparison, we also applied the normality test to feature vectors based on bag-of-words and found that none of the dimensions ended up passing the normality test.
System description
As discussed in [13] , human activities are inherently hierarchical in nature. Sets of motor commands are combined to enable low-level task-directed action units. Sequences of these task-directed action units further yield complex goaldirected activities. In our work, task-directed action units are modeled with HMMs, much like words in speech. These action units then form the building blocks to model complex goal-directed human activities as sentences using action grammar.
Below we briefly summarize the approach. Details can be found in [13] . We formalize activity recognition as the problem of finding the most probable sequence of action units from an observed input sequence. Each action unit is represented by an HMM, which is trained separately. The HMM states follow a left-to-right feed forward topology, permitting only self-transitions and transitions to the next state.
We follow the heuristic proposed by [13] and set the number of possible hidden states for each HMM relative to the mean length (1/10) of the corresponding action units (computed over the training samples). During the initialization phase, all training units are split evenly over time based on the computed number of states and the frame-based representations assigned to the related states. This is sensible since frames at the beginning and end of an action unit always correspond to the first and last state due to the left-toright topology. The Gaussian components associated with each state are initialized with the feature vector extracted for each input frame. The initial transitions are set to default values (self -0.6, next -0.4).
As such, HMMs represent a mid-level temporal model to represent basic action units. The number of states is also a lower bound on the minimum number of frames that are needed to pass the HMM. The Viterbi algorithm is then used to train HMM parameters accordingly. After initialization, the unit states are re-estimated by the Forward-Backward algorithm, optimizing the joint probability of states and frame inputs. For details concerning the training and recognition with HTK, we refer to [37] .
As the number of samples per class or, in our case, per action unit follows a long tail distribution, with few classes occurring often and a larger number of classes occurring only occasionally, we enforce a minimum and maximum number of training samples for a more even fit across all classes. When needed, artificial samples are generated by synthetic minority over-sampling to guarantee a minimum number of samples.
Finally, the higher level activity recognition model is based on a context-free grammar. The grammar defines all possible transitions between units. For the proposed architecture, we automatically build a grammar using the manual annotations for action units associated with each dataset. Any possible combination of units that is found in a given dataset is represented by one path in the grammar.
Experimental results

Datasets
We evaluate the proposed approach on three different datasets, the Activities of Daily Living (ADL) dataset [16] , the MPIICooking dataset [25] and the recently published Breakfast dataset [13] . The last two datasets are significantly larger in size and also include more complex activities. Although the two datasets share some similarities both in terms of the types of activities and annotation granularity, they use different accuracy measures and evaluation procedures. We therefore combine the evaluation protocols to provide a unified evaluation for both datasets with respect to the tasks of activity recognition, action detection, and action segmentation.
The Activities of Daily Living dataset (ADL) [16] contains 10 different activities with five people performing each activity three times (15 samples per activity, 150 clips overall). For meaningful comparison across datasets, we focus on annotations at the task-based level, resulting in 53 different action units. We use a leave-one-person-out training strategy leading to 12 samples per activity for training. This is a small number of samples compared to the Breakfast dataset (see below). To balance number of samples per class used for training, we use at least 12 samples and a maximum of 30 samples per unit.
The MPII Cooking Activities dataset [25] contains 14 different activities, 65 unique action units for 44 videos overall. The number of samples per activity class varies from one to seven samples. For the sampling of training data, we set the lower bound at 20 and the upper bound at 100 samples per unit class. The dataset has been mainly used for a system evaluation at the level of action unit categorization and for the spotting of action units within longer sequences (evaluation based on a midpoint-hit criterion). We extend the evaluation criterion originally proposed in [25] to activity recognition and the parsing and segmentation of action units. As these tasks are quite different from the original evaluation, the results are only somewhat comparable. Another difference with the evaluation conducted in [25] is the treatment of the "background activity" class. This class originally appeared at the beginning and the end of activity sequences and during transitions between action units. Here, we treated this "background activity" at the beginning and end of the sequence as such. However, we removed this label during transitions between action units and propagated the labels from adjacent action units to fill in the blank. Finally, we used the training and test splits provided by the authors.
The Breakfast dataset [13] contains 10 activities related to the preparation of breakfast. Videos were recorded from 52 participants in 18 different kitchens. The various recording locations led to a large inter-class and only minor intraclass variation, e.g. "preparing coffee" vs. "preparing tea" or "preparing scrambled eggs" vs. "preparing fried eggs". We used the annotations provided by the authors at the level of action units (48 total) and considered a lower bound of 20 and an upper bound of 100 samples per unit class. We compared our results to the evaluation published by [13] and extended the benchmark by adding the evaluation of unit-based classification as well as the midpoint-hit detection accuracy.
Recognition, Parsing and Segmentation
To assess the accuracy of the system for the recognition of human activity as well as for the parsing of sequences into basic action units, we consider three metrics: overall activity recognition accuracy, action unit detection accuracy based on midpoint-hit criterion, and frame-based segmentation accuracy.
The midpoint hit accuracy [25] aims at providing a detection estimate of a system by assessing the agreement between the system and the ground-truth for the corresponding action unit. The frame-based segmentation accuracy, on the other hand, evaluates the number of frames that overlap with the correct action unit [13] . We choose these two measurements to allow a unified evaluation based on the protocols of the original publications.
As our main focus is on feature-based representations, we first evaluate FVs based on different numbers of Gaussians (K = 16, 32, 64, 128, 256) and for different numbers of dimensions of the input data following PCA (D = 16, 32, 64, 128, 256, see Table 1 ). We compute FV representation of dense trajectory features on a frame basis using a sliding window of over 20 frames. The resulting frame representation is then used for the training and testing of the system of the three described datasets. The results for activity recognition, midpoint detection, and segmentation are shown in Table 1 .
It shows that best recognition results are usually reached within the span of 32-128 GMMs and 16-64 reduced dimensions. Additionally, one can see that the best parameter configuration of unit-based evaluation for the ADL and the MPII datasets are not necessarily overlapping the best configuration for overall activity recognition. Here, one has to remark that both datasets have a limited number of video sequences (MPII = 48 clips, ADL = 150 clips), and that the grammar, defining also a maximum number of possible paths, has more influence on the activity classification in this case. For the largest dataset, the Breakfast dataset (6848 clips), the results converge to what can be seen as a hint that the system becomes more stable with more training data.
Additionally, one has to remark that the MPII dataset differs from the other two datasets, as it is not intended to be used for activity recognition, but only for action unit clasa) b) c) Figure 2 . Sample results for frame-based unit segmentation for a) the ADL dataset ("dial phone" and "drink water"), b) the MPII cooking dataset ("prepare mashed potato" and "prepare cold drink") and c) the Breakfast dataset ("prepare tea" and "prepare scrambled eggs"). The upper/lower color bars correspond to ground-truth/system output, respectively. This figure is best viewed in color. sification and detection. As there are only 48 clips overall from which only 22 are for testing, the results for activity recognition are only partially representative.
Comparison with discriminative classification
For the recognition accuracy, we compare the presented generative approach against standard discriminative classification with SVM. We compare two aspects of the proposed system. First, the overall activity classification performance and second, the unit classification performance. In the case of the discriminative classification, we evaluate the performance of the full FV representation (2048-32768 dimension for 16-256 GMMs) as well as the performance after reduced dimensionality to 64 dimensions. Classification is based on the libSVM [4] framework with linear kernel. We use the identical features and GMM cluster as they were used in the HMM framework. In the case of discriminative classification, features are sampled over the full video, respectively the full unit, resulting in one representation vector per video respectively per unit, whereas for the generative approach, a frame-based sampling is used. We found this configuration to provide the best possible condition for both methods. Table 1 . Evaluation of the proposed approach in terms of activity recognition, unit parsing and frame-based segmentation for different initial number of GMMs and varying number of dimensions obtained with PCA. All three datasets provide activity classes (activity classification -chance level: 10%). The number of action unit classes for mid-point hit and frame-based segmentation is n = 53 for ADL (chance level: 1.9%), n=65 for MPII (chance level: 1.5%) and n=48 for BF (chance level: 2.1%).
ative approach results in a better activity recognition accuracy for all three datasets compared to standard SVM classification, thus the improvement for the larger and more complex datasets, e.g. +18.9%, is more significant than for the smaller ADL dataset (+3.4%).
Note that on one hand, SVM-based recognition does not make use of any temporal modeling as it is provided for HMM-based recognition by grammars. On the other hand, HMM-based recognition additionally allows the temporal segmentation and parsing of the video sequence and provides more information than SVM-based recognition. Additionally, one has to note that for the MPII dataset, this task can be considered as outside formal evaluation as there are only a small number of samples per class available. In the case of SVM-based classification, the task resembles a oneor two-shot learning, whereas in the case of HMM-based recognition, the full grammar path is available and therefore, the parsing can be seen as straightforward. But the results also show the capability of generative modeling in terms of defining and recognizing activities based on a set of pre-trained units, even when there are no or only a few complete sequences available.
For the unit classification results shown in Table 3 , we adapted the HMM-based recognition as follows: We presegmented the action units, as done for discriminative classification, and removed any grammar information. Thus, we only evaluate which HMM provides the highest probability for the given action unit without any sequence knowledge. The comparison with the discriminative approach shows that the HMM-based recognition starts outperforming discriminative approaches with enough training samples. For the ADL dataset, with a mean of 25 samples per unit for training, the SVM-based classification (64.9%) clearly outperforms the HMM-based recognition engine (47.8%), whereas for the MPII dataset with a mean of 48 samples per unit for training, the classification accuracy is comparable Table 3 . Comparison between HTK and SVM for unit classification accuracy (using dense trajectories and FVs).
(SVM -41.1%, HMM -37.9%). For the Breakfast dataset, which provides a mean of 79 samples per unit, HMM-based unit recognition (40.2%) outperforms SVM-based classification (32.0%).
Comparison to state of the art
We compare the proposed approach to reported benchmarks for the three evaluated datasets.
ADL dataset: As the dataset was originally designed for the task of activity recognition, results reported for this dataset do not usually include systems' accuracy for the detection or segmentation of action units. We thus focus on activity recognition results and report an accuracy of 94.7% for the proposed approach, which is on par with state-ofthe-art approaches. It does not, however, outperform the best reported results (98.7%) on this dataset. The main difference compared to the best performing systems currently like [35] , [17] , and [26] is that those usually include some kind of context such as location or body part information. We recognize that these clues help in cases of given scenarios with a fixed environment, camera viewpoints, and constant objects, but that they are likely to fail in scenarios recorded in less restricted environments like those shown in the Breakfast dataset.
ADL dataset -Activity recognition benchmarks Accuracy FK + HOG-FG-OF [26] 98.7% FV + Body part model [17] 97.3% Contextual features + MKL [35] 96.0% FV + HTK (proposed) 94.7% FV + SVM (tested) 94.0% Augmented VH (incl. abs. pos.) [16] 89% Tracklets [24] 82.7% Temporal cropping (HOF) [15] 80.0% Latent VH [16] 67% Velocity Histories (VH) [16] 63% Table 4 . Comparison between the proposed approach and state-ofthe-art systems for activity recognition on the ADL dataset. Table 5 . Comparison between the proposed approach and stateof-the-art systems for activity recognition on the MPIICooking dataset.
MPIICooking dataset: Unlike the ADL dataset, the MPIICooking dataset has so far been used mainly for the recognition of action units. We compare our results to others [18, 25] (see Table 5 ) and report the mean precision and recall per class (GMMs = 256, D' = 16). As shown in Table 1, the system provides good precision and recall rates compared to other approaches with a higher precision than recall. The somewhat better precision is most likely due to the grammar, which in this case seems to enforce insertions with a mean of 2.23 inserted units per sequence rather then deletions with a mean of 0.49 deleted units per sequence.
Breakfast dataset: This is the newest of all three datasets. We compare our approach to the results reported in [13] and show that the proposed system outperforms the baseline by +33.7%. Table 6 ) shows an exhaustive comparison between different descriptors (HOGHOF) and dense trajectory features (DTFs) in combination with either bagof-word (BoW) or FV encoding. We find that both DTFs and FVs alone consistently improve the recognition accuracy but FVs yield the larger improvement of the two (+22.0% mean improvement) for FVs compared to +13.5% mean improvement for DTFs. Consequently, the combination of both techniques leads to a very significant improvement of +32.5% of the mean accuracy compared to the baseline approach described in [13] .
Conclusion
We described a temporally structured model for human activity understanding, which learns a grammar over action units modeled by HMMs. Our video representation combined dense trajectories and Fisher Vectors. One of our main results is that Fisher Vectors combined with PCA yields normally distributed feature vectors that are better fitted by HMMs. We tested the proposed approach on three distinct activity recognition datasets and showed that when sufficient training samples are available, the proposed system outperforms unstructured bag-of-words type of models by a significant margin.
