Introduction {#s1}
============

The Peabody Picture Vocabulary Test--IV (PPVT-4; Dunn and Dunn, [@B11]) and the Expressive Vocabulary Test--II (EVT-2; Williams, [@B61]), along with their earlier versions, are the most widely used standardized vocabulary tests in the United States and other countries, including: Slovania (e.g., Bucik and Bucik, [@B4]), France (e.g., Theriault-Whalen and Dunn, [@B47]), Japan (e.g., Ueno et al., [@B52]), Korea (e.g., Kim et al., [@B21]), Brazil (e.g., Capovilla and Capovilla, [@B6]), Northern Sotho (e.g., Pakendorf and Alant, [@B38]), and China (e.g., Ji et al., [@B19]). The popularity of these measures is evidenced by over 1,000 combined citations from 1960 to 2016 in PSYCHINFO alone. Nevertheless, debates and criticisms over use of these vocabulary tests with culturally and linguistically diverse populations continue unabated.

Criticisms of standardized vocabulary tests have ranged from content bias, bias in reference norms, threats to content and construct validity, to cultural bias and so forth (e.g., Stockman, [@B45]; Qi et al., [@B41]; Thomas-Tate et al., [@B49]; Haitana et al., [@B14]; Pae et al., [@B37]). Among the most salient criticism is the use of these tests with children from low-income, culturally, ethnically, and linguistically diverse backgrounds. Among vocabulary measures, The PPVT is among the most popular. The PPVT is a standardized measure of children\'s receptive vocabulary and screen for verbal abilities. The use of the PPVT is widespread including use in large scale federal funded early childhood programs including Even Start Programs and Early Reading First and use by speech-language pathologists for verbal ability evaluations. Its companion the EVT measures children\'s expressive vocabulary and complements the PPVT (Restrepo et al., [@B43]). The PPVT, in particular, has sparked much controversy over alleged inappropriateness with culturally and linguistically diverse populations (Haitana et al., [@B14]). Numerous studies have shown ethnically and linguistically diverse populations to score one to two standard deviations below normative expectations (e.g., Washington and Craig, [@B54], [@B55]; Champion et al., [@B8]; Laing and Kamhi, [@B25]; Qi et al., [@B41]; Restrepo et al., [@B43]; McCabe and Champion, [@B31]; Terry et al., [@B46]; Gonzalez et al., [@B13]), highlighting possible bias in these tests. African-American, Hispanic and Native American populations, in particular, have been shown to score much lower on standardized vocabulary tests than do the normative samples (Thernstrom, [@B48]; Buly, [@B5]; Rock and Stenner, [@B44]; Thomas-Tate et al., [@B49]; Horton-Ikard and Ellis Weismer, [@B16]). African American children, for example, have been shown to score about one standard deviation below the mean scores compared to their White counterparts (e.g., Rock and Stenner, [@B44]; Restrepo et al., [@B43]). Latino preschoolers have been found to approach two or more standard deviations below normative standards (Lonigan et al., [@B28]; Gonzalez et al., [@B13]).

The suitability of the PPVT-4 and EVT-2 for use with ethnically, linguistically or culturally different populations continues debated. As highlighted in the manual, the PPVT-4 and EVT-2 were developed to measure standard American English (Dunn and Dunn, [@B11]; Williams, [@B61])-a potential bias for non-standard English speaking or English learning populations. For example, neither the PPVT nor the EVT incorporate African American English (dialect of American English) in the test items (Qi et al., [@B41]; Pae et al., [@B37]). Researchers have also questioned the use of a predominately White middle-class American norm sample in both tests (Qi et al., [@B41]). The predominantly White norms of both tests have raised concerns in their use when testing cultural and ethnical diverse groups (Stockman, [@B45]; Thomas-Tate et al., [@B49]; Haitana et al., [@B14]).

Examining the appropriateness of standardized vocabulary tests for use with linguistically, culturally or ethnically different populations remains a high priority. Additionally, few efforts have been made to address how researchers can analyze data from non-English or non-standard English speaking children in ways that take into account possible biases in the tests. As discussed previously, culturally or ethnically different populations generally score disproportionately lower than the normative sample on standardized vocabulary tests. Many among these populations score at the lower end of the distribution of scores. In psychology and social science research, when test scores "stack" on or near the lower end of measurement scale, this phenomenon is known as "floor effects" (Hessling et al., [@B15]; McBee, [@B30]). Notable among tests that yield floor effects among ethnically and linguistically diverse populations are the PPVT-4 or the EVT-2. Researchers or others using the PPVT or EVT tests need to be aware that relative to the norming sample, scores for culturally and linguistically different populations may show right-skewed data distribution patterns or floor effects. Among the concerns with skewed data patterns is that many parametric statistical analytic strategies (e.g., *t*-test, ANOVA, and multiple regression) rely on normality assumptions. Inappropriate data analytical strategies result in distorted results and quite possibly erroneous or incorrect inferences due to violations of model assumption. Given that highly skewed distributions of floor effects, the use of conventional statistical methods assuming normality may yield distorted and quite possibly misleading results (Muthén and Asparouhov, [@B34]). For example, Hessling et al. ([@B15]) point out that due to floor effects experimental and quasi-experimental intervention studies may fail to reject the null results when in fact the null hypothesis is rejected. As an example, if there is insufficient range in the measurement scale to capture and differentiate lower levels of ability or achievement, low-performing participants will tend to score in or "stack" at the low end of the scale. In such situations, the presence of floor effects renders it difficult to compare the invention group with the control group in terms of gains produced by an intervention. In sum, floor effects may distort efforts at examination of intervention effects, in particular, among diverse populations such as children from low-income, culturally, ethnically, and linguistically diverse background.

The importance of addressing floor effects in data analyses is largely undisputed. In both simulation and empirical studies researchers have demonstrated that ignoring floor effects can result in biases in parameter estimates, standard error estimates, and misleading inferences (Wang et al., [@B53]; Twisk and Rijmen, [@B51]; McBee, [@B30]). To address potential floor effects in data analysis, techniques to deal with the floor and similar type of data have been developed and increasingly applied in social science research (e.g., Twisk and Rijmen, [@B51]; McBee, [@B30]; Proust-Lima et al., [@B40]; Iachina and Iachina, [@B18]; Whitaker and Gordon, [@B60]; Keeley et al., [@B20]). For example, the practice of treating floor data as left-censored data and using the Tobit regression model as a correction has been a common recommendation (e.g., Cox and Oakes, [@B9]; Muthén, [@B32], [@B33]; Klein and Moeschberger, [@B23]). The concept of floor effects is similar to left-censoring in survival analysis framework. In survival analysis, left censoring is considered to when some individuals have already experienced the event of interest before recording or observing or collecting those targeted data points (Kleinbaum and Klein, [@B24]). Floor effects are in similar nature. Due to a measurement range that does not adequately capture extremely low levels of ability and/or achievement, some true scores beyond the scale limits cannot be observed, similar to the left-censored data which are censored/truncated at the lower-boundary (floor threshold). While left censoring is related to the observation time, floor effects are in the context of restricted range of measurement. In Tobit regression model (also called censored regression), from treating floor data as left-censored data, Tobit regression effectively models the limitation.

Recognizing that floor effects in data analysis can lead to biased estimates, it is recommended that researchers more closely examine the distribution of scores in standardized measures administrated to diverse populations. For example, in a sample of students with special needs, Whitaker ([@B56], [@B57], [@B58], [@B59]) identified possible floor effects in their scores on both the Wechsler Adult Intelligence Scale (WAIS) and the Wechsler Intelligence Scale for Children (WISC). Similarly, while screening a large cohort of students for reading disabilities, Catts et al. ([@B7]) pointed out floor effects in their scores on the Dynamic Indicators of Basic Early Literacy Skills (DIBELS), a screening instrument for identifying children at risk for reading disabilities. Many children were found to score near the lower end of the distribution (no or low risk for reading disabilities). These studies demonstrate that floor effects may occur when these measures are used with diverse groups. Nevertheless to our knowledge, no studies exist examining the impact of floor effects in administrations of the PPVT-4 or EVT-2 with children from low-income, culturally, ethnically, and linguistically diverse backgrounds. As discussed previously, numerous studies found these children often performed poorly on the PPVT-4 or EVT-2 with the vast majority of scores stacked near the lower end of the data distribution. While there is no universally accepted definition of what constitutes floor effects in tests, in some disciplines (e.g., clinical orthopedics research), floor effects are defined as when 15% (or more) of sample participants score at the lowest level of a measure\'s range (Lim et al., [@B26]). Given the predominance of low scores for cultural and ethnical diverse groups on the PPVT-4 or EVT-2, particular attention needs to be paid to the presence of floor effects in the data.

The purpose of the study {#s2}
========================

Despite psychometric excellence of the PPVT-4 and the EVT-2, concerns arise when these tests are used to asses diverse populations who may perform substantively different from the norm sample. As noted in research, non-English or non-standard English speaking children often score one to two standard deviations below normative standards (e.g., Lonigan et al., [@B28]). This study focused on Mexican-American Spanish-speaking preschool dual language learners (DLL) enrolled in preschool.

The study had three aims: (a) to examine floor effects in data from a the pre-test administration of the PPVT-4 (Dunn and Dunn, [@B11]) and the EVT-2 (Williams, [@B61]) test scores in a sample of low SES Mexican-American DLL preschool children (Pollard-Durodola et al., [@B39]), (b) to examine the impact of floor effects on evaluating the pre- post-test performance on receptive and expressive vocabulary outcomes as measured by the PPVT-4 and the EVT-2 (Pollard-Durodola et al., [@B39]), and (c) to evaluate the impact of floor effects on estimating parameters, standard errors, and significant tests through Monte Carlo simulations. Different analytical approaches were compared in response to different levels of floor data in the outcome variable in the multilevel structural equation modeling (MSEM) framework, which is viewed as a more general framework to analyze multilevel data. Results discussed and appropriate statistical methods for dealing with data with floor effects were thereby suggested.

Dealing with floor effects {#s3}
==========================

In this study, we examined three methods of analyzing data from pre and post administration of the PPVT-4 and EVT-2 with potential floor effects, including the regular multilevel regression model with maximum likelihood (ML) estimation (ignoring floor effects), the robust standard error approach in multilevel model (standard error adjustment based on maximum likelihood with robust standard error estimation), and the multilevel Tobit regression model (addressing floor effects from treating the outcome variable with floor effects as left-censored variable). All these analyses are set up under the multilevel structural equation modeling (MSEM) framework given that MSEM is viewed as a more general framework for analyzing multilevel data with the flexibility to include both observed and latent variables in the model simultaneously (Muthén and Muthén, [@B35]). Conventional linear regression assumes normality assumption. Floor effects in the dependent variable are not taken into account in the conventional linear regression analysis (Winship and Mare, [@B62]). The robust standard error approach and the Tobit approach, on the other hand, handle floor effects with different techniques. In the next section, the latter two approaches are presented in more detail.

The robust standard error approach
----------------------------------

Statistical methods often rely on certain assumptions, such as multivariate normality, homoscedasticity, or observation independency. If model assumptions are not satisfied, substantial biases would occur in parameter estimates, standard error estimates, and model evaluation. Floor effects generally occur when data distributions are highly right skewed. Given floor effects in the outcome variables, the use of linear regression is problematic due to potential violation of the multivariate normality assumption. Yuan et al. ([@B64]), for example, demonstrated that standard error estimates and test statistics may be inconsistent due to data nonnormality (e.g., positive skewed data). Brown ([@B3]) noted marked floor effects led to biased standard error estimates using maximum likelihood (ML). Note that in some conditions, normal theory ML produced unbiased parameter estimates though data are nonnormal, however, bias in standard error estimates cannot be overcome and possibly distorting significance testing, and in turn misleading inferences (Yuan and Bentler, [@B63]; Finney and DiStefano, [@B12]; Baraldi and Enders, [@B1]).

To correct for bias in standard error estimates, robust standard error approach has often been used to produce unbiased standard errors (King and Roberts, [@B22]). The literature identifies several ways to obtain robust standard errors, such as asymptotically distribution-free estimation (ADF; Browne, [@B2]) and bootstrapping (Nevitt and Hancock, [@B36]). Other methods include Huber/Pseudo sandwich estimator. In the M*plus* program (Muthén and Muthén, [@B35]), there are three routines to produce "robust" standard errors, including: (1) maximum likelihood parameter estimates with robust standard errors and chi-square test statistic (MLM), (2) maximum likelihood parameter estimates with standard errors and a mean- and variance-adjusted chi-square test statistic that are robust to non-normality (MLMV), and (3) maximum likelihood parameter estimates with standard errors and chi-square test statistic robust to non-normality and observation non-independence (MLR). In this study, M*plus* was used for all analyses and illustrations.

The three estimation methods, namely, MLM, MLMV, and MLR, are all ML based robust estimators. However, standard errors produced by these ML estimators could be very divergent. In many situations, the ML parameter estimates are still consistent even data are nonnormal, but standard error estimates could be very biased. In analyzing multilevel data, MLR shows its advantage in dealing with observation dependency (Maas and Hox, [@B29]). In addition, MLR is also superior in handling: (1) data non-normality and (2) missing data (see Yuan and Bentler, [@B63]). In this study, we adopted MLR estimator in terms of handling both floor effects in data and data of multilevel structure.

The tobit approach
------------------

Tobit regression analysis, first formulated by Tobin ([@B50]), models linear relationships between variables when the outcome variable is either a left- or right-censored variable. In Tobit regression, scores that fall at or below some threshold are viewed to be (left) censored from below the threshold. As described previously, floor effects are potential when a large percentage of scores occurs at the low end of the measurement scale. Data with floor effects are treated as left-censored data in Tobit regression. For instance, when two low-performing students are measured with a standardized test, both students scored zero on the test, but their actual abilities may not be the same. In this case, their scores seem to be censored from the censoring point (i.e., zero), which however, fail to capture their true abilities. The standardized test, because of its restricted score range, is unable to differentiate abilities of students who score extremely low (or high) level. Scores at the extremes can be viewed as being censored or truncated. The lowest (or highest) bound is called the censoring point or threshold (Cox and Oakes, [@B9]). To sum, in the Tobit regression model dependent variables with floor effects are viewed as left-censored variables.

In the Tobit regression model, *y*^\*^ represents a random latent variable and y represents a censored variable. When the data are not censored, the distributions of *y*^\*^ and y overlap. The lowest bound is defined as "*l*" and the highest bound as "*u*". Mathematically, the Tobit regression models are expressed as follows: (Long, [@B27]; Twisk and Rijmen, [@B51]):
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when the outcome variable is left-censored.

When the outcome variable is right-censored, expressions include
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The discussion till now was about a simple Tobit regression model. When data are characterized by dependency among observations due to the nested or hierarchical data structure (e.g., students nested within classrooms, members nested within organizations), multilevel model (MLM) is the appropriate method (Raudenbush and Bryk, [@B42]; Hox et al., [@B17]). The following expressions (7--9) represent a typical multilevel model (i.e., random intercept model which is equivalent to a commonly used form of multilevel structural equation model (MSEM) and can be specified and analyzed by the M*plus* Type = Twolevel routine):
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where *i* represents the individual (i.e., *i* = 1...*n*~j~) and *j* represents the group in which the individual is nested (i.e., *j* = 1...*N*). In the level-1 model as shown in Equation (7), β~0*j*~ is the estimated average for the *j*-th group. B~1*j*~ is the slope which is a fixed effect and X~*ij*~ is the level 1 covariate. *e*~*ij*~ is the within-group random error. In the level-2 models shown in Equations (8) and (9), β~0*j*~ is the random intercept constituted by the grand mean (γ~00~) and the between-group random effect (U~0*j*~). We interpret the estimate for U~0*j*~ as the variance of the mean for each group around the grand mean. In Equation (9), given the slope is a fixed effect, γ~10~ represents the average change across all groups for the X~*ij*~ predictor.

To address floor effects in the outcome variable, the above Equations (7), (8), and (9) can be modified and the following equations represent a multilevel Tobit regression model:
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in which the outcome variable with floor effects (*y*~*ij*~) is treated as left-censored ($y_{ij}^{*}$) in the multilevel Tobit regression model.

Next, three comparative methods, including regular multilevel regression, multilevel regression with robust standard error approach, and multilevel Tobit regression, were examined in response to floor effects in data with multilevel structure. The first method did not address the floor effects. The latter two methods addressed the floor effects differently. For the robust standard error approach, the MLR estimator was adopted to obtain robust standard errors. For the multilevel Tobit regression approach, the outcome variable was treated as a left-censored variable in which a multilevel Tobit regression was applied. Next, we presented two studies to examine the three methods. First an empirical example was presented, followed by a simulation study.

An empirical example {#s4}
====================

Although there is no consensus, standardized vocabulary tests (e.g., the PPVT-4 and the EVT-2) may, under some circumstances, be inappropriate for use with culturally or linguistically diverse populations. Given evidence of low standardized vocabulary tests scores from some cultural and linguistically diverse groups, this study highlighted the potential issue of floor effects. In summary, the aim of this empirical example was 2-fold: (a) to establish the existence of floor effects on the PPVT-4 and the EVT-2 test scores in a sample of low SES Mexican-American preschool children who were dual language learners (DLLs) (Pollard-Durodola et al., [@B39]), and (b) to investigate the impact of floor effects on examining the PPVT-4 and the EVT-2 pre- to post-test scores comparison with respect to the sample\'s vocabulary growth (Pollard-Durodola et al., [@B39]).

In this example, the participants included 252 low-income Mexican-American preschool children participating in randomized clinical trial of an evidence-based shared book reading intervention in two school districts located in South Texas. In this sample, preschool children (average age was 5 years) were 92.1% economically disadvantaged, and primarily Mexican-American (98.3%). Eighty-seven percent of parents of preschoolers reported that Spanish was the primary language spoken at home while 8% reported speaking English in the home and 5% reported using both languages. All children were identified as Spanish-speaking children while learning English as a second language (Pollard-Durodola et al., [@B39]). Based on the student performance on the *pre*LAS® English (DeAvila and Duncan, [@B10]), all preschoolers were at the pre-functional and beginning level for their English language proficiency. All the preschool children were assessed using the PPVT-4 and the EVT-2 at pre- and posttests to examine the impact of the shared-reading intervention on their vocabulary growth.

Table [1](#T1){ref-type="table"} provides descriptive on standardized scores for the post-test PPVT-4 and the EVT-2. As shown in Table [1](#T1){ref-type="table"}, a significant majority of participants scored in the low range, including: 93.97% on the PPVT-4 (i.e., moderately low range 33.73% + extremely low range 60.24%) and 92.01% on the EVT-2 (i.e., moderately low range 31.09% + extremely low range 60.92%). The mean score on PPVT-4 was 63.81 (*SD* = 15.42), corresponding to two standard deviations (*SD*s) below the normative mean of 100. The mean score on the EVT-2 was 55.63 (*SD* = 24.01), corresponding to three standard deviations (*SD*s) below the normative mean of 100 The standardized scores on the PPVT-4 ranged from 20 to 91, which indicated that all participants (*N* = 252) scored below the normative mean (i.e., 100). On the EVT-2, the scores ranged from 20 to 108. Only two out of 252 participants (i.e., 1%) scored above the normative mean (i.e., 100) while 99% (i.e., *n* = 250 out of 252) scored below the normative mean (i.e., 100). In summary, post-test standardized scores on the PPVT-4 and EVT-2 for the sample of low SES Mexican-American preschool children suggested evidence of floor effects.

###### 

Distribution of scores and corresponding descriptive for all of the participants.

  **Descriptor**    **Standard score range**   **Measures**              
  ----------------- -------------------------- -------------- ---- ----- ----
  Extremely high    130+                       0              0    0     0
  Moderately high   115--129                   0              0    0     0
  High average      100--114                   0              0    2     1
  Low average       85--99                     15             6    17    7
  Moderately low    70--84                     84             34   74    31
  Extremely low     ≤69                        150            60   145   61

Figure [1](#F1){ref-type="fig"} displays the distributions of standardized PPVT-4 and EVT-2 scores of the sample of preschool children, respectively. The distributions demonstrate that a preponderance of scores fell in the low ranges, especially on the EVT-2. As noted earlier, if 15% or more of the sample scores in the lowest level of a measure range, floor effects likely exist. Regardless of the standardized scores or the raw scores, this sample of Mexican-American preschool children performed significantly lower relative to the norm sample on the PPVT-4 and the EVT-2 with the vast majority scoring on or near the low end of measurement scale.

![Distribution of standardized vocabulary test scores of a sample of low SES Hispanic preschool children.](fpsyg-08-02146-g0001){#F1}

In the second aim of this study, we explored the influence of floor effects on the pre- to post effectiveness of the shared-reading intervention on the sample of Mexican-American children. Specifically, we wanted to know whether floor effects masked vocabulary growth. As shown in Table [2](#T2){ref-type="table"}, at pre-test the children scored on average two standard deviations (*SD*s) below the normative mean on the PPVT-4 and three standard deviations (*SD*s) below the normative mean on the EVT-2. The children still lagged behind at posttests on average showing one standard deviation (*SD*s) below the normative mean on the PPVT-4 and two standard deviations (*SD*s) below the normative mean on the EVT-2. When having the first glance at the post-test scores, there appeared to be no difference between the intervention and control groups on the two standardized vocabulary measures: PPVT-4: *t* = 0.53, *p* = 0.599; EVT-2: *t* = −0.30, *p* = 0.762. According to the pretest-posttest comparison, one could reasonably conclude that the intervention had been ineffective in accelerating vocabulary growth for the treatment group of children. One interpretation would be that the shared book reading intervention designed to show promise in improving children\'s vocabulary for diverse children was not effective. Results must, however, be interpreted in light of the staggeringly poor performance of the Mexican-American preschoolers at pretest (e.g., many children scored two to three standard deviations below monolingual vocabulary norms). Because their pre-test vocabulary performance was so low, it appears that these preschool children were unresponsive to the intervention. In this scenario analyzing performance using conventional analytic methods on the preschool children\'s pre- to post-test PPVT-4 and EVT-2 without adequately taking into account of the floor effects may have resulted in misleading conclusions about the effectiveness of the intervention.

###### 

Pretest and posttest scores for intervention and comparison groups.

  **Measure**   **Pretest**   **Posttest**                                                       
  ------------- ------------- -------------- ------- ------------------- ------- ------- ------- --------------------
  **PPVT-4**                                                                                     
  *N*           249           136            113     0.05, *p* = 0.957   234     129     105     0.53, *p* = 0.599
  *M*           63.81         63.86          63.75                       72.70   73.16   72.13   
  *SD*          15.42         14.76          16.24                       14.63   14.12   15.29   
  **EVT-2**                                                                                      
  *N*           238           132            106     0.17, *p* = 0.864   232     127     105     −0.30, *p* = 0.762
  *M*           55.63         55.87          55.33                       64.08   63.65   64.60   
  *SD*          24.01         23.59          24.64                       24.01   25.09   22.75   

*PPVT-4, Peabody Picture Vocabulary Test (4th ed.); EVT-2, Expressive Vocabulary Test (2nd ed.)*.

Table [3](#T3){ref-type="table"} presents model results using the three different methods (i.e., the traditional multilevel model without addressing the floor effects, the robust standard error approach which partially addressing the floor effects, and the multilevel Tobit model which directly addressing the floor effects). An annotated input from the M*plus* program for analyzing a multilevel Tobit model was presented in Appendix A. As shown in Table [3](#T3){ref-type="table"}, the results showed a mixed pattern, for example, some parameter estimates appeared to be larger when floor effects were considered (e.g., intervention) whereas some other estimates tended to be smaller (e.g., pretest, *pre*LAS® English). Specifically, for the EVT-2 outcome (with stronger floor effects compared with the PPVT-4 outcome), the approaches which accounting for floor effects yielded larger parameter estimates (e.g., gender, intervention, and years of teaching). Regarding the standard error estimates, methods addressing floor effects generally produced smaller standard errors than the traditional multilevel model which ignoring floor effects.

###### 

Results of hierarchical linear model to the low SES Hispanic Latino preschool children with or without modeling floor effects.

  **Parameter estimates and standard errors**                                   **Dependent variable**                                                                                                                                                                                           
  ----------------------------------------------------------------------------- ---------------------------------------- ---------------------------------------- ---------------------------------------- --------------------------------------- --------------------------------------------- ---------------------------------------------
  **FIXED EFFECTS**                                                                                                                                                                                                                                                                              
  Intercept                                                                     35.97[^\*^](#TN1){ref-type="table-fn"}   35.97[^\*^](#TN1){ref-type="table-fn"}   36.93[^\*^](#TN1){ref-type="table-fn"}   1.62                                    1.62                                          0.51
  (*SE*)                                                                        (13.46)                                  (14.54)                                  (15.42)                                  (3.10)                                  (3.13)                                        (2.84)
  Level-1 Pretest (γ~10~)                                                       0.98[^\*^](#TN1){ref-type="table-fn"}    0.98[^\*^](#TN1){ref-type="table-fn"}    0.98[^\*^](#TN1){ref-type="table-fn"}    0.83[^\*^](#TN1){ref-type="table-fn"}   0.83[^\*^](#TN1){ref-type="table-fn"}         0.82[^\*^](#TN1){ref-type="table-fn"}
  (*SE*)                                                                        (0.01)                                   (0.01)                                   (0.01)                                   (0.03)                                  (0.03)                                        (0.04)
  Level-1 Age (γ~20~)                                                           −0.01                                    −0.01                                    −0.01                                    −0.002                                  −0.002                                        −0.01
  (*SE*)                                                                        (0.02)                                   (0.02)                                   (0.02)                                   (0.05)                                  (0.04)                                        (0.04)
  Level-1 Gender[^a^](#TN2){ref-type="table-fn"} (γ~30~)                        −0.004                                   −0.004                                   −0.004                                   −0.45                                   −0.05                                         −0.03
  (*SE*)                                                                        (0.02)                                   (0.02)                                   (0.02)                                   (0.04)                                  (0.04)                                        (0.04)
  Level-1 Bilingual[^b^](#TN3){ref-type="table-fn"} (γ~40~)                     −0.04                                    −0.04                                    −0.04                                    −0.05                                   −0.05                                         −0.05
  (*SE*)                                                                        (0.03)                                   (0.02)                                   (0.03)                                   (0.06)                                  (0.06)                                        (0.06)
  Level-1 Ethnicity[^c^](#TN4){ref-type="table-fn"} (γ~50~)                     0.003                                    0.003                                    0.003                                    −0.02                                   −0.02                                         −0.02
  (*SE*)                                                                        (0.02)                                   (0.01)                                   (0.01)                                   (0.04)                                  (0.04)                                        (0.05)
  Level-1 Attendance (γ~60~)                                                    0.02                                     0.02                                     0.02                                     0.01                                    0.01                                          0.01
  (*SE*)                                                                        (0.02)                                   (0.02)                                   (0.02)                                   (0.04)                                  (0.04)                                        (0.05)
  Level-1 *pre*LAS® English (γ~70~)                                             0.000                                    0.000                                    0.000                                    0.05                                    0.05                                          0.04
  (*SE*)                                                                        (0.02)                                   (0.02)                                   (0.02)                                   (0.05)                                  (0.04)                                        (0.05)
  Level-1 *pre*LAS® Spanish (γ~80~)                                             0.001                                    0.001                                    0.002                                    −0.01                                   −0.01                                         −0.01
  (*SE*)                                                                        (0.02)                                   (0.02)                                   (0.02)                                   (0.05)                                  (0.04)                                        (0.05)
  Level-2 School district[^d^](#TN5){ref-type="table-fn"} (γ~01~)               −0.70                                    −0.70                                    −0.73                                    −0.58                                   −0.58[^\*^](#TN1){ref-type="table-fn"}        −0.54
  (*SE*)                                                                        (0.46)                                   (0.37)                                   (0.39)                                   (0.39)                                  (0.25)                                        (0.23)
  ***Level-2 Intervention (**γ~02~**)***                                        ***0.24***                               ***0.24***                               ***0.25***                               ***0.40***                              ***0.40***[^\*^](#TN1){ref-type="table-fn"}   ***0.41***[^\*^](#TN1){ref-type="table-fn"}
  ***(SE)***                                                                    ***(0.25)***                             ***(0.22)***                             ***(0.24)***                             ***(0.21)***                            ***(0.19)***                                  ***(0.19)***
  Level-2 Teacher\'s primary language[^e^](#TN6){ref-type="table-fn"} (γ~03~)   −0.59[^\*^](#TN1){ref-type="table-fn"}   −0.59[^\*^](#TN1){ref-type="table-fn"}   −0.60[^\*^](#TN1){ref-type="table-fn"}   −0.35                                   −0.35                                         −0.31
  (*SE*)                                                                        (0.28)                                   (0.23)                                   (0.24)                                   (0.22)                                  (0.23)                                        (0.22)
  Level-2 Years of teaching (γ~04~)                                             −0.81[^\*^](#TN1){ref-type="table-fn"}   −0.81[^\*^](#TN1){ref-type="table-fn"}   −0.81[^\*^](#TN1){ref-type="table-fn"}   −0.44                                   −0.44                                         −0.39
  (*SE*)                                                                        (0.40)                                   (0.40)                                   (0.41)                                   (0.32)                                  (0.40)                                        (0.40)
  Level-2 Years of teaching in PreK (γ~05~)                                     −0.22                                    −0.22                                    −0.23                                    −0.52                                   −0.52                                         −0.57
  (*SE*)                                                                        (0.34)                                   (0.41)                                   (0.42)                                   (0.29)                                  (0.31)                                        (0.33)
  Level-2 University reading credits (γ~06~)                                    1.11[^\*^](#TN1){ref-type="table-fn"}    1.11[^\*^](#TN1){ref-type="table-fn"}    1.14[^\*^](#TN1){ref-type="table-fn"}    0.86[^\*^](#TN1){ref-type="table-fn"}   0.86[^\*^](#TN1){ref-type="table-fn"}         0.87[^\*^](#TN1){ref-type="table-fn"}
  (*SE*)                                                                        (0.40)                                   (0.37)                                   (0.39)                                   (0.30)                                  (0.34)                                        (0.32)
  Level-2 Professional development (γ~07~)                                      0.03                                     0.03                                     0.06                                     0.63                                    0.63[^\*^](#TN1){ref-type="table-fn"}         0.57
  (*SE*)                                                                        (0.45)                                   (0.39)                                   (0.40)                                   (0.37)                                  (0.27)                                        (0.26)
  **RANDOM EFFECTS**                                                                                                                                                                                                                                                                             
  Level-1 Residual Variance (σ^2^)                                              0.06[^\*^](#TN1){ref-type="table-fn"}    0.06[^\*^](#TN1){ref-type="table-fn"}    0.06[^\*^](#TN1){ref-type="table-fn"}    0.29[^\*^](#TN1){ref-type="table-fn"}   0.29[^\*^](#TN1){ref-type="table-fn"}         0.32[^\*^](#TN1){ref-type="table-fn"}
  (*SE*)                                                                        (0.01)                                   (0.01)                                   (0.01)                                   (0.04)                                  (0.05)                                        (0.05)
  Level-2 Residual Variance (τ ~00~)                                            0.23                                     0.23                                     0.19                                     0.46                                    0.46[^\*^](#TN1){ref-type="table-fn"}         0.48[^\*^](#TN1){ref-type="table-fn"}
  (*SE*)                                                                        (0.39)                                   (0.34)                                   (0.37)                                   (0.25)                                  (0.20)                                        (0.20)

*PPVT-4, Peabody Picture Vocabulary Test (4th ed.); EVT-2, Expressive Vocabulary Test (2nd ed.)*.

*The significance level is set at p \< 0.05 (two-tailed)*.

*The reference group for gender is female (coded 0)*.

*The reference group for bilingual is non-bilingual (coded 0)*.

*The reference group for ethnicity is Native American (coded 0)*.

*The reference group for school district is school district A (coded 0)*.

*The reference group for teachers\' primary language is English (coded 0)*.

*Bold and italic values indicated a contrast of significant effects to non-significant effects when floor effects were addressed regarding the intervention effects which is the target research interest in the empirical study*.

The most intriguing findings in Table [3](#T3){ref-type="table"} were the potential influence of floor effects on testing the intervention effects (i.e., γ~02~ in Table [3](#T3){ref-type="table"}). Non-significant intervention effects were detected for the PPVT-4 and EVT-2 outcomes when using the regular multilevel regression without addressing the floor effects. Nevertheless, both robust standard error approach (partially addressing the floor effects) and Tobit regression approach (fully addressing the floor effects) yielded significant intervention effects on the EVT-2, the measure of expressive vocabulary, but non-significant intervention effects on the PPVT-4, the receptive vocabulary measure. By further examining the descriptive statistics as shown in Table [1](#T1){ref-type="table"}, we found that more children scored near the lower end of the EVT-2 than on the PPVT-4. These results validated that the necessity of taking the floor effects into account when conducting the data analysis with potential floor effects. Without properly addressing the floor effects, one can result in the incorrect test of the significant intervention effect and mislead to the non-significant intervention effect conclusion.

In summary, floor effects were shown to be present in both standardized receptive and expressive vocabulary tests scores in a sample of low income Mexican-American preschool children who enrolled in a randomized clinical trial of a shared-book reading intervention (Pollard-Durodola et al., [@B39]). Analytical methods ignoring the floor effects (i.e., regular multilevel regression) and methods addressing the floor effects (i.e., robust standard error approach partially addressing the floor effects and Tobit regression approach fully addressing the floor effects) resulted in difference in model results. Accounting for floor effects in data analysis yielded different results (i.e., standard error estimates and significance tests), though parameter estimates did not appear to be significantly impacted. When floor effects were ignored, standard errors tended to be overestimated. On the other hand, both robust standard error and Tobit regression approaches produced smaller standard error estimates and subsequently significant results. Hence, we would like to further examine whether partially addressing the floor effects (i.e., the robust standard error approach) would be sufficient enough to obtain unbiased parameter estimates and standard errors, or only fully addressing the floor effects (i.e., Tobit regression) would result in unbiased estimates and standard errors.

The simulation study {#s5}
====================

To further examine the impact of floor effects in multilevel data analysis, a Monte Carlo simulation study was conducted. Using the Monte Carlo routine in M*plus* version 7.31 (Muthén and Muthén, [@B35]), data with floor effects were generated. Next, the simulated data were analyzed using the three comparative methods: (a) the maximum likelihood (ML) based multilevel regression model without addressing the floor effects, (b) the robust standard error approach (i.e., the ML based multilevel regression model with robust standard error estimator) only partially addressing the floor effects, and (c) the multilevel Tobit model which fully addressing the floor effects by defining the outcome variable as a left-censored variable.

Data generation
---------------

Data were simulated based on a basic two-level random intercept model which was a commonly used multilevel structural equation model and could be fitted with the M*plus* Type = Twolevel routine. Floor effects in the outcome variable were considered. The population model for data generation was as follows. The fixed effects parameter vector (γ~00~, γ~10~) represented the grand mean and slope. ϕ represented the between-level variance and $\sigma_{i}^{2}$ was the within-level residual variance.
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Population parameters used to generate the data are as follows: the variances of X1 and X2 were both 1. The means of X1 and X2 were set to be zero. The within-level residual variance ϕ and the between-level residual variance $\sigma_{i}^{2}$ were set to equal 1 and 0.5, respectively. The between-level mean of Y was set to be 1. The parameter vector (γ~10~, γ~01~) was set to be (0.75, 0.50). The outcome Y~*ij*~ was simulated with different proportions of floor data, which was detailed in a later section. Sample size was 1,000. Five hundred replications were generated for each simulation condition.

Regarding the different proportions of floor data in the outcome Y, six conditions (i.e., 0, 5, 10, 15, 20, and 25%) were considered, with 0% representing no floor effects and 25% representing the most floor effects. In the study by Wang et al. ([@B53]), the authors used different ceiling thresholds to manipulate different ceiling proportion conditions in studying ceiling effects. In this study, we adopted their approach and varied the left-censoring points to create different proportions of floor data. The floor proportions and floor thresholds are presented in Table [4](#T4){ref-type="table"}. The proportion of floor data increased as floor thresholds increased. Figure [2](#F2){ref-type="fig"} displays the corresponding distributions of the six simulated data sets with different proportions of floor data in the outcome variable. In the 0% floor data condition, the data was shown to be normally distributed. The 0% proportion condition served as the baseline condition. When the proportion of floor data increased (e.g., 5--25%), scores increasingly stacked on the lower end and the data distribution further shifted to the left (or more right skewed).

###### 

Floor proportions with different floor thresholds.

  **Proportions of floor data (%)**   **Floor thresholds**   **Mean (*SD*)**   **Score range**
  ----------------------------------- ---------------------- ----------------- -----------------
  0                                   No floor               0.86 (1.60)       (−4.62, 5.60)
  5                                   −1.50                  1.04 (1.47)       (−1.50, 5.61)
  10                                  −0.95                  1.08 (1.41)       (−0.95, 5.61)
  15                                  −0.60                  1.12 (1.35)       (−0.60, 5.61)
  20                                  −0.25                  1.18 (1.28)       (−0.25, 5.61)
  25                                  0.03                   1.25 (1.21)       (0.03, 5.61)

![Distribution of six simulated data sets showing different proportions of floor data (from 0 to 25% floor data).](fpsyg-08-02146-g0002){#F2}

Data analysis
-------------

The simulated data were analyzed using three comparative methods as described previously. While the regular multilevel regression ignore the floor effects, robust standard error approach and multilevel Tobit regression model focuses on the floor effects, with the former one partially addresses the floor effects and the later one fully addresses the floor effects.

Simulation results
------------------

The results are summarized across all 3,000 replications with respect to different methods in dealing with the increasing proportions of floor data in the outcome variables. Results of the relative bias in parameter estimates and standard errors for the three methods (i.e., regular multilevel regression, robust standard error approach, and multilevel Tobit regression model) are presented in Tables [5](#T5){ref-type="table"}, [6](#T6){ref-type="table"}, respectively. Relative bias in parameter estimates was given as ${({\hat{\theta} - \theta})}/\theta$ where $\hat{\theta}$ represented the average estimate and θ was the corresponding population value. Similarly, relative bias in standard error estimates was given as ${({\hat{\sigma} - \sigma})}/\sigma$ where $\hat{\sigma}$ represented the average standard error estimate and σ was the corresponding population value. The differences in coverage values, statistical powers, type I error rates, and model fit statistics (i.e., CFI, RMSEA, and SRMR) were negligible across the three methods. Next, the relative biased in parameter estimates and the corresponding standard error estimates were discussed for the three different methods, namely, (1) the ML-based regular multilevel analysis without addressing the floor effects, (2) the robust standard error approach with partially addressing the floor effects (as correction for the non-normality in the floor data), and (3) the multilevel Tobit regression approach with fully addressing the floor effects in data.

###### 

Relative bias in parameter estimates comparing three comparative methods.

  **Proportions of floor data (%)**   **Parameter estimates**                                   
  ----------------------------------- ------------------------- ------- ------- ------- ------- -------
  0                                   −0.00                     −0.00   −0.00   −0.01   −0.01   −0.01
  5                                   −0.05                     −0.05   0.00    −0.05   −0.05   0.00
  10                                  −0.10                     −0.10   0.00    −0.10   −0.10   0.00
  15                                  −0.15                     −0.15   0.00    −0.14   −0.14   0.00
  20                                  −0.20                     −0.20   0.00    −0.20   −0.20   0.00
  25                                  −0.26                     −0.26   0.00    −0.26   −0.26   0.00

###### 

Relative bias in standard error estimates comparing three comparative methods.

  **Proportions of floor data (%)**   **Standard error estimates**                                   
  ----------------------------------- ------------------------------ ------- ------- ------- ------- -------
  0                                   0.00                           −0.01   −0.01   −0.03   −0.04   −0.04
  5                                   −0.07                          −0.09   −0.03   −0.06   −0.09   −0.03
  10                                  −0.14                          −0.14   −0.05   −0.10   −0.44   0.00
  15                                  −0.16                          −0.13   −0.03   −0.16   −0.18   0.01
  20                                  −0.21                          −0.15   −0.02   −0.21   −0.23   −0.01
  25                                  −0.27                          −0.17   −0.02   −0.27   −0.27   −0.01

Table [5](#T5){ref-type="table"} presents the relative bias in parameter estimates comparing the three methods. The regular multilevel analysis without addressing floor effects led to the underestimation in parameter estimates and the underestimation became substantial as the proportion of floor data increased. The robust standard error approach which only partially addressing the floor data yielded similar results as the regular multilevel analysis. The reason was that the robust standard error approach only corrected for standard error estimates rather than parameter estimates when the normality assumption was violated. As shown in Table [5](#T5){ref-type="table"}, only the multilevel Tobit regression approach yielded the unbiased parameter estimates (i.e., ${({\hat{\theta} - \theta})}/\theta$ = 0). This approach fully addressed the floor effects by treating the outcome variable as a left-censored variable. In this case, parameter estimates recovered well in the multilevel Tobit regression approach regardless the proportion of the floor data.

Table [6](#T6){ref-type="table"} summarizes the relative bias in standard errors using the three different methods. There was a clear pattern showing a systematic underestimation of standard errors when floor effects were ignored in regular multilevel analysis. The biases in the robust standard error approach were either similar or smaller than the ones in the regular multilevel analysis approach, and the standard errors were persistently underestimated. Furthermore, as the proportion of floor data increased, the biases tended to be larger. As shown in Table [6](#T6){ref-type="table"}, among the three methods, the multilevel Tobit regression approach yielded the smallest bias. Given that most values were around 0.01 and the pattern was stable regardless the proportions of floor data, the degree of underestimation in the standard error estimates for the multilevel Tobit regression approach was negligible. This simulation demonstrated the importance of fully addressing the floor effects in multilevel data and the advantage of using the multilevel Tobit regression over the other methods when analyzing potential floor effects in the data.

Discussion {#s6}
==========

This study highlighted the impact of floor effects when the PPVT-4 and the EVT-2 used with a culturally and linguistically diverse population of preschoolers by examining the impact of floor effects in data analysis, including in estimating parameters, the corresponding standard errors, and the tests of significance. Influences of floor effects in multilevel data analysis were investigated through an empirical example and a Monte Carlo simulation study.

Our findings suggest that some caution is warranted when interpreting findings from both PPVT-4 or the EVT-2, especially when these two tests are used with culturally, ethnically and linguistically and ethnical diverse groups. Given the standardized PPVT-4 and EVT-2 are both normed based on the predominantly White, middle-class, English-speaking American samples (Qi et al., [@B41]), ethnically, culturally and linguistically diverse groups may perform inferiorly relative to the normed sample especially among non-English or non-standard English speaking children. Samples in which 15% or more score at or near to the lowest level in the instruments measurement range may indicate the potential existence of the floor effects which may impact analyses when using traditional analytic methods (Lim et al., [@B26]). Given the culturally, linguistically and ethnically diverse populations have been shown to perform poorly on the PPVT-4 and the EVT-2 (e.g., Champion et al., [@B8]; Gonzalez et al., [@B13]), researchers should attend to with the potential problem of floor effects when using these measures. With increasing populations of language-minority populations (e.g., ELLs, DLLs), considering floor effects in measures warrants close attention.

In this study, it was demonstrated that when analyzing data shown to have floor effects, analytical methods insufficiently addressing the floor effects can lead to misleading results and interpretations First, when investigating the shared-reading intervention effects with a sample of Mexican-American preschoolers enrolled in the randomized clinical study using the PPVT-4 and EVT-2, failing to consider the impact of floor effects led to non-significant effects and quite possibly, misleadingly underestimated the impact of the intervention. Outcomes in this study supported previous findings suggesting that (Hessling et al., [@B15]), floor effects may undermine the true effects of an intervention, especially among linguistically and culturally diverse populations.

Furthermore, results from the simulation study showed that ignoring floor effects resulted in substantial bias in both parameter estimates and standard errors estimates, and erroneous significance tests. These findings are important and support previous research. McBee ([@B30]) stated conventional statistical methods (e.g., ANOVA, linear regression) produced biased estimates when floor effects were present. Wang et al. ([@B53]) also pointed out the consequence of biased parameter estimates due to the ceiling effects or floor effects. In our study, the two insufficient approaches, namely, the regular multilevel regression ignoring floor effects and the robust standard error approach which only partially addressing floor effects, produced the same parameter estimates. However, the robust standard error approach produced less but still biased standard error estimates due to the "robust" correction. Multilevel Tobit regression was the only method that recovered all the parameter and standard error estimates very well. The multilevel Tobit regression model treated the outcome variables with floor effects as left-censored variables. In other words, scores on the very low end that could not be accurately measured due to the restricted range of the standardized assessments were treated as being left-censored. The Monte Carlo study showed that the multilevel Tobit regression effectively handled floor data. For example, even as low as only 5% of floor data could lead to biased results if floor effects were not adequately and fully addressed. Parameter estimates and standard error estimates were underestimated. The magnitude of the bias became larger as the proportion of floor data increased. Taken together, researchers should consider using the multilevel Tobit regression model to analyze the data with potential floor effects.

Finally, in order to examine floor data, graphs (e.g., histograms) can be easily and effectively used to illustrate whether a substantial proportion of scores stack at the lower end of the distribution. If there is a large percentage of very low scores in their data, researchers should consider the presence of floor effects. Again, as demonstrated in both empirical example and simulation studies, it is important to fully address the floor effects with adequate method, the Tobit regression given that insufficiently addressing the floor effects can result in biased parameter estimates and standard errors, which in turn, can lead to incorrect statistical inferences.

In summary, researchers need to be aware and cautious of the potential for floor effects when analyzing data from ethnically, culturally and linguistically diverse children accessed by the PPVT-4 and the EVT-2. A potential indicator for floor data is the disproportional representation of scores at the lower end of the distribution of the measured scores. Ignoring floor effects can lead to biased parameter estimates and standard errors, and quite possibly serious misleading inferences. It is thereby important for applied researchers who use standardized vocabulary tests with diverse populations to examine their data for floor effects and consider alternatives to the traditional data analysis methods which without fully addressing the floor effects. For modeling outcome variables with floor data, multilevel Tobit regression model is the recommended method for analyzing this type of data.
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Input Specifications in Mplus for the Multilevel Tobit Regression

Model

TITLE: Syntax for a multilevel tobit model

DATA: FILE IS Floor.dat;

VARIABLE: NAMES are sid tid x1-x7 evt1 evt2 evts1 evts2 x8-

x14 ppvt1 ppvt2 ppvts1 ppvts2;

USEVARIABLES are x1-x7 evts1 evts2 x8-x14;

!outcome variable (ects2) with floor effects

CENSORED ARE evts2 (b);

CLUSTER = tid;

WITHIN = x1-x7 evts1;

BETWEEN = x8-x14;

MISSING is all (9999);

ANALYSIS: TYPE = twolevel;

!robust standard error

ESTIMATOR = MLR;

MODEL: %WITHIN%

evts2 ON x1-x7 evts1;

%BETWEEN%

evts2 ON x8-x14;

OUTPUT: TECH1 standardized
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