This work focuses on stability analysis of numerical solutions to jump diffusions and jump diffusions with Markovian switching. Due to the use of Poisson processes, using asymptotic expansions as in the usual approach of treating diffusion processes does not work. Different from the existing treatments of Euler-Maurayama methods for solutions of stochastic differential equations, we use techniques from stochastic approximation. We analyze the almost sure exponential stability and exponential p-stability. The benchmark test model in numerical solutions, namely, one-dimensional linear scalar jump diffusion is examined first and easily verifiable conditions are presented. Then Markovian regime-switching jump diffusions are dealt with. Moreover, analysis on stability of numerical methods for linearizable and multi-dimensional jump diffusions is carried out.
Introduction
This work focuses on stability of numerical solutions to jump diffusions and regime-switching jump diffusions. Since systems often run for an extended time, stability is of critical importance. As a result, much effort has been devoted to the stability analysis in the literature; see [5] for stability of diffusion processes, [9] for Markovian switching diffusions, and [18] for switching diffusions in which the switching depends on the diffusion parts. In practice, closed-form solutions are difficult to obtain. Numerical methods are more viable or even the only possible alternative to solve the problems. Starting with a practical problem, an immediate question is: If the system of interest is stable, what can be said about the corresponding numerical approximation?
Because of their importance, there has been much work on numerics of diffusions, jump diffusions, and their regime-switching counterparts. General survey and classical treatments can be found in [6, 10] and references therein. In [4] , almost sure exponential stability of Euler-Maurayama (E-M) algorithm as well as that of exponential p-stability were treated for diffusion systems. In [13] , almost sure exponential stability and exponential p-stability for E-M algorithm were studied for Markovian switching diffusions. In [1] , asymptotical stability in the large of E-M algorithm was examined for jump diffusion systems. In [2] , mean square stability and asymptotical stability in the large of stochastic theta method were presented.
In [3] , split-step backward Euler method and compensated split-step backward Euler method were analyzed and strong convergence results were obtained under certain assumptions for nonlinear jump diffusion systems. In [9] , mean square stability was treated for Markovian regime-switching diffusions. In lieu of the Brownian increments, i.i.d. sequences were used and pathwise convergence rates for diffusions were dealt with in [11] by consideration of re-embedded sequences. Given the key roles of jump-diffusions played in networked systems, this paper is devoted to answering stability questions of numerical solutions to jump diffusions. Although there have been many excellent works on numerical solutions of stochastic differential equations, the study on numerical methods of almost sure exponential stability and exponential p-stability for jump diffusions has yet been done to the best of our knowledge. One intuitive thought might be: Perhaps one can repeat the success in the numerical approximation to diffusions, in which the techniques used are asymptotic expansions (using an asymptotic series of expansion of moments of Brownian motion). A scrutiny, however, shows that such an approach is not going to work. This is because that a Gaussian distribution is completely determined by the first and the second moments, whereas for a Poisson random variable, the mean and variance are the same. Thus using expansion of the Poisson increments will not produce higher powers in terms of the small stepsize in contrast to the Brownian increments. This ruled out the possibility of using existing techniques in the current setup. To illustrate, let us start with an algorithm with stepsize ε > 0. The increment of a standard Brownian motion ∆w = w(ε(n + 1)) − w(εn) satisfies
and all odd moments of increment of Brownian motion are 0. Thus it is advantageous to use series expansions since the higher the moment, the higher order of ε. In contrast, unlike the increments of Brownian motion, the increments of a Possion process behave very differently.
In fact, since ∆N ∼Poission(λε), E∆N = λε, Var(∆N) = λε, and (∆N) 2 = λε + (λε) 2 , and
A moment of reflection reveals that in the nth moment of ∆N, the leading term is λε for all n. That is, higher moments do not yield higher order of ε (in terms of order of magnitude estimates), which rules out the possibility of using series expansion methods.
Focusing on stability, our contributions in this paper include the following aspects. (1) We obtain sufficient conditions for pth-moment stability and almost sure stability for jump diffusions and jump diffusions with regime switchings. (2) We provide conditions under which the stability of the stochastic differential equations (in a certain sense) implies stability of the associated numerical algorithms. Thus, we answer the question: Passing from the original systems to that of the numerical solutions, under what conditions, stability will be preserved.
(3) In the traditional approach for numerical methods of stochastic differential equations, one often has to use Taylor expansions. For Poisson processes, since the mean and variance are the same, the Taylor expansions do not really help. We use techniques from stochastic approximation toolbox, which enables us to resolve the problem and obtain convergence and stability. Using our definitions of stability for the numerical algorithms, stability of numerical algorithms will imply that of SDEs. Not only are these questions important from a theoretical point of view, but also they provide crucial practical insight for actual computing. To get the insight and to make comparisons, we first begin with one-dimensional benchmark models. We then further our study for considering multi-dimensional cases and systems with switching.
The rest of the paper is arranged as follows. 
Benchmark Model and Algorithm
This section focuses on a benchmark model, namely, a one-dimensional linear scalar jump diffusion equation. We let (Ω, F , {F t } t≥0 , P ) be a complete filtered probability space with a filtration {F t } t≥0 satisfying the usual condition (i.e., it is right continuous with F 0 containing all P -null sets). Consider the benchmark test model
where b, σ, and γ are real constants, w(t) is a scalar Brownian motion, and N(t) is a scalar
Poisson process independent of the Brownian motion. In what follows, we write the solution of (2.1) as X x (t) to emphasize its initial data x dependence. It is easy to see that 0 is the only equilibrium point of the dynamic system. Define a compensated or centered Poisson process as
where 0 < λ < ∞ is known as the jump rate. To proceed, we first recall the following definitions of stability, which were originated from the diffusion counter parts in [5] . We will use these definitions interchangeably, whichever is more convenient in what follows.
To numerically solve (2.1), we choose ε > 0 as the stepsize. Define ∆w n = w(ε(n + 1)) − w(εn),
We will also use ∆ 2 w n = (∆w n ) 2 .
For notational simplicity, we use a/b to denote the integer part of a/b, i.e., ⌊a/b⌋.
To proceed, we define the continuous time interpolations as
It is readily seen that
To study the stability of numerical algorithm, we need to consider the limit ε → 0, n → ∞, and εn → ∞. As in the analysis of stochastic approximation methods [7] , this is equivalent to the study of x ε (·). For future use, for arbitrary 0 < T < ∞, we shall work with the pair of processes (
We proceed to define almost sure exponential stability and exponential p-stability for numerical algorithm defined above. 
Remark 2.4 For the benchmark model (one-dimensional linear scalar jump diffusions), taking limsup and taking the limit do not make difference. However, we use limsup to be consistent with the case of multi-dimensional nonlinear systems in the following sections.
Exponential p-Stability
Lemma 2.5 For the jump diffusion given by (2.1), the pth moment Liapunov exponent is lim sup
Therefore, the equilibrium point of the system is exponential p-stable if and only if
Proof. It is well known that the explicit solution of (2.1) is given by
Taking pth moment of X(t), we have
and that the Brownian motion w(·) is independent of the Poisson process N(·),
The desired result then follows.
Recall that the sequence {x n : ε > 0, n < ∞} generated by algorithm (2.4) is said to be tight or bounded in probability, if for any η > 0, there is a K η > 0 such that for all n,
Lemma 2.6 Assume that (2.8) holds. Then the sequence {x n : ε > 0, n < ∞} is tight.
Proof. The proof uses a Liapunov function argument. Note that in (2.8), when p = 2, we
To obtain the tightness, we first demonstrate E|x n | 2 < ∞ as follows. Define a Liapunov
Note that
where E n denotes the conditional expectation on the σ-algebra generated by F n = σ{∆w j ; ∆N j :
In what follows, for simplicity, we use K to denote a generic positive constant whose value may be different for different appearances. Detailed calculation yields that
(2.14)
and that
Combing the above two inequalities, we have
Taking expectation on both sides of the above expression, we have
Detailed calculation yields
Observe that
The tightness of the sequence {x n : ε > 0, n < ∞} then follows.
Then, the iterates generated by algorithm (2.4) satisfy lim sup
Thus, the algorithm is exponential p-stable. [7, p.228] . By using the weak convergence methods [16, 7] , it can be shown that x ε (·) is tight and converges weakly to X(·), which is the solution of (2.1) (Note that (2.1) has a unique solution because it is linear). Moreover, we can also show that { x ε (·)} is also tight in
and all weakly convergent subsequence satisfy (2.1) as well. For an arbitrary T < ∞, we work with the pair (
. Extract a weakly convergent subsequence and denote the limit by ( x(·), x T (·)). In view of the Skorohod representation [7, p. 230 ] without changing notation, we may assume that the convergence is in the sense of w.p.1. The convergence is uniform on any bounded interval. By the construction, x(0) = x T (T ). By virtue of Lemma 2.6, the set of all possible values of { x T (0)} is tight (over all T and convergent subsequences). It follows that
By using (2.11), (2.19), and the dominated convergence theorem, we have lim sup
The desired pth moment stability then follows.
Remark 2.8 Note that in obtaining the pth-moment (also in what follows the almost sure stability) of the numerical algorithms, Lemma 2.6 is crucial. Without the tightness, the stability and even the convergence cannot be guaranteed. Throughout the paper, for simplicity, we have assumed that the initial data x 0 is independent of the stepsize ε. If one wishes to let
, then a condition of tightness of x ε 0 (or x ε 0 converges in distribution to x 0 for some finite x 0 ) needs to be used. Such a condition is used extensively in stochastic approximation literature; see [7, Chapter 8.5] . In [4, p. 594], a motivating example is given, in which the system has a Liapunov exponent being negative w.p.1, but the numerical algorithm blows up in finite time. In addition to instability, the algorithm is not even convergent. The main problem is that the initial condition is chosen to be inversely proportional to √ ε. Thus,
is not tight. Further discussion will be provided in the example section.
Almost Surely Exponential Stability of Numerical Algorithms
Lemma 2.9 For the jump diffusion (2.1), the Liapunov exponent is given by lim sup
Thus, the equilibrium point of the system is almost sure exponential stable if and only if
Proof. Using the explicit solution for system (2.1), by the law of large numbers for local martingale [8] , we can obtain the result. A detailed proof can also be found in [1] .
Next we demonstrate that the numerical algorithm is also almost sure exponential stability by virtue of the Borel-Cantelli lemma. We shall replace T by a positive integer n in Definition 2.3.
Definition 2.10 Algorithm (2.4) associated with (2.1) is said to be almost sure exponential stable if for some K 0 , K 1 > 0, and any t ε → ∞ as ε → 0,
Theorem 2.11 Under the conditions of Theorem 2.7, the numerical algorithm is almost surely exponential stable.
Proof. In view of Theorem 2.7, use the definition of x ε T (·) but replace T with n. Then for sufficiently large n and sufficiently small ε, we have that
where
Then by the Markov inequality, for a positive ∆ 0 ,
(2.24) Choose ∆ 0 small enough so that λ − ∆ 0 > 0. (2.24) leads to
The Borel-Cantelli lemma then yields that
Thus, as n → ∞,
The desired almost sure stability then follows.
A moment of reflection reveals that we can recapture the almost sure exponent (2.21) in the continuous-time equation. We wish to choose ∆ 0 > 0 so that − λ + ∆ 0 < 0 and that is
So for sufficiently small p > 0, we can choose our ∆ 0 > 0 so that
for some small enough θ > 0. Thus, we arrive at the following corollary.
Corollary 2.12
Assume that the conditions of Theorem 2.11 hold, with the choice of θ given by (2.26). Then the almost sure Liapunov exponent is given by lim sup 
Markov Switching Jump Diffusions
In this section, we focus on system given by
where α(t) is a Markov chain taking values in a finite set M = {1, 2, . . . , m} with generator Q (i.e., the transition probabilities are given by
for each i = j). We assume that w(t), N(t), and α(t) are independent throughout the paper, and we further assume that the Markov chain α(t) is irreducible. Under this condition, α(t) has a unique stationary distribution π = (π 1 , π 2 , . . . , π m ) ∈ R 1×m . We proceed with the study on almost sure exponential stability.
Lemma 2.15
For the jump diffusion (2.28), the Liapunov exponent is given by lim sup
Therefore, the equilibrium point of the system is almost sure exponential stable if and only if
Proof. First, we have
(2.31)
Note that the quadratic variation for the term involving the Brownian motion is given by
By the laws of large numbers for local martingales [8] , we have
Similarly, we get
and thus 1 t
Then by the ergodicity of the Markov chain, we have
Next, we study the exponential p-stability.
Lemma 2.16
For the jump diffusion (2.28), the pth moment Liapunov exponent is lim sup
Proof. Note that
(2.32)
To get the desired result, first note that
(2.33)
Similarly, we have
Also, we have
Combing the above estimates,
Remark 2.17 When Markov switching is involved, to numerically solve the equation, we use the following algorithm
The α n can be constructed by using a one-step transition matrix exp(εQ) or alternatively, as observed in [12] , instead of the discrete-time Markov chain, we can use the so-called ε- 
Theorem 2.18 Suppose that
Then algorithm (2.34) is exponential p-stable and
Theorem 2.19 Suppose that the numerical algorithm is exponential p stable, using n in lieu of T , as n → ∞, (2.25) holds. As a result, for small enough θ ∈ (0, 1), the numerical algorithm is almost sure exponential stable and with the property that lim sup
In the previous sections, we have dealt with scalar linear jump diffusions. In the next section, we will proceed with the study on multi-dimensional systems. We demonstrate that results parallel to the previous sections can also be obtained.
Stability of Nonlinear Multi-Dimensional Jump Diffusions
In this section, we consider the nonlinear r-dimensional jump diffusion system
Brownian motion. We use z ′ to denote the transpose of z ∈ R l 1 ×l 2 with l 1 , l 2 ≥ 1, and R r×1 is simply written as R r . For a matrix A, its trace norm is denoted by |A| = tr(AA ′ ), and the R r×r identity matrix is denoted by I. Our interest lies in the case that the systems can be linearized. We further assume that the jump diffusion equation has a unique strong solution for each initial condition.
(A1) There exist b ∈ R r×r , σ l ∈ R r×r , and G(γ) ∈ R r×r for l = 1, 2, . . . , d such that as
, where each w j (t) for j ≤ d is a scalar Brownian motion. We first derive sufficient conditions for exponential p-stability and almost sure exponential stability, then we study the numerical part accordingly.
Exponential p-Stability
In what follows, denote by Λ max (A) and Λ min (A) the largest and the smallest eigenvalues of the symmetric matrix A, respectively, and set
We present a sufficient condition to guarantee system (3.1) being exponential p-stable.
Theorem 3.1 Assume (A1) and
Then system (3.1) is exponential p-stable.
Proof. By the Dynkin formula, we have the following expression
The Gronwall's inequality leads to
Therefore, system (3.1) is exponential p-stable if ξ * < 0.
Almost Surely Exponential Stability
First we obtain a sufficient condition for system (3.1) being almost surely exponential stable.
then system (3.1) is almost sure exponential stable.
Proof. We consider the Liapunov function V (x) = ln |x|. By the generalized Itô formula,
we have the following expression 6) in which
Note that the quadratic variation of M 1 (t) is given by
The laws of large numbers for local martingale [8] yields that
For the term M 2 (t), the corresponding quadratic variation is as follows
Similarly, the laws of large numbers for local martingales implies that
Now let us work on the rest of the terms. We have that w.p.1.,
and lim sup
).
Therefore, we have lim sup
+λ ln |I + G(γ)| = ξ < 0 w.p.1.
Exponential p-Stability of Numerical Algorithms
We use the following algorithm to approximate the solution of (3.1)
To proceed, we demonstrate that the sequence {x n : ε > 0, n < ∞} is tight under suitable conditions. Lemma 3.3 For algorithm (3.7), assume (3.3) holds. Then the sequence {x n : ε > 0, n < ∞} is tight.
The proof of the lemma is similar to that of Lemma 2.6, detailed calculations are omitted here. To see the stability in probability, we take multiple simulation runs. When n = 3000, the average of x 3000 = 0 under 300 replications. What we observe is that the iterates come to 0 very quickly. To explore the finite-time behavior, we fix n = 300 for illustration and compute x 300 with ε = 10 −3 . We take 300 replications (that is, we repeat the simulation 300 times). Figure 2 displays the relatively frequency distribution as a histogram. Even at a finite time n = 300, it still shows that majority of the iterates are around the point 0. dx(t) = (x(t) − x 3 (t))dt + 2x(t)dw(t) + x(t)dN(t),
x 0 = 10.
Note that this system can be linearized. An initial condition of x ε 0 = O(ε −1/2 ) was chosen in [4] , and it was shown that the solution blows up in finite time. As noted in Remark 2.8, the explosion in fact is due to the non-tightness of the initial condition and hence the nontightness of the iterate sequence {x n }. Here, we choose the initial condition to be a constant and we can obtain the tightness as in Lemma 2.6. Our result shows that the system is exponential stable w.p.1. The following graph further illustrates it.
Example 4.4 We illustrate the importance of the tightness of the sequence {x n } even without the jump part. Consider dx(t) = −x(t)dt + x(t)dw(t).
It is easily seen that the system is exponentially stable w.p.1. If we take x 0 = x ε 0 = 10 3 /ε, the sample path explodes very quickly to infinity, and it is impossible to get the stability for the numerical algorithm due to the non-tightness problem. 
Further Remarks
This work developed stability of numerical algorithms for jump diffusions and jump diffusions with random switching. We derived sufficient conditions for stability of the given systems implying that of numerical algorithms. In [17] , stability was examined for Markovian switching jump diffusion and sufficient conditions were provided. In [13] , sufficient conditions were derived for exponential p-stability of Markovian switching diffusions. For
x-dependent regime-switching jump diffusions (i.e., α(t) depends on the jump diffusions), upper and lower stability envelops were constructed in [14] using auxiliary Markov chains and order preserving coupling techniques; some easily verifiable conditions for almost sure exponential stability were provided. It appears that similar techniques may also be utilized to handle exponential p-stability to obtain easily verifiable condition for numerical solutions.
Future research efforts can be directed to studying stability of numerical algorithms for regime-switching jump diffusions for x dependent regime switching. For simplicity, throughout the paper, the Poisson process is assumed to be one-dimensional. For many applications, such a consideration is sufficient. An extension is to treat multi-dimensional counterparts. A more delicate issue of much theoretical value is that the jump diffusions involve a more general Poisson measure with σ-finite Lévy measure. This deserves a careful study and in-depth investigation.
