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PROBABILISTIC CONFORMAL BLOCKS FOR LIOUVILLE CFT ON THE TORUS
PROMIT GHOSAL, GUILLAUME REMY, XIN SUN, AND YI SUN
Abstract. Liouville theory is a fundamental example of a conformal field theory (CFT) first introduced by
Polyakov in the context of string theory. Conformal blocks are objects underlying the integrable structure
of CFT via the conformal bootstrap equation. The present work provides a probabilistic construction of
the 1-point toric conformal block of Liouville theory in terms of a Gaussian multiplicative chaos measure
corresponding to a one-dimensional log-correlated field. We prove that our probabilistic conformal block
satisfies Zamolodchikov’s recursion, and we relate it to the instanton part of Nekrasov’s partition function
by the Alday-Gaiotto-Tachikawa correspondence. Our proof rests upon an analysis of Belavin-Polyakov-
Zamolodchikov differential equations, operator product expansions, and Dotsenko-Fateev type integrals.
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1. Introduction
The present work gives a probabilistic representation for the 1-point torus conformal blocks of Liouville
conformal field theory (LCFT). They enable computation of 1-point torus correlation functions in terms of
3-point sphere correlation functions via the conjectured modular bootstrap equation
(1.1) 〈eαφ(0)〉T = 1|η(q)|2
ˆ ∞
−∞
Cγ(α,Q− iP,Q + iP )|q|P 2Fqγ,P (α)F q¯γ,P (α)dP,
where Fqγ,P (α) denotes the conformal block, 〈eαφ(0)〉T is the 1-point torus correlation function, η(q) is the
Dedekind eta function, and Cγ(α1, α2, α3) is the DOZZ formula for the 3-point function of Liouville theory
on the sphere proposed in [DO94, ZZ96]. The fundamental parameter of the theory is γ ∈ (0, 2), related
to central charge c of LCFT by c = 1 + 6Q2 with Q = γ2 +
2
γ . We also denote q = e
ipiτ with τ being the
modular parameter of the torus T, and α the insertion weight of the 1-point function 〈eαφ(0)〉T computed
using Fqγ,P (α). As a formal q-series, Fqγ,P (α) is the unique solution to the recursion relation
(1.2) Fqγ,P (α) =
∞∑
n,m=1
q2mn
Rqγ,m,n(α)
P 2 − P 2m,n
Fqγ,P−m,n(α) + q
1
12 η(q)−1,
where Rqγ,m,n(α) and Pm,n are explicit constants defined in (2.24) and (2.25). The AGT conjecture stated
in [AGT09] and proven in [FL10] shows that it may be represented explicitly in terms of the instanton part
of the Nekrasov partition function Zqγ,P (α) as
(1.3) Fqγ,P (α) = q−
1
12 (1−α(Q−α2 ))η(q)1−α(Q−
α
2 )Zqγ,P (α).
Here, Zqγ,P (α) is a formal series coming from a certain four-dimensional SU(2) gauge theory given by
(1.4) Zqγ,P (α) := 1 +
∞∑
k=1
qk
∑
(Y1,Y2) Young diagrams
|Y1|+|Y2|=k
2∏
i,j=1
∏
s∈Yi
(Eij(s, P )− α)(Q − Eij(s, P )− α)
Eij(s, P )(Q− Eij(s, P )) ,
where Eij(s, P ) is an explicit product given by (2.22). Our probabilistic construction of conformal blocks
relies on a certain Gaussian multiplicative chaos (GMC) e
γ
2 Yτ (x)dx on [0, 1]. This object is a random measure
defined as the regularized exponential of the Gaussian field Yτ (x) on [0, 1] with covariance
E[Yτ (x)Yτ (y)] = −2 log |Θτ (x− y)|+ 2 log |q 16 η(q)|,
where Θτ (x) is the Jacobi theta function (see Appendix A). For γ ∈ (0, 2), α ∈ (− 4γ , Q), q ∈ (0, 1), and
P ∈ R, define the probabilistic 1-point toric conformal block by
(1.5) Gqγ,P (α) :=
1
Z
E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 epiγPxdx
)−αγ ]
,
where Z is a constant such that limq→0 Gqγ,P (α) = 1, limP→+∞ Gqγ,P (α) = q
1
12 η(q)−1, and is explicitely given
in Definition 2.9. Our main result Theorem 2.12 shows that our probabilistic construction coincides with
the definition of the 1-point toric Liouville conformal block from mathematical physics. This resolves a
conjecture of Felder-Mu¨ller-Lennert from [FML18] on the convergence of the q-series (1.4).1 The remainder
of this introduction gives additional motivation and background for our results and outlines our methods.
All notations and results will be reintroduced in full detail in later sections.
Theorem 2.12. For γ ∈ (0, 2), α ∈ (− 4γ , Q), and P ∈ R, the formal q-series for Fqγ,P (α) converges for
|q| < rα and satisfies
Fqγ,P (α) = Gqγ,P (α),
where
rα =
{
1 α ∈ [0, Q)
1 ∧ (1 + γα4 )√ 2γ|α| α ∈ (− 4γ , 0).
1More precisely, they state their conjecture for the 4-point spherical conformal block. In light of [FLNO09, Pog09], the
1-point toric conformal block is a special case of the 4-point spherical conformal block under a parameter change.
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1.1. Relation to probabilistic Liouville theory. In the probabilistic setting, the construction of Liouville
CFT was first performed on the Riemann sphere by David-Kupiainen-Rhodes-Vargas in [DKRV16] and later
on the complex torus in [DRV16] (see also the companion works [HRV18, GRV19] for the case of other
topologies). Those papers used the definition of GMC as a renormalized exponential of the 2D Gaussian
free field to rigorously construct the Liouville correlation functions and prove their conformal covariance.
Our work extends the spirit of these constructions to Liouville conformal blocks. The main innovation is to
replace the 2D GMC with a 1D GMC on the unit interval, which corresponds heuristically to the factorization
of correlation functions into the chiral and anti-chiral sectors.
This probabilistic framework suggests some hope for solving Liouville CFT at a mathematical level of rigor.
First in [KRV19b], Kupiainen-Rhodes-Vargas proved that the BPZ equations translating the constraints of
local conformal invariance of a CFT hold for correlation functions on the sphere with a degenerate insertion.
Building upon this work, the same authors proved in [KRV19a] the DOZZ formula for the 3-point function
of LCFT on the sphere, first proposed in physics in [DO94, ZZ96]. Similar methods were used in the recent
works [Rem20, RZ18, RZ20] to study LCFT on simply connected domain with boundary and solve several
open problems about the distribution of one-dimensional GMC measures. The next step in this program is
to prove a bootstrap statement such as (1.1) for the torus. We hope to leverage the present construction to
achieve this goal in a future work; see Section 1.4 below for more details.
1.2. Relation to existing approaches to Liouville conformal blocks in mathematical physics.
Liouville conformal blocks have been studied from many different perspectives in mathematical physics,
beginning with their definition in the seminal work of Belavin-Polyakov-Zamolodchikov in [BPZ84]. We now
relate our results to a few directions in the literature, although we do not attempt to provide a complete
survey of this vast space.
• Zamolodchikov’s recursion: In [Zam84, Zam87], Zamolodchikov gave a recursive relation for the
4-point conformal block on the sphere uniquely specifying its formal series expansion. In [Pog09],
Poghossian conjectured the analogous recursion (1.2) for the toric case, which was proven for 1-point
toric conformal blocks in [HJS10] and for N -point toric conformal blocks in [CCY19]. Our proof
establishes an analogue of (1.2) for the Dotsenko-Fateev integral expression of the probabilistic block
(1.5) when N = −αγ is an integer and uses it as an input into later arguments at general N .
• Dotsenko-Fateev integrals: When a certain combination of parameters equals a positive integer
N , the early papers [DF84, DF85] of Dotsenko-Fateev proposed expressions for Liouville correla-
tion functions on the sphere in terms of certain N -fold integrals over the complex plane known
as Dotsenko-Fateev integrals. Following a suggestion of [DV09], similar expressions involving N -
dimensional real integrals were proposed for conformal blocks on the sphere in [FLNO09, MMS10]
and on the torus in [MY11, MMS11]. In the toric case, we have N = −αγ , and the corresponding
Dotsenko-Fateev type integral is(ˆ 1
0
)N ∏
1≤i<j≤N
|Θτ (xi − xj)|−
γ2
4
N∏
i=1
Θτ (xi)
−αγ2 epiγPxi
N∏
i=1
dxi,
which by Fubini’s theorem and direct Gaussian computation is recovered up to a constant by the
numerator of our GMC expression for the conformal block in (1.5) when N is an integer. Our
probabilistic expression for conformal blocks may therefore be viewed as an extension of the Dotsenko-
Fateev type integral expression to parameter ranges where the number of integrals is not an integer.
• AGT correspondence: In [AGT09], Alday-Gaiotto-Tachikawa conjectured a general relation be-
tween N -point Liouville conformal blocks on the sphere and torus on the one hand and certain
quantities called Nekrasov partition functions arising in N = 2 supersymmetric gauge theory. In
our setting of 1-point blocks on the torus, the correspondence was proven in [FL10] and provides
an explicit q-series expression (1.4) for the conformal block. At the level of these series coefficients,
Theorem 2.11 provides explicit expressions for certain expectations over GMC in terms of linear com-
binations of coefficients of the Nekrasov partition function. It also resolves a conjecture of [FML18]
on analyticity of the Nekrasov partition function (1.4) in q.
1.3. Summary of method. Our method proceeds by characterizing the q-series coefficients of both the
Liouville conformal block (1.3) and our probabilistic GMC expression (1.5) as solutions to the coupled system
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of two difference equations (6.2). These shift equations are inhomogenous first order difference equations
with difference 2χ for χ ∈ { γ2 , 2γ }. Similar homogeneous versions were proposed for the DOZZ formula
in [Tes95] and used in its proof in [KRV19a], while other versions have played a role in the recent works
[Rem20, RZ18, RZ20]. To find the desired result from the shift equations, we use the fact that the equality
holds when N := −αγ is an integer and that solutions to the shift equations are unique up to a constant
factor.
To establish the shift equations for the GMC expression Gqγ,P (α) of (1.5), for χ ∈ { γ2 , 2γ } we define
deformed GMC expressions ψαχ(u, q) in (3.3) corresponding to degenerate insertions with weight χ at the
additional parameter u. We then prove in Theorem 3.4 that ψαχ(u, q) satisfies the BPZ equation, which for
lχ =
χ2
2 − αχ2 is the PDE
(1.6)
(
∂uu − lχ(lχ + 1)℘(u) + 2ipiχ2∂τ
)
ψαχ(u, q) = 0
relating variation in the modular parameter τ and the additional parameter u. This equation was shown for
Dotsenko-Fateev type integral expressions for conformal blocks in [FLNO09] and coincides with the KZB
heat equation described in [Ber88] for the WZW model on the torus.
We then apply separation of variables to the BPZ equation (1.6), obtaining that the q-series coefficients
of ψαχ(u, q) satisfy a system of coupled inhomogeneous hypergeometric ODEs after a proper normalization.
Each ODE in this system has a two dimensional solution space, and we obtain the shift equations in Theorem
6.1 by analyzing the solution space near u = 0 and u = 1 using the operator product expansions (OPEs) of
Theorem 5.4, which characterize the behavior of the deformed blocks ψαχ(u, q) near u = 0, 1. This argument
is a generalization of the one used in [KRV19a] to prove the DOZZ formula, although that case only involved
a single homogeneous hypergeometric ODE. We mention also that the OPE for χ = 2γ requires an intricate
reflection argument making use of the results and the techniques of [RZ20].
Finally, to show that the Liouville conformal block Fqγ,P (α) satisfies the shift equations, we leverage the
Dotsenko-Fateev type integral expression for Gqγ,P (α) at integer N := −αγ . This expression allows us to check
that the GMC expression Gqγ,P (α) satisfies Zamolodchikov’s recursion (1.2) and therefore equals Fqγ,P (α) at
integer N as a formal q-series. This implies that Fqγ,P (α) satisfies the shift equations with χ = γ2 on a
sequence of γ’s limiting to 0 by virtue of its equality with Gqγ,P (α). An analytic argument based on the
meromorphicity of q-series coefficients of Fqγ,P (α) in γ then shows that the shift equation for χ = γ2 holds for
all values of γ. Finally, the shift equations for χ = 2γ follow from the fact that Fqγ,P (α) is invariant under the
exchange γ2 ↔ 2γ , yielding both shift equations for the conformal block Fqγ,P (α) and completing our proof.
This procedure is carried out in detail in Section 6.
1.4. Outlook: the modular conformal bootstrap for Liouville theory. In the bootstrap approach
to conformal field theory, conformal blocks are building blocks allowing any N -point correlation function on
any Riemann surface to be computed from a combination of 3-point functions on the sphere and bootstrap
equations such as (1.1) corresponding to the gluing of punctured surfaces. The modular bootstrap equation
(1.1) corresponds to the gluing of two points of a 3-punctured sphere together to obtain a singly punctured
torus and is one of the key steps to rigorously establish consistency of probabilistic Liouville theory in
the bootstrap approach. It was previously shown to hold in the τ → i∞ limit by Baverez in [Bav19];
however, in this limit the conformal blocks in (1.1) degenerate to constants, meaning the full modular
bootstrap equation has significant additional complexity. As a future direction of study, we plan to use our
probabilistic knowledge of the 1-point toric conformal block to prove the modular bootstrap equation (1.1).
We also hope to adapt our methods to propose a probabilistic definition of 4-point spherical conformal blocks
and to thereby understand the conformal bootstrap equation for the 4-point correlation function of LCFT
on the sphere.
1.5. Organization of the paper. The remainder of this paper is organized as follows. In Section 2, we
define our candidate probabilistic expression for the conformal block in terms of Gaussian multiplicative
chaos and characterize it analytically. We then state the main result Theorem 2.12. In Section 3, we define
deformed versions of our 1-point conformal blocks, characterize their analytic properties, and prove the BPZ
equations stated in Theorem 3.4. In Section 4, we perform separation of variables for the deformed conformal
block and derive from the BPZ equations a system of coupled inhomogenous hypergeometric equations. In
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Section 5, we state the operator product expansions (OPEs) for these deformed conformal blocks in Theorem
5.4, and perform an analytic continuation in α leveraging crucially a reflection principle. In Section 6, we use
the results derived in Sections 4 and 5 to obtain two shift equations on series coefficients of our probabilistic
conformal blocks in Theorem 6.1. We then put everything together to prove Theorem 2.11 by deriving
Theorem 6.4 giving of Zamolodchikov’s recursion for our probabilistic conformal block. Appendices A, B, C
and D collect facts and conventions on theta functions, theorems from probability used throughout the text,
the Gauss hypergeometric equation, and the proof of the OPE statements used in the main text.
Acknowledgments. The authors would like to thank A. Litvinov for helpful discussions. We also give
thanks to C. Garban, R. Rhodes, and V. Vargas for organizing a conference on probability and QFT on the
beautiful island of Porquerolles where much of this work was discussed. G. R. was supported by an NSF
mathematical sciences postdoctoral research fellowship, NSF Grant DMS-1902804. X. S. was supported by
a Junior Fellow award from the Simons Foundation and NSF Grant DMS-1811092. Y. S. was supported by
a Junior Fellow award from the Simons Foundation and NSF Grant DMS-1701654.
2. Probabilistic construction of the conformal block
In this section, we state our main result giving a probabilistic construction of the 1-point toric conformal
block and verifying Zamolodchikov’s recursion for it. We begin by introducing Gaussian multiplicative chaos
(GMC), the probabilistic object which will enable our construction.
2.1. Definition of Gaussian multiplicative chaos. Let {αn}n≥1, {βn}n≥1, {αn,m}n,m≥1, {βn,m}n,m≥1 be
sequences of i.i.d. standard real Gaussians. For τ purely imaginary and q = eipiτ , define the Gaussian fields
Y∞(x) and Yτ (x) on [0, 1] by
Y∞(x) :=
∑
n≥1
√
2
n
(
αn cos(2pinx) + βn sin(2pinx)
)
(2.1)
Yτ (x) := Y∞(x) + 2
∑
n,m≥1
qnm√
n
(
αn,m cos(2pinx) + βn,m sin(2pinx)
)
.(2.2)
It will also be convenient to use the notation Fτ (x) := Yτ (x) − Y∞(x).
Lemma 2.1. For x 6= y in [0, 1], these fields satisfy
E[Y∞(x)Y∞(y)] = E[Yτ (x)Y∞(y)] = −2 log |2 sin(pi(x − y))|(2.3)
E[Yτ (x)Yτ (y)] = −2 log |Θτ (x − y)|+ 2 log |q1/6η(q)|(2.4)
where Θτ is the Jacobi theta function given by (A.1).
Proof. For the first covariance, notice that
E[Y∞(x)Y∞(y)] = E[Yτ (x)Y∞(y)] =
∑
n≥1
2
n
cos(2pin(x− y)) = −2 log |2 sin(pi(x − y))|,
where the last equality follows by computing Fourier series. For the second covariance, notice that
E[Yτ (x)Yτ (y)] = E[Y∞(x)Y∞(y)] +
∑
n,m≥1
4q2nm
n
cos(2pin(x − y))
= −2 log |2 sin(pi(x − y))| − 2
∑
m≥1
log |(1− q2me2ipi(x−y))(1− q2me−2ipi(x−y))|
= −2 log |Θτ (x− y)|+ 2 log |q1/6η(q)|. 
Remark. Let X be the field on the unit circle such that Y∞(x) = X(e2piix). By (2.3), X is the restriction
to the unit circle of a Gaussian free field on D with free boundary (see [DMS14, Section 4.1.4]). Similarly,
let Xτ be the Gaussian free field on the torus T (see definition in [DRV16, Section 3.2]). For x ∈ [0, 1],
Yτ (x) +N (0,− 13 log |q|) has the same covariance as
√
2Xτ (x), where Xτ (x) is seen as the restriction of the
torus GFF to the loop parametrized by x ∈ [0, 1].
6 PROMIT GHOSAL, GUILLAUME REMY, XIN SUN, AND YI SUN
Lemma 2.2. For x 6= y in [0, 1], we have
E[∂τYτ (x)Yτ (y)] = E[∂τFτ (x)Fτ (y)] =
ipi
6
− ∂τΘτ (x − y)
Θτ (x− y) +
∂τη(q)
η(q)
,
and for x ∈ [0, 1] we have
E[∂τYτ (x)Yτ (x)] = E[∂τFτ (x)Fτ (x)] =
ipi
6
− 2
3
∂τΘ
′
τ (0)
Θ′τ (0)
.
Proof. Computing using (2.2), we find that
E[∂τYτ (x)Yτ (y)] = 4pii
∞∑
m,n=1
mq2nm cos(2pin(x− y)) = 1
2
∂τE[Yτ (x)Yτ (y)]
= −∂τ log
∣∣∣∣q− 16 Θτ (x− y)η(q)
∣∣∣∣ = ipi6 − ∂τΘτ (x− y)Θτ (x− y) + ∂τη(q)η(q) .
The second claim is a direct consequence. 
The following observation is straightforward.
Lemma 2.3. E[Fτ (x)
2] = 4
∑
n,m≥1
q2nm
n = −4 log |q−1/12η(q)| for all x ∈ [0, 1]. Almost surely, the function
(0, 1) ∋ q 7→ F can be analytically extended to the unit disk. Moreover, limτ→i∞ Yτ (x) = Y∞(x).
We now introduce the Gaussian Multiplicative Chaos (GMC) measures e
γ
2 Y∞(x)dx and e
γ
2 Yτ (x)dx on [0, 1]
for τ purely imaginary. Because the fields Y∞(x) and Yτ (x) live in the space of distributions, exponentiating
them requires a regularization procedure, which we perform as follows. For N ∈ N, define
Y∞,N (x) =
N∑
n=1
√
2
n
(
αn cos(2pinx) + βn sin(2pinx)
)
Yτ,N (x) = Y∞,N (x) + 2
∞∑
n,m=1
qnm√
n
(
αn,m cos(2pinx) + βn,m sin(2pinx)
)
.
Definition 2.4 (Gaussian Multiplicative Chaos). For γ ∈ (0, 2) and τ ∈ iR>0, we define the Gaussian
multiplicative chaos measures e
γ
2 Y∞(x)dx and e
γ
2 Yτ (x)dx to be the weak limits of measures in probability
e
γ
2 Y∞(x)dx := lim
N→∞
e
γ
2 Y∞,N (x)−γ
2
8 E[Y∞,N (x)
2]dx
e
γ
2 Yτ (x)dx := lim
N→∞
e
γ
2 Yτ,N (x)− γ
2
8 E[Yτ,N (x)
2]dx.
More precisely, for any continuous test function f : [0, 1]→ R, we have in probability thatˆ 1
0
f(x)e
γ
2 Y∞(x)dx = lim
N→∞
ˆ 1
0
f(x)e
γ
2 Y∞,N (x)−γ
2
8 E[Y∞,N (x)
2]dx
ˆ 1
0
f(x)e
γ
2 Yτ (x)dx = lim
N→∞
ˆ 1
0
f(x)e
γ
2 Yτ,N (x)− γ
2
8 E[Yτ,N (x)
2]dx.
By Definition 2.4 and Lemma 2.3, we have
(2.5) e
γ
2 Yτ (x)dx = e−
γ2
8 E[Fτ (0)
2]e
γ
2 Fτ (x)e
γ
2 Y∞(x)dx.
2.2. A GMC construction for the 1-point toric conformal block. We provide an analytic construction
for the 1-point toric conformal block in terms of certain expectations against GMC. Throughout this section,
we will fix γ ∈ (0, 2), and set Q = γ2 + 2γ . We first record a basic fact on analyticity of random functions.
Lemma 2.5. Let D ⊂ C be a domain and X (z) random analytic function on D. If E[|X (z)|] is bounded on
each compact subset of D, then E[X (z)] is analytic on D.
Proof. Let C be a contour in D. Since E[|X (z)|] < ∞, by Fubini’s Theorem, we have ¸ E[X (z)]dz =
E[
¸ X (z)dz] = 0, giving the analyticity of E[X (z)]. 
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Lemma 2.6. For γ ∈ (0, 2), α ∈ (− 4γ , Q), q ∈ (0, 1), and Im(P ) ∈ (− 12γ , 12γ ), we have
(2.6) E
[(ˆ 1
0
e
γ
2 Yτ (x)|Θτ (x)|−
αγ
2 epiγPxdx
)−αγ ]
<∞,
where we interpret the −αγ power using a the branch cut along (−∞, 0]. Moreover, the function P 7→
E
[(´ 1
0
e
γ
2 Yτ (x)|Θτ (x)|−αγ2 epiγPxdx
)−αγ ]
is holomorphic on the domain {P ∈ C : Im(P ) ∈ (− 12γ , 12γ )}.
Proof. First, since Im(γpiPx) ∈ (−pi2 , pi2 ), for all x the integrand and hence the integral inˆ 1
0
e
γ
2 Yτ (x)|Θτ (x)|−
αγ
2 epiγPxdx
almost surely has positive real part, meaning we can take its −αγ power using a branch cut along (−∞, 0], so
the expression in (2.6) is well defined. LetM(q) := 2
∑N
n,m=1
qnm√
n
(
|αn,m|+|βn,m|)
)
. Then the expectation in
Lemma 2.6 is upper bounded by CE[e
α
2M(q)]E
[(´ 1
0
e
γ
2 Y∞(x) sin(pix)−
αγ
2 dx
)−αγ ]
for some (P, q)-dependent
constant C. Now (2.6) follows from Lemma B.1, and Lemma 2.5 yields the analyticity in P . 
Recall that Θτ (x)
−αγ2 = e−
αγ
2 g(x) where g = logΘτ is as in Appendix A. In particular, we have
(2.7) Θτ (x)
−αγ/2 = e−ipiαγ/2|Θτ (x)|−αγ/2 for each x ∈ [0, 1].
For β ∈ R, we interpret
(´ 1
0 e
γ
2 Yτ (x)Θτ (x)
−αγ2 epiγPxdx
)β
via
(2.8)
(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 epiγPxdx
)β
:= e−ipiαγβ/2
(ˆ 1
0
e
γ
2 Yτ (x)|Θτ (x)−
αγ
2 |epiγPxdx
)β
.
For γ ∈ (0, 2), α ∈ (− 4γ , Q), q ∈ (0, 1), and Im(P ) ∈ (− 12γ , 12γ ), define
(2.9) Aqγ,P (α) := q
1
12 (−αγ− 2αγ +2)η(q)αγ+
2α
γ − 32α2−2E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 epiγPxdx
)−αγ ]
.
Lemma 2.7. The quantity Aqγ,P (α) satisfies the following properties.
(a) The function q 7→ Aqγ,P (α) admits a holomorphic extension on {q ∈ C : |q| < rα} where
(2.10) rα := 1 for α ∈ [0, Q) and rα := 1 ∧
(
1 +
γα
4
)√ 2
γ|α| for α ∈ (−
4
γ
, 0).
(b) In light of (a), for α ∈ (− 4γ , Q) and Im(P ) ∈ (− 12γ , 12γ ), we define Aγ,P,n(α) by requiring
(2.11) Aqγ,P (α) =
∞∑
n=0
Aγ,P,n(α)qn for |q| sufficiently small.
As functions of P , Aqγ,P (α) and Aγ,P,n(α) are holomorphic on {P ∈ C : Im(P ) ∈ (− 12γ , 12γ )}.
(c) For P ∈ R and n ∈ N, the function α 7→ Aγ,P,n(α) can be analytically extended to an open set of C
containing (− 4γ , Q).
Proof. For (a), notice the definition (2.9) is originally only valid for q ∈ (0, 1). To find the analytic con-
tinuation in q, we will apply Girsanov’s theorem (Theorem B.2) to rewrite (2.9) so that taking q complex
produces a holomorphic function. For this, notice that
(2.12) E[αnY∞(x)] =
√
2
n
cos(2pinx) and E[βnY∞(x)] =
√
2
n
sin(2pinx).
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In the following computation, we will use the decomposition Yτ (x) = Y∞(x) + Fτ (x). Notice that Y∞ and
Fτ are independent. By Girsanov’s theorem (Theorem B.2), Lemma 2.1 and (2.5), we can write
E
[(ˆ 1
0
e
γ
2 Yτ (x)|Θτ (x)|−
αγ
2 epiγPxdx
)−αγ ]
=
(
q1/6η(q)
)α2
2
E
[(ˆ 1
0
e
γ
2 Yτ (x)+
γ
2 E[Yτ (x)·α2 Fτ (0)](2 sin(pix))−αγ/2epiγPxdx
)−αγ ]
=
(
q1/6η(q)
)α2
2
e−
α2
8 E[Fτ (0)
2]E
[
e
α
2 Fτ (0)
(ˆ 1
0
e
γ
2 Yτ (x)(2 sin(pix))−αγ/2epiγPxdx
)−αγ ]
=
(
q1/6η(q)
)α2
2
e
αγ
8 −α
2
8 E[Fτ (0)
2]Aˆqγ,P (α),
where Aˆqγ,P (α) := E
[
e
α
2 Fτ (0)
(´ 1
0
e
γ
2 Y∞(x)+
γ
2 Fτ (x)(2 sin(pix))−αγ/2epiγPxdx
)−αγ ]
.
We claim the following lemma with its proof postponed, and conclude the proof of (a) right after.
Lemma 2.8. Assertion (a) in Lemma 2.7 holds with Aˆqγ,P (α) in place of Aqγ,P (α).
Recall from (A.4) that q−
1
12 η(q) is analytic and nonzero on the unit disk D. Therefore, the function
q
1
12 (−αγ− 2αγ +2)η(q)αγ+
2α
γ − 32α2−2
(
q1/6η(q)
)α2
2
= (q−
1
12 η(q))αγ+
2α
γ −α2−2
is analytic on D. By the definition of Aqγ,P (α), (2.8), and Lemmas 2.3 and 2.8, we conclude the proof of (a).
For (b), the analyticity for Aqγ,P (α) follows from Lemma 2.6. Applying the operator ∂¯P to both sides
of (2.9), we get ∂¯PAγ,P,n(α) = 0 for each n. This gives the desired analyticity for Aγ,P,n(α).
For (c), the analyticity in α of moments of Gaussian multiplicative chaos has already been shown to hold
in several works such as [KRV19a, RZ20]. To reduce our GMC to the one studied in [RZ20], one can map
the unit disk D to the upper-half plane H by the map z 7→ −i z−1z+1 . The circle parametrized by x ∈ [0, 1]
becomes the real line R and the point x goes to y = −i e2piix−1
e2piix+1
. The field Y∞(x) is mapped to the restriction
to the real line of the Gaussian field XH with covariance given by
E[XH(y)XH(y
′)] = log
1
|y − y′||y − y′| − log |y + i|
2 − log |y′ + i|2 + 2 log 2
for y, y′ ∈ H. The field Fτ is also mapped to a continuous field F˜τ on R. By performing this change of
variable one gets that
E
[(ˆ 1
0
e
γ
2 Yτ (x)|Θτ (x)|−
αγ
2 epiγPxdx
)−αγ ]
= E
[(ˆ
R
e
γ
2XH(y)+
γ
2 F˜τ (y)|y|−αγ2 f1(y)dy
)−αγ ]
for a continuous bounded function f1 : R 7→ (0,∞) defined by a change of variable through the identity
|Θτ (x)|−αγ2 epiγPxdx = |y|−αγ2 f1(y)dy. The right hand side is now complex analytic in α on a complex
neighborhood of any compact K ⊂ (− 4γ , Q) by an argument similar to the proof of [RZ20, Lemma 5.6]. 
Proof of Lemma 2.8. Using (2.12) again, we have
(2.13) Fτ =
√
2
∑
m,n
qnm(αn,mE[αnY∞(x)] + βn,mE[βnY∞(x)]).
Applying Girsanov’s theorem (Theorem B.2) to Y∞ while conditioning on {αm,n, βm,n}, we obtain
Aˆqγ,P (α) = E
[
e
α
2 Fτ (0)
(ˆ 1
0
e
γ
2 Y∞(x)+
γ√
2
∑
m,n q
nm(αn,mE[αnY∞(x)]+βn,mE[βnY∞(x)])(sin(pix))−αγ/2epiγPxdx
)−αγ ]
= E
[
e
α
2 Fτ (0)e
√
2
∑
m,n q
nm(αn,mαn+βn,mβn)e−
∑
m,n q
2nm(α2m,n+β
2
m,n)
(ˆ 1
0
e
γ
2 Y∞(x)(sin(pix))−αγ/2epiγPxdx
)−αγ ]
.
(2.14)
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By Holder’s inequality, for p1, p2, p3 ∈ (1,∞) such that 1p1 + 1p2 + 1p3 = 1, we have
E
[
e
α
2 Fτ (0)e
√
2
∑
m,n q
nm(αn,mαn+βn,mβn)e−
∑
m,n q
2nm(α2m,n+β
2
m,n)
(ˆ 1
0
e
γ
2 Y∞(x)(sin(pix))−αγ/2epiγPxdx
)−αγ ]
≤ E
[
e
p1α
2 Fτ (0)
] 1
p1
E
[
e
√
2p2
∑
m,n q
nm(αn,mαn+βn,mβn)e−p2
∑
m,n q
2nm(α2m,n+β
2
m,n)
] 1
p2
× E
[(ˆ 1
0
e
γ
2 Y∞(x)(sin(pix))−αγ/2epiγPxdx
)−αp3γ ] 1p3
.
We first suppose that α ∈ [0, Q). Since the GMC has negative moments of all orders and the expectation of
the exponential of a Gaussian random variable is finite, for all q ∈ (0, 1), p1 ∈ (1,∞), p3 ∈ (1,∞) we have
(2.15) E
[
e
p1α
2 Fτ (0)
] 1
p1
<∞, E
[(ˆ 1
0
e
γ
2 Y∞(x)(sin(pix))−αγ/2epiγPxdx
)−αp3γ ] 1p3
<∞.
To deal with the term involving p2, we use the independence of the Gaussians to obtain
E
[
e
√
2p2
∑
m,n q
nm(αn,mαn+βn,mβn)e−p2
∑
m,n q
2nm(α2m,n+β
2
m,n)
]
=
∏
m,n
E
[
e
√
2p2q
nmαn,mαn−p2q2nmα2m,n
]
E
[
e
√
2p2q
nmβn,mβn−p2q2nmβ2m,n
]
=
∏
m,n
E
[
e(p
2
2−p2)q2nmα2n,m
]
E
[
e(p
2
2−p2)q2nmβ2n,m
]
.
Now, for a standard Gaussian N and µ < 12 , we recall that
(2.16) E
[
eµN
2
]
=
1√
1− 2µ.
Since p1 and p3 can be arbitrarily large, we can choose p2 close enough to 1 so that (p
2
2 − p2)q2nm < 12 . In
this case, (2.16) yields∏
m,n
E
[
e(p
2
2−p2)q2nmα2n,m
]
E
[
e(p
2
2−p2)q2nmβ2n,m
]
=
∏
m,n
1
1− 2(p22 − p2)q2nm
<∞.
By Lemma 2.5, this completes the proof in the case of α ∈ [0, Q).
Let us now move to the case α ∈ (− 4γ , 0). By Lemma B.1, (2.15) holds when p1 ∈ (1,∞) and p3 ∈ (1,− 4γα ).
Therefore, we can only choose p2 within (1,
1
1+ γα4
). By (2.16), we also need (p22−p2)q2 < 12 . Such a p2 exists
when q <
(
1 + γα4
)√
2
γ|α| . 
Remark. For α ∈ [0, Q) we are able to show convergence for |q| < 1, which is expected to be the opti-
mal radius of convergence. This range of α is the most natural from the perspective of LCFT because it
corresponds to the case where the 1-point correlation function obeys the Seiberg bounds (see [DRV16] for
details). For α ∈ (− 4γ , 0), the function q 7→ Aqγ,P (α) is still well defined for q ∈ (0, 1). However, we are
only able to show it is analytic in q in a smaller range depending on α. We do not know the precise radius
of convergence in this case. We note that α ∈ (− 4γ , 0) is less natural from the perspective of LCFT, as it
requires a meromorphic extension of the correlation functions.
Define normalized versions of Aqγ,P and Aγ,P,n from Lemma 2.7 by
(2.17) A˜qγ,P (α) :=
Aqγ,P (α)
Aγ,P,0(α) and A˜γ,P,n(α) :=
Aγ,P,n(α)
Aγ,P,0(α) .
Definition 2.9. Let γ ∈ (0, 2), α ∈ (− 4γ , Q), Im(P ) ∈ (− 12γ , 12γ ). For q ∈ (0, 1), we define the 1-point toric
GMC conformal block by
(2.18) Gqγ,P (α) := q−
1
12 (1−α(Q−α2 ))η(q)1−α(Q−
α
2 )A˜qγ,P (α).
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In other words, one has
(2.19) Gqγ,P (α) =
1
Z
E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 epiγPxdx
)−αγ ]
for the normalization constant
Z := q
1
12 (
αγ
2 +
α2
2 −1)η(q)α
2+1−αγ2 E
[(ˆ 1
0
e
γ
2 Y∞(x)[−2 sin(pix)]−αγ2 epiγPxdx
)−αγ ]
which has a further explicit evaluation given by (6.6).
Remark. Although Definition 2.9 only uses the law of Yτ , throughout this paper we assume that different
{Yτ}’s and Y∞ are coupled as in Section 2.1.
2.3. 1-point toric conformal block and Nekrasov partition function. The AGT conjecture of [AGT09]
postulates a general relation between Liouville conformal blocks and an object called the Nekrasov partition
function occuring in four-dimensional N = 2 supersymmetric gauge theory. We use it to give a mathemat-
ically rigorous definition of the 1-point toric conformal block Fqγ,P (α) as a formal series. For this, we first
define the 1-point Nekrasov partition function on the torus as the formal q-series
(2.20) Zqγ,P (α) := 1 +
∞∑
k=1
Zγ,P,k(α)qk,
where
(2.21) Zγ,P,k(α) :=
∑
(Y1,Y2) Young diagrams
|Y1|+|Y2|=k
2∏
i,j=1
∏
s∈Yi
(Eij(s, P )− α)(Q − Eij(s, P )− α)
Eij(s, P )(Q− Eij(s, P ))
for
(2.22) Eij(s, P ) :=

P − γ2HYj (s) + 2γ (VYi(s) + 1) i = 1, j = 2
− γ2HYj (s) + 2γ (VYi (s) + 1) i = j
−P − γ2HYj (s) + 2γ (VYi(s) + 1) i = 2, j = 1
with HY (s) and VY (s) the horizontal and vertical distances from the square s to the edge of diagram Y . In
these terms, we define the 1-point toric conformal block as the formal q-series
(2.23) Fqγ,P (α) := q−
1
12 (1−α(Q−α2 ))η(q)1−α(Q−
α
2 )Zqγ,P (α).
The toric conformal block was characterized in [HJS10, FL10] in terms of a recursive relation which is a toric
analogue of Zamolodchikov’s recursion from [Zam84]. Define the quantity
(2.24) Rqγ,m,n(α) :=
2
m−1∏
j=−m
n−1∏
l=−n
(Q − α2 + jγ2 + 2lγ )∏
(j,l)∈Sm,n
( jγ2 +
2l
γ )
for Sm,n := {(j, l) | 1−m ≤ j ≤ m, 1− n ≤ l ≤ n, (j, l) /∈ {(0, 0), (m,n)}} and
(2.25) Pm,n :=
2in
γ
+
iγm
2
.
Notice that the q-series expansion of Fqγ,P (α) may be computed from (2.26).
Proposition 2.10 ([HJS10, FL10]). As a formal q-series, the conformal block Fqγ,P (α) satisfies
(2.26) Fqγ,P (α) =
∞∑
n,m=1
q2mn
Rqγ,m,n(α)
P 2 − P 2m,n
Fqγ,P−m,n(α) + q
1
12 η(q)−1.
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Remark. The references [HJS10] and [FL10] are mathematical physics papers, while our paper is a fully
rigorous mathematical paper. In this paper, we treat (2.23) as a mathematical definition of the conformal
block as a formal series and use only Proposition 2.10, which is proven in a mathematically rigorous way for
this definition in [FL10]. Combining our result in Corollary 2.12 with Lemma 2.7(a) implies that this formal
series actually converges, resolving a conjecture of [FML18].
2.4. Statement of the main results. Our main result is Theorem 2.11, which gives a GMC expression
for the Nekrasov partition function. Its direct consequence Theorem 2.12 is our probabilistic construction
of the 1-point toric conformal block. The proof of Theorem 2.11 will occupy the remainder of this paper.
Theorem 2.11. For γ ∈ (0, 2), α ∈ (− 4γ , Q), and P ∈ R, the formal q-series for Zqγ,P (α) converges for
|q| < rα and satisfies
(2.27) Zqγ,P (α) = A˜qγ,P (α).
Theorem 2.12. For γ ∈ (0, 2), α ∈ (− 4γ , Q), and P ∈ R, the formal q-series for Fqγ,P (α) converges for
|q| < rα and satisfies
(2.28) Fqγ,P (α) = Gqγ,P (α).
Proof. This follows from Theorem 2.11, (2.23), and Definition 2.9. 
3. BPZ equation for deformed conformal blocks
In this section we establish Theorem 3.4, which gives the BPZ equations for certain deformations of the
conformal block corresponding to degenerate insertions. Throughout Sections 3—6.1, we view γ and P as
fixed parameters such that γ ∈ (0, 2) and P ∈ R. For α ∈ (− 4γ , Q), and χ ∈ { γ2 , 2γ }, define
(3.1) lχ =
χ2
2
− αχ
2
.
Recall the definition B := {z : 0 < Im(z) < 34 Im(τ)} from Appendix A and q0 in Lemma A.2. Let
(3.2) ν(dx) := e
γ
2 Yτ (x)|Θτ (x)|−
αγ
2 epiγPxdx.
Fix q ∈ (0, q0). Recall Lemma A.4 and set c = γχ2 there. For u ∈ B, we have
fν(u) :=
ˆ 1
0
e
γχ
2 g(u+x)ν(dx) =
ˆ 1
0
Θτ (u+ x)
γχ
2 ν(dx).
By Lemma A.4, fν is almost surely analytic and nonzero on B, meaning we can define its fractional power
according to Definition A.5. The next lemmas deal with the deformed block up to an explicit prefactor.
Lemma 3.1. For α ∈ (− 4γ + χ,Q) and q ∈ (0, q0), we have E
[
|fν(u)|−αγ+
χ
γ
]
<∞. Moreover, the function
u 7→ E
[
(fν(u))
−αγ+χγ
]
is analytic on B. Finally, we have
E
[
(fν(1))
−αγ+χγ
]
= e−piilχE
[
(fν(0))
−αγ+χγ
]
.
Proof. The finiteness of the moment of |fν(u)| comes from Lemma B.1 recalled in appendix. Now, Lemma 2.5
gives the desired analyticity in u. By Lemma A.4 and the computation γχ2 (−αγ + χγ ) = lχ, we have
E
[
(fν(1))
−αγ+χγ
]
= e−piilχE
[
(fν(0))
−αγ+χγ
]
. 
Recall rα defined in (2.10), and define the domain D
α
χ := {(q, u) : |q| < rα−χ, u ∈ B}. We defer the proof
of the following proposition to Section 3.1.
Proposition 3.2. For α ∈ (− 4γ + χ,Q) and χ ∈ { γ2 , 2γ }, let
(3.3)
ψˆαχ(u, q) := q
γlχ
12χ− 16
l2χ
χ2
− 1
6χ2
lχ(lχ+1)Θ′τ (0)
− 2l
2
χ
3χ2
+
lχ
3 +
4lχ
3γχ eχPupiΘτ (u)
−lχe−
1
2 ipiαγ(−αγ+χγ )E
[
(fν(u))
−αγ+χγ
]
,
where q ∈ (0, q0) and u ∈ B. The function ψˆαχ has a bi-holomorphic extension to Dαχ.
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Definition 3.3 (u-deformed conformal block). For (u, τ) such that (u, eipiτ) ∈ Dαχ , define the u-deformed
conformal block by
(3.4) ψαχ(u, q) = e
(
P2
2 +
1
6χ2
lχ(lχ+1)
)
ipiτ
ψˆαχ(u, e
ipiτ ),
where we extend ψˆαχ in Proposition 3.2 as a bi-holomorphic function on D
α
χ .
Remark. More explicitly, Definition 3.3 yields the expression
ψαχ(u, q) = q
P2
2 +
γlχ
12χ− 16
l2χ
χ2 Θ′τ (0)
− 2l
2
χ
3χ2
+
lχ
3 +
4lχ
3γχ eχPupiΘτ (u)
−lχ
× E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (u+ x)
γ
2 χepiγPxdx
)−αγ+χγ ]
for the u-deformed block, where the arguments of the complex numbers appearing are interpreted by the
procedure given above.
In the definition of ψαχ(u, q), the prefactor of E
[
(fν(u))
−αγ+χγ
]
is chosen for the following BPZ equation
to hold. Its proof is given in Section 3.2.
Theorem 3.4. Recalling the definition of the Weierstrass ℘ function from Section A, we have
(3.5)
(
∂uu − lχ(lχ + 1)℘(u) + 2ipiχ2∂τ
)
ψαχ(u, q) = 0 for (u, e
ipiτ) ∈ Dαχ .
3.1. Proof of Proposition 3.2. In a manner similar to the proof of Lemma 2.7(a), by (2.12) and Girsanov’s
theorem (Theorem B.2), we have
E
[
(fν(u))
−αγ+χγ
]
= E
[(ˆ 1
0
e
γ
2 Yτ (x)|Θτ (x)|−
αγ
2 Θτ (u + x)
γ
2 χepiγPxdx
)−αγ+χγ ]
=
(
q1/6η(q)
)α(α−χ)
2
e(
αγ
8 − γχ8 −α
2
8 )E[Fτ (0)
2]
× E
[
e
α
2 Fτ (0)
(ˆ 1
0
e
γ
2 Y∞(x)e
γ
2 Fτ (x)(2 sin(pix))−
αγ
2 Θτ (x+ u)
χγ
2 epiγPxdx
)−αγ+χγ ]
.
By (2.13) and Girsanov’s theorem (Theorem B.2), we get the following analog of (2.14)
E
[
(fν(u))
−αγ+χγ
]
=
(
q1/6η(q)
)α(α−χ)
2
e(
αγ
8 − γχ8 −α
2
8 )E[Fτ (0)
2]E
[
e
α
2 Fτ (0)e
√
2
∑
m,n q
nm(αn,mαn+βn,mβn)e−
∑
m,n q
2nm(α2m,n+β
2
m,n)
×
(ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 Θτ (x+ u)
χγ
2 epiγPxdx
)−αγ+χγ ]
.
For q ∈ D and u ∈ B, define
X (u, q) := −χ
∞∑
n,m=1
1√
2m
(
(αm + iβm)q
(2n−2)me2piium + (αm − iβm)q2nme−2piium
)
.(3.6)
Since |q|3/2 < |e2piiu| < 1 < |e−2piiu| < |q|−3/2 when u ∈ B, the series converges almost surely in q ∈ D.
Moreover, eX (u,q) has finite moments of all orders. We claim that
(3.7) Θτ (u+ x) = −ie−ipiuq 16 η(q)e 1χE[Y∞(x)X (u,q)].
To see (3.7), set u′ = u− τ2 . By (A.5), we have
(3.8) Θτ (u+ x) = −ie−ipiuq 16 η(q)
∞∏
n=1
(1− q2n−1e2pii(u′+x))(1− q2n−1e−2pii(u′+x)).
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Using 1− z = exp{∑∞m=1 zmm } for |z| < 1 and recalling (2.12), we have
∞∏
n=1
(1− q2n−1e2pii(u′+x))(1− q2n−1e−2pii(u′+x)) = exp
{
−2
∞∑
n,m=1
q(2n−1)m
m
cos(2pi(x+ u′)m)
}
= exp
{
−
√
2
∞∑
n,m=1
q(2n−1)m√
m
(cos(2piu′m)E[αmY∞(x)] − sin(2piu′m)E[βmY∞(x)])
}
.
Now, (3.7) follows from the observation that
X (u, q) = −χ
√
2
∞∑
n,m=1
q(2n−1)m√
m
(cos(2piu′m)αm − sin(2piu′m)βm) .(3.9)
Moreover, (3.9) also implies that
(3.10) X (u, q) ∈ R and E[X (u, q)2] = 2χ2
∞∑
n,m=1
q2(2n−1)m
m
if Imu =
1
2
Im τ.
Now, we assume Imu = 12 Im τ so that X (u, q) ∈ R. By (3.7), we have(ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 Θτ (x+ u)
χγ
2 epiγPxdx
)−αγ+χγ
=
(
−ie−ipiuq1/6η(q)
)χ
2 (χ−α)
(ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 e
γ
2 E[Y∞(x)X (u,q)]epiγPxdx
)−αγ+χγ
.
Setting Q(q) = e
√
2
∑
m,n q
nm(αn,mαn+βn,mβn)e−
∑
m,n q
2nm(α2m,n+β
2
m,n), we have
E
[
(fν(u))
−αγ+χγ
]
=
(
q1/6η(q)
)α(α−χ)
2
e(
αγ
8 − γχ8 −α
2
8 )E[Fτ (0)
2]
(
−ie−ipiuq1/6η(q)
)χ
2 (χ−α)
×E
[
e
α
2 Fτ (0)Q(q)
(ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 e
γ
2 E[Y∞(x)X (u,q)]epiγPxdx
)−αγ+χγ ]
.
Applying Girsanov’s theorem (Theorem B.2) gives
(3.11) E
[
e
α
2 Fτ (0)Q(q)
(ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 e
γ
2 E[Y∞(x)X (u,q)]epiγPxdx
)−αγ+χγ ]
= E
[
e
α
2 Fτ (0)Q(q)eX (u,q)− 12E[X (u,q)2]
(ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 epiγPxdx
)−αγ+χγ ]
.
By the same Holder’s inequality argument as in the proof of Lemma 2.7(a), the right side of (3.11) is finite
for |q| < rα−χ. Here, the shift α → α − χ is due to the exponent −αγ + χγ . By Lemma 2.5, the right side
of (3.11) is bi-holomorphic in (u, q) on Dαχ . On the other hand, by Lemma 2.3 and (A.4), for q ∈ (0, 1) the
quantity
q
γlχ
12χ− 16
l2χ
χ2
− 1
6χ2
lχ(lχ+1)Θ′τ (0)
− 2l
2
χ
3χ2
+
lχ
3 +
4lχ
3γχ eχPupiΘτ (u)
−lχ
×
(
q1/6η(q)
)α(α−χ)
2
e(
αγ
8 − γχ8 −α
2
8 )E[Fτ (0)
2]
(
−ie−ipiuq1/6η(q)
) χ
2 (χ−α)
equals q
γ
12χ− 16χ2+
1
3χγ− 16 multiplied by a power series in q which converges in D. By using the special values
χ = γ2 or
2
γ , one can check that q
γ
12χ− 16χ2+
1
3χγ− 16 = 1. This concludes the proof of Proposition 3.2.
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3.2. Proof of Theorem 3.4. Since q
−P22 − 16χ2 lχ(lχ+1)ψαχ(u, q) is bi-holomorphic in (u, q), it suffices to ver-
ify (3.5) for q ∈ (0, q0) and u ∈ B where (2.18) applies. Define s := −αγ + χγ and introduce the notations
T (u, x) := Θ(x)
−αγ2 Θτ (u+ x)
γ
2 χ
Θτ (u)
γχ
2
V1(u, y)dy := E
[
e
γ
2 Yτ (y)Θτ (u)
γχ(1−s)
2
(ˆ 1
0
e
γ
2 Yτ (x)Θ(x)−
αγ
2 Θτ (u + x)
γ
2 χepiγPxdx
)s−1]
dy
V2(u, y, z)dydz := E
[
e
γ
2 Yτ (y)e
γ
2 Yτ (z)Θτ (u)
γχ(2−s)
2
(ˆ 1
0
e
γ
2 Yτ (x)Θ(x)−
αγ
2 Θτ (u + x)
γ
2 χepiγPxdx
)s−2]
dydz
W(q) := q P
2
2 +
γlχ
12χ− 16
l2χ
χ2 Θ′τ (0)
− 2l
2
χ
3χ2
+
lχ
3 +
4lχ
3γχ .
We start by computing derivatives with respect to u; by direct differentiation, we have
∂uψ
α
χ(u, q) = χPpiψ
α
χ(u, q) + sW(q)epiχPu
ˆ 1
0
∂uT (u, y)epiγPyV1(u, y)dy
∂uuψ
α
χ(u, q) = (χPpi)
2ψαχ(u, q) + 2χPpisW(q)epiχPu
ˆ 1
0
∂uT (u, y)epiγPyV1(u, y)dy
+ sW(q)epiχPu
ˆ 1
0
∂uuT (u, y)epiγPyV1(u, y)dy
+ s(s− 1)W(q)epiχPu
ˆ 1
0
ˆ 1
0
∂uT (u, y)∂uT (u, z)epiγP (y+z)V2(u, y, z)dydz.
We now compute the derivative in τ , whose derivation is slightly more involved.
Lemma 3.5. For q ∈ (0, q0) and u ∈ B, we have
∂τψ
α
χ(u, q) = ipi
(
P 2
2
+
γlχ
12χ
− 1
6
l2χ
χ2
)
ψαχ(u, q)
(3.12)
+
(
− 2l
2
χ
3χ2
+
lχ
3
+
2
3
s
)
∂τΘ
′
τ (0)
Θ′τ (0)
ψαχ(u, q) + sW(q)epiχPu
ˆ 1
0
∂τT (u, y)epiγPyV1(u, y)dy
+
γ2s(s− 1)
4
W(q)epiχPu
ˆ 1
0
ˆ 1
0
(
ipi
6
− ∂τΘτ (y − z)
Θτ (y − z) +
1
3
∂τΘ
′
τ (0)
Θ′τ (0)
)
T (u, y)T (u, z)epiγPy+piγPzV2(u, y, z)dydz.
Proof. Taking the τ -derivative, we obtain
∂τψ
α
χ(u, q) = ipi
(
P 2
2
+
γlχ
12χ
− 1
6
l2χ
χ2
)
ψαχ(u, q) +
(
− 2l
2
χ
3χ2
+
lχ
3
+
2
3
s
)
∂τΘ
′
τ (0)
Θ′τ (0)
ψαχ(u, q)
+ sW(q)epiχPu
ˆ 1
0
∂τT (u, y)epiγPyV1(u, y)dy
+ sW(q)epiχPu
ˆ 1
0
T (u, y)epiγPyE
[
∂τ [e
γ
2 Yτ (y)]
(ˆ 1
0
e
γ
2 Yτ (x)T (u, x)epiγPxdx
)s−1]
dy.
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We now find that
E
[
∂τ [e
γ
2 Yτ (y)]
(ˆ 1
0
e
γ
2 Yτ (x)T (u, x)epiγPxdx
)s−1]
dy
= lim
N→∞
E
[
∂τ [e
γ
2 Yτ,N (y)− γ
2
8 E[Yτ,N (y)
2]]
(ˆ 1
0
e
γ
2 Yτ (x)T (u, x)epiγPxdx
)s−1]
dy
= lim
N→∞
E
[
(
γ
2
∂τYτ,N (y)− γ
2
4
E[Yτ,N (y)∂τYτ,N (y)])e
γ
2 Yτ,N (y)− γ
2
8 E[Yτ,N (y)
2]
(ˆ 1
0
e
γ
2 Yτ (x)T (u, x)epiγPxdx
)s−1]
dy
= lim
N→∞
∂
∂ε
∣∣∣∣
ε=0
E
[
eε
γ
2 ∂τYτ,N (y)−ε2 γ
2
4 E[(∂τYτ,N (y))
2]−ε γ24 E[Yτ,N (y)∂τYτ,N (y)]e
γ
2 Yτ,N (y)−γ
2
8 E[Yτ,N (y)
2]
×
(ˆ 1
0
e
γ
2 Yτ (x)T (u, x)epiγPxdx
)s−1 ]
dy
=
γ2
4
(s− 1)
ˆ 1
0
E[Yτ (z)∂τYτ (y)]T (u, z)epiγPzE
[
e
γ
2 Yτ (y)+
γ
2 Yτ (z)
(ˆ 1
0
e
γ
2 Yτ (x)T (u, x)epiγPxdx
)s−2]
dz
=
γ2(s− 1)
4
ˆ 1
0
(
ipi
6
− ∂τΘτ (y − z)
Θτ (y − z) +
1
3
∂τΘ
′
τ (0)
Θ′τ (0)
)
T (u, z)epiγPzV2(u, y, z)dz.
We therefore obtain (3.12). 
Proof of Theorem 3.4. To prove the BPZ equation we must combine the above expressions for the derivatives
and check the equation. To see the cancellation we will need to perform an integration by parts on one of the
terms in ∂uuψ
α
χ(u, q). We will perform this at the level of the regularized field and introduce a smoothing
by convolution that will be more regular than the truncation of the Fourier series defining Y∞.
For this, consider a small ε > 0. The field Y∞ can be viewed as the restriction on the unit circle of a
free boundary GFF X on the unit disk D, with the identification Y∞(x) = X(e2ipix) for x ∈ [0, 1]. Let
ρ : [0,+∞) 7→ [0,+∞) be a C∞ function with compact support in [0, 1] and such that pi ´∞0 ρ(t)dt = 1. For
z ∈ C, we write ρε(z) = 1ε2 ρ( zzε2 ) and introduce for x ∈ [0, 1] the field
Y∞,ε(x) = X∞,ε(e2ipix) = 2
ˆ
D
d2zX(z)ρε(e
2ipix − z).
Furthermore set Yτ,ε(x) = Y∞,ε(x) + Fτ (x), and define the kernel Kε(x− y) via the equality
E[Yτ,ε(x)Yτ,ε(y)] = Kε(x− y) + 2 log |q1/6η(q)|.
It satisfies Kε(x − y) = Kε(y − x) and limε→0Kε(x − y) = −2 log |Θτ (x − y)|. Let also V1,ε(u, y) and
V2,ε(u, y, z) denote the exact same expressions as V1(u, y) and V2(u, y, z), but defined using the regularized
field Yτ,ε(x) instead of Yτ (x). In the expression for ∂uuψ
α
χ(u, q), by integration by parts at the level of the
regularized field we have
2χPpisW(q)epiχPu
ˆ 1
0
∂uT (u, y)epiγPyV1,ε(u, y)dy = 2χs
γ
W(q)epiχPu
ˆ 1
0
∂uT (u, y)[∂yepiγPy]V1,ε(u, y)dy
= −2χs
γ
W(q)epiχPu
ˆ 1
0
∂uyT (u, y)epiγPyV1,ε(u, y)dy
− 2χs
γ
W(q)epiχPu
ˆ 1
0
∂uT (u, y)epiγPy∂yV1,ε(u, y)dy.
We now claim that the boundary contribution vanishes in the above integration by parts; for this, write
∂uT (u, y)epiγPyV1,ε(u, y) = γχ
2
(
Θ′τ (u+ y)
Θτ (u+ y)
− Θ
′
τ (u)
Θτ (u)
)
T (u, y)epiγPyV1,ε(u, y).
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As y goes to 0, the above quantity is equivalent to
γχ
2
(
Θ′τ (u + y)
Θτ (u + y)
− Θ
′
τ (u)
Θτ (u)
)
T (u, y)epiγPyV1,ε(u, y) ∼ c
(
Θ′′τ (u)
Θτ (u)
−
(
Θ′τ (u)
Θτ (u)
)2)
V1,ε(u, y)y1−
αγ
2
for some constant c ∈ C independent of u, τ and ε. Since s− 1 < 0, V1,ε(u, y) is always bounded as y goes
to 0, uniformly in ε. If α < 2γ , then 1 − αγ2 > 0 and thus the above quantity trivially converges to 0. If
α ∈ [ 2γ , Q), y1−
αγ
2 no longer converges to 0, but the product V1,ε(u, y)y1−αγ2 does, where we first let ε→ 0.
This is because as y goes to 0 the quantity V1(u, y) converges to a negative moment of GMC containing
an insertion α + γ > Q, which therefore vanishes; this is similar to the proof of [RZ18, Lemma A.4]. By
symmetry, the exact same argument applies for y limiting to 1. We conclude that the boundary terms of
the integration by parts performed above equal to 0.
By Girsanov’s theorem (Theorem B.2), we find that
∂yV1,ε(u, y)dy = −γ
2
2
(s− 1)
ˆ 1
0
T (u, z)∂yKε(y − z)epiγPzV2,ε(u, y, z)dydz.
We may now write (
∂uu − lχ(lχ + 1)℘(u) + 2ipiχ2∂τ
)
ψαχ(u, q) = Ξ0 + Ξ1 + Ξ2,
where Ξk contains all terms with a k-fold integral. We first consider Ξ2; notice that
Ξ2 = lim
ε→0
s(s− 1)W(q)epiχPu
ˆ 1
0
ˆ 1
0
∆2,ε(y, z)T (u, y)T (u, z)epiγPy+piγPzV2(u, y, z)dydz
for
∆2,ε(y, z) = χγ∂yKε(y − z)∂uT (u, y)T (u, y) +
∂uT (u, y)
T (u, y)
∂uT (u, z)
T (u, z) + ipi
γ2
2
χ2
(
ipi
6
− ∂τΘτ (y − z)
Θτ (y − z) +
1
3
∂τΘ
′
τ (0)
Θ′τ (0)
)
= χ2
γ2
2
[
∂yKε(y − z)
(Θ′τ (u + y)
Θτ (u + y)
− Θ
′
τ (u)
Θτ (u)
)
+
1
2
(Θ′τ (u+ y)
Θτ (u+ y)
− Θ
′
τ (u)
Θτ (u)
)(Θ′τ (u+ z)
Θτ (u+ z)
− Θ
′
τ (u)
Θτ (u)
)
−1
4
Θ′′τ (y − z)
Θτ (y − z) −
pi2
6
+
1
12
Θ′′′τ (0)
Θ′τ (0)
]
,
where we use (A.2). Notice now that
∆2,ε(y, z) + ∆2,ε(z, y) =
χ2γ2
2
[(Θ′τ (u + y)
Θτ (u + y)
− Θ
′
τ (u)
Θτ (u)
)(Θ′τ (u+ z)
Θτ (u+ z)
− Θ
′
τ (u)
Θτ (u)
)
+∂yKε(y − z)
(Θ′τ (u + y)
Θτ (u + y)
− Θ
′
τ (u+ z)
Θτ (u+ z)
)
− 1
2
Θ′′τ (y − z)
Θτ (y − z) −
pi2
3
+
1
6
Θ′′′τ (0)
Θ′τ (0)
]
.
As ε goes to 0, the term ∂yKε(y− z)
(
Θ′τ (u+y)
Θτ (u+y)
− Θ′τ (u+z)Θτ (u+z)
)
converges to
Θ′τ (y−z)
Θτ (y−z)
(
Θ′τ (u+y)
Θτ (u+y)
− Θ′τ (u+z)Θτ (u+z)
)
. Notice
also this limit is bounded as y tends to z, meaning we may apply the dominated convergence theorem in
equation (3.13) below and exchange the limit in ε and the integration over y and z. Furthermore, adding a
multiple of the identity (A.3) for (a, b) = (u + y, u+ z) gives the simplification
lim
ε→0
(∆2,ε(y, z) + ∆2,ε(z, y)) =
χ2γ2
2
[
∆˜(u, y) + ∆˜(u, z)
]
for
∆˜(u, x) =
1
2
Θ′′τ (u+ x)
Θτ (u + x)
− Θ
′
τ (u + x)
Θτ (u + x)
Θ′τ (u)
Θτ (u)
+
1
2
Θ′τ (u)
2
Θτ (u)2
− pi
2
6
− 1
6
Θ′′′τ (0)
Θ′τ (0)
.
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Notice now that the expression T (u, y)T (u, z)epiγPy+piγPzV2(u, y, z)dydz in the integrand of Ξ2 is symmetric
under interchange of y and z, meaning that
Ξ2 = lim
ε→0
1
2
s(s− 1)W(q)epiχPu
ˆ 1
0
ˆ 1
0
(
∆2,ε(y, z) + ∆2,ε(z, y)
)
T (u, y)T (u, z)epiγPy+piγPzV2(u, y, z)dydz
(3.13)
=
1
2
s(s− 1)W(q)epiχPu
ˆ 1
0
ˆ 1
0
χ2γ2
2
(
∆˜(u, y) + ∆˜(u, z)
)
T (u, y)T (u, z)epiγPy+piγPzV2(u, y, z)dydz
= s(s− 1)W(q)epiχPu
ˆ 1
0
χ2γ2
2
∆˜(u, y)T (u, y)epiγPyV1(u, y)dy.
We now notice that
Ξ1 + Ξ2 = sW(q)epiχPu
ˆ 1
0
∆1(u, y)T (u, y)epiγPyV1(u, y)dy
for
∆1(u, y) = −2χ
γ
∂uyT (u, y)
T (u, y) +
∂uuT (u, y)
T (u, y) + 2ipiχ
2∂τT (u, y)
T (u, y) + (s− 1)
χ2γ2
2
∆˜(u, y).
We compute
∂uuT (u, y)
T (u, y) =
γχ
2
(
Θ′′τ (u + y)
Θτ (u+ y)
− Θ
′′
τ (u)
Θτ (u)
−
(
Θ′τ (u+ y)
Θτ (u+ y)
)2
+
(
Θ′τ (u)
Θτ (u)
)2)
+
γ2χ2
4
(
Θ′τ (u + y)
Θτ (u + y)
− Θ
′
τ (u)
Θτ (u)
)2
∂uyT (u, y)
T (u, y) =
γχ
2
(
Θ′′τ (u + y)
Θτ (u+ y)
−
(
Θ′τ (u+ y)
Θτ (u+ y)
)2)
+
γχ
2
(
Θ′τ (u + y)
Θτ (u + y)
− Θ
′
τ (u)
Θτ (u)
)(
γχ
2
Θ′τ (u+ y)
Θτ (u+ y)
− αγ
2
Θ′τ (y)
Θτ (y)
)
∂τT (u, y)
T (u, y) =
1
4pii
(
−αγ
2
Θ′′τ (y)
Θτ (y)
+
γχ
2
Θ′′τ (u+ y)
Θτ (u+ y)
− γχ
2
Θ′′τ (u)
Θτ (u)
)
.
The total prefactor of
Θ′τ (u+y)
2
Θτ (u+y)2
in ∆1(u, y) is therefore
−γ
2
χ+ (1 +
γ2
4
)χ2 − γ
2
χ3 = −γ
2
χ(χ− γ
2
)(χ− 2
γ
) = 0.
Similarly, the total prefactor of
Θ′τ (u)
2
Θτ (u)2
in ∆1(u, y) is
γ
2χ− αγ4 χ2 + γ4χ3. We may therefore write
∆1(u, y) =
γ
2
(
χ− α
2
χ2 +
1
2
χ3
)Θ′τ (u)2
Θτ (u)2
+ χ∆11(u, y) + χ
2∆21(u, y) + χ
3∆31(u, y)
for
∆11(u, y) =
γ
2
(
Θ′′τ (u + y)
Θτ (u+ y)
− Θ
′′
τ (u)
Θτ (u)
)
∆21(u, y) = −(1 +
γ2
4
+
αγ
4
)
Θ′′τ (u+ y)
Θτ (u+ y)
− αγ
2
Θ′τ (u)
Θτ (u)
Θ′τ (y)
Θτ (y)
+
αγ
2
Θ′τ (y)Θ
′
τ (u+ y)
Θτ (y)Θτ (u+ y)
+
αγ
2
Θ′τ (u+ y)Θ
′
τ (u)
Θτ (u+ y)Θτ (u)
− αγ
4
Θ′′τ (y)
Θτ (y)
+
αγpi2
12
+
αγ
12
Θ′′′τ (0)
Θ′τ (0)
+
pi2γ2
12
+
γ2
12
Θ′′′τ (0)
Θ′τ (0)
= −(1 + γ
2
4
)
Θ′′τ (u+ y)
Θτ (u + y)
+
αγ
4
Θ′′τ (u)
Θτ (u)
+
αγpi2
12
− αγ
6
Θ′′′τ (0)
Θ′τ (0)
+
pi2γ2
12
+
γ2
12
Θ′′′τ (0)
Θ′τ (0)
∆31(u, y) =
γ
2
Θ′′τ (u + y)
Θτ (u+ y)
− γ
4
Θ′′τ (u)
Θτ (u)
− pi
2γ
12
− γ
12
Θ′′′τ (0)
Θ′τ (0)
,
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where we apply (A.3) for (a, b) = (u + y, y). Adding 0 = (− γ2χ+ (1 + γ
2
4 )χ
2 − γ2χ3)Θ
′′
τ (u+y)
Θτ (u+y)
, we obtain
∆1(u, y) =
(χγ
2
− αγ
4
χ2 +
γ
4
χ3
)Θ′τ (u)2
Θτ (u)2
−
(χγ
2
− αγ
4
χ2 +
χ3γ
4
)Θ′′τ (u)
Θτ (u)
+
(
− χ
2αγ
6
− χ
3γ
12
+
χ2γ2
12
)Θ′′′τ (0)
Θ′τ (0)
+
(pi2αγχ2
12
− pi
2γχ3
12
+
pi2χ2γ2
12
)
.
Finally, to conclude the proof, we compute that
Ξ0 + Ξ1 + Ξ2
ψαχ(u, q)
= χ2P 2pi2 −
(
pi2χ2P 2 +
pi2χγlχ
6
− pi
2l2χ
3
)
+
(
− l
2
χ
3
+
1
6
lχχ
2 +
χ2
3
s
)Θ′′′τ (0)
Θ′τ (0)
− lχ(lχ + 1)℘(u)
+ s
γ
2
(
χ− α
2
χ2 +
1
2
χ3
)Θ′τ (u)2
Θτ (u)2
− s
(χγ
2
− αγ
4
χ2 +
χ3γ
4
)Θ′′τ (u)
Θτ (u)
+ s
(
− χ
2αγ
6
− χ
3γ
12
+
χ2γ2
12
)Θ′′′τ (0)
Θ′τ (0)
+ s
(pi2αγχ2
12
− pi
2γχ3
12
+
pi2χ2γ2
12
)
= − lχ
3
(χ− γ
2
)(χ− 2
γ
)
Θ′′′τ (0)
Θ′τ (0)
+ lχ(lχ + 1)
(Θ′τ (u)2
Θτ (u)2
− Θ
′′
τ (u)
Θτ (u)
+
1
3
Θ′′′τ (0)
Θ′τ (0)
)
− lχ(lχ + 1)℘(u)
= 0,
where we use (A.8) in the last step. 
3.3. Analyticity in α. We conclude this section by constructing an analytic extension of the deformed
block in α.
Lemma 3.6. (Analyticity in α) Given χ ∈ { γ2 , 2γ }, there exists an open set in C3 containing {(α, u, q) : α ∈
(− 4γ + χ,Q), u ∈ B, q = 0} where (α, u, q) 7→ ψαχ(u, q) has an analytic continuation.
Proof. Following the notation of the proof of Proposition 3.2, analytically extending ψαχ(u, q) reduces to
analytically extending E
[
(fν(u))
−αγ+χγ
]
. Thanks to Proposition 3.2, we have the desired analyticity with
respect to u and q. For the analyticity in α, we repeat the argument given in Lemma 2.7. We again map the
unit disk to the upper-half plane and the field Y∞ to XH using the same change of variable. By Girsanov’s
theorem (Theorem B.2) the analyticity in α of E
[
(fν(u))
−αγ+χγ
]
reduces to the analyticity of
E
[
e
α
2 Fτ (0)Q(q)eX (u,q)− 12E[X (u,q)2]
(ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 epiγPxdx
)−αγ+χγ ]
= E
[
e
α
2 Fτ (0)Q(q)eX (u,q)− 12E[X (u,q)2]
(ˆ
R
e
γ
2XH(y)|y|−αγ2 g1(y)dy
)−αγ+χγ ]
.
In the last equality we have used the change of variable and g1 is defined through the relation
(2 sin(pix))−
αγ
2 epiγPxdx = |y|−αγ2 g1(y)dy.
The analyticity in α is now again a straightforward adaptation of the proof of [RZ20, Lemma 5.6]. 
4. From BPZ to Gauss hypergeometric equations
In this section, we apply separation of variables to the BPZ equation (3.5) for ψαχ(u, q) to convert it
to the system (4.5)–(4.6) of inhomogeneous hypergeometric equations on normalized q-series coefficients of
ψαχ(u, q). We then use this fact to prove that the resulting coefficients are analytic in α on a certain domain.
4.1. Separation of variables for the BPZ equation. Throughout this section we assume that τ ∈ iR
so that q ∈ (0, 1). Recall the definition of lχ from (3.1). Define ψαχ,n(u) as the coefficients of the series
expansion
(4.1) ψαχ(u, q) = q
P2
2 +
1
6χ2
lχ(lχ+1)
∞∑
n=0
ψαχ,n(u)q
n.
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we introduce the normalization
(4.2) φαχ(u, q) = sin(piu)
lχψαχ(u, q) and φ
α
χ,n(u) = sin(piu)
lχψαχ,n(u) for n ∈ N0
to remove the singularities at u ∈ {0, 1} occurring due to the Θ(u)−lχ factor in ψαχ(u, q). We introduce the
hypergeometric differential operator
(4.3) Hχ := w(1 − w)∂ww + (1/2− lχ − (1 − lχ)w)∂w .
In this section, we show that {φαχ,n(u)}n∈N0 satisfy a system of hypergeometric ordinary differential equations
governed by Hχ after the change of variable w = sin2(piu).
Let H+ and H− be the upper and lower half plane, respectively. We first clarify the nature of the change
of variable by noting the following basic fact.
Lemma 4.1. The map u 7→ w = sin2(piu) is a conformal (i.e bi-holomorphic) map from {u : Reu ∈
(0, 12 ), Imu > 0} to H+, and from {u : Reu ∈ (12 , 1), Imu > 0} to H−. In both cases, {u : Reu = 1/2, Imu >
0} is mapped to (1,∞).
For i = 1, 2, define the domains
(4.4) Dui := {u : Reu ∈ (
i− 1
2
,
i
2
), Imu ∈ (0, Im τ)} and Dwi := {w = sin2(piu) : u ∈ Dui }.
Moreover, define the function φαχ,n,i(w) on D
w
i by
φαχ,n,i(w) := φ
α
χ,n(u) for w = sin
2(piu), where u ∈ Dui .
Recalling the definition of ℘n(u) in (A.7), define ℘˜n,i(w) as a function on D
w
i by ℘˜n,i(sin
2(piu)) = ℘n(u) for
w = sin2(piu) with u ∈ Dui . By (A.6), the resulting function ℘˜n,i(w) is a polynomial in w for n ≥ 1.
We now consider the set of equations(
Hχ −
(
1
4
l2χ +
1
4
χ2P 2
))
φ0(w) = 0,(4.5) (
Hχ −
(
1
4
l2χ +
1
4
χ2(P 2 + 2n)
))
φn(w) =
lχ(lχ + 1)
4pi2
n∑
l=1
℘˜l,i(w)φn−l(w), for n ≥ 1.(4.6)
on sequences of functions {φn(w)}n≥0.
Proposition 4.2. For i = 1, 2, equations (4.5)-(4.6) hold for {φαχ,n,i(w)}n≥0 on Dwi .
Proof. The BPZ equation (3.5) implies that∑
n≥0
[
∂uuψ
α
χ,n(u)− lχ(lχ + 1)
n∑
l=0
℘l(u)ψ
α
χ,n−l(u)− 2pi2χ2nψαχ,n(u)− 2pi2χ2
(P 2
2
+
1
6χ2
lχ(lχ + 1)
)
ψαχ,n(u)
]
qn = 0,
so we find for each n that(
∂uu − lχ(lχ + 1) pi
2
sin2(piu)
− pi2χ2(P 2 + 2n)
)
ψαχ,n(u) = lχ(lχ + 1)
n∑
l=1
℘l(u)ψ
α
χ,n−l(u).
In terms of φαχ,n(u), this yields(
lχ(lχ + 1)pi
2 cos2(piu) sin(piu)−lχ−2 + lχpi2 sin(piu)−lχ − 2lχpi cos(piu) sin(piu)−lχ−1∂u
+ sin(piu)−lχ
(
∂uu − lχ(lχ + 1) pi
2
sin2(piu)
− pi2χ2(P 2 + 2n)
))
φαχ,n(u)
= lχ(lχ + 1)
n∑
l=1
℘l(u) sin(piu)
−lχφαχ,n−l(u).
Multiplying by sin(piu)lχ yields
(4.7)
(
∂uu − 2pilχ cot(piu)∂u − pi2l2χ − pi2χ2(P 2 + 2n)
)
φαχ,n(u) = lχ(lχ + 1)
n∑
l=1
℘l(u)φ
α
χ,n−l(u).
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Notice that
2pi
√
w(1 − w)∂w = ∂u,
hence we obtain
∂uu − 2pilχ cot(piu)∂u − pi2l2χ − pi2χ2(P 2 + 2n)
= 4pi2w(1 − w)∂ww + 2pi2(1 − 2w)∂w − 4pi2lχ(1− w)∂w − pi2l2χ − pi2χ2(P 2 + 2n)
= 4pi2
(
w(1 − w)∂ww +
(1
2
− lχ − (1 − lχ)w
)
∂w −
( l2χ
4
+
χ2
4
(P 2 + 2n)
))
.
This implies that(
w(1 − w)∂ww + (1/2− lχ − (1− lχ)w)∂w −
(
l2χ
4
+
χ2
4
(P 2 + 2n)
))
φαχ,n,1(w)
=
lχ(lχ + 1)
4pi2
n∑
l=1
℘˜l,i(u)φ
α
χ,n−l,1(w),
as desired. A similar argument shows the desired equation for i = 2. 
We notice (4.5) and (4.6) are inhomogeneous Gauss hypergeometric equations with parameters (Aχ,n, Bχ,n, Cχ)
defined by
(4.8) Cχ =
1
2
− lχ Aχ,n = − lχ
2
+ i
χ
2
√
P 2 + 2n Bχ,n = − lχ
2
− iχ
2
√
P 2 + 2n.
We summarize some well-known facts on the Gauss hypergeometric equation in Appendix C for the reader’s
convenience. We now use Proposition 4.2 to further extend the domain of definition for φαχ,n,i(w).
Definition 4.3. Recalling that D is the unit disk, we say that a function f(w) satisfies Property (R) if f(w)
is analytic on D and continuous on ∂D.
Corollary 4.4. Suppose Cχ is not an integer. For i ∈ {1, 2}, we may uniquely write
φαχ,n,i(w) = φ
α,1
χ,n,i(w) + w
1−Cχφα,2χ,n,i(w) on D
w
i ∩ D
where w1−Cχ has branch cut (−∞, 0) and φα,1χ,n,i(w) and w1−Cχφα,2χ,n,i(w) are solutions to equations (4.5)–
(4.6). Moreover, both φα,1χ,n,i(w) and φ
α,2
χ,n,i(w) can be extended to functions on D satisfying Property (R).
Proof. This follows from Corollary C.2 and an induction on n based on Proposition 4.2 using the fact that
℘˜l,i(w) are polynomials in w. 
By Corollary 4.4, we can extend φαχ,n,1 to a continuous function on D ∩H+ which is analytic on D ∩H+.
The same holds for φαχ,n,2 with H+ replaced by H−. In what follows, we will freely use the same notation to
denote these extensions when applicable.
Lemma 4.5. Under the extension of φαχ,n,i to D ∩H+ or D ∩H−, for each n ∈ N0 we have
(4.9) φαχ,n,1(1) = φ
α
χ,n,2(1) and φ
α
χ,n,2(w) = e
piχP−piilχφαχ,n,1(w) for w ∈ [−1, 0] ∩Dw1 .
Note that [−1, 0] ∩Dw1 = [−1, 0] ∩Dw2 .
Proof. After the continuous extension we must have φαχ,n,1(wt) = φ
α
χ,n(
1
2 + it) = φ
α
χ,n,2(wt) for wt =
sin2(pi(12 + it)) with t ∈ (0, Im τ). Sending t → 0 we obtain that φαχ,n,1(1) = φαχ,n,2(1). Similarly,
φαχ,n,1(sin
2(piit)) = φαχ,n(it) and φ
α
χ,n,2(sin
2(pi(1 + it))) = φαχ,n(1 + it) with t ∈ (0, Im τ). By Lemma 3.1
and the epiχPu factor in ψ(u, α), we have φαχ,n(it + 1) = e
piχP−piilχφαχ,n(it). Sending t → 0, we have
φαχ,n,2(0) = e
piχP−piilχφαχ,n,1(0). 
Lemma 4.6. We have that
(4.10) φα,1χ,n,2(w) = e
piχP−ipilχφα,1χ,n,1(w) and φ
α,2
χ,n,2(w) = −epiχP+ipilχφα,2χ,n,1(w).
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Proof. By Lemma 4.5, we have φα,1χ,n,2(0) = e
piχP−ipilχφα,1χ,n,1(0). Set φn = φ
α,1
χ,n,2 − epiχP−ipilχφα,1χ,n,1. Then
φ0 is a solution to (4.5) satisfying Property (R) with φ0(0) = 0. This yields that φ0 ≡ 0. Since φ1 is a
solution to (4.6) with n = 1, we similarly get φ1 ≡ 0. Continuing via induction on n, we get φn ≡ 0, hence
φα,1χ,n,2(w) = e
piχP−ipilχφα,1χ,n,1(w) for all n.
Under the extension of φαχ,n,i(w) in Lemma 4.5, for w ∈ [−c, 0] with small enough c > 0, we have
φαχ,n,2(w)− φα,1χ,n,2(w) = epiχP−ipilχ(φαχ,n,1(w) − φα,1χ,n,1(w)).
On the other hand, since Dw1 ⊂ H+, Dw2 ⊂ H−, and w1−Cχ has branch cut at (−∞, 0), on (−c, 0) we have
φαχ,n,1(w) = φ
α,1
χ,n,1(w) + e
pi(1−Cχ)i|w|1−Cχφα,2χ,n,1(w)
φαχ,n,2(w) = φ
α,1
χ,n,2(w) + e
−pi(1−Cχ)i|w|1−Cχφα,2χ,n,2(w).
Putting these together, we have φα,2χ,n,2(w) = e
piχP−ipilχe2(1−Cχ)piiφα,2χ,n,1(w) = −epiχP+ipilχφα,2χ,n,1(w) on (−c, 0).
Therefore, φα,2χ,n,2(w) = −epiχP+ipilχφα,2χ,n,1(w) everywhere by their analyticity. 
4.2. Construction of a particular solution. The equations (4.5) and (4.6) have a 2-dimensional affine
space of solutions given by adding to any particular solution the span of the Gauss hypergeometric functions
v1,χ,n(w) and w
1−Cχv2,χ,n(w) defined by
v1,χ,n(w) := 2F1(Aχ,n, Bχ,n, Cχ, w)
v2,χ,n(w) := 2F1(1 + Aχ,n − Cχ, 1 +Bχ,n − Cχ, 2− Cχ, w).
In terms of Cχ, Aχ,n and Bχ,n from (4.8), define
(4.11) Γn,1 :=
Γ(Cχ)Γ(Cχ −Aχ,n −Bχ,n)
Γ(Cχ −Aχ,n)Γ(Cχ −Bχ,n) and Γn,2 :=
Γ(2− Cχ)Γ(Cχ −Aχ,n −Bχ,n)
Γ(1−Aχ,n)Γ(1 −Bχ,n) .
We now construct a particular solution to (4.6) which will be used in the proof of Theorem 6.1. Because the
equation (4.6) for each n depends on φαχ,m,i(w) for m < n, our construction is inductive in nature.
Proposition 4.7. The equation (4.6) has a particular solution Gαχ,n,i(w) of the form
Gαχ,n,i(w) = G
α,1
χ,n,i(w) + w
1−CχGα,2χ,n,i(w)
for functions Gα,jχ,n,i(w) satisfying Property (R) for which
Gαχ,n,1(1) = G
α
χ,n,2(1) = 0 G
α,1
χ,n,2(0) = e
piχP−ipilχGα,1χ,n,1(0) G
α,2
χ,n,2(0) = −epiχP+ipilχGα,2χ,n,1(0)
and
Gα,1χ,n,1(0) = V
α,1
χ,n and G
α,2
χ,n,1(0) = V
α,2
χ,n ,
where V α,jχ,n are defined by
V α,1χ,n =
1
1− Cχ
ˆ 1
0
v2,χ,n(t)g
α,1
χ,n,1(t)
(1 − t)Cχ−Aχ,n−Bχ,n dt−
1
1− Cχ
Γn,2
Γn,1
ˆ 1
0
v1,χ,n(t)g
α,1
χ,n,1(t)
t1−Cχ(1− t)Cχ−Aχ,n−Bχ,n dt(4.12)
V α,2χ,n =
1
1− Cχ
Γn,1
Γn,2
ˆ 1
0
v2,χ,n(t)t
1−Cχgα,2χ,n,1(t)
(1− t)Cχ−Aχ,n−Bχ,n dt−
1
1− Cχ
ˆ 1
0
v1,χ,n(t)g
α,2
χ,n,1(t)
(1− t)Cχ−Aχ,n−Bχ,n dt(4.13)
with
gα,jχ,n,i(w) =
lχ(lχ + 1)
4pi2
n∑
l=1
℘˜l,i(w)φ
α,j
χ,n−l,i(w),
where we adopt the convention that the sum is empty for n = 0.
Proof. We proceed by induction on n. For n = 0, we take Gαχ,0,i(w) = 0. For the inductive step, suppose the
statement holds for all m < n. Notice that the inhomogeneous part of (4.6) is gα,1χ,n,i(w) + w
1−Cχgα,2χ,n,i(w).
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Further, ℘˜l,i(w) is a polynomial in w for l ≥ 1 by identity (A.6), so gα,jχ,n,i(w) satisfies Property (R) by the
inductive hypothesis. This means we may apply Lemma C.3 to the equations(
w(1 − w)∂ww + (Cχ − (1 +Aχ,n +Bχ,n)w)∂w −Aχ,nBχ,n
)
Gα,1χ,n,i(w) = g
α,1
χ,n,i(w)(
w(1 − w)∂ww + (Cχ − (1 +Aχ,n +Bχ,n)w)∂w −Aχ,nBχ,n
)
w1−CχGα,2χ,n,i(w) = w
1−Cχgα,2χ,n,i(w),
yielding particular solutionsGα,1χ,n,i(w) and w
1−CχGα,2χ,n,i(w) withG
α,j
χ,n,i(w) satisfying Property (R), G
α,j
χ,n,i(1) =
0, and Gα,jχ,n,1(0) = V
α,j
χ,n , where we make use of Gauss’s identity (C.3) for the last equality. Furthermore,
by the inductive hypothesis, we have gα,1χ,n,2(w) = e
piχP−ipilχgα,1χ,n,1(w) and g
α,2
χ,n,2(w) = −epiχP+ipilχgα,2χ,n,1(w),
which implies that Gα,1χ,n,2(0) = e
piχP−ipilχGα,1χ,n,1(0) and G
α,2
χ,n,2(0) = −epiχP+ipilχGα,2χ,n,1(0), completing the
desired properties for Gα,jχ,n,i(w). 
4.3. Analyticity of solutions in α. We now use this particular solution to show that φα,jχ,n,i(w) are analytic
in α on a specific domain. This will require the following analytic lemma.
Lemma 4.8. Suppose that f(α,w) is continuous on [0, 1] in w and analytic in α on an open set U . For
Re a,Re b > −1 the functions
g(α) :=
ˆ 1
0
f(α,w)wa(1 − w)bdw
h(α,w) :=
ˆ w
0
f(α, t)ta(1− t)bdt
are analytic in α in U . Further, h(α,w) is a continuous function of w on [0, 1].
Proof. Let ∆ ⊂ U be a cycle which is the boundary of a solid triangle. By compactness and continuity, we
may find some C so that |f(α,w)| < C on ∆× [0, 1], meaning that
ˆ
∆
ˆ 1
0
|f(α,w)||wa(1− w)b|dwdα ≤
ˆ
∆
ˆ 1
0
CwRe a(1 − w)Re bdwdα <∞,
so we may apply Fubini’s theorem to find
ˆ
∆
g(α)dα =
ˆ 1
0
[ˆ
∆
f(α,w)dα
]
wa(1 − w)bdw = 0,
which shows that g(α) is analytic on U by the (multivariate) Morera’s theorem. The argument for h(α,w)
is similar, where continuity in w on [0, 1] follows by the fact that Re a,Re b > −1. 
Lemma 4.9. If Cχ is not an integer, for i, j ∈ {1, 2} the quantities V α,jχ,n , Gα,jχ,n,i(w), and φα,jχ,n,i(w) are
analytic in α on an open complex neighborhood of (− 4γ + χ,Q) for w ∈ D.
Proof. We induct on n. Suppose the statement holds for allm < n. Because any solution to an inhomogenous
hypergeometric equation is the sum of a particular solution and a solution to the homogeneous equation, by
Proposition 4.2 we may write
(4.14) φαχ,n,i(w) = G
α
χ,n,i(w) +X
1
χ,n,i(α)v1,χ,n(w) +X
2
χ,n,i(α)w
1−Cχv2,χ,n(w)
for Xjχ,n,i(α) independent of w, which implies that
(4.15) φα,jχ,n,i(w) = G
α,j
χ,n,i(w) +X
j
χ,n,i(α)vj,χ,n(w).
For V α,jχ,n , notice that lχ, Aχ,n, Bχ,n, Cχ, vj,χ,n(w), Γn,1, and Γn,2 are analytic in α on a neighborhood
of (− 4γ + χ,Q), so V α,jχ,n is as well by the inductive hypothesis applied to φα,jχ,n−l,i(w) and Lemma 4.8.
For Gαχ,n,i(w), the conclusion follows from Lemma 4.8 and the explicit defining expression in Lemma C.3.
Finally, for φα,jχ,n,i(w), by Lemma 3.6, φ
α
χ,n,1(w) and φ
α
χ,n,2(w) are analytic in α on an open neighborhood of
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(− 4γ +χ,Q) for w ∈ D∩H+ and w ∈ D∩H−, respectively. Choosing w1, w2 ∈ D∩H+ or D∩H−, we obtain
the system of equations
φαχ,n,i(w1) = G
α
χ,n,i(w1) +X
1
χ,n,i(α)v1,χ,n(w1) +X
2
χ,n,i(α)w
1−Cχ
1 v2,χ,n(w1)
φαχ,n,i(w2) = G
α
χ,n,i(w2) +X
1
χ,n,i(α)v1,χ,n(w2) +X
2
χ,n,i(α)w
1−Cχ
2 v2,χ,n(w2),
where for k ∈ {1, 2}, the expressions φαχ,n,i(wk), Gαχ,n,i(wk), w1−Cχk , and vj,χ,n(wk) are analytic in α on a
complex neighborhood of (− 4γ +χ,Q). Solving this system of linear equations yields expressions for Xjχ,n,i(α)
which are meromorphic in α on this neighborhood. Finally, if Xjχ,n,i(α) had a pole at α = α0, then by (4.14)
we must have
Res
α=α0
[X1χ,n,i(α)v1,χ,n(w)] + Resα=α0
[X2χ,n,i(α)w
1−Cχv2,χ,n(w)] = 0.
Taking w near 0 shows that this is impossible. We conclude that Xjχ,n,i(α) and hence φ
α,j
χ,n,i(w) is analytic
in α in a complex neighborhood of (− 4γ + χ,Q). 
5. Operator product expansions for conformal blocks
This section provides operator product expansions (OPEs) for the functions φαχ(u, q) defined in (4.2).
Mathematically, these OPEs characterize the behavior of φαχ(u, q) as u tends to 0 in terms of the function
Aqγ,P (α) from (2.9). Define the functions
W−χ (α, γ) = pi
lχ(2pieipi)
− 13
(
2+
2γlχ
χ +
4lχ
χγ +
6l2χ
χ2
)
(5.1)
W+χ (α, γ) = −e2ipilχ−2ipiχ
2
(2pieipi)
− 13
(
γlχ
χ +
2lχ
χ2
−8lχ+
6l2χ
χ2
)
pi−lχ−1
1− e2piχP−2ipilχ
χ(Q− α) (
4
γ2
)
1
χ= 2
γ(5.2)
Γ(αχ2 − χ
2
2 +
2χ
γ )Γ(1− αχ)Γ(αχ − χ2)
Γ(αχ2 − χ
2
2 )Γ(1 − γ
2
4 )
2χ
γ
.
We start with an easy result which corresponds to direct evaluation of φαχ(u, q) at u = 0.
Lemma 5.1. For α ∈ (− 4γ + χ,Q), we have
(5.3) φαχ(0, q) =W
−
χ (α, γ)q
P2
2 − 16
lχ(lχ+1)
χ2
− 16 lχ− 16Θ′(0)
4
3
lχ(lχ+1)
χ2
+ 23 lχ+
2
3Aqγ,P (α − χ).
Proof. By direct substitution, we have
φαχ(0, q) = q
P2
2 +
γlχ
12χ− 16
l2χ
χ2 pilχΘ′τ (0)
− 2l
2
χ
3χ2
− 2lχ3 +
4lχ
3γχE
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 + γχ2 epiγPxdx
)−αγ+χγ ]
= q
P2
2 +
γlχ
12χ− 16
l2χ
χ2 pilχΘ′τ (0)
− 2l
2
χ
3χ2
− 2lχ3 +
4lχ
3γχ q−
γlχ
6χ −
lχ
3χγ− 16 η(q)
2γlχ
χ +
4lχ
χγ +2+
6l2χ
χ2 Aqγ,P (α − χ)
= q
P2
2 − 16
lχ(lχ+1)
χ2
− 16 lχ− 16pilχΘ′τ (0)
− 2l
2
χ
3χ2
− 2lχ3 +
4lχ
3γχΘ′τ (0)
2γlχ
3χ +
4lχ
3χγ+
2
3+
2l2χ
χ2 (2pieipi)
− 2γlχ3χ −
4lχ
3χγ− 23−
2l2χ
χ2 Aqγ,P (α− χ)
=W−χ (α, γ)q
P2
2 − 16
lχ(lχ+1)
χ2
− 16 lχ− 16Θ′(0)
4
3
lχ(lχ+1)
χ2
+ 23 lχ+
2
3Aqγ,P (α− χ). 
We now characterize the next order asymptotics of φαχ(u, q) as u goes to 0. For convenience, we use the
notation
(5.4) l0 := l γ
2
and l˜0 := l 2
γ
.
The following asymptotic expansion is valid for χ = γ2 , α ∈ (γ2 , 2γ ); its proof is by direct computation and is
deferred to Appendix D. For the statement, recall the definition of B from Appendix A.
Lemma 5.2. For α ∈ (γ2 , 2γ ) so that 0 < 1 + 2l0 < 1 and α+ γ2 < Q, u ∈ B, we have
lim
u→0
sin(piu)−2l0−1
(
φαγ
2
(u, q)− φαγ
2
(0, q)
)
=W+γ
2
(α, γ)q
P2
2 +
l0
6 − 16
l0(1+l0)
χ2 Θ′τ (0)
4
3
l0(l0+1)
χ2
− 23 l0Aqγ,P (α+
γ
2
).
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In the case χ = 2γ or in the case χ =
γ
2 with α close to Q, performing the asymptotic expansion is much
more involved and requires an operation known as the OPE with reflection. This requires the following
definitions, which will appear in the statement of Lemma 5.3. Let Z be a centered Gaussian process defined
on the whole plane with covariance given for x, y ∈ C by
(5.5) E[Z(x)Z(y)] = 2 log
|x| ∨ |y|
|x− y| .
For λ > 0 consider the process
(5.6) Bλs :=
{
Bˆs − λs s ≥ 0
B¯−s + λs s < 0,
where (Bˆs−λs)s≥0 and (B¯s−λs)s≥0 are two independent Brownian motions with negative drift conditioned
to stay negative. We also introduce the functions
ρ(α, 1, e−ipi
γχ
2 +piγP ) :=
1
2
ˆ ∞
−∞
e
γ
2B
Q−α
2
v
(
e
γ
2Z(−e−v/2) + e−ipi
γχ
2 +piγP e
γ
2Z(e
−v/2)
)
dv,(5.7)
R(α, 1, e−ipi
γχ
2 +piγP ) := E
[(
ρ(α, 1, e−ipi
γχ
2 +piγP )
) 2
γ (Q−α)
]
.(5.8)
The function R(α, 1, e−ipi
γχ
2 +piγP ) is the reflection coefficient for boundary Liouville CFT, also known as
the boundary two-point function. It was introduced in its most general form and computed in [RZ20]. An
analogous function first appeared in the case of the Riemann sphere in [KRV19a] and a special case of R was
computed in [RZ18]. This reflection coefficient is important because it appears in the first order asymptotics
of the probability for a one-dimensional GMC measure to be large. This is also why it is natural for this
function to appear in the OPE expansions.
In [RZ20], the reflection coefficient was computed explicitly as
R(α, 1, e−ipi
γχ
2 +piγP ) =
(2pi)
2
γ (Q−α)− 12 ( 2γ )
γ
2 (Q−α)− 12
(Q− α)Γ(1 − γ24 )
2
γ (Q−α)
Γ γ
2
(α− γ2 )e−ipi(
χ
2+iP )(Q−α)
Γ γ
2
(Q− α)S γ
2
(α2 +
χ
2 + iP )S γ2 (
α
2 − χ2 − iP )
,(5.9)
where we have used the notation S γ
2
(x) :=
Γ γ
2
(x)
Γ γ
2
(Q−x) . We now state the OPE with reflection, whose proof is
also deferred to Appendix D.
Lemma 5.3. (OPE with reflection) Consider u = it with t ∈ (0, 12 Im(τ)). Let χ = γ2 or 2γ . There exists
small α0 > 0 such that for α ∈ (Q− α0, Q), we have the asymptotic expansion
E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (u+ x)
χγ
2 epiγPxdx
)−αγ+χγ ]
− E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 +χγ2 epiγPxdx
)−αγ+χγ ]
= −u1+2lχ(2pi)(Q−α)( γ3−χ3+ 23γ )q 16 (Q−α)(χ+ 2γ−2Q)Θ′τ (0)(Q−α)(
2χ
3 − 43γ− 23χ )eipi(Q−α)(
4
3γ− 2χ3 − 43χ )
×
Γ(2αγ − 4γ2 )Γ(2Q−α−χγ )
Γ(αγ − χγ )
R(α, 1, e−ipi
γχ
2 +piγP )E
(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
− γ2 (2Q−α−χ)epiγPxdx
)α+χ−2Q
γ
+ o(|u|1+2lχ).
We now propose an analytic continuation of α 7→ Aqγ,P (α) for α > Q, which we will prove in Theorem
5.5 below. The key idea is that for χ = γ2 we have two ways to perform the OPE, one without reflection for
α ∈ (γ2 , 2γ ) given by Lemma 5.2 and one with reflection for α close to Q given by Lemma 5.3. By correctly
normalizing, we can restate the result of Lemma 5.2 as giving a first order expansion of a moment of GMC
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similar to Lemma 5.3 via
E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (u+ x)
γ2
4 epiγPxdx
)−αγ+ 12]
− E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 + γ
2
4 epiγPxdx
)−αγ+ 12]
= (−α
γ
+
1
2
)e2ipil0−
ipiγ2
2 q
α
6γ− 112 η(q)−
3γ2
8 − 2αγ +1+ 3α
2
2 Θ′τ (0)
γ2
4 −αγ2
× Γ(1−
αγ
2 )Γ(−1 + αγ2 − γ
2
4 )
Γ(− γ24 )
(1− epiγP−2ipil0)Aqγ,P (α+
γ
2
) + o(|u|1+2l0).
In the equation above, α 7→ Aqγ,P (α+ γ2 ) is a priori well-defined and analytic up to α = 2γ but beyond this point
we expect to analytically continue the answer using Lemma 5.3 for χ = γ2 . Therefore, for α ∈ (Q, 2Q+ 4γ ),
we define Aqγ,P (α) via
Aqγ,P (α) = q
1
12 (−αγ− 2αγ +2)η(q)αγ+
2α
γ −2− 3α
2
2 eipi(
αγ
2 −(α− γ2−Q)(α−2Q))(2pi)(α−
γ
2−Q)(Q−α)
×−
(
(−α
γ
+ 1)(1− epiγP−ipi γ
2
2 +ipi
αγ
2 )
)−1 Γ(− γ24 )Γ(2αγ − 1− 4γ2 )Γ(1 + 4γ2 − αγ )
Γ(αγ2 − 1− γ
2
2 )Γ(1 +
γ2
4 − αγ2 )Γ(αγ − 1)
× (q
1
6 η(q))(Q+
γ
2−α)(α−2Q)Θ′τ (0)
(Q+ γ2−α)(γ−α)(q−
1
12 η(q))2(Q+
γ
2−α)(α−Q)
q−
αγ
12 η(q)−
αγ
2 Θ′τ (0)−
αγ
2 +
γ2
2
×R(α− γ
2
, 1, e−ipi
γ2
4 +piγP )E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
− γ2 (2Q−α)epiγPxdx
)α
γ− 4γ2−1
]
= −q 16 (1−αγ−Q(Q+ γ2−α))η(q) 3αγ2 + 2αγ −2− 3α
2
2 +(Q+
γ
2−α)(3α−4Q)Θ′τ (0)
(Q−α)(γ−α)
× e
ipi(αγ2 −(α− γ2−Q)(α−2Q))(2pi)(α−
γ
2−Q)(Q−α)
(−αγ + 1)(1− epiγP−ipi
γ2
2 +ipi
αγ
2 )
Γ(− γ24 )Γ(2αγ − 1− 4γ2 )Γ(1 + 4γ2 − αγ )
Γ(αγ2 − 1− γ
2
2 )Γ(1 +
γ2
4 − αγ2 )Γ(αγ − 1)
×R(α− γ
2
, 1, e−ipi
γ2
4 +piγP )E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
− γ2 (2Q−α)epiγPxdx
)α
γ− 4γ2−1
]
.
In the last line, the GMC expectation is well-defined and analytic in α in a complex neighborhood of (Q, 2Q)
thanks to the moment bounds given by Lemma B.1 and the analyticity provided by Lemma 3.6. The
prefactor in front of the GMC expectation is an explicit meromorphic function of α with known poles; the
exact formula (5.9) shows that it is analytic in α in a complex neighborhood of α ∈ (Q, 2Q). We now use
this definition to combine the OPE statements of Lemma 5.2 and Lemma 5.3 into a single expression.
Lemma 5.4. Consider u = it with t ∈ (0, 12 Im(τ)). When χ = γ2 and α ∈ (γ2 , 2γ ) ∪ (Q − α0, Q), or χ = 2γ
and α ∈ (Q − α0, Q), we have
(5.10) lim
u→0
sin(piu)−2lχ−1
(
φαχ(u, q)−φαχ(0, q)
)
=W+χ (α, γ)q
P 2
2 +
lχ
6 − 16
lχ(1+lχ)
χ2 Θ′τ (0)
4
3
lχ(lχ+1)
χ2
− 23 lχAqγ,P (α+χ).
Proof. For χ = γ2 and α ∈ (γ2 , 2γ ), the claim is given by Lemma 5.2. In the case χ = γ2 and α ∈ (Q− α0, Q),
the claim is implied by Lemma 5.3 and the definition of Aqγ,P (α+ γ2 ).
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We now check the case χ = 2γ . The claim of Lemma 5.3 for χ =
2
γ means that we have
lim
u→0
sin(piu)−2l˜0−1
(
φα2
γ
(u, q)− φα2
γ
(0, q)
)(5.11)
= −q P
2
2 +
γ2
24 l˜0(1−l˜0)Θ′τ (0)
− γ26 l˜20
× pi−1−l˜0(2pi) γ3 (Q−α)q− γ6 (Q−α)Θ′τ (0)−
γ
3 (Q−α)e−ipi
2γ
3 (Q−α)
× Γ(
2α
γ − 4γ2 )Γ( 2γ2 + 1− αγ )
Γ(αγ − 2γ2 )
R(α, 1, e−ipi+piγP )E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
− γ2 (2Q−α− 2γ )epiγPxdx
)α
γ− 2γ2−1
]
.
By our definition of Aqγ,P (α + 2γ ), for α > γ2 we have
Aqγ,P (α+
2
γ
) = −q− 16 (1+αγ+Q(γ−α))η(q) 13αγ2 −1− 2αγ − 2γ2− 9α
2
2 −2γ2Θ′τ (0)
( γ2−α)(γ− 2γ−α)(5.12)
× e
ipi(αγ2 +1−(α−γ)(α−γ− 2γ ))(2pi)(α−γ)(
γ
2−α)
(1− αγ − 2γ2 )(1 + epiγP−ipi
γ2
2 +ipi
αγ
2 )
Γ(− γ24 )Γ(2αγ − 1)Γ(1 + 2γ2 − αγ )
Γ(αγ2 − γ
2
2 )Γ(
γ2
4 − αγ2 )Γ(αγ + 2γ2 − 1)
×R(α+ 2
γ
− γ
2
, 1, e−ipi
γ2
4 +piγP )E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
− γ2 (2Q−α− 2γ )epiγPxdx
)α
γ− 2γ2−1
]
.
To land on the desired answer, by [RZ20, Theorem 1.7] we compute a ratio of reflection coefficients as
R(α, 1, e−ipi+piγP )
R(α+ 2γ − γ2 , 1, e−ipi
γ2
4 +piγP )
=
R(α, 1, e−ipi+piγP )
R(α+ 2γ , 1, e
piγP )
R(α+ 2γ , 1, e
piγP )
R(α + 2γ − γ2 , 1, e−ipi
γ2
4 +piγP )
=
2
γ(Q− α) (2pi)
4
γ2
−1 Γ(
2α
γ )Γ(1− 2αγ )
Γ(1− γ24 )
4
γ2
−1
Γ(γα2 − γ
2
2 )Γ(1 − γα2 + γ
2
4 )
1− e 4piPγ − 4ipiγ2 +ipi 2αγ
1 + epiγP−
ipiγ2
2 +ipi
γα
2
.
Substituting (5.12) into (5.11) and simplifying all the prefactors algebraically yields the desired claim. 
We now define the quantities η±χ,n(α) as coefficients of the q-series expansions
Θ′τ (0)
4
3
lχ(lχ+1)
χ2
+ 23 lχ+
2
3 = q
1
3
lχ(lχ+1)
χ2
+ 16 lχ+
1
6
∞∑
n=0
η−χ,n(α)q
n(5.13)
Θ′τ (0)
4
3
lχ(lχ+1)
χ2
− 23 lχ = q
1
3
lχ(lχ+1)
χ2
− 16 lχ
∞∑
n=0
η+χ,n(α)q
n.(5.14)
Using this, we may translate the OPEs in Lemma 5.4 into their consequences on the q-series expansions. The
following theorem also shows the q-series coefficients Aγ,P,n(α) of Aqγ,P (α) are analytic in α in a complex
neighborhood of (− 4γ , 2Q). The non-trivial part of this claim is the analyticity at α = Q, since we do not
know a priori that our definition of Aqγ,P (α) for α > Q gives the correct analytic continuation.
Theorem 5.5. Recall notations in Corollary 4.4 and the definition of Aγ,P,n(α) from (2.11). For each
n ∈ N, the function Aγ,P,n(α) can be analytically extended to a complex neighborhood of (− 4γ , 2Q). Under
this extension of Aγ,P,n(α), for χ ∈ { γ2 , 2γ } and α ∈ (χ,Q), we have
φα,1χ,n,1(0) =W
−
χ (α, γ)
[
η−χ,0(α)Aγ,P,n(α− χ) +
n−1∑
m=0
η−χ,n−m(α)Aγ,P,m(α− χ)
]
;(5.15)
φα,2χ,n,1(0) =W
+
χ (α, γ)
[
η+χ,0(α)Aγ,P,n(α+ χ) +
n−1∑
m=0
η+χ,n−m(α)Aγ,P,m(α+ χ)
]
.(5.16)
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Proof. By Corollary 4.4, we have φαχ,n,1(0) = φ
α,1
χ,n,1(0) and
(5.17) φα,2χ,n,1(0) = lim
w→0−
wCχ−1(φαχ,n,1(w)− φα,1χ,n,1(w)) = lim
t→0+
sin(piit)−2lχ−1
(
φαχ,n(it)− φαχ,n(0)
)
.
By (5.10) from Lemma 5.4 and (5.14), (5.16) holds for χ = γ2 and α ∈ (γ2 , 2γ ) ∪ (Q − α0, Q). Setting n = 0
in this equation, we find
φα,2χ,0,1(0) =W
+
χ (α, γ)η
+
χ,0(α)Aγ,P,0(α+ χ).
By Lemma 4.9, when χ = γ2 , φ
α,2
χ,n,1(0) is analytic in α on a complex neighborhood of (− 4γ + γ2 , Q). Combined
with the explicit expression for W+χ (α, γ) from (5.2) and the fact that η
+
χ,0(α) = (2pie
ipi)
4
3
lχ(lχ+1)
χ2
− 23 lχ , this
shows that
[W+χ (α, γ)η
+
χ,0(α)]
−1φα,2χ,0,1(0)
provides an analytic extension of Aγ,P,0(α) to a complex neighborhood of Q. Combined with Lemma 2.7 and
the definition of Aqγ,P,0(α) on a complex neighborhood of (Q, 2Q), this allows us to glue the two definitions
together to analytically extend Aγ,P,0(α) to a complex neighborhood of (− 4γ , 2Q). An induction on n yields
a similar analytic extension for Aγ,P,n(α) with n ≥ 1.
Finally, to show the desired OPEs (5.15) and (5.16), we notice that (5.15) follows from (5.3) and (5.13),
and (5.16) follows from (5.10) and (5.14). 
Corollary 5.6. For w ∈ D, recall the definitions of V α,jχ,n in (4.12) and (4.13) and Gα,jχ,n,i(w) and φα,jχ,n,i(w)
in Proposition 4.7 and Corollary 4.4, respectively. The quantities V α,jχ,n , G
α,j
χ,n,i(w), and φ
α,j
χ,n,i(w) may be
analytically extended as functions of α to a complex neighborhood of (− 4γ + χ, 2Q− χ).
Proof. We induct on n. Suppose such analytic extensions exist for all m < n. For V α,jχ,n and G
α,j
χ,n,i(w), the
conclusion follows from Lemma 4.8 in the same way as in the proof of Lemma 4.9. For φα,jχ,n,i(w), for α in
an open neighborhood of (χ,Q), setting w = 0 in (4.15) yields
Xjχ,n,i(α) = φ
α,j
χ,n,i(0)−Gα,jχ,n,i(0).
Substituting this back in yields
φα,jχ,n,i(w) = G
α,j
χ,n,i(w) +
(
φα,jχ,n,i(0)−Gα,jχ,n,i(0)
)
vj,χ,n(w),
which upon substituting the expressions (5.15) and (5.16) from Theorem 5.5 for φα,jχ,n,i(0) yields an expression
for φα,jχ,n,i(w) providing the desired analytic continuation. 
6. Equivalence of the probabilistic conformal block and Nekrasov partition function
In this section, we prove our main result Theorem 2.11 by showing that the q-series coefficients of A˜qγ,P (α)
and Zqγ,P (α) both satisfy a system (6.2) of shift equations. We present the proofs of these shift equations
in Sections 6.1 and 6.2 while making use of Proposition 6.2 and Theorem 6.4, which will be proved in
Sections 6.4—6.6. We put these together to prove Theorem 2.11 in Section 6.3.
6.1. Shift equations for series coefficients of the conformal block. The goal of this section will be to
prove Theorem 6.1, which gives the shift equations (6.1) and (6.2) relating values of Aγ,P,0(α) and A˜γ,P,n(α)
at different values of α. The proof will proceed by combining the Gauss hypergeometric equations from
Proposition 4.2 and the operator product expansions from Theorem 5.4. In particular, we will compare the
two functions φαχ,0,i(w) for i ∈ {1, 2} within the solution spaces of (4.5) and (4.6) and apply (2.7).
Theorem 6.1. Recall the analytic extensions given in Theorem 5.5 for {Aγ,P,n(α)} and A˜γ,P,n(α) defined
in (2.11) and (2.17), respectively. For χ ∈ { γ2 , 2γ } and α in a complex neighborhood of (− 4γ +χ, 2Q−χ), we
have
(6.1) Aγ,P,0(α− χ) = −
W+χ (α, γ)
W−χ (α, γ)
Γ0,2
Γ0,1
1 + epiχP+ipilχ
1− epiχP−ipilχ
η+χ,0(α)
η−χ,0(α)
Aγ,P,0(α+ χ)
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and
(6.2)
A˜γ,P,n(α−χ)+
n−1∑
m=0
η−χ,n−m(α)
η−χ,0(α)
A˜γ,P,m(α−χ) = Γn,2
Γn,1
Γ0,1
Γ0,2
A˜γ,P,n(α+χ)+Γn,2
Γn,1
Γ0,1
Γ0,2
n−1∑
m=0
η+χ,n−m(α)
η+χ,0(α)
A˜γ,P,m(α+χ)
+
(
W−χ (α, γ)
−1Γn,2
Γn,1
1 + epiχP+ipilχ
1− epiχP−ipilχ V
α,2
χ,n +W
−
χ (α, γ)
−1V α,1χ,n
)
η−χ,0(α)
−1Aγ,P,0(α − χ)−1,
where we interpret V α,1χ,n and V
α,2
χ,n as defined in (4.12) and (4.13) via their analytic continuation given in
Corollary 5.6.
Proof. By Corollary 5.6 and the uniqueness of meromorphic extension, it suffices to check this for α ∈ (χ,Q),
where Theorem 5.5 applies. For i ∈ {1, 2}, let Gαχ,n,i(w) be the solutions to (4.6) given by Proposition 4.7.
Expressing the decomposition of (C.4) in two different bases, for some Xjχ,n,i(α), Y
j
χ,n,i(α) for i, j ∈ {1, 2},
we have
φαχ,n,i(w) = G
α
χ,n,i(w) +X
1
χ,n,i(α) 2F1(Aχ,n, Bχ,n, Cχ;w)
+X2χ,n,i(α)w
1−Cχ
2F1(1 +Aχ,n − Cχ, 1 +Bχ,n − Cχ, 2− Cχ;w)
φαχ,n,i(w) = G
α
χ,n,i(w) + Y
1
χ,n,i(α) 2F1(Aχ,n, Bχ,n, 1 +Aχ,n +Bχ,n − Cχ; 1− w)
+ Y 2χ,n,i(α) (1 − w)Cχ−Aχ,n−Bχ,n2F1(Cχ −Aχ,n, Cχ −Bχ,n, 1 + Cχ −Aχ,n −Bχ,n; 1− w).
Together, these equations imply for i ∈ {1, 2} that
φα,1χ,n,i(w) = G
α,1
χ,n,i(w) +X
1
χ,n,i(α) 2F1(Aχ,n, Bχ,n, Cχ;w)
φα,2χ,n,i(w) = G
α,2
χ,n,i(w) +X
2
χ,n,i(α) 2F1(1 +Aχ,n − Cχ, 1 +Bχ,n − Cχ, 2− Cχ;w).
In terms of the connection coefficients defined in (4.11), we have for i ∈ {1, 2} by the connection equation
(C.2) that
Y 1χ,n,i(α) = Γn,1X
1
χ,n,i(α) + Γn,2X
2
χ,n,i(α).
Because φαχ,n,1(1) = φ
α
χ,n,2(1), G
α
χ,n,1(1) = G
α
χ,n,2(1) = 0, and Cχ −Aχ,n −Bχ,n = 12 , this implies that
(6.3) X1χ,n,1(α) −X1χ,n,2(α) = −
Γn,2
Γn,1
(X2χ,n,1(α)−X2χ,n,2(α)).
In addition, by Lemma 4.6 and Theorem 5.5, we have
X1χ,n,1(α) +G
α,1
χ,n,1(0) = φ
α,1
χ,n,1(0) =W
−
χ (α, γ)
[
η−χ,0(α)Aγ,P,n(α − χ) +
n−1∑
m=0
η−χ,n−m(α)Aγ,P,m(α− χ)
]
X2χ,n,1(α) +G
α,2
χ,n,1(0) = φ
α,2
χ,n,1(0) =W
+
χ (α, γ)
[
η+χ,0(α)Aγ,P,n(α + χ) +
n−1∑
m=0
η+χ,n−m(α)Aγ,P,m(α+ χ)
]
X1χ,n,2(α) +G
α,1
χ,n,2(0) = φ
α,1
χ,n,2(0) = e
piχP−ipilχ(X1χ,n,1(α) +G
α,1
χ,n,1(0))
X2χ,n,2(α) +G
α,2
χ,n,2(0) = φ
α,2
χ,n,2(0) = −epiχP+ipilχ(X2χ,n,1(α) +Gα,2χ,n,1(0))
for W±χ (α, γ) defined in (5.1) and (5.2). Combining (6.3), the last two equalities, and Proposition 4.7, we
find that
(1− epiχP−ipilχ)X1χ,n,1(α) = −
Γn,2
Γn,1
(1 + epiχP+ipilχ)X2χ,n,1(α).
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Finally, substituting Theorem 5.5 into the first equality, we find that
η−χ,0(α)Aγ,P,n(α− χ) =W−χ (α, γ)−1(X1χ,n,1(α) +Gα,1χ,n,1(0))−
n−1∑
m=0
η−χ,n−m(α)Aγ,P,m(α − χ)
= −W−χ (α, γ)−1
Γn,2
Γn,1
1 + epiχP+ipilχ
1− epiχP−ipilχX
2
χ,n,1(α) +W
−
χ (α, γ)
−1Gα,1χ,n,1(0)−
n−1∑
m=0
η−χ,n−m(α)Aγ,P,m(α− χ)
= −W+χ (α, γ)W−χ (α, γ)−1
Γn,2
Γn,1
1 + epiχP+ipilχ
1− epiχP−ipilχ η
+
χ,0(α)Aγ,P,n(α+ χ)
−W+χ (α, γ)W−χ (α, γ)−1
Γn,2
Γn,1
1 + epiχP+ipilχ
1− epiχP−ipilχ
n−1∑
m=0
η+χ,n−m(α)Aγ,P,m(α+ χ)
+W−χ (α, γ)
−1Γn,2
Γn,1
1 + epiχP+ipilχ
1− epiχP−ipilχG
α,2
χ,n,1(0) +W
−
χ (α, γ)
−1Gα,1χ,n,1(0)−
n−1∑
m=0
η−χ,n−m(α)Aγ,P,m(α− χ).
Specializing to the case n = 0, we find that
Aγ,P,0(α − χ) = −
W+χ (α, γ)
W−χ (α, γ)
Γ0,2
Γ0,1
1 + epiχP+ipilχ
1− epiχP−ipilχ
η+χ,0(α)
η−χ,0(α)
Aγ,P,0(α+ χ),
which yields (6.1). For (6.2), divide both sides of the equation by η−χ,0(α)Aγ,P,0(α − χ) and apply (6.1) to
find that
A˜n(α− χ) +
n−1∑
m=0
η−χ,n−m(α)
η−χ,0(α)
A˜m(α− χ) = Γn,2
Γn,1
Γ0,1
Γ0,2
A˜n(α+ χ) + Γn,2
Γn,1
Γ0,1
Γ0,2
n−1∑
m=0
η+χ,n−m(α)
η+χ,0(α)
A˜m(α+ χ)
+
(
W−χ (α, γ)
−1Γn,2
Γn,1
1 + epiχP+ipilχ
1− epiχP−ipilχG
α,2
χ,n,1(0) +W
−
χ (α, γ)
−1Gα,1χ,n,1(0)
)
η−χ,0(α)
−1Aγ,P,0(α − χ)−1,
which implies (6.2) by Proposition 4.7. 
Remark. For n = 2, the shift equation (6.2) for χ = γ2 becomes
A˜γ,P,2(α− γ
2
) +
η−γ
2 ,2
(α)
η−γ
2 ,0
(α)
=
Γ2,2Γ0,1
Γ2,1Γ0,2
A˜γ,P,2(α + γ
2
) +
Γ2,2Γ0,1
Γ2,1Γ0,2
η+γ
2 ,2
(α)
η+γ
2 ,0
(α)
+X
for
X := η−γ
2 ,0
(α)−1Aγ,P,0(α − γ
2
)−1
(
W−γ
2
(α, γ)−1
Γn,2
Γn,1
1 + epi
γ
2 P+ipil0
1− epi γ2 P−ipil0 V
α,2
γ
2 ,n
+W−γ
2
(α, γ)−1V α,1γ
2 ,n
)
.
By Proposition 4.2 and Theorem 5.5, we find that
φαγ
2 ,0
(w) =W−γ
2
(α, γ)η−γ
2 ,0
(α)Aγ,P,0(α− γ
2
)2F1(A γ
2 ,0
, B γ
2 ,0
, C γ
2
;w)
+W+γ
2
(α, γ)η+0 (α)Aγ,P,0(α+
γ
2
)w
1−C γ
2 2F1(1 +A γ
2 ,0
− C γ
2
, 1 +B γ
2 ,0
− C γ
2
, 2− C γ
2
;w).
Noting from (A.6) that ℘2(w) = 16pi
2w, we find that
gα,1γ
2 ,2,1
(w) = 4wl0(l0 + 1)W
−
γ
2
(α, γ)η−γ
2 ,0
(α)Aγ,P,0(α− γ
2
)2F1(A γ
2 ,0
, B γ
2 ,0
, C γ
2
;w)
gα,2γ
2 ,2,1
(w) = 4wl0(l0 + 1)W
+
γ
2
(α, γ)η+0 (α)Aγ,P,0(α+
γ
2
)w
1−C γ
2 2F1(1 +A γ
2 ,0
− C γ
2
, 1 +B γ
2 ,0
− C γ
2
, 2− C γ
2
;w).
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Together these imply after some computation that
X =
4l0(l0 + 1)
1− C γ
2
ˆ 1
0
t
t
1−C γ
2 (1− t)C γ2 −A γ2 ,2−B γ2 ,2
(6.4)
(
t
1−C γ
2 2F1(1 +A γ
2 ,2
− C γ
2
, 1 +B γ
2 ,2
− C γ
2
, 2− C γ
2
, t)− Γ2,2
Γ2,1
2F1(A γ
2 ,2
, B γ
2 ,2
, C γ
2
, t)
)
(
2F1(A γ
2 ,0
, B γ
2 ,0
, C γ
2
; t)− Γ0,1
Γ0,2
t
1−C γ
2 2F1(1 +A γ
2 ,0
− C γ
2
, 1 +B γ
2 ,0
− C γ
2
, 2− C γ
2
; t)
)
dt.
By our main result Theorem 2.11, we compute
A˜2(α) = Z2(P, α, γ) = −α(Q − α
2
) + 2 + 4
α2
4 (Q− α2 )2 − α2 (Q − α2 )
2Q2 + 2P 2
,
and by (5.13) and (5.14), we have
η−γ
2 ,2
(α)
η−γ
2 ,0
(α)
= −16l0(l0 + 1)
γ2
− 2l0 − 2 and
η+γ
2 ,2
(α)
η+γ
2 ,0
(α)
= −16l0(l0 + 1)
γ2
+ 2l0.
Putting these together, we find that (6.2) for n = 2 and χ = γ2 implies that
X =
8l0(l0 + 1)
γ2
[
−1 + (4l0 + γ
2)(4l0 + γ
2 + 4)
4γ2(Q2 + P 2)
+
Γ2,2Γ0,1
Γ2,1Γ0,2
(
1− (4l0 − γ
2)(4l0 + 4− γ2)
4γ2(Q2 + P 2)
)]
,
which we verified numerically in Mathematica for a few generic values of α, γ, P . We do not know a direct
method to evaluate the defining integral of X from (6.4).
6.2. Shift equations for Zqγ,P (α). Define the ratio N := −αγ . If N ∈ N, for γ ∈ (0, 2), α ∈ (− 4γ , Q), and
q ∈ (0, 1), the function Aqγ,P (α) is given by the Dotsenko-Fateev integral
(6.5) Aqγ,P (α) := q
α2
24 − α12Q+ 16 η(q)
5
4αγ+
2α
γ − 54α2−2(ˆ 1
0
)N ∏
1≤i<j≤N
|Θτ (xi − xj)|−
γ2
2
N∏
i=1
Θτ (xi)
−αγ2 epiγPxi
N∏
i=1
dxi.
Our proof of Theorem 2.11 is based on two properties of the above Dotsenko-Fateev integral.
Proposition 6.2. For γ ∈ (0, 2), α ∈ (− 4γ , Q), and P ∈ R, we have
(6.6) Aγ,P,0(α) = e ipiα
2
2
(γ
2
) γα
4
e−
piαP
2 Γ(1− γ
2
4
)
α
γ
Γ γ
2
(Q− α2 )Γ γ2 ( 2γ + α2 )Γ γ2 (Q− α2 − iP )Γ γ2 (Q− α2 + iP )
Γ γ
2
( 2γ )Γ γ2 (Q− iP )Γ γ2 (Q + iP )Γ γ2 (Q − α)
.
Corollary 6.3. If N ∈ N and N < 4γ2 , we have
Aγ,P,0(α) = e
ipiγ2N2
2
e
piγPN
2
Γ(1− γ24 )N
N∏
j=1
Γ(1− jγ24 )Γ(1 + (2N−j+1)γ
2
4 )
Γ(1 + jγ
2
4 +
iγP
2 )Γ(1 +
jγ2
4 − iγP2 )
.
Proof. This follows by specializing Proposition 6.2. 
Theorem 6.4 (Zamolodchikov’s recursion for integer parameters). If N ∈ N and N < 4γ2 , we have
(6.7) A˜qγ,P (α) =
∞∑
n=1
N∑
m=1
q2nm
Rqγ,m,n(α)
P 2 − P 2m,n
A˜qγ,P−m,n(α) + [q−
1
12 η(q)]α(Q−
α
2 )−2,
where Rqγ,m,n(α) and Pm,n are defined in (2.25) and (2.24).
We defer the proofs of Proposition 6.2 and Theorem 6.4 to Sections 6.4—6.6. First, we show in Theorem
6.5 that Corollary 6.3 and Theorem 6.4 imply the desired result when N ∈ N.
Theorem 6.5. For γ ∈ (0, 2), α ∈ (− 4γ , Q), P ∈ R, and q ∈ (0, 1), if N ∈ N with 0 < N < 4γ2 , then A˜qγ,P (α)
admits a meromorphic continuation to P ∈ C for which Zqγ,P (α) = A˜qγ,P (α) as formal q-series.
PROBABILISTIC CONFORMAL BLOCKS FOR LIOUVILLE CFT ON THE TORUS 31
Proof. The meromorphic continuation of A˜qγ,P (α) is given by the Dotsenko-Fateev integral (6.5) and the
explicit meromorphic expression for Aγ,P,0(α) in Corollary 6.3. By Theorem 6.4, (2.23), and (2.26), when
N ∈ N and N < 4γ2 , the formal q-series expansions for both Zqγ,P (α) and the meromorphic continuation of
A˜qγ,P (α) solve the recursion (6.7). Denoting their difference by
∆qγ,P (α) =
∞∑
n=0
∆γ,P,n(α)q
n,
we find by subtraction that
∞∑
n=0
∆γ,P,n(α)q
n =
∞∑
n=1
N∑
m=1
q2nm
Rqγ,m,n(α)
P 2 − P 2m,n
A˜qγ,P−m,n(α)
∞∑
k=0
∆γ,P,k(α)q
k.
Equating q-series coefficients of both sides expresses ∆γ,P,n(α) as a linear combination of ∆γ,P,m(α) with
m < n. By the form of the right hand side, we find that ∆γ,P,0(α) = 0, hence an induction shows that
∆γ,P,n(α) = 0 as needed. 
6.3. Proof of Theorem 2.11. The final ingredient in our proof is Proposition 6.6 showing that the shift
equations (6.2) have a unique solution up to constant factor. For this result and the following proof of
Theorem 2.11, we notice the shift equations (6.2) may be put in the form
(6.8) Xn(α− χ) = Yn(χ, α)Xn(α+ χ) + Zn(χ, α)
for unknown functions Xn(α) and functions Yn(χ, α) =
Γn,2Γ0,1
Γn,1Γ0,2
and
(6.9) Zn(χ, α) = −
n−1∑
m=0
η−χ,n−m(α)
η−χ,0(α)
A˜γ,P,m(α− χ) + Γn,2Γ0,1
Γn,1Γ0,2
n−1∑
m=0
η+χ,n−m(α)
η+χ,0(α)
A˜γ,P,m(α+ χ)
+
(
W−χ (α, γ)
−1Γn,2
Γn,1
1 + epiχP+ipilχ
1− epiχP−ipilχ V
α,2
χ,n +W
−
χ (α, γ)
−1V α,1χ,n
)
η−χ,0(α)
−1Aγ,P,0(α − χ)−1
with the quantities W−χ (α, γ) from (5.1), V α,iχ,n from (4.12) and (4.13), and η±χ,m(α) from (5.13) and (5.14).
Proposition 6.6. For n > 0, if the shift equations (6.2) with χ ∈ { γ2 , 2γ } hold for A˜γ,P,n(α) replaced by
continuous functions X1n(α), X
2
n(α) on a complex neighborhood of (− 4γ , Q), and X1n(α0) = X2n(α0) for some
α0 ∈ (− 4γ , Q), then X1n(α) = X2n(α) on a complex neighborhood of (− 4γ , Q).
Proof. Define ∆n(α) := X
1
n(α) −X2n(α) so that ∆n(α0) = 0. Subtracting the given equations for i = 1, 2,
we obtain that
(6.10) ∆n(α− χ) = Yn(χ, α)∆n(α+ χ).
Noting that n > 0, by the explicit expression
Yn(χ, α) =
Γ(12 − 12 lχ + iχ2
√
P 2 + 2n)Γ(12 − 12 lχ − iχ2
√
P 2 + 2n)
Γ(1 + 12 lχ + i
χ
2
√
P 2 + 2n)Γ(1 + 12 lχ − iχ2
√
P 2 + 2n)
Γ(1 + 12 lχ + i
χ
2P )Γ(1 +
1
2 lχ − iχ2P )
Γ(12 − 12 lχ + iχ2P )Γ(12 − 12 lχ − iχ2P )
,
we find that Yn(χ, α) is meromorphic with no real zeroes or poles in α for real P . As a consequence, (6.10)
implies that ∆n(α) = 0 for any α ∈ (− 4γ , Q) which can be reached from α0 by a sequence of additions
or subtractions of γ or 4γ without leaving (− 4γ , Q). Because (− 4γ , Q) has length γ2 + 6γ > γ + 4γ , we may
use (6.10) to extend ∆n(α) from (− 4γ , Q) to a function on R which we still denote ∆n(α) and which still
satisfies (6.10). For this function, for γ2 /∈ Q, since α0 +Zγ +Z 4γ is dense in R, continuity in α implies that
∆n(α) = 0 for α ∈ (− 4γ , Q). Continuity in γ then implies that ∆n(α) = 0 for all γ ∈ (0, 2) and hence that
X1n(α) = X
2
n(α), as desired. 
We now prove Theorem 2.11 by combining Proposition 6.6 with a detailed analytic analysis of the shift
equations. We will need the following analogue of Lemma 4.8.
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Lemma 6.7. Suppose that f(α, χ, w) is continuous on [0, 1] in w and analytic in (α, χ) on an open set U .
For Re a,Re b > −1 the functions
g(α, χ) :=
ˆ 1
0
f(α, χ,w)wa(1− w)bdw
h(α, χ, w) :=
ˆ w
0
f(α, χ, t)ta(1 − t)bdt
are analytic on (α, χ) in U . Further, h(α, χ,w) is a continuous function of w on [0, 1].
Proof. The proof is analogous to that of Lemma 4.8, but choosing ∆ ⊂ U to be a cycle which is a product
of the boundary of a solid triangle in either the α- or χ-coordinate and a segment in the other. 
Proof of Theorem 2.11. It suffices to check that Zγ,P,n(α) = A˜γ,P,n(α) for all n > 0, where we note that
Zγ,P,0(α) = A˜γ,P,0(α) = 1. We say that a function of α, χ, and w is good if it has meromorphic extension
in (α, χ) to a neighborhood of
D :=
{
(α, χ) ∈ R2 | −χ < α < χ−1, χ ∈ [0,∞)} .
For χ ∈ { γ2 , 2γ }, define the normalized expressions
V˜ α,jχ,n :=
V α,jχ,n
Aγ,P,0(α− χ) G˜
α,j
χ,n,i(w) :=
Gα,jχ,n,i(w)
Aγ,P,0(α− χ) φ˜
α,j
χ,n,i(w) :=
φα,jχ,n,i(w)
Aγ,P,0(α− χ) .
We induct on n to prove the strengthened claim that the following statements hold:
(a) V˜ α,jχ,n may be extended to a good function of α and χ independent of γ;
(b) G˜α,jχ,n,i(w) may be extended to a good function of α, χ, and w independent of γ which is continuous
on [0, 1] in w;
(c) φ˜α,jχ,n,i(w) may be extended to a good function of α, χ, and w independent of γ which is continuous
on [0, 1] in w;
(d) Zγ,P,n(α) = A˜γ,P,n(α).
In what follows, we use the same notation for the extensions of V˜ α,jχ,n , G˜
α,j
χ,n,i(w), and φ˜
α,j
χ,n,i(w).
Suppose that the claim holds for m < n. For (a), notice by definition that lχ, Aχ,n, Bχ,n, Cχ, vj,χ,n(w),
Γn,1, Γn,2, η
±
χ,n(α), and W
−
χ (α, γ) are functions of α, χ, and w independent of γ. We conclude from the
defining expressions (4.12) and (4.13) and the inductive hypothesis for φ˜α,jχ,m,i(w) that the same holds for
V˜ α,jχ,n . The fact that it is good follows from Lemma 6.7 and the fact that φ
α,j
χ,m,i(w) satisfies Property (R).
For (b), the explicit defining expression for G˜α,jχ,n,i(w) in Lemma C.3 shows that it may be extended to a
function of α, χ, and w independent of γ. This function is good and continuous on [0, 1] by Lemma 6.7.
For (d), we now show that for χ ∈ { γ2 , 2γ }, the shift equations (6.2) hold if A˜γ,P,n(α) is replaced by
Zγ,P,n(α). By the explicit expression (6.9), (a) for n, and (d) for m < n, we find that Zn(χ, α) is a good
function of χ and α alone independent of γ. Furthermore, Zγ,P,n(α) and Yn(χ, α) are both good functions
of α and χ alone. Combining these facts, we conclude that the function
Fn(α, χ) := Z2χ,P,n(α− χ)− Yn(χ, α)Z2χ,P,n(α+ χ)− Zn(χ, α)
is a good function of α and χ alone. Now, for α ∈ (− 4γ + γ2 , 0), choose χk := − α2k so that
− α
2χk
= k 0 < k <
4k2
α2
for large k.
This implies that for large k we have
Fn(α, χk) = Z2χk,P,n(α− χk)− Yn(χk, α)Z2χk,P,n(α+ χk)− Zn(χk, α) = 0
by Theorem 6.5 for γ = 2χk and Theorem 6.1. Since the sequence χk has an accumulation point at 0, this
implies by meromorphicity that Fn(α, χ) = 0 for (α, χ) in a neighborhood of D. For γ ∈ (0, 2), setting χ = γ2
and χ = 2γ then yields the desired (6.2) for Zγ,P,n(α).
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To complete (d), Theorem 6.1 and what we just showed imply that both A˜γ,P,n(α) and Zγ,P,n(α) satisfy
the shift equations (6.2) for χ = { γ2 , 2γ }. Because both A˜γ,P,n(α) and Zγ,P,n(α) are continuous in γ and α
and equal at α = 0, Proposition 6.6 implies they are equal for α ∈ (− 4γ , Q), as needed.
Finally, for (c), substituting w = 0 into (4.15) implies that
Xjχ,n,i(α) = φ
α,j
χ,n,i(0)− V α,jχ,n ,
where by Theorem 5.5 and Proposition 6.2 we have
φ˜α,1χ,n,1(0) =W
−
χ (α, γ)
[
η−χ,0(α)A˜γ,P,n(α − χ) +
n−1∑
m=0
η−χ,n−m(α)A˜γ,P,m(α− χ)
]
φ˜α,2χ,n,1(0) = −W−χ (α, γ)
Γ0,1
Γ0,2
1− epiχP−ipilχ
1 + epiχP+ipilχ
η−χ,0(α)
η+χ,0(α)
[
η+χ,0(α)A˜γ,P,n(α+ χ) +
n−1∑
m=0
η+χ,n−m(α)A˜γ,P,m(α+ χ)
]
.
Substituting this back into (4.15) and applying (d) shows that
φ˜α,jχ,n,i(w) = G˜
α,j
χ,n,i(w) +
Xjχ,n,i(α)
Aγ,P,0(α − χ)vj,χ,n(w)
is a sum of good functions of α, χ, and w which are continuous on [0, 1] in w. This completes the induction
and the proof. 
6.4. Proof of Proposition 6.2. By Theorem 6.1, we find that
Aγ,P,0(α − χ) = −
W+χ (α, γ)
W−χ (α, γ)
Γ0,2
Γ0,1
1 + epiχP+ipilχ
1− epiχP−ipilχ
η+χ,0(α)
η−χ,0(α)
Aγ,P,0(α+ χ).
In this expression, by (5.1) and (5.2) we have
−W
+
χ (α, γ)
W−χ (α, γ)
=
e2ipilχ−2ipiχ
2
(2pieipi)
− 13
(
γlχ
χ +
2lχ
χ2
−8lχ+
6l2χ
χ2
)
pi−2lχ−1 1−e
2piχP−2ipilχ
χ(Q−α)
Γ(αχ2 −χ
2
2 +
2χ
γ )Γ(1−αχ)Γ(αχ−χ2)
Γ(αχ2 −χ
2
2 )Γ(1− γ
2
4 )
2χ
γ
(2pieipi)
− 13
(
2+
2γlχ
χ +
4lχ
χγ +
6l2χ
χ2
) ( 4
γ2
)
1
χ= 2
γ
and by the reflection and duplication formulas we have
Γ0,2
Γ0,1
=
Γ(2− Cχ)Γ(Cχ −Aχ,0)Γ(Cχ −Bχ,0)
Γ(Cχ)Γ(1−Aχ,0)Γ(1−Bχ,0)
=
Γ(32 + lχ)Γ(
1
2 − 12 lχ − iχP2 )Γ(12 − 12 lχ + iχP2 )
Γ(12 − lχ)Γ(1 + 12 lχ − iχP2 )Γ(1 + 12 lχ + iχP2 )
=
22lχ
pi3
Γ(32 + lχ) cos(
pi
2 lχ − ipi χP2 ) cos(pi2 lχ + ipi χP2 )
Γ(12 − lχ)Γ(1 + lχ − iχP )Γ(1 + lχ + iχP )
,
and by (5.13) and (5.14) we have
η+χ,0(α)
η−χ,0(α)
= (2pieipi)−
4
3 lχ− 23 . Putting these together, we find that
Aγ,P,0(α− χ) = X1χ,γ,P (α)X2χ,γ,P (α)Aγ,P,0(α+ χ)
for
X1χ,γ,P (α) = e
2ipilχ−2ipiχ2(2pieipi)
− 13
(
γlχ
χ +
2lχ
χ2
−8lχ+
6l2χ
χ2
)
pi−2lχ−1(2pieipi)
1
3
(
2+
2γlχ
χ +
4lχ
χγ +
6l2χ
χ2
)
(2pieipi)−
4
3 lχ− 23
= pi−122lχe4ipilχ−2ipiχ
2
X2χ,γ,P (α) =
(1 + epiχP−ipilχ)(1 + epiχP+ipilχ)
cos(pi2 lχ − ipi χP2 ) cos(pi2 lχ + ipi χP2 )
Γ(2χγ − lχ)Γ(1 + 2lχ − χ2)Γ(−2lχ)
(1 + 2lχ)Γ(−lχ)Γ(1− γ24 )
2χ
γ
22lχpiΓ(32 + lχ)
Γ(12 − lχ)Γ(1 + lχ − iχP )Γ(1 + lχ + iχP )
(
4
γ2
)
1
χ= 2
γ
= epiχP 2−2lχpiΓ(1− γ
2
4
)−
2χ
γ
Γ(2χγ − lχ)Γ(1 + 2lχ − χ2)Γ(1 + 2lχ)
Γ(1 + lχ)Γ(1 + lχ − iχP )Γ(1 + lχ + iχP )(
4
γ2
)
1
χ= 2
γ
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We conclude that
Aγ,P,0(α− χ)
Aγ,P,0(α+ χ) = e
4ipilχ−2ipiχ2epiχPΓ(1− γ
2
4
)−
2χ
γ
Γ(2χγ − lχ)Γ(1 + 2lχ − χ2)Γ(1 + 2lχ)
Γ(1 + lχ)Γ(1 + lχ − iχP )Γ(1 + lχ + iχP )(
4
γ2
)
1
χ= 2
γ .
Let A(α) be the claimed expression for Aγ,P,0(α); by explicit computation, we find that
Aγ,P,0(α − χ)
Aγ,P,0(α + χ) =
A(α − χ)
A(α + χ)
.
This implies that
Aγ,P,0(α)
A(α) is doubly periodic with periods
γ
2 and
2
γ . If γ
2 /∈ Q, this implies by continuity in
α that Aγ,P,0(α) = A(α), which implies by continuity in γ that Aγ,P,0(α) = A(α) for all α, γ.
6.5. Preliminaries for Zamolodchikov’s recursion. We now present a key preliminary result for our
proof. Proposition 6.8 and Corollary 6.9 give a key identity relating values of Aqγ,P (α) at Pm,n and P−m,n.
Proposition 6.8. If N ∈ N and N < 4γ2 , we have
(6.11) Aqγ,Pm,n(α) = q2n+(m−1)
γ2
2 e−
ipiαγ
2 Aqγ,Pm−2,n(α).
Proof. Define the functions
gm,n(u) := q
α2
24 − α12Q+ 16 η(q)
5
4αγ+
2α
γ − 54α2−2Θτ (u)−
αγ
2 +
mγ2
4 +
αγ
4 Θτ (1− u)−
mγ2
4 −αγ4 epiγPm,nu
f(P, u) :=
(ˆ 1
0
)N−1 ∏
1≤i<j≤N−1
|Θτ (xi − xj)|−
γ2
2
N−1∏
i=1
Θτ (xi − u)−
γ2
4 Θτ (u− xi)−
γ2
4 Θτ (xi)
−αγ2 epiγPxi
N−1∏
i=1
dxi,
which by the Dotsenko-Fateev integral expression (6.5) satisfy
(6.12) Aqγ,Pm,n(α) = eipi(N−1)
γ2
4
ˆ 1
0
gm,n(u)f(Pm,n, u)du
for u ∈ (0, 1). In addition, notice that f(P, u) is 1-periodic in u, and, noting that piγPm,n − ipimγ
2
2 = 2piin,
we find
gm,n(u+ 1) = e
piγPm,n+ipi(
αγ
2 −mγ
2
2 −αγ2 )gm,n(u) = gm,n(u).
Define the fundamental domain T0 to be the region bounded by 0, 1, τ, 1 + τ . We see that f(P, u) is
holomorphic in u on the interior of T0, so integrating along a contour limiting to the boundary of T0, we
conclude that
(6.13)
ˆ 1
0
gm,n(u)f(P, u)du+
ˆ 1+τ
1
gm,n(u)f(P, u)du−
ˆ τ
0
gm,n(u)f(P, u)du −
ˆ 1+τ
τ
gm,n(u)f(P, u) = 0.
Because both gm,n(u) and f(P, u) are 1-periodic in u, we find thatˆ τ
0
gm,n(u)f(P, u)du =
ˆ 1+τ
1
gm,n(u)f(P, u)du
and thus (6.13) implies thatˆ 1
0
gm,n(u)f(P, u)du =
ˆ 1+τ
τ
gm,n(u)f(P, u)du =
ˆ 1
0
gm,n(u+ τ)f(P, u + τ)du.
By direct computation we find that
gm,n(u + τ) = e
piPm,nγτe−2pii(−
αγ
2 +
mγ2
4 +
αγ
4 )(u− 12+ τ2 )e−2pii(−
mγ2
4 −αγ4 )(u− 12+ τ2 )gm,n(u)
= epiPm,nγτeipiαγ(u−
1
2+
τ
2 )gm,n(u)
f(P, u + τ) = e(N−1)(ipiγ
2u+ ipiγ
2τ
2 )f(P − iγ, u).
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Combining these, we find that
gm,n(u + τ)f(Pm,n, u+ τ) = e
piPm,nγτeipiαγ(u−
1
2+
τ
2 )e(N−1)(ipiγ
2u+ ipiγ
2τ
2 )gm,n(u)f(Pm,n − iγ, u)
= q2n+(m−1)
γ2
2 e−
ipiαγ
2 gm−2,n(u)f(Pm−2,n, u).
Integrating both sides and recalling (6.12), we find as desired that
Aqγ,Pm,n(α) = q2n+(m−1)
γ2
2 e−
ipiαγ
2 Aqγ,Pm−2,n(α). 
Corollary 6.9. If N ∈ N and N < 4γ2 , we have
(6.14) Aqγ,Pm,n(α) = q2nme−
ipiαγm
2 Aqγ,P−m,n(α).
Proof. This follows by an m-fold application of Proposition 6.8. 
6.6. Proof of Theorem 6.4. We are now ready to prove Theorem 6.4. Our proof proceeds by studying
the P →∞ limit and poles of A˜qγ,P (α). The P →∞ limit is computed in the following Lemma 6.10.
Lemma 6.10. We have
(6.15) lim
P→∞
A˜qγ,P (α) = [q−
1
12 η(q)]α(Q−
α
2 )−2.
Proof. Recall from (2.2 that Yτ (x) = Y∞(x) + Fτ (x), where Fτ (x) is an almost surely continuous Gaussian
random field independent of Y∞(x) with E[Fτ (1)2] = 4 log(q
1
12 /η(τ)). As a result, we have the identity of
GMC measures
e
γ
2 Yτ (x)dx = e
γ
2 Fτ (x)− γ
2
8 E[Fτ (x)
2]e
γ
2 Y∞(x)dx.
Applying this identity in the definition of A˜qγ,P (α) and multiplying the numerator and denominator of the
defining expression for A˜qγ,P (α) by eαpiP yields
(6.16) A˜qγ,P (α) = [q−
1
12 η(q)]αγ+
2α
γ −α2−2
E
[(´ 1
0 e
γ
2 Fτ (x)− γ
2
8 E[Fτ (x)
2]e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 e
αγ
4 E[Fτ (x)Fτ (0)]eγpiP (x−1)dx
)−αγ ]
E
[(´ 1
0
e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 eγpiP (x−1)dx
)−αγ ] .
Fix a small ε > 0. Because limP→∞ eγP (x−1) = 0 for x ∈ (0, 1− ε), we have
lim
P→∞
ˆ 1−ε
0
e
γ
2 Fτ (x)−γ
2
8 E[Fτ (x)
2]e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 e
αγ
4 E[Fτ (x)Fτ (0)]eγpiP (x−1)dx = 0(6.17)
lim
P→∞
ˆ 1−ε
0
e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 eγpiP (x−1)dx = 0.(6.18)
Combining (6.17) and (6.18) yields
(6.19) lim
P→∞
A˜qγ,P (α) = limP→∞[q
− 112 η(q)]αγ+
2α
γ −α2−2
E
[(´ 1
1−ε e
γ
2 Fτ (x)− γ
2
8 E[Fτ (x)
2]e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 e
αγ
4 E[Fτ (x)Fτ (0)]eγpiP (x−1)dx
)−αγ ]
E
[(´ 1
1−ε e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 eγpiP (x−1)dx
)−αγ ] .
In the rest of the proof, we use the following notations
F
q,1
γ,P,ε(α) := E
[(ˆ 1
1−ε
e
γ
2 Fτ (1)− γ
2
8 E[Fτ (1)
2]e
γ
2 Y∞(x)[2 sin(2pi)]−
αγ
2 e
αγ
4 E[Fτ (1)Fτ (0)]+γpiP (x−1)dx
)−αγ ]
,
F
q,2
γ,P,ε(α) := E
[(ˆ 1
1−ε
e
γ
2 Fτ (x)− γ
2
8 E[Fτ (x)
2]e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 e
αγ
4 E[Fτ (x)Fτ (0)]+γP (x−1)dx
)−αγ ]
.
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In Fq,2γ,P,ε(α), we may bound Fτ (x) from above and below by Fτ (1) ± supx∈[1−ε,1] |Fτ (x) − Fτ (1)| for all
x ∈ [1 − ε, 1]. Owing to this and the independence between Y∞ and Fτ , we get for some C = C(α, γ) > 0
that
(6.20)
∣∣∣Fq,2γ,P,ε(α)− Fq,2γ,P,ε(α)∣∣∣
≤ E
[∣∣∣∣∣exp
(
α
2γ
sup
x∈[1−ε,1]
|Fτ (x)− Fτ (1)|+ CE[ sup
x∈[1−ε,1]
|Fτ (x)− Fτ (1)|]
)
− 1
∣∣∣∣∣
]
F
q,1
γ,P,ε(α).
Since Fτ is almost surely continuous at 1, supx∈[1−ε,1] |Fτ (x)−Fτ (1)| converges in probability to 0 as ε goes
to 0. Thus, for any δ > 0, there exists ε0 > 0 such that for all ε < ε0, the right hand side of (6.20) is less
than δ. Owing to this, for all ε < ε0 and some C1 = C1(α, γ) > 0 we have
(6.21)
∣∣∣∣∣∣∣∣r.h.s. of (6.19)− limP→∞[q
− 112 η(q)]αγ+
2α
γ −α2−2
F
q,1
γ,P,ε(α)
E
[(´ 1
1−ε e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 eγpiP (x−1)dx
)−αγ ]
∣∣∣∣∣∣∣∣
≤ C1δ lim
P→∞
F
q,1
γ,P,ε(α)
E
[
(
´ 1
1−ε e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 eγpiP (x−1)dx)−
α
γ
] .
Because E[Fτ (1)Fτ (0)] = −4 log[q− 112 η(q)] and Y∞ and Fτ (1) are independent, we have
F
q,1
γ,P,ε(α) = E
[(ˆ 1
1−ε
e
γ
2 Fτ (1)− γ
2
8 E[Fτ (1)
2]e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 [q−
1
12 η(q)]−αγeγP (x−1)dx
)−αγ ]
= E
[
e−
α
2 Fτ (1)+
αγ
8 E[Fτ (1)
2][q−
1
12 η(q)]α
2
]
E
[(ˆ 1
1−ε
e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 eγP (x−1)dx
)−αγ ]
= [q−
1
12 η(q)]−
αγ
2 +
α2
2 E
[(ˆ 1
1−ε
e
γ
2 Y∞(x)[2 sin(pix)]−
αγ
2 eγP (x−1)dx
)−αγ ]
,
where the last line follows by noting that
E[e−
α
2 Fτ (1)] = [q−
1
12 η(q)]−
α2
2
since E[Fτ (1)
2] = −4 log[q− 112 η(q)]. Substituting the relation in the equation above into both sides of (6.21)
shows that for any δ > 0 there exists ε0 such that for all ε < ε0 we have∣∣∣r.h.s. of (6.19)− [q− 112 η(q)]α(Q−α2 )−2∣∣∣ ≤ C1δ.(6.22)
Since A˜qγ,P (α) does not depend on ε, using (6.19), we get
lim
P→∞
A˜qγ,P (α) = limε→0 r.h.s. of (6.19) = [q
− 112 η(q)]α(Q−
α
2 )−2,
where the last equality follows by taking the limit ε→ 0 on both sides of (6.22). 
Proof of Theorem 6.4. First, notice that Aqγ,P (α) is analytic in P and Aγ,P,0(α) has simple zeros at P =
±Pm,n for n ∈ N and 1 ≤ m ≤ N . We now compute the residue of Aγ,P,0(α)−1 at each of its poles. Define
the function
f(P ) :=
N∏
j=1
Γ(1 +
jγ2
4
+
iγP
2
)Γ(1 +
jγ2
4
− iγP
2
).
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We find that
Res
P=Pm,n
f(P ) =
N∏
j=1
Γ(1 +
jγ2
4
+ n+m
γ2
4
)
N∏
j=1,j 6=m
Γ(1 +
jγ2
4
− n−mγ
2
4
) Res
P=Pm,n
Γ(1 +
mγ2
4
+
iγP
2
)
=
2
iγ
(−1)n−1
(n− 1)!
N∏
j=1
Γ(1 +
jγ2
4
+ n+m
γ2
4
)
N∏
j=1,j 6=m
Γ(1 +
jγ2
4
− n−mγ
2
4
),
where we note that
Res
P=Pm,n
Γ(1 +
mγ2
4
+
iγP
2
) =
2
iγ
Res
x=1−n
Γ(x) =
2
iγ
(−1)n−1
(n− 1)! .
We now compute
ResP=Pm,n f(P )
f(P−m,n)
=
2
iγ
(−1)n−1
(n− 1)!
∏N
j=1
∏n−1
l=−n(1 +
jγ2
4 +
mγ2
4 + l)
n!
∏N
j=1,j 6=m
∏n
l=−n+1(
jγ2
4 − mγ
2
4 + l)
=
2
iγ
(−1)n−1
(n− 1)!
∏N+m
j=m+1
∏n
l=−n+1(
jγ2
4 + l)
n!
∏N−m
j=1−m,j 6=0
∏n
l=−n+1(
jγ2
4 + l)
=
2
iγ
(−1)n−1
(n− 1)!
∏N+m
j=N−m+1
∏n
l=−n+1(
jγ2
4 + l)
n!
∏m
j=1−m,j 6=0
∏n
l=−n+1(
jγ2
4 + l)
=
2
iγ
(−1)n−1
(n− 1)!
∏m−1
j=−m
∏n−1
l=−n(1 +
γ2
4 +
Nγ2
4 +
jγ2
4 + l)
n!
∏m
j=1−m,j 6=0
∏n
l=−n+1(
jγ2
4 + l)
=
1
2Pm,n
Rqγ,m,n(α).
By the P -dependence of Aγ,P,0(α) from Corollary 6.3, we find that
Res
P=Pm,n
Aγ,P,0(α)−1 = e
ipiαγm
2
1
2Pm,n
Rqγ,m,n(α)Aγ,P−m,n,0(α)−1.
Combining this with Corollary 6.9, we obtain
Res
P=Pm,n
A˜qγ,P (α) = q2nm
1
2Pm,n
Rqγ,m,n(α)A˜qγ,P−m,n(α).
By the definition of A˜qγ,P (α) and by Lemma 6.10, we have
lim
q→0
A˜qγ,P (α) = 1 and limP→∞ A˜
q
γ,P (α) = [q
− 112 η(q)]α(Q−
α
2 )−2.
By the residue expansion and the symmetry
Res
P=−Pm,n
A˜qγ,P (α) = − ResP=Pm,n A˜
q
γ,P (α),
we obtain as desired that
A˜qγ,P (α) =
∞∑
n=1
N∑
m=1
2Pm,n
P 2 − P 2m,n
Res
P=Pm,n
[A˜qγ,P (α)] + [q−
1
12 η(q)]α(Q−
α
2 )−2
=
∞∑
n=1
N∑
m=1
q2nm
Rqγ,m,n(α)
P 2 − P 2m,n
A˜qγ,P−m,n(α) + [q−
1
12 η(q)]α(Q−
α
2 )−2. 
Appendix A. Conventions on theta and elliptic functions
This appendix collects our conventions on theta and elliptic functions and presents a few identities between
them which are used in the main text. We fix q = eipiτ and define the Jacobi theta function by
Θτ (u) := ϑ11(e
ipiu, eipiτ ) = −2q1/4 sin(piu)
∞∏
k=1
(1 − q2k)(1− 2 cos(2piu)q2k + q4k).(A.1)
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It satisfies the heat equation
(A.2) ipi∂τΘτ (x) =
1
4
Θ′′τ (x)
and the identity
(A.3)
Θ′′τ (a− b)
Θτ (a− b) +
Θ′′τ (a)
Θτ (a)
+
Θ′′τ (b)
Θτ (b)
− 2Θ
′
τ (a− b)
Θτ (a− b)
(Θ′τ (a)
Θτ (a)
− Θ
′
τ (b)
Θτ (b)
)
− 2Θ
′
τ(a)
Θτ(a)
Θ′τ (b)
Θτ (b)
− Θ
′′′
τ (0)
Θ′τ (0)
= 0.
When considering powers of the Jacobi theta function, we choose a branch cut so that we have the identities
Θτ (−z)α = eipiαΘτ (z)α and Θτ (z + 1)α = e−ipiαΘτ (z).
Θτ (z + τ)
α = e−2piiα(z−
1
2+
τ
2 )Θτ (z)
α and Θτ (−z − τ)α = e−2piiα(z+ 12+ τ2 )Θτ (−z)α.
We define also the Dedekind eta function by
(A.4) η(q) = q
1
12
∞∏
k=1
(1− q2k)
so that
Θ′τ (0) = −2piq1/4
∞∏
k=1
(1− q2k)3 = −2piη(q)3.
The following identity on Θτ (
τ
2 + ·) is used in Section 3.
(A.5) Θτ (
τ
2
+ z) = −ie−ipizq− 13 η(q)
∞∏
n=1
(1− q2n−1e2piiz)(1− q2n−1e−2piiz).
We recall the expansion from [DLMF, Equation (23.8.1)] for the Weierstrass ℘ function given by
(A.6) ℘(u) =
pi2
sin2(piu)
− 8pi2
∞∑
n=1
nq2n
1− q2n cos(2pinu)−
pi2
3
+ 8pi2
∞∑
n=1
q2n
(1− q2n)2 ,
which implies that ℘(u) admits a q-expansion
(A.7) ℘(u) :=
∞∑
n=0
℘n(u)q
n, where ℘n(u) ≡ 0 for odd n.
We also have the identity
(A.8) ℘(u) =
Θ′τ (u)
2
Θτ (u)2
− Θ
′′
τ (u)
Θτ (u)
+
1
3
Θ′′′τ (0)
Θ′τ (0)
.
Finally, we define the double gamma function Γ γ
2
(x) by
(A.9) log Γ γ
2
(x) :=
ˆ ∞
0
dt
t
[
e−xt − e−Qt2
(1 − e−γt2 )(1− e− 2tγ )
− (
Q
2 − x)2
2
e−t +
x− Q2
t
]
so that for χ ∈ { γ2 , 2γ }, we have
Γ γ
2
(z + χ) =
√
2pi
χχz−
1
2
Γ(χz)
Γ γ
2
(z).
To define the u-deformed block in (3.4), we need to define fractional powers of Θτ (z), for which we recall
the following fact.
Lemma A.1. Suppose f is analytic on a simply connected domain D such that f(z) 6= 0 for each z ∈ D.
Then, there exists an analytic function g on D such that f = eg.
We will focus on B := {z : 0 < Im(z) < 34 Im(τ)}. The number 34 is only for convenience, which can be
replaced by any number between (12 , 1). Note that Θτ (z) 6= 0 if z/2 ∈ B. Let g be the function on B such
that Θτ (z) = e
g and Im g(1) = 0.
Lemma A.2. For u ∈ B, we have g(u + 1) − g(u) = −pii. Moreover, there exists q0 > 0 such that if
q ∈ (0, q0), we have Im g′ < 0 on B.
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Proof. Note that g′ = Θ′τ/Θτ . Recall now that the log-derivative of Θτ (z) is given by
(A.10)
Θ′τ (z)
Θτ (z)
= pi
cos(piz)
sin(piz)
+ 4pi
∞∑
n=1
q2n
1− q2n sin(2pinz).
For u ∈ B, we have ´ u+1u sin(2pinz)dz = 0 for each positive integer n, and
´ u+1
u
cos(piz)
sin(piz) dz = −i. This gives
g(u+ 1)− g(u) = −pii.
Since Re(z) = e
−4piIm(z)−1
|e2piiz−1|2 and Im(sin z) = cos(Re(z))(e
Im(z) − e−Im(z)), by (A.10) we have
Im
(
Θ′τ (z)
Θτ (z)
)
= piRe
(
eipiz + e−ipiz
eipiz − e−ipiz
)
+ 2pi
∞∑
n=1
q2n
1− q2n (e
2pin Im(z) − e−2pin Im(z)) cos(2pinRe(z))
= −pi 1− e
−4pi Im(z)
|e2ipiz − 1|2 + 2pi
∞∑
n=1
q2n
1− q2n (e
2pin Im(z) − e−2pin Im(z)) cos(2pinRe(z)).
Since Im(z) > 0, we have pi 1−e
−4pi Im(z)
|e2ipiz−1|2 >
pi
4 (1 − e−4pi Im(z)). Note that
2pi
∞∑
n=1
q2n
1− q2n (e
2pin Im(z) − e−2pin Im(z)) cos(2pinRe(z)) < 2pi
1− q2
(
q2e2pi Im(z)
1− q2e2pi Im(z) −
q2e−2pi Im(z)
1− q2e−2pi Im(z)
)
.
Set h(x) = q
2x
1−q2x . Since h
′(x) = q
2
(1−q2x)2 ≤ q
2
(1−q2e2pi Im(z))2 for x ∈ [e−2pi Im(z), e2pi Im(z)], we have
2pi
1− q2
(
q2e2pi Im(z)
1− q2e2pi Im(z) −
q2e−2pi Im(z)
1− q2e−2pi Im(z)
)
<
2pi
1− q2
q2
(1− q2e2pi Im(z))2
(
e2pi Im(z) − e−2pi Im(z)
)
=
2pi
1− q2
q2e2pi Im(z)
(1− q2e2pi Im(z))2
(
1− e−4pi Im(z)
)
<
2pi
1− q20
q0
(1− q0)2
(
1− e−4pi Im(z)
)
.
When Im z < 34 Im τ , we have q
2e2pi Im z < q
1
2 . By the monotonicity of x(1−x)2 on (0, 1), we have
2pi
1− q2
q2e2pi Im(z)
(1− q2e2pi Im(z))2
(
1− e−4pi Im(z)
)
<
2pi
1− q2
q
1
2
(1− q 12 )2
(
1− e−4pi Im(z)
)
.
Since limq→0 2pi1−q2
q
1
2
(1−q 12 )2
= 0, we have the existence of q0 with the desired property. 
Lemma A.3. Fix q ∈ (0, q0) and u ∈ B. Let the straight line between Θτ (u) and Θτ (u+1) = −Θτ (u) divide
the complex plane into two open half planes H−u and H
+
u , where H
−
u contains a small clockwise rotation of
Θτ (u) viewed as a vector. Then, for x ∈ (0, 1), we have Θτ (u + x) ∈ H−u .
Proof. Let f(x) = Img(u+ x) for x ∈ R. It suffices to show that if Im(u) ∈ (0, 12 Im(τ)), we have
(A.11) f(1)− f(0) = −pi and f ′(x) < 0 for all x ∈ R.
By Lemma A.2, g(u+ 1)− g(u) = −pii and Im g′ < 0 on B. Therefore f(1)− f(0) = −pi and f ′(x) < 0 for
x ∈ R. 
The function g extends to ∂B piecewise continuously.
Lemma A.4. Fix q ∈ (0, q0) and c ∈ (0, 1]. Given a finite measure ν whose support equals [0, 1], let
fν(u) :=
´ 1
0
ecg(u+x)ν(dx) for u ∈ B := B ∪ ∂B. Then fν(u) is analytic on B and continuous on B.
Moreover, fν(u+ 1) = e
−cpiifν(u), fν is nonzero on [0, 1], and fν(1) > 0.
Proof. Since g is piecewise continuous on ∂B, fν is continuous on B. Because
e−cg(u)fν(u) =
ˆ 1
0
ecg(u+x)−cg(u)ν(dx),
by Lemma A.3, we have Im(ecg(u+x)−cg(u)) < 0 for x ∈ (0, 1). Therefore Im(e−cg(u)fν(u)) < 0, hence
fν(u) 6= 0. Since g(z + 1)− g(z) = −pii for z ∈ B, we have fν(u+ 1) = e−cpiifν(u).
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If c ∈ (0, 1), for u ∈ (0, 1), we have Im(ecg(u+x)) > 0 for x ∈ (0, 1− u). Since the support of m is [0, 1], we
have fν(u) 6= 0. On the other hand, since Θτ (1 + x) > 0 for x ∈ (0, 1), we have f(1) > 0. 
Definition A.5. In Lemma A.4, let h be the function on B such that f = eh on B and limz→1 Imh(z) = 0.
For each β ∈ R, define fβν := eβh.
Appendix B. Some useful facts in probability
In this appendix, we present a few probabilistic facts used throughout the paper.
Lemma B.1. (Moments of GMC) For γ ∈ (0, 2), and α ∈ (− 4γ , Q), we have
0 < E
[(ˆ 1
0
e
γ
2 Y∞(x) sin(pix)−
αγ
2 dx
)−αγ ]
<∞.
Similarly for γ ∈ (0, 2), χ ∈ { γ2 , 2γ }, u ∈ B, P ∈ R, and α ∈ (− 4γ + χ,Q), we have
0 < E
[∣∣∣∣ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 Θτ (x+ u)
χγ
2 epiγPxdx
∣∣∣∣−
α
γ+
χ
γ
]
<∞.
Proof. For the first claim, since the function integrated against the GMC measure is positive, we are in the
classical case of the existence of a moment of GMC with an insertion of weight α. Following [DKRV16,
Lemma 3.10], adapted here to the case of one-dimensional GMC, the condition is thus α < Q and −αγ <
4
γ2∧ 2γ (Q−α) which is equivalent simply to α ∈ (− 4γ , Q). The second claim is more difficult since the integrand
Θτ (x+u)
χγ
2 is a complex valued quantity. For the case of positive moments where α ∈ (− 4γ +χ, χ), one can
simply use the bound
E
[∣∣∣∣ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 Θτ (x+ u)
χγ
2 epiγPxdx
∣∣∣∣−
α
γ+
χ
γ
]
≤ME
[∣∣∣∣ˆ 1
0
e
γ
2 Y∞(x) sin(pix)−
αγ
2 dx
∣∣∣∣−
α
γ+
χ
γ
]
,
which is valid for some constant M > 0. The claim then reduces to the positive case. For negative moments
corresponding to α ∈ (χ,Q), we need to lower bound our expectation by the positive case. We know thanks
to Lemma A.2 that for all x ∈ (0, 1), Θτ (x + u)χγ2 remains strictly contained in a half-space, touching the
boundary of the half-space only at x = 0 and x = 1. The GMC measure is thus a strictly positive sum of
vectors strictly contained in this half space, which implies the claim
E
[∣∣∣∣ˆ 1
0
e
γ
2 Y∞(x)(2 sin(pix))−
αγ
2 Θτ (x+ u)
χγ
2 epiγPxdx
∣∣∣∣−
α
γ+
χ
γ
]
≥M ′E
[∣∣∣∣ˆ 1
0
e
γ
2 Y∞(x) sin(pix)−
αγ
2 dx
∣∣∣∣−
α
γ+
χ
γ
]
for some M ′ > 0. Therefore this case also reduces to the positive case, providing the desired bound. 
Next, we state a version of Girsanov’s theorem for GMC used frequently in the main text, a version of
Kahane’s inequality, and the Williams decomposition theorem from [Wil74].
Theorem B.2. Let Y (x) be either of the Gaussian fields Y∞(x) or Yτ (x) on [0, 1] defined in Section 2.1.
Let X be a Gaussian variable measurable with respect to Y , and let F be a bounded continuous function.
Then we have
(B.1) E
[
eX−
1
2E[X 2]
ˆ 1
0
e
γ
2 Y (x)dx
]
= E
[ˆ 1
0
e
γ
2 E[XY (x)]e
γ
2 Y (x)dx
]
.
Theorem B.3 (Kahane’s inequality). Let (Z0(x))x∈D, (Z1(x))x∈D be two continuous centered Gaussian
processes such that for all x, y ∈ D we have
|E[Z0(x)Z0(y)]− E[Z1(x)Z1(y)]| ≤ C.
For u ∈ [0, 1], define
Zu =
√
1− uZ0 +
√
uZ1, Wu =
ˆ
D
eZu(x)−
1
2E[Zu(x)
2]σ(dx).
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For all smooth functions F with at most polynomial growth at infinity and σ a complex Radon measure over
D, we have∣∣∣∣E [F (ˆ
D
eZ0(x)−
1
2E[Z0(x)
2]σ(dx)
)]
− E
[
F
(ˆ
D
eZ1(x)−
1
2E[Z1(x)
2]σ(dx)
)]∣∣∣∣
≤ sup
u∈[0,1]
C
2
E[|Wu|2|F ′′(Wu)|].
Theorem B.4. Let (Bs − vs)s≥0 be a Brownian motion with negative drift, i.e. v > 0 and let M =
sups≥0(Bs − vs). Then conditionally on M the law of the path (Bs − vs)s≥0 is given by the joining of the
following two independent paths:
1. A Brownian motion (B1s + vs)0≤s≤τM with positive drift v run until its hitting time τM of M .
2. (M + B2t − vt)t≥0 where (B2t − vt)t≥0 is a Brownian motion with negative drift conditioned to stay
negative.
Moreover, for all C > 0 we have
(B.2) (B1τC−s + v(τC − s)− C)0≤s≤τC
d
= (B˜s − vs)0≤s≤L−C ,
where τC denotes the hitting time of C, (B˜s− vs)s≥0 is a Brownian motion with drift −v conditioned to stay
negative, and L−C is the last time (B˜s − vs)s≥0 hits −C.
Appendix C. Inhomogeneous Gauss hypergeometric equations
This appendix presents background on the Gauss hypergeometric equation and a construction of a par-
ticular solution to the inhomogeneous version. For parameters A,B,C, the (inhomogeneous) Gauss hyper-
geometric equation with inhomogeneous part g(w) is the second order ODE
(C.1)
(
w(1 − w)∂ww + (C − (1 +A+B)w)∂w −AB
)
f(w) = g(w)
for an unknown function f(w). If g(w) = 0, the equation (C.1) is homogeneous and has 2-dimensional
solution space spanned by v1(w) and w
1−Cv2(w) for the functions
v1(w) = 2F1(A,B,C;w) and v2(w) = 2F1(1 +A− C, 1 +B − C, 2 − C;w)
holomorphic near w = 0. Both v1(w) and v2(w) satisfy the Property (R) defined in Definition 4.3.
A separate basis of solutions to (C.1) with similar good behavior at w = 1 is given by
2F1(A,B, 1 +A+B − C, 1 − w) and (1− w)C−A−B2F1(C −A,C −B, 1 + C −A−B, 1− w).
These two bases of solutions are related by connection equations, one of which is
(C.2) 2F1(A,B, 1 +A+B − C, 1− w) = Γ(C)Γ(C −A−B)
Γ(C −A)Γ(C −B)v1(w) +
Γ(2− C)Γ(C −A−B)
Γ(1−A)Γ(1 −B) w
1−Cv2(w).
If Re[C] > Re[A+B], they satisfy Gauss’s identity
(C.3) 2F1(A,B,C, 1) =
Γ(C)Γ(C −A−B)
Γ(C −A)Γ(C −B) ,
and the function 2F1(A,B,C,w)Γ(C) is holomorphic as a function of A,B,C. In particular, this means that
2F1(A,B,C,w) is holomorphic for C /∈ {0,−1,−2, . . .}.
If g(w) is not identically zero, then we may write
(C.4) f(w) = fhomog(w) + fpart(w),
where fpart(w) is a particular solution solving (C.1) and fhomog(w) solves the homogeneous version of (C.1).
Applying the variation of parameters method with homogeneous solutions {v1(w), w1−Cv2(w)} yields the
particular solution
(C.5) fpart(w) := − v1(w)
1− C
ˆ w
0
v2(t)g(t)
(1− t)C−A−B dt+
w1−Cv2(w)
1− C
ˆ w
0
v1(t)g(t)
t1−C(1− t)C−A−B dt.
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Lemma C.1. Suppose Re(C −A−B) ∈ (0, 1). Fix X ∈ {0, 1− C}. Suppose g(w) = wX g˜(w), and g˜(w) is
a function satisfying Property (R). Then the solution fpart(w) defined in (C.5) satisfies Property (R) is of
the form wX f˜(w) with f˜ satisfying Property (R) if X = 1− C.
Proof. We note that w1−C
´ w
0
v1(t)g(t)
t1−C(1−t)C−A−B dt = w
´ 1
0
v1(wt)g(wt)
t1−C(1−wt)C−A−B dt = w
´ 1
0
v1(wt)(wt)
X g˜(wt)
t1−C(1−wt)C−A−B dt. Since´ 1
0
v1(wt)(t)
X g˜(wt)
t1−C(1−wt)C−A−B dt satisfies Property (R), we are done. 
Corollary C.2. Suppose g(w) is of the form g1(w) + w
1−Cg2(w), where g1 and g2 satisfy Property (R).
Then any solution f(w) to (C.1) can be written in the same form.
We give in Lemma C.3 one construction of a family of particular solutions.
Lemma C.3. Suppose g(w) = wX g˜(w), where X ∈ {0, 1−C} and g˜(w) satisfies Property (R). The equation
(C.1) has particular solution
f(w) = fpart(w) +
{
Zv1(w) X = 0
Z ′w1−Cv2(w) X = 1− C,
where
Z =
1
1− C
ˆ 1
0
v2(t)g(t)
(1− t)C−A−B dt−
1
1− C
v2(1)
v1(1)
ˆ 1
0
v1(t)g(t)
t1−C(1− t)C−A−B dt
Z ′ =
1
1− C
v1(1)
v2(1)
ˆ 1
0
v2(t)g(t)
(1− t)C−A−B dt−
1
1− C
ˆ 1
0
v1(t)g(t)
t1−C(1− t)C−A−B dt.
This solution satisfies f(1) = 0 and satisfies Property (R) if X = 0 and is of the form w1−C f˜(w) with f˜
satisfying Property (R) if X = 1− C.
Proof. Direct computation shows that the claimed function f(w) is a particular solution to (C.1) and that
f(1) = 0. The analytic properties follow from Lemma C.1 and the fact that v1(w) and v2(w) both satisfy
Property (R). 
Appendix D. Proof of OPE lemmas
In this appendix, we provide the proofs of Lemmas 5.2 and 5.3, which were used in the proof of the OPE
in Section 5.
Proof of Lemma 5.2. Recall the notation l0 = l γ
2
from (5.4). We start with
sin(piu)−2l0−1
(
φαγ
2
(u, q)− φαγ
2
(0, q)
)(D.1)
= sin(piu)−2l0−1q
P2
2 +
l0
6 (1−
4l0
γ2
)
Θ′τ (0)
− 83
l20−l0
γ2
+ 13 l0
(
e
γPupi
2 sin(piu)l0Θτ (u)
−l0 − pil0Θ′τ (0)−l0
)
× E
[(ˆ 1
0
e
γ
2 Yτ (x)Θ(x)−
αγ
2 Θτ (u + x)
γ2
4 epiγPxdx
)−αγ+ 12 ]
+ sin(piu)−2l0−1q
P2
2 +
l0
6 (1−
4l0
γ2
)
Θ′τ (0)
− 83
l20−l0
γ2
+ 13 l0pil0Θ′τ (0)
−l0
×
(
E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (u+ x)
γ2
4 epiγPxdx
)−αγ+ 12]
− E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 + γ
2
4 epiγPxdx
)−αγ+ 12])
.
By our bound on α, we see that −2l0 > 0, and thus we have
lim
u→0
sin(piu)−2l0−1
(
e
γPupi
2 sin(piu)l0Θτ (u)
−l0 − pil0Θ′τ (0)−l0
)
= lim
u→0
O(u−2l0) = 0.
For the other piece, define the functions
g(u) :=
ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (u+ x)
γ2
4 epiγPxdx and g(t, u) := (1− t)g(0) + tg(u).
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For f(u) = E[g(u)−
α
γ+
1
2 ], we obtain
f(u)− f(0) =
ˆ 1
0
∂tE[g(t, u)
−αγ+ 12 ]dt =
(
−α
γ
+
1
2
) ˆ 1
0
E[(g(u)− g(0))g(t, u)−αγ− 12 ]dt.
Now, for all t ∈ [0, 1], by Girsanov’s theorem (Theorem B.2) we have
E[(g(u)− g(0))g(t, u)−αγ− 12 ]
=
ˆ 1
0
Θτ (y)
−αγ2
(
Θτ (u+ y)
γ2
4 −Θτ (y)
γ2
4
)
epiγPy
E
(ˆ 1
0
e
γ
2 Yτ (x)q
γ2
12 η(q)
γ2
2
Θτ (x)
−αγ2
|Θτ (x− y)| γ
2
2
(
(1− t)Θτ (x)
γ2
4 + tΘτ (u + x)
γ2
4
)
epiγPxdx
)−αγ− 12 dy.
For δ ∈ ( 11−2l0 , 1), if y ∈ [u1−δ, 1− u1−δ], then
sin(piu)−2l0−1Θτ (y)−
αγ
2
(
Θτ (u+ y)
γ2
4 −Θτ (y)
γ2
4
)
epiγPy = O(uδ(1−2l0)−1) = o(1),
which by the dominated convergence theorem implies that
lim
u→0
sin(piu)−2l0−1
ˆ 1−u1−δ
u1−δ
Θτ (y)
−αγ2
(
Θτ (u+ y)
γ2
4 −Θτ (y)
γ2
4
)
epiγPy
× E
(ˆ 1
0
e
γ
2 Yτ (x)q
γ2
12 η(q)
γ2
2
Θτ (x)
−αγ2
|Θτ (x− y)| γ
2
2
(
(1− t)Θτ (x)
γ2
4 + tΘτ (u + x)
γ2
4
)
epiγPxdx
)−αγ− 12 dy = 0.
As a result, we only need to study the limit when the integration variable y is contained in the two intervals
[0, u1−δ] and [1− u1−δ, 1]. Let us first focus on [0, u1−δ]. We have that
lim
u→0
sin(piu)−2l0−1
ˆ u1−δ
0
Θτ (y)
−αγ2
(
Θτ (u+ y)
γ2
4 −Θτ (y)
γ2
4
)
epiγPy
E
(ˆ 1
0
e
γ
2 Yτ (x)q
γ2
12 η(q)
γ2
2
Θτ (x)
−αγ2
|Θτ (x− y)| γ
2
2
(
(1− t)Θτ (x)
γ2
4 + tΘτ (u + x)
γ2
4
)
epiγPxdx
)−αγ− 12 dy
= lim
u→0
pi−1 sin(piu)−2l0
ˆ u−δ
0
Θτ (uz)
−αγ2
(
Θτ (u+ uz)
γ2
4 −Θτ (uz)
γ2
4
)
epiγPuz
E
(ˆ 1
0
e
γ
2 Yτ (x)q
γ2
12 η(q)
γ2
2
Θτ (x)
−αγ2
|Θτ (x− uz)| γ
2
2
(
(1− t)Θτ (x)
γ2
4 + tΘτ (u + x)
γ2
4
)
epiγPxdx
)−αγ− 12 dz
= pi−1e2ipil0−
ipiγ2
2 q−
αγ
12 − γ
2
24 η(q)−
αγ
2 − γ
2
4
ˆ ∞
0
lim
u→0
sin(piu)−2l0Θτ (uz)−
αγ
2
(
Θτ (u + uz)
γ2
4 −Θτ (uz)
γ2
4
)
epiγPuzdz
E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 − γ
2
4 epiγPxdx
)−αγ− 12]
,
where in the last step we have again applied dominated convergence. For |z| ≤ u−δ, we have
lim
u→0
sin(piu)−2l0Θτ (uz)−
αγ
2
(
Θτ (u + uz)
γ2
4 −Θτ (uz)
γ2
4
)
epiγPuz
= pi−2l0 lim
u→0
u−2l0(uzΘ′τ (0))
−αγ2
(
(u(1 + z)Θ′τ (0))
γ2
4 − (uzΘ′τ(0))
γ2
4
)
= pi−2l0Θ′τ (0)
2l0z−
αγ
2
(
(1 + z)
γ2
4 − z γ
2
4
)
.
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Substituting this equation into the line above yields a value of
pi−1−2l0e2ipil0−
ipiγ2
2 Θ′τ (0)
2l0q−
αγ
12 − γ
2
24 η(q)−
αγ
2 − γ
2
4
ˆ ∞
0
z−
αγ
2
(
(1 + z)
γ2
4 − z γ
2
4
)
dz
× E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 − γ
2
4 epiγPxdx
)−αγ− 12 ]
.
The integral over z appearing above is absolutely convergent because α ∈ (γ2 , 2γ ) and can be explicitly
evaluated as
ˆ ∞
0
z−
αγ
2
(
(1 + z)
γ2
4 − z γ
2
4
)
dz =
Γ(1 − αγ2 )Γ(−1 + αγ2 − γ
2
4 )
Γ(− γ24 )
.
The same analysis for the integration interval y ∈ [1− u1−δ, 1] yields the same limit multiplied by the phase
−epiγP−2ipil0. The conclusion of these computations is thus that
lim
u→0
sin(piu)−2l0−1E[(g(u)− g(0))g(t, u)−αγ− 12 ]
= pi−2l0−1e2ipil0−
ipiγ2
2 q−
αγ
12 − γ
2
24 η(q)−
αγ
2 − γ
2
4 Θ′τ (0)
2l0
Γ(1− αγ2 )Γ(−1 + αγ2 − γ
2
4 )
Γ(− γ24 )
(1 − epiγP−2ipil0)
× E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 − γ
2
4 epiγPxdx
)−αγ− 12 ]
.
Substituting everything into (D.1) then implies the final claim
lim
u→0
sin(piu)−2l0−1
(
φαγ
2
(u, q)− φαγ
2
(0, q)
)
= e2ipil0−
ipiγ2
2 q
P2
2 +
l0
6 (1−
4l0
γ2
)
q−
αγ
12 − γ
2
24 η(q)−
αγ
2 − γ
2
4 Θ′τ (0)
8
3
l0(1−l0)
γ2
+ 43 l0pi−l0−1
(
−α
γ
+
1
2
)
(1− epiγP−2ipil0)
× Γ(1−
αγ
2 )Γ(−1 + αγ2 − γ
2
4 )
Γ(− γ24 )
E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 −γ
2
4 epiγPxdx
)−αγ− 12 ]
= e2ipil0−
ipiγ2
2 q
P2
2 +
l0
6 − 23
l0(1+l0)
γ2 η(q)
8l0+24l
2
0
γ2
−6l0Θ′τ (0)
8
3
l0(1−l0)
γ2
+ 43 l0pi−l0−1
4l0
γ2
(1− epiγP−2ipil0)
× Γ(1−
αγ
2 )Γ(−1 + αγ2 − γ
2
4 )
Γ(− γ24 )
Aqγ,P (α +
γ
2
)
= e2ipil0−
ipiγ2
2 q
P2
2 +
l0
6 − 23
l0(1+l0)
γ2 (2pieipi)
− 8l0+24l
2
0
3γ2
+2l0Θ′τ (0)
16
3
l0(1+l0)
γ2
− 23 l0pi−l0−1
4l0
γ2
(1− epiγP−2ipil0)
× Γ(1−
αγ
2 )Γ(−1 + αγ2 − γ
2
4 )
Γ(− γ24 )
Aqγ,P (α +
γ
2
). 
Proof of Lemma 5.3. Recall the notation l˜0 := l 2
γ
from (5.4), and set s = −αγ + 2γ2 . This proof follows the
strategy detailed in [RZ20] closely and thus we will be quite brief on each estimate required. We write u = it
and work with small t > 0. For a Borel set I ⊆ [0, 1], we introduce the notation
(D.2) KI(it) :=
ˆ
I
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (it+ x)
γχ
2 epiγPxdx.
We now study the asymptotics of the quantity
(D.3) E[K[0,1](it)
s]− E[K[0,1](0)s] =: T1 + T2,
where we define
(D.4) T1 := E[K(t,1−t)(it)s]− E[K[0,1](0)s] and T2 := E[K[0,1](it)s]− E[K(t,1−t)(it)s].
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By direct inequalities one can show that there exists α0 > 0 depending only on γ such that for α > Q− α0
we have
(D.5) T1 = o(t
χ(Q−α)).
We now focus on T2. The goal is to restrict [0, 1] to [0, t
1+h) ∪ (t, 1 − t) ∪ (1 − t1+h, 1] for a small h > 0
to be fixed later so that the GMCs on the three disjoint parts will be weakly correlated. Choosing h small
enough, the arguments of [RZ20] show that
(D.6) E[K[0,1](it)
s]− E[K[0,t1+h)∪(t,1−t)∪(1−t1+h,1](it)s] = o(tχ(Q−α)).
It remains to evaluate E[K[0,t1+h)∪(t,1−t)∪(1−t1+h,1](it)s]− E[K(t,1−t)(it)s]. Using [JSW19, Theorem A], in a
small neighborhood of 0, it is possible to write Y∞(x) = Y1(x) + Y2(x) with Y1(x) an exactly log-correlated
Gaussian field and Y2(x) a continuous Gaussian process such that Y2(0) = 0 almost surely. (Note that Y1
and Y2 may not be independent, unlike Y∞(x) and Fτ (x).) Furthermore, for x ∈ R with |x| small enough
we can decompose Y1(x) as
Y1(x) = B−2 ln |2pix| + Z(x),
where Z(x) is the Gaussian process with covariance given by (5.5). Therefore, for x ∈ [−t, t] with t small
enough, we have a decomposition
(D.7) Yτ (x) = B−2 ln |2pix| + Z(x) + Y2(x) + Fτ (x).
Define now the processes
P (x) :=
(
B−2 ln |2pix| + Z(x) + Y2(x) + Fτ (x)
)
1|x|≤t1+h + Yτ (x)1|x|≥t,
P˜ (x) :=
(
B−2 ln |2pix| + Z˜(x) + Fτ (0)
)
1|x|≤t1+h + Yτ (x)1|x|≥t,
where Z˜ is an independent copy of Z. We may write
K[0,t1+h)∪(t,1−t)∪(1−t1+h,1](it) =
ˆ
[0,t1+h)∪(t,1−t)∪(1−t1+h,1]
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (it+ x)
χγ
2 epiγPxdx
=
ˆ
(− 12 ,t)∪(−t1+h,t1+h)∪(t, 12 ]
e
γ
2 Yτ (x)e−
ipiαγ
2 |Θτ (x)|−
αγ
2 Θτ (it+ x)
χγ
2
(
epiγPx1{x≥0} + e−
ipiχγ
2 epiγP (x+1)1{x<0}
)
dx.
Consider now for v ∈ [0, 1] the quantities
Pv(x) =
√
1− vP (x) +√vP˜ (x),
K(it, v) =
ˆ
(− 12 ,t)∪(−t1+h,t1+h)∪(t, 12 ]
e
γ
2 Pv(x)e−
ipiαγ
2 |Θτ (x)|−
αγ
2 Θτ (it+ x)
χγ
2
×
(
epiγPx1{x≥0} + e−
ipiχγ
2 epiγP (x+1)1{x<0}
)
dx.
Let K˜[0,t1+h)∪(1−t1+h,1](it) be defined in exactly the same way as K[0,t1+h)∪(1−t1+h,1](it) but using the inde-
pendent copy Z˜ of Z instead of Z in the decomposition (D.7) of Yτ (x). By applying Kahane’s inequality of
Theorem B.3 as performed in [RZ20], we have for some constant c > 0 that∣∣∣E [K[0,t1+h)∪(t,1−t)∪(1−t1+h,1](it)s]− E [(K(t,1−t)(it) + K˜[0,t1+h)∪(1−t1+h,1](it))s]∣∣∣
≤ 2|q(q − 1)|th sup
u∈[0,1]
E [|K(it, v)|s]
≤ c th.(D.8)
When h > χ(Q − α), we can bound the previous term by o(tχ(Q−α)). Let us now look more closely at
K˜[0,t1+h)∪(1−t1+h,1](it). We can write this term as
K˜[0,t1+h)∪(1−t1+h,1](it)
=
ˆ
(−t1+h,t1+h)
e
γ
2 P˜ (x)e−
ipiαγ
2 |Θτ (x)|−
αγ
2 Θτ (it+ x)
χγ
2
(
epiγPx1{x≥0} + e−
iχγ
2 epiγP (x+1)1{x<0}
)
dx
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with
e
γ
2 P˜ (x)dx = |2pix| γ
2
4 e
γ
2B−2 ln |2pix|e
γ
2 Z˜(x)− γ
2
8 E[Z˜(x)
2]e
γ
2 Fτ (0)− γ
2
8 E[Fτ(0)
2]dx.
Up to an asymptotically negligible error, it is possible to replace K˜[0,t1+h)∪(1−t1+h,1](it) by
Θ′τ (0)
γχ
2 −αγ2
ˆ
(−t1+h,t1+h)
e
γ
2 P˜ (x)|x|−αγ2 (it+ x)χγ2
(
1{x≥0} + e−
ipiχγ
2 epiγP1{x<0}
)
dx.
Apply now the change of variable x = ±t1+he−s/2 for the above quantity to obtain
Θ′τ (0)
γχ
2 −αγ2
ˆ
(0,t1+h)
|x|−αγ2
(
e
γ
2 P˜ (x)(it+ x)
γχ
2 1{x≥0} + e
γ
2 P˜ (−x)(it− x) γχ2 e− ipiχγ2 epiγP1{x<0}
)
dx
=
1
2
Θ′τ (0)
γχ
2 −αγ2 |2pi| γ
2
4 e
γ
2 Fτ (0)− γ
2
8 E[Fτ(0)
2]t(1+h)(
γ2
4 −αγ2 +1)e
γ
2B−2 ln |2pit1+h|
×
ˆ ∞
0
e
γ
2 B˜se−
s
2 (
γ2
4 −αγ2 +1)
(
e
γ
2 Z˜(e
−s/2)(it+ t1+he−s/2)
γχ
2 + e
γ
2 Z˜(−e−s/2)(it− t1+he−s/2) γχ2 e− ipiχγ2 +piγP
)
ds.
Again up to an asymptotically negligible error, we can replace the expression above by
i
γχ
2
2
Θ′τ (0)
γχ
2 −αγ2 |2pi| γ
2
4 e
γ
2 Fτ (0)−γ
2
8 E[Fτ(0)
2]t
γχ
2 +(1+h)(
γ2
4 −αγ2 +1)e
γ
2B−2 ln |2pit1+h|
ˆ ∞
0
e
γ
2 (B˜s− s2 (Q−α))dµZ˜(s)
where we have introduced
dµZ˜(s) :=
(
e
γ
2 Z˜(e
−s/2) + e
γ
2 Z˜(−e−s/2)e−
ipiχγ
2 +piγP
)
ds
and used the Markov property of the Brownian motion and stationarity of dµZ˜(s). We define the quantities
σt := Θ
′
τ (0)
γχ
2 −αγ2 |2pi| γ
2
4 e
γ
2 Fτ (0)− γ
2
8 E[Fτ (0)
2]t
γχ
2 +(1+h)(
γ2
4 −αγ2 +1)e
γ
2B−2 ln |2pit1+h| ,
V :=
1
2
ˆ ∞
0
e
γ
2 (B˜s− s2 (Q−α))dµZ˜(s).
By simple inequalities, we can prove that∣∣∣E[(K(t,1−t)(it) + K˜[0,t1+h)∪(1−t1+h,1](it))s]− E [(K(t,1−t)(it) + i γχ2 σtV )s]∣∣∣ = o(tχ(Q−α)).
By the Williams path decomposition of Theorem B.4 we can write
(D.9) V = e
γ
2M
1
2
ˆ ∞
−LM
e
γ
2B
Q−α
2
s µZ˜(ds),
where M = sups>0(B˜s − Q−α2 s) and LM is the last time
(
B
Q−α
2−s
)
s≥0
hits −M . Recall that the law of M is
known and satisfies
(D.10) P(e
γ
2M > v) =
1
v
2
γ (Q−α)
for v ≥ 1, and also recall from definition (5.7) the quantity
(D.11) ρ(α, 1, e−ipi
γχ
2 +piγP ) :=
1
2
ˆ ∞
−∞
e
γ
2B
Q−α
2
s µZ˜(ds).
Next we can show that∣∣∣E [(K(t,1−t)(it) + i γχ2 σtV )s]− E [(K(t,1−t)(it) + i γχ2 σte γ2Mρ(α, 1, e−ipi γχ2 +piγP ))s]∣∣∣ = o(tχ(Q−α)).
In summary,
(D.12) T2 = E[(K(t,1−t)(it) + i
γχ
2 σte
γ
2Mρ(α, 1, e−ipi
γχ
2 +piγP ))s]− E[K(t,1−t)(it)s] + o(tχ(Q−α)).
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Finally, we evaluate the above difference at first order explicitly using the fact that the density of e
γ
2M is
known
E[(K(t,1−t)(it) + i
γχ
2 σte
γ
2Mρ(α, 1, e−ipi
γχ
2 +piγP ))s]− E[K(t,1−t)(it)s]
=
2
γ
(Q− α)E
[ˆ ∞
1
dv
v
2
γ (Q−α)+1
((
K(t,1−t)(it) + i
γχ
2 σtρ(α, 1, e
−ipi γχ2 +piγP )v
)s
−K(t,1−t)(it)s
)]
= iχ(Q−α)
2
γ
(Q − α)
Γ( 2γ (α−Q))Γ( 2γ (Q− α) − s)
Γ(−s) R(α, 1, e
piγP− ipiγχ2 )E
[
σ
2
γ (Q−α)
t K(t,1−t)(it)
s− 2γ (Q−α)
]
+ o(tχ(Q−α)).
To obtain the desired answer, we perform the manipulation
σ
2
γ (Q−α)
t =
(
Θ′τ (0)
γχ
2 −αγ2 |2pi| γ
2
4 e
γ
2Fτ (0)− γ
2
8 E[Fτ (0)
2]t
γχ
2 +(1+h)(
γ2
4 −αγ2 +1)e
γ
2B−2 ln |2pit1+h|
) 2
γ (Q−α)
=
(
Θ′τ (0)
γχ
2 −αγ2 (2pi)
γ2
4 t
γχ
2 +
γ
2 (1+h)(Q−α)q−
γ2
24 η(q)
γ2
2
) 2
γ (Q−α)
e(Q−α)(B−2 ln |2pit1+h|+Fτ (0))
and then
e(Q−α)(B−2 log |2pit1+h|+Fτ (0))
= (2pi)−(Q−α)
2
t−(1+h)(Q−α)
2
(q−1/12η(q))−2(Q−α)
2
e
(Q−α)(B−2 ln |2pit1+h|+Fτ (0))−
(Q−α)2
2 (E[B
2
−2 ln |2pit1+h|]+E[Fτ (0)
2])
.
Further, for all x ∈ [t, 1− t] with t small enough
E[Yτ (x)(B−2 ln |2pit1+h| + Fτ (0))] = −2 log |Θτ (x)|+ 2 log |q1/6η(q)|,
which implies by Girsanov’s theorem (Theorem B.2) that
lim
t→0
E
[
e
(Q−α)(B−2 ln |2pit1+h|+Fτ (0))− (Q−α)
2
2 (E[B
2
−2 ln |2pit1+h|]+E[Fτ(0)
2])
×
(ˆ 1−t
t
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (it+ x)
χγ
2 epiγPxdx
)α+χ−2Q
γ
]
= eipi(Q−α)(α+χ−2Q)(q
1
6 η(q))(Q−α)(α+χ−2Q)E
(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
− γ2 (2Q−α−χ)epiγPxdx
)α+χ−2Q
γ
 .
From this we obtain the final claim
E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 Θτ (u+ x)
χγ
2 epiγPxdx
)−αγ+χγ ]
− E
[(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
−αγ2 + γχ2 epiγPxdx
)−αγ+χγ ]
= −u1+2lχ(2pi)(α−Q)( 2γ−α)Γ(
2α
γ − 4γ2 )Γ(2Q−α−χγ )
Γ(αγ − χγ )
(q
1
6 η(q))(Q−α)(α+χ−2Q)Θ′τ (0)
(Q−α)(χ−α)eipi(Q−α)(α+χ−2Q)
× (q− 112 η(q))(Q−α)(2α− 4γ )R(α, 1, e−ipi γχ2 +piγP )E
(ˆ 1
0
e
γ
2 Yτ (x)Θτ (x)
− γ2 (2Q−α−χ)epiγPxdx
)α+χ−2Q
γ

+ o(u1+2lχ),
where we can simplify the prefactors to
(2pi)(α−Q)(
2
γ−α)(q
1
6 η(q))(Q−α)(α+χ−2Q)Θ′τ (0)
(Q−α)(χ−α)eipi(Q−α)(α+χ−2Q)(q−
1
12 η(q))(Q−α)(2α−
4
γ )
= (2pi)(α−Q)(
2
γ−α)q
1
6 (Q−α)(χ+ 2γ−2Q)η(q)(Q−α)(3α+χ−2Q−
4
γ )Θ′τ (0)
(Q−α)(χ−α)eipi(Q−α)(α+χ−2Q)
= (2pi)(Q−α)(
γ
3−χ3+ 23γ )q
1
6 (Q−α)(χ+ 2γ−2Q)Θ′τ (0)
(Q−α)( 2χ3 − 43γ− 23χ )eipi(Q−α)(
4
3γ− 2χ3 − 43χ ). 
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