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Abstract
We consider stationary ergodic processes indexed by Z or Zn whose finite dimensional
marginals have laws which are absolutely continuous with respect to Lebesgue measure.
We define an entropy theory for these continuous processes, prove an analog of the Shannon
Breiman Mac Millan theorem and study more precisely the particular example of Gaussian
processes.
1 Introduction
In [17] Shannon introduced a general theory of entropy designed to quantify the rate at which
information is produced through the evolution of a stationary stochastic process. He gave two
definitions: one for random variables assuming discrete values and the other for random variables
which assume real values or, more generally, values in Rn. However these definitions represent but
two aspects of a single notion.
In 1958 Kolmogorov adapted Shannon’s discrete version in his definition of entropy for dynami-
cal systems which enabled him to solve an important open problem concerning the classification
of measure-preserving transformations with continuous (in fact Lebesgue) spectrum. Shortly af-
terwards Sinai modified and improved Kolmogorov’s definition so that today one speaks of the
Kolmogorov-Sinai, K.S., invariant.
1
The K.S. entropy is also an invariant for stationary stochastic processes in as much as they may
be represented as measure preserving transformations. However these processes frequently have
infinite entropy particularly when the random variables take their values in a non-discrete space.
For example all stationary Gaussian processes with absolutely continuous spectrum have the same
infinite K.S. entropy and indeed they are all measure theoretically isomorphic to each other (Orn-
stein [9]).
For this reason we feel that a modification of the traditional definition of isomorphism should be
considered which distinguishes between various processes with infinite K.S. entropy. This paper
should be regarded as a move toward this end in that we produce an ≪invariant≫ based on Shan-
non’s second version of entropy (designed for continuous valued random variables).
Shannon’s entropy was extensively investigated, especially by the Russian school, in the late 1950’s
and a thorough account appears in Pinsker’s book [14]. One of our main purposes is to clarify and
extend known results in this area.
The invariant investigated here ( naturally referred to as Shannon entropy ) is simply a normalised
limit of entropy for Rn valued random variables, which we compute for all stationary Gaussian
processes in terms of their spectral measures. In general this entropy is finite even when the K.S.
entropy is infinite. We show how this entropy changes when a stationary Gaussian process is sub-
jected to a linear transformation.
This is a topic closely related to the work of Wiener [20] and Kolmogorov [7] on linear prediction
theory. It is well known that stationary Gaussian processes may be regarded as non-linear exten-
sions of stationary linear sequences in Hilbert space (i.e. ≪wide sense≫ processes in the language
of Doob [2] ) and entropy theory may be regarded as the prediction theory of non-linear processes.
Wiener was particularly interested in non-linear prediction and in [21] he attempted to prove that
all stationary processes satisfying certain mild conditions are isomorphic to independent Gaussian
processes. As shown by Rosenblatt [15] his proof was flawed and it is interesting to note that his
mistake, which concerned the behaviour of decreasing sequences of sigma algebras, was repeated by
Kolmogorov (as shown By Rokhlin) in a different context some years later. We now know through
the work of Ornstein and his co-workers that Wiener’s claim is actually false.
We shall be concerned almost exclusively with stationary stochastic processes X = (Xn) for which
the distribution measure of (X0, ...,Xn) is absolutely continuous with respect to n + 1 dimen-
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sional Lebesgue measure for all n = 0, 1, ... Our first theorem shows that for any ergodic measure-
preserving transformation T of a probability space there exist functions F such that (F ◦T n) satifies
the above condition. We prove thereafter that an entropy ≪ a` la Kolmogorov≫ can be defined using
the continuous entropy definition of Shannon. We prove that these averages of entropies always
converge. The theory extends naturally to Zn actions. In this framework, we prove a Shannon
Mac Millan Breiman type pointwise theorem. However, if the Kolmogorov-Sinai entropy of the
transformation is finite, then the limit above is always −∞. In general, this limit is majorized by
1
2 log(2π) plus one half of the variance of the observable. In particular, the preceding inequality
reduces to equality if and only if the process is Gaussian independent ( This generalizes to processes
a result of Shannon for the case of random variables). We give also a similar characterization for a
stationary process to be Markovian, and, more generally, to be with memory p. The theory applies
naturally to Gaussian processes, for which, we give a closed formula for this continuous entropy. It
turns out that, in the Gaussian Markovian case, this entropy determines the process, and in the
Gaussian case, when finite it determines the process up to unilateral isomorphism.
We give also some relationships with the rate of entropy of Pinsker and with the rate of generation
of information as well.
William Parry, our co-author, died August 20-th 2006, at the time where these notes were com-
pleted.
2 Absolutely continuous processes based on an ergodic system
We begin with
Definition 2.1:
A real valued discrete time process X = (Xn)n∈I , indexed by a countable set I, is said to be abso-
lutely continuous if for every finite subset K of I, with cardinality | K |, the joint distribution of
(Xn)n∈K is absolutely continuous with respect to the | K |-dimensional Lebesgue measure.
We shall only be using I = Z, or I = Z2.
In this section we prove the following:
Proposition 2.2:
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Let (Ω, T, µ) be an invertible ergodic dynamical system. Then there exists F ∈ L2(µ) such that the
process (F ◦ T n) is absolutely continuous.
Proof: Let (Y, S, γ) be the independent gaussian dynamical system: Y := RZ, S the shift transfor-
mation: (Sy)j = yj+1, for y ∈ Y, j ∈ Z, and γ the product measure of the measures γj , j ∈ Z, where,
for every j, γj = (2π)
− 1
2 exp(−12x2)dl(x), l being the Lebesgue measure on R. Let Yn : Y → R be
the projection onto the n’th coordinate.
According to Dye’s Theorem, [3], there exists an integer-valued measurable function τ : Y → Z
such that if S1 : Y → Y is the transformation defined by S1(y) = Sτ(y)(y), for γ-almost all y ∈ Y ,
then the two dynamical systems (Ω, T, µ) and (Y, S1, γ) are isomorphic. Let θ : Ω → Y be a map
giving the isomorphism: θ ◦T = S1 ◦θ and γ = µ◦θ−1. Set F = Y0 ◦θ and Zn = Y0 ◦Sn1 , for n ∈ Z,
so that (F,F ◦ T, ..., F ◦ T n−1) and (Z0, Z1, ...Zn−1) have the same law, say αn. We show now that
αn is absolutely continuous with respect to Lebesgue measure and this ends the proof. To do this,
for every k¯ = (k1, ..., kn−1) ∈ Zn−1, put
Ek¯ = {τ = k1, τ ◦ Sk1 = k2, τ ◦ Sk1+k2 = k3, ..., τ ◦ Sk1+...+kn−2 = kn−1},
and let Fk¯ denote the sigma-algebra generated by Y0, Yk1 , ..., Yk1+...+kn−1. In view of the definition
of (Y, S, γ), straightforeward computations show then that αn is absolutely continuous with respect
to Lebesgue measure and has the density g :=
∑
k¯∈Zn gk¯, where
gk¯(y0, ..., yn−1) = Eγ [1Ek¯ | Fk¯](y0, y1, ..., yn−1)× (2π)−
n
2 exp(−1
2
(y20 + ...+ y
2
n−1)),
and Eγ [1Ek¯ | Fk¯] denotes the conditional expectation with respect to γ of 1Ek¯ given the sigma
algebra Fk¯.
Remark 2.3:
(1) The function F in Lemma 2 can be taken ( as the proof shows ) in the intersection of {Lp(µ) :
p ≥ 1}.
(2) We can show that there is F such that, for every n, the law of (F,F ◦T, ..., F ◦T n−1) is equivalent
to the n-dimensional Lebesgue measure.
In the same way we have
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Proposition 2.4:
If T and S are measure preserving transformations which commute on a probability space (Ω,F , µ),
such that the joint action is ergodic then there exists F ∈ L2(µ) such that the process (F ◦ Tm ◦
Sn)(m,n)∈Z2 is absolutely continuous.
3 Notations, a few prerequisites and a lemma
3.1 Conditional entropy of probability measures
In this subsection we recall various definitions attached to Shannon entropy [14 ].
Definition 3.1 :
Let P and Q be probability measures defined on the same measurable space (Ω,F). Let P be the set
of all finite measurable partitions of Ω. If Π is in P let
SΠ(P | Q) :=
∑
E∈Π
P (E)log(
P (E)
Q(E)
).(1)
Then for Π1 ∈ P, Π1 finer than Π implies
SΠ(P | Q) ≤ SΠ1(P | Q).(2)
The entropy HQ(P ) of P with respect to Q is defined by
HQ(P ) := sup
Π∈P
SΠ(P | Q).(3)
We list without proofs some results which we are going to use.
Theorem A (Gelfand, Yaglom, Perez, [14]): Let P,Q be two probabiliy measures on the
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measurable space (Ω,F). Then
If the entropy HQ(P ) is finite then P is absolutely continuous with respect to Q and
HQ(P ) =
∫
log(
dP
dQ
)dP.
(In particular if P is not absolutely continuous with respect to Q, HQ(P ) = +∞).
This was introduced first by Shannon [ 17 ], for densities:
If f ∈ L1+(dx) is such that
∫
R
f(x)dx = 1, Shannon considered
∫
R
f(x)logf(x)dx.
Let ψ be the function defined for x > 0, by
ψ(x) = −xlog(x).(4)
Remark 3.2:
(1) If HQ(P ) is finite then
HQ(P ) =
∫
log(
dP
dQ
)× dP
dQ
dQ = −
∫
ψ(
dP
dQ
)dQ.(5)
In particular,
(2) HQ(P ) = 0 if and only if P = Q.
(3) More generally, If P is absolutely continuous with respect to Q then
HQ(P ) <∞ ⇐⇒
∫
log(
dP
dQ
)dP <∞ ⇐⇒
∫
(−ψ)(dP
dQ
)dQ <∞.(6)
The following theorem follows from the monotonicity property (2).
Theorem B (Dobrushin, [14]): Let P,Q be probability measures on (Ω,F), L an algebra of sets
belonging to F , which generates the sigma-algebra F , and let R be a family of finite partitions of
Ω whose elements belong to L. If every partition consisting of sets from L has a finer partition in
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R, then
HQ(P ) = sup
Π∈R
SΠ(P | Q).
* Note that, as remarked by the translator of Pinsker, in Theorem B of Dobrushin, the condition
that the elements of the partitions in R be in L is not necessary.
3.2 A lemma
The following lemma will play an essential role in the rest of the paper.
Lemma 3.3:
Let (Ωi;Fi, Pi) be a probability space for i = 1, 2, and ν a probability measure on (Ω1×Ω2,F1⊗F2)
with marginals ν1 on (Ω1,F1) and ν2 on (Ω2,F2). Then
HP1×P2(ν) = Hν1×ν2(ν) +HP1(ν1) +HP2(ν2),(7)
and in particular
HP1×P2(ν) ≥ HP1(ν1) +HP2(ν2),(8)
HP1×P2(ν) ≥ Hν1×ν2(ν).(9)
Proof: By Theorem B of Dobrushin,HP1×P2(ν) is given by the supremum, over all finite measurable
partitions Π1 of Ω1 and Π2 of Ω2, of the sums SΠ1×Π2(ν | P1 × P2).
If ν is not absolutely continuous with respect to ν1 × ν2, then, by Theorem A, Hν1×ν2(ν) = +∞,
and thus
HP1×P2(ν) ≤ +∞ = Hν1×ν2(ν) +HP1(ν1) +HP2(ν2).
If ν is absolutely continuous with respect to ν1 × ν2, the equalities
ν(E × F )log ν(E × F )
P1 × P2(E × F ) = ν(E × F )[log
ν(E × F )
ν1 × ν2(E × F ) + log
ν1(E)
P1(E)
+ log
ν2(F )
P2(F )
], E ∈ Π1, F ∈ Π2,
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imply
SΠ1×Π2(ν | P1 × P2) = SΠ1×Π2(ν | ν1 × ν2) + SΠ1(ν1 | P1) + SΠ2(ν2 | P2), (E1)
and therefore
SΠ1×Π2(ν | P1 × P2) ≤ Hν1×ν2(ν) +HP1(ν1) +HP2(ν2),
from which it follows that
HP1×P2(ν) ≤ Hν1×ν2(ν) +HP1(ν1) +HP2(ν2).
To prove the reverse inequality
HP1×P2(ν) ≥ Hν1×ν2(ν) +HP1(ν1) +HP2(ν2), (E2)
consider four arbitrary finite measurable partitions: Π1, ∆1 of Ω1, and Π2, ∆2 of Ω2, and note
that we can find a finite measurable partition Γi of Ωi refining both Πi and ∆i, i = 1, 2. Then the
partition Γ1 × Γ2 := {M ×N : M ∈ Γ1, N ∈ Γ2} refines also Π1 × Π2. But, in view of inequality
(2), we have, for i = 1, 2,
S∆i(νi | Pi) ≤ SΓi(νi | Pi).
Similarly
SΠ1×Π2(ν | ν1 × ν2) ≤ SΓ1×Γ2(ν | ν1 × ν2).
So by summing we get, by (E1)
S∆1(ν1 | P1) + S∆2(ν2 | P2) + SΠ1×Π2(ν | ν1 × ν2) ≤ SΓ1×Γ2(ν | P1 × P2)) ≤ HP1×P2(ν),
from which (E2) follows. This proves (7). As trivially (7) implies (8) and (9), the proof is finished.
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Remark 3.4:
The inequality (9) implies that, for fixed ν, the infimum, over all probability measures P1 and P2,
of HP1×P2(ν) is attained for P1 = ν1 and P2 = ν2, and the formula (7) shows that it is attained
only for these particular values of P1 and P2.
Corollary 3.5:
Let ν be a probability measure on a product measurable space. If the entropy HP1×P2(ν) of ν, with
respect to a product probability measure P1 × P2, is finite , then ν is absolutely continuous with
respect to the product ν1 × ν2 of its marginals, and these marginals are absolutely continuous with
respect to P1 and P2 respectively.
4 Shannon entropy of absolutely continuous processes
4.1 Notation
Let (Ω, T, µ) be an invertible ergodic dynamical system. Let A = {A1, ..., Ak} be a finite partition
of Ω. Let m on AZ be the product measure with marginals giving equal weights to the atoms of
A. Let F =∑kj=0 aj1Aj be discrete with ai 6= aj for i 6= j, and Fn(x) = (F (x), ..., F (T n−1x)), for
x ∈ Ω. Then if µn = µF−1n and mn respectively are the restrictions of µ and m to
∨n−1
j=0 T
jA, we
obtain, with the standard definition of entropy of a partition
Hµ(
n−1∨
j=0
T−jA) = −
∫
Ω
log
dµF−1n
dmn
◦ Fndµ.
In this paper we are interested in the case where F is continuous valued, say real valued, with
(F ◦ T n) absolutely continuous (cf. Definition 2.1). In this case, denoting ln the Lebesgue measure
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on Rn, we consider the function In = In(F ) defined by:
In(x) := −log(dµF
−1
n
dln
) ◦ Fn(x), x ∈ Ω,(10)
together with its integral
Hn = Hn(F ) :=
∫
Ω
Indµ.(11)
Then, with ψ as in (4), it follows
Hn(F ) =
∫
Rn
ψ(
dµF−1n
dln
)dln.(12)
We focus on the asymptotic behavior of the sequences 1nIn and 1nHn, which we call, respectively,
the sequences of Shannon information and Shannon entropy associated to the process (F ◦ T n).
Let
γ0 =
1√
2π
exp(−1
2
x2)dl(x), γn = γ
⊗n
0 , n ≥ 1.(13)
The following quantities are closely related to In and Hn:
In,G = In,G(F ) = −logdµF
−1
n
dγn
◦ Fn (Hn,G = Hn,G(F ) =
∫
In,G(F )dµ),(14)
In,PM = In,PM(F ) = −log dµF
−1
n
d(µF−1)⊗n
◦ Fn (Hn,PM(F ) =
∫
In,PM(F )dµ).(15)
The link between these quantities, which behave very much the same, is made precise in the formulas
(46) and (47).
We shall employ each of the above quantities as seems appropriate. It should be clear that a result
formulated using one is easily transformed into a result formulated in terms of the other.
In the case of ergodic Z2 action we shall use the following notation
If F : Ω → R is measurable and K is a finite subset of Z2, let FK(x) = (F (TmSnx))(m,n)∈K ,
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for x ∈ Ω. If the law of FK is absolutely continuous with respect to | K |-dimensional Lebesgue
measure, we denote fK its density. In particular if K = {(i, j) ∈ Z2 : 0 ≤ i ≤ n− 1, 0 ≤ j ≤ n− 1},
we denote FK by Fn2 and fK by fn2 . If the process (F ◦Tm ◦Sn)(m,n)∈Z2 is absolutely continuous,
as in one dimensional case, we consider
h(2)n := −logfn2 ◦ Fn2 ,(16)
and its integral
H(2)n :=
∫
h(2)n dµ.(17)
As our concern is the asymptotic behavior of 1
n2
h
(2)
n , there is no loss of generality if we suppose
that Ω = RZ
2
, F is the projection onto the zero coordinate, (Tx)g = xg+(0,1), (Sx)g = xg+(1,0),
for x ∈ RZ2 , g ∈ Z2, and that µ is a probability measure whose finite dimensional marginals are
absolutely continuous with respect to Lebesgue measure, and which is invariant by the shifts T and
S. In this case all the densities fn2 , for various n, will be denoted by f without subscript, so that
for every x ∈ RZ2 , we have
1
n2
h(2)n (x) = −
1
n2
logf(Xnn−1,n−1),(18)
where
Xni,j := (xs,t)(s,t)∈Ini,j , (α0)
and
Ini,j := {(s, j) : s = 0, ..., i} ∪ {(s, t) : 0 ≤ s ≤ n− 1, 0 ≤ t ≤ j − 1}, (α1)
for 1 ≤ i, j ≤ n− 1, In0,0 = {(0, 0)} and Ini,0 = {(s, 0) : s = 0, ..., i}. Let, for future use,
Y ni,j := (xs,t)(s,t)∈Ini,j ,(s,t)6=(0,0). (α2)
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In particular
Xn+1n,n := (xs,t)s,t=0,...,n, (a0)
and
Y n+1n,n := (xs,t)s,t=0,...,n,(s,t)6=0. (a1)
Let
L := {(i, j, n) : 0 ≤ i, j ≤ n− 1, n ≥ 1}. (a2)
The set inclusion on the Ini,j, induces a partial order on L: we set
(i, j, n) ≤ (i′, j′, n′) ⇐⇒ Ini,j ⊂ In
′
i′,j′ ⇐⇒ (j < j′, n ≤ n′)or(j = j′, i ≤ i′, n ≤ n′).
That is the product of the lexicographical order on {(j, i)} and the usual order on {n}.
In the remark below, we single out two properties which we use later:
Remark 4.1:
(1) L is directed, and C := {n− 1, n − 1, n) : n ≥ 1} is a cofinal subset of L.
(2) if {(ik, jk, nk) : k ∈ N} is an infinite subset of L, then there is an infinite subset J of N, such
that the sequence ((ik, jk, nk))k∈J is strictly increasing in L, and limk∈J nk +∞.
For l = (i, j, n) ∈ L, denote Fl or σ(Xni,j), the sigma-algebra generated by {xs,t : (s, t) ∈ Ini,j}.
Then, for l, l′ ∈ L, l ≤ l′ ⇐⇒ Fl ⊂ Fl′ .
If m is a probability measure on RN
2
, mni,j will denote its restriction to Fl = σ(Xni,j), and then we
write
mni,j := m | σ(Xni,j), (r0)
and in particular mnn−1,n−1 will be denoted simply mn.
Two particular probability measures π and ν on RN
2
, will be useful for our purpose. Their finite
dimensional marginals πn = π
n
n−1,n−1 and νn = ν
n
n−1,n−1 are given by
πn =
∏
(s,t)∈Inn−1,n−1
f(xs,t)dλ,(19)
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and
νn = f(x0,0)× f(Y nn−1,n−1)dλ,(20)
where Y nn−1,n−1 is as in (a1) and λ = λn2 denotes n
2-dimensional Lebesgue measure.
Recall also that
µn = f(X
n
n−1,n−1)dλ,(21)
where Xnn−1,n−1 is as in (a0).
4.2 Convergence of the Shannon entropy
We now turn to the dynamical situation. We consider a dynamical system (Ω, T, µ) and denote
AC(Ω, T, µ) the set of functions F ∈ L2(µ) such that the process (F ◦ T n) is absolutely continuous
(i.e. as in Definition 2.1).
We establish the convergence of the sequence of Shannon entropy Hn(F )n defined by (11), and give,
as in the discrete valued case, an a priori upper bound for this limit and a criterion implying that
the process (F ◦ T n) is Gaussian independent (Corollary 4.5). We also identify this limit ( Lemma
4.8 ).
In the same way, for Z2 action, with T and S as generators, AC(Ω, T, S, µ) will denote the set of
F ∈ L2(µ) such that the process (F ◦ TmSn)m,n∈Z is absolutely continuous (i.e. Definition 2.1).
The next formula gives one of the announced links.
Recall that γn denotes the independent Gaussian measure ( cf. (13) ), and ψ is as in (4).
Lemma 4.2:
Let F ∈ AC(Ω, T, µ). Then
Hn(F )
n
=
1
n
∫
Rn
ψ(
dµF−1n
dγn
)dγn +
1
2
log(2π) +
1
2
|| F ||22 .(22)
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Proof: From formula (12), we get
Hn =
∫
dµF−1n
dγn
ψ(
dγn
dln
)dln +
∫
ψ(
dµF−1n
dγn
)dγn.
But, if h(t) := 1√
2π
exp(−12 t2) for t ∈ R, then
∫
dµF−1n
dγn
ψ(
dγn
dln
)dln =
∫
−logdγn
dln
dµF−1n = −
n−1∑
j=0
∫
log(h(xj))dµF
−1
n (x) = −
n−1∑
j=0
∫
log(h(F (T jx)))dµ(x)
= −n
∫
log(h(F (x)))dµ(x) = −n[−1
2
log(2π) − 1
2
∫
F (x)2dµ(x)] = n× [1
2
log(2π) +
1
2
|| F ||22].
Remark 4.3:
(i) The preceding formula (22) can be written as
Hn(F ) = −Hγn(µF−1n ) +
n
2
(log2π+ || F ||22).(23)
(ii) If Hn(F ) is infinite then Hn+1(F ) is infinite.
In fact, (ii) follows from (i), and (i) from formula (5).
Lemma 4.4:
Let F ∈ AC(Ω, T, µ). Then (Hn(F ))n∈N is a sub-additive sequence: for n, p ∈ N
Hn+p ≤ Hn +Hp.(24)
Proof: Inequality (24) follows immediately from Lemma 3.3 and formula (23).
The following corollary is the analogue for the Shannon entropy of the fact that the Kolmogorv
entropy of a countable states process is bounded by the entropy of the zerot’h coordinate. The
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equality case is analogous to the fact that in the Kolmogorov situation, the equality implies that
the process is Bernoulli.
Corollary 4.5:
Let (Ω, T, µ) be a dynamical system. Then for any F ∈ AC(Ω, T, µ) the sequence (Hn(F )n ) of Shan-
non entropies converges to Se(F, T ), which may be infinite. Moreover:
Se(F, T ) ≤ 1
2
(log(2π)+ || F ||22),(25)
and the equality holds if and only if for every n the law µF−1n of (F,F ◦ T, ..., F ◦ T n−1) is the
gaussian independent measure γn.
Proof: The sequence (Hnn ) converges to its infimum, since (Hn) is sub-additive by Lemma 4.4. On
the other hand, formula (23) implies Hnn ≤ 12(log(2π)+ || F ||22), which yields then the inequality
(25).
To prove the other statement, note that from formula (23) and the equality Se(F, T ) = inf{Hnn :
n ∈ N}, it follows that the equality in (25) is equivalent to the equalities Hγn(µF−1n ) = 0,∀n. But
this is equivalent to the equalities µF−1n = γn,∀n by Remark 3.2(2).
Note that the preceding corollary generalizes to processes a theorem of Shannon that among ran-
dom variables with fixed variance the maximum of the continuous entropy is achieved by a gaussian
variable.
A similar proof can yield an n dimensional version of this theorem of Shannon .
Proposition 4.6
Let M1(n) = {p ∈ L1+(ln) :
∫
Rn
p(x)dln(x) = 1,
∫
Rn
|| x ||22 p(x)dln(x) = n}. Then
sup
p∈M1(n)
∫
Rn
ψ(p(x))dln(x) =
n
2
(1 + log(2π)).
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Furthermore this supremum is attained for the gaussian independent density
p(x) = (2π)−
n
2 exp(−1
2
(x20 + ...+ x
2
n−1))
for x = (x0, ..., xn−1) ∈ Rn, and this is the only one.
We came to the main definition of this section:
Definition 4.7:
The Shannon entropy Se(F, T ) of the process (F ◦ T n) is defined by the equality
Se(F, T ) := lim
n
Hn(F )
n
.(26)
Next we identify the limit in definition 4.7, the Shannon entropy Se(F, T ) of the process (F ◦ T n),
using conditional entropy, or information ( Lemma 4.8 (b) (ii) and (iii) ).
Lemma 4.8:
(a) Suppose that Hn+p is finite. Then
HµF−1n ×µF−1p (µF
−1
n+p) = Hn +Hp −Hn+p,(27)
and, for fixed n, the sequence HµF−1n ×µF−1p (µF
−1
n+p) is increasing in p.
(b) If Hn is finite for all n, then
(i) Se(F, T ) is finite if and only if for every n, or for some n, suppHµF−1n ×µF−1p (µF
−1
n+p) is finite.
(ii)
sup
p
HµF−1n ×µF−1p (µF
−1
n+p) = Hn − n× Se(F, T ).(28)
(iii) If ν is the law of the process (F,F ◦ T, ...) and νn is the probability measure on RN, with
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n+ p-marginal given by µF−1n × µF−1p , for any p ≥ 0, then
Hνn(ν) = Hn − nSe(F, T ).
In particular, if Se(F, T ) is finite, ν is abolutely continuous with respect to νn.
Proof: (a) Formula (27) follows from Lemma 3.3 and formula (23). The other property follows
from the definition, since, when Π1 and Π2 are finite partitions of R
n and Rp, respectively, we have
SΠ1×Π2(µF
−1
n+p | µF−1n × µF−1p ) ≤ SΠ1×(Π2×R)(µF−1n+p+1 | µF−1n × µF−1p+1).
(b) Put vnp := Hp −Hn+p, and in particular, for n = 1,
up := −v1p = Hp+1 −Hp.
Then, from (a) above, the sequence (up) is decreasing. So, as
1
N
∑N
p=1 up converges to Se(F, T ),
(un) converges also to Se(F, T ) = infp up. This proves (i). (ii) follows from (i) and the equality
vnp = −up − up+1 − ...− un+p−1. (iii) follows from (ii).
Remark 4.9:
If Se(F, T ) is finite then
lim
n
1
n
sup
p
HµF−1n ×µF−1p (µF
−1
n+p) = 0(29)
and for fixed p, HµF−1n ×µF−1p (µF
−1
n+p) is increasing in n, and zn := suppHµF−1n ×µF−1p (µF
−1
n+p) is
sub-additive and increasing.
For the convergence of Shannon entropy in the case of Z2 action, for F ∈ AC(Ω, T, S, µ), we have
the following
Lemma 4.10:
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Let µn and πn be as in (21) and (19) respectively. Then
lim
n
1
n2
H(2)n = − sup
n
1
n2
Hπn(µn)−
∫
R
f(t)logf(t)dt.
Proof: With notation as in (a0), we can write f(X
n
n−1,n−1) in the following form
f(Xnn−1,n−1) =
f(Xnn−1,n−1)∏
(s,t)∈Inn−1,n−1 f(xs,t)
×
∏
(s,t)∈Inn−1,n−1
f(xs,t),
from which we get
∫
logf(Xnn−1,n−1)dµ =
∫
log
f(Xnn−1,n−1)∏
(s,t)∈Inn−1,n−1 f(xs,t)
dµ +
∑
(s,t)∈Inn−1,n−1
∫
logf(xs,t)f(xs,t)dxs,t.
That is,
∫
logf(Xnn−1,n−1)dµ = Hπn(µ
n
n−1,n−1) + n
2
∫
f(x0,0)logf(x0,0)dx0,0. (∗ ∗ ∗∗)(30)
Put zn := Hπn(µ
n
n−1,n−1). ( One can see that (−zn) is sub-additive.)
Let Rnk,l = Z
2 ∩ [kn− 1, (k + 1)n − 1]× [ln− 1, (l + 1)n − 1] and denote by µ | Rnk,l the restriction
of µ to the coordinates in Rnk,l and similarly for π | Rnk,l. Let n be fixed and N ≥ n be an integer.
Write N = pNn + rN = where, p = pN , r = rN ∈ N, 0 ≤ r < n and p ≥ 1. Then clearly we have,
by the definition of the conditional entropy
zN = HπN (µ
N
N−1,N−1) ≥ Hπpn(µpnpn−1,pn−1) = zpn.
But, by the Lemma 3.3 and invariance, we obtain
zpn ≥
p−1∑
k,l=0
Hπ|Rn
k,l
(µ | Rnk,l) = p2Hπ|Rn0,0(µ | Rn0,0) = p2zn.
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So
lim sup
N
[− 1
N2
zN ] ≤ −zn
n2
,
which implies
lim sup
N
[− 1
N2
zN ] ≤ inf
n
[−zn
n2
].
As a consequence we can now define an entropy of absolutely continuous process indexed by Z2, as
follows
Definition 4.11:
The Shannon entropy Se(F, T, S) of the absolutely continuous process (F ◦Tm◦Sn)(m,n)∈Z2 is given
by the equality
Se(F, T, S) := lim
n
[− 1
n2
∫
logfn2 ◦ Fn2dµ] = lim
n
1
n2
H(2)n . (∗)(31)
Note that here too it follows from Lemma 4.10 that Se(F, T, S) = − ∫ f(t)logf(t)dt if and only if
the process (F ◦ Tm ◦ Sn)(m,n)∈Z2 is independent.
In order to identify the limit in definition 4.11, for F ∈ AC(Ω, T, S, µ), we need some further
notation. Let
gni,j :=
f(Xni,j)
f(x0,0)× f(Y ni,j)
=
dµni,j
dνni,j
,(32)
where µ, ν are as in (21) and (20), respectively, and µni,j, ν
n
i,j are as in (r0).
Remark 4.12:
With µ, ν, gni,j as in (21), (20) and (32), respectively, and L as in (a2), the following properties
hold:
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The family (gni,j)(i,j,n)∈L is a ν martingale.
∫
gni,jlogg
n
i,jdν ≤
∫
gnn−1,n−1logg
n
n−1,n−1dν.(33)
sup
(i,j,n)∈L
∫
gni,j logg
n
i,jdν = sup
n
∫
gnn−1,n−1logg
n
n−1,n−1dν.(34)
1
n2
h(2)n = −
1
n2
n−1∑
i,j=0
loggni,j − logf(x0,0). (E)
Remark 4.13
Notations are as in Remark 4.12. Suppose supn
∫
gnn−1,n−1logg
n
n−1,n−1dν < ∞. Then if sk =
(ik, jk, nk) is an increasing sequence in L, the martingale Mk := g
nk
ik ,jk
is uniformly integrable and
converges ν almost everywhere and in L1(ν) to the density gs of µ restricted to σ({Mk : k ≥ 1})
with respect to ν.
In particular, if Un := g
n
n−1,n−1, then Un converges ν almost everywhere to the density g of µ with
respect to ν on the sigma-algebra σ({xs,t : s, t ≥ 0}) and therefore gni,j = Eν(g | σ(Xni,j)).
In fact, by (34), the hypothesis implies sup(i,j,n)∈L
∫
gni,j | loggni,j | dν < ∞, so that the family
(gni,j)(i,j,n)∈L is uniformly integrable with respect to ν. Here we used the following
Remark 4.14:
Let m be a finite measure and Φ = {fi : i ∈ I} be a family of positive elements in L1(m) with the
property
sup
i
∫
filogfidm <∞.
Then (1) supi
∫
fi | logfi | dm <∞.
(2) The family {fi : i ∈ I} is uniformly integrable.
(3) The family {(logfi)+ : i ∈ I} is uniformly integrable.
The following lemma identifies the Shannon entropy of (F ◦ Sm ◦ T n)(m,n)∈Z2 , for Z2 action (the
20
limit in Lemma 4.10).
Lemma 4.15
Let F ∈ AC(Ω, T, S), µ and ν be as in (21) and (20), respectively. Then
Se(F, T, S) = lim
n
1
n2
H(2)n = −Hν(µ)−
∫
f(t)logf(t)dt,(35)
and in particular Se(F, T, S) is finite if and only if Hν(µ) <∞.
Proof: Equation (E) implies
1
n2
H(2)n = −
1
n2
n−1∑
i,j=0
Hνni,j(µ
n
i,j)−
∫
f(t)logf(t)dt,
so
1
n2
H(2)n ≥ −Hνnn−1,n−1(µnn−1,n−1)−
∫
f(t)logf(t)dt ≥ −Hν(µ)−
∫
f(t)logf(t)dt,
proving one direction. On the other hand, for every n, let tn =
∫
gnn−1,n−1logg
n
n−1,n−1dν =
Hνnn−1,n−1(µ
n
n−1,n−1), and un =
1
n2
∑n−1
i,j=0Hνni,j(µ
n
i,j). If k > p, then
uk ≥ 1
k2
k−1∑
i=0
k−1∑
j=p
Hνki,j
(µki,j) ≥
1
k2
k−1∑
i=0
k−1∑
j=p
Hνpp−1,p−1(µ
p
p−1,p−1)
=
k(k − p)
k2
Hνpp−1,p−1(µ
p
p−1,p−1) = (1−
p
k
)Hνpp−1,p−1(µ
p
p−1,p−1) = (1−
p
k
)tp.
Hence lim infk uk ≥ tp, which implies lim infk uk ≥ supp tp, and proves the other direction and
also the equality Hν(µ) = limn un, or that
1
n2
H
(2)
n converges to −Hν(µ)−
∫
f(t)logf(t)dt.
We give examples of non Gaussian and non independent process with finite Shannon entropy.
Lemma 4.16:
Let (Ω, µ, T ) be a dynamical system. Let F,G ∈ L1(µ). Let ξn := (F,F ◦ T, ..., F ◦ T n−1), and
ηn := (G,G ◦ T, ..., G ◦ T n−1). Suppose that ξn is absolutely continuous and that ξn and ηn are
independent. Then ξn + ηn is absolutely continuous and
Hn(F +G) ≥ Hn(F ).(36)
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Proof: If Hn(F ) = −∞, there is nothing to prove. Suppose then that Hn(F ) > −∞. Denote by f
the density, with respect to ln, of the law α of ξn, by µ the law of ηn, and by ν the law of ξn + ηn.
Then ν = α ⋆ µ = gdln, and g(t) =
∫
Rn
f(t− y)dµ(y), for ln-almost all t ∈ Rn. Thus we can write
Hn(F +G) =
∫
Rn
ψ(g)dln =
∫
Rn
ψ(
∫
Rn
f(t− y)dµ(y))dln(t)
≥
∫
Rn
[
∫
Rn
ψ(f(t− y))dµ(y)]dln(t) =
∫
Rn
dµ(y)
∫
Rn
ψ(f(u))dln(u) = Hn(F ).
Corollary 4.17:
Let F ∈ AC(Ω, T, µ). Assume that G ∈ L1(µ) is such that the two processes (F ◦ T n)n≥0 and
(G ◦ T n)n≥0 are independent. Then
Se(F +G,T ) ≥ Se(F, T ).(37)
If, in addition, G ∈ AC(Ω, T, µ), then
Se(F +G,T ) ≥ max{Se(F, T ), Se(G,T )} ≥ 1
2
(Se(F, T ) + Se(G,T )).
4.3 Connections between Shannon entropy and Kolmogorov-Sinai entropy
We show that if for some F ∈ AC(Ω, T ), the Shannon entropy Se(F, T ) is finite then the Kolmogorv
entropy of (Ω, T, µ) is infinite (Corollary 4.21). We also give a new way to describe the Shannon
entropy for Z action ( Theorem 4.20 (b)), and for Z2 action (Remark 4.22) . Finally, we obtain a
criterion of Markovianness (Proposition 4.23).
The following lemma is important for comparing the Kolmogorov-Sinai entropy to the Shannon
entropy.
If P is a finite measurable partition of a probability space (Ω,F , P ) then the entropy of P will be
denoted H(P), or H(P, P ) or HP (P).
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Lemma 4.18:
Let E be the set of finite measurable partitions of R, and F−1E = {F−1P : P ∈ E}. Then
HµF−1n ×µF−1p (µF
−1
n+p) = sup
B∈F−1E
[Hµ(
n−1∨
j=0
T jB)−Hµ(
n−1∨
j=0
T jB |
p∨
j=1
T−jB)].
Proof: By Theorem B of Dobrushin,
HµF−1n ×µF−1p (µF
−1
n+p) = supSP1×P2(µF
−1
n+p | µF−1n × µF−1p ),
the supremum being taken over all finite partitions P1 of Rn and P2 of Rp, of the following particular
forms: P1 = P × ...× P, n times, and P2 = P × ...× P, p times, where P run in E . But it holds
SP1×P2(µF
−1
n+p | µF−1n × µF−1p ) = −H(P1 × P2, µF−1n+p−1) +H(P1, µF−1n ) +H(P2, µF−1p ),
and, for these particular forms of Pi, i = 1, 2, setting B := F−1P, we easily have
H(P1, µF−1n ) = Hµ(
n−1∨
j=0
T−jB),
H(P2, µF−1p ) = Hµ(
∨n+p−1
j=n T
−jB), and H(P1 × P2, µF−1n+p−1) = Hµ(
∨n+p−1
j=0 T
−jB).
It follows then that
SP1×P2(µF
−1
n+p | µF−1n × µF−1p ) = Hµ(
n−1∨
j=0
T jB)−Hµ(
n−1∨
j=0
T jB |
p∨
j=1
T−jB).
In the light of lemma 4.18, formula (27) in Lemma 4.8 can be written as
sup
B∈F−1E
[Hµ(
n−1∨
j=0
T jB)−Hµ(
n−1∨
j=0
T jB |
p∨
j=1
T−jB)] = Hn +Hp −Hn+p.(38)
Remark 4.19:
Formula (38) allows one to obtain conditions which ensure that Hn will be finite.
One can prove for instance that, for all N , the following are equivalent:
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(i) HN+1 is finite.
(ii) supB∈F−1E [Hµ(B)−Hµ(B |
∨N
j=1 T
−jB)] < +∞.
(ii’) HµF−1×µF−1
N
(µF−1N+1) < +∞.
The following theorem gives, in particular, the announced new description of the Shannon en-
tropy for Z action.
Theorem 4.20:
Let E be as in Lemma 4.18. Suppose Hn finite for all n. Then
(a) The following are equivalent:
(i) Se(F, T ) is finite.
(ii) For every n (or for some n), supB∈F−1E [Hµ(
∨n−1
j=0 T
jB)− nHµ(B | B−)] < +∞.
(iii) limn
1
n supB∈F−1E [H
µ(
∨n−1
j=0 T
jB)− nHµ(B | B−)] = 0.
(b) The following equality holds
Se(F, T ) = H1 + infB∈F−1E
[Hµ(B | B−)−Hµ(B)](39)
Proof: Formulas (38), (27) and (28) imply the following
zn := sup
B∈F−1E
[Hµ(
n−1∨
j=0
T jB)−Hµ(
n−1∨
j=0
T jB | B−)] = Hn − n× Se(F, T ),(40)
in which as usual B− := T−1B ∨ T−2B ∨ .... . Now
Hµ(
n−1∨
j=0
T jB | B−) = nHµ(B | B−),
so that formula (40) establishes the equivalence between (i) and (ii). As (i) implies (iii), by Re-
mark 4.9, and trivially (iii) implies (ii), the proof is finished, because taking n = 1 in formula (40)
yields equality (39).
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Corollary 4.21:
Let (Ω, T, µ) be an invertible dynamical system. If there exists F ∈ AC(Ω, T, µ) such that the Shan-
non entropy Se(F, T ) of the process (F ◦ T n) is finite then (Ω, T, µ) has infinite entropy.
Proof: The corollary follows directly from the equivalence between (i) and (ii) in Theorem 4.20.
Now, for Z2 action, we establish a formula analog to (39) for Z action.
Remark 4.22:
Let E be as in Lemma 4.18. Then, for the stationary absolutely continuous process (F ◦ Sm ◦ T n),
indexed by Z2, the following holds
Se(F, T, S) = −
∫
f(t)logf(t)dt+ inf
P∈E
[Hµ(F−1P | (F−1P)−)−Hµ(F−1P)].(41)
In fact, we have Hν(µ) = supnHνn(µn). But
Hνn(µn) = supSΠ(µn | νn),
the supremum being taken over all partitions Π of the form Π = {∩(i,j)∈Inn−1,n−1S−iT−jF−1E : E ∈
P}, where P is a finite partition of R. But then, with Ei,j = S−iT−jF−1E, from the definitions of
µn and νn, (see (21) and (20) ), it follows
SΠ(µn | νn) =
∑
E∈P
µn(∩(i,j)∈Inn−1,n−1Ei,j)log
µn(∩(i,j)∈Inn−1,n−1Ei,j)
νn(∩(i,j)∈Inn−1,n−1Ei,j)
=
Hµ(F−1P)−Hµ(
∨
(i,j)∈Inn−1,n−1
S−iT−jF−1P) +Hµ(
∨
(i,j)∈Jnn−1,n−1
S−iT−jF−1P) =
Hµ(F−1P)−Hµ(F−1P |
∨
(i,j)∈Jnn−1,n−1
S−iT−jF−1P).
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Hence
sup
n
Hνn(µn) = supP
[Hµ(F−1P)−Hµ(F−1P | (F−1P)−)],
where (F−1P)− = ∨n≥1∨(i,j)∈Jnn−1,n−1 T−iS−jF−1P).
By Lemma 4.15, we thus obtain (41).
The following proposition gives a criterion for the Markoviannness of the process (F ◦ T n).
Proposition 4.23:
Let F ∈ AC(Ω, T,m) such that Se(F, T ) is finite. Then
(i) The process (F ◦ T n) is Markovian if and only if Se(F, T ) = H2 −H1. More generally
(ii) The process (F ◦ T n) has memory p if and only if Se(F, T ) = Hp+1 −Hp.
Proof: We prove (i). The proof of (ii) is similar. If (F ◦ T n) is Markovian, we see by formulas
(13) and (15), that Se(F, T ) = H2 −H1.
For the other direction, put, for n ≥ 1,
an := sup
A∈F−1E
[H(A)−H(A) | T−1A ∨ ... ∨ T−nA))],
Rn = Rn(A) := T−2A∨...∨T−nA, and L = Ln = E[. | T−1A]−E[. | T−1A∨Rn]. Let f be bounded
F−1E-measurable function, where, as in Lemma 7, E denotes the set of finite measurable partitions
of R. We shall show that L(f) = 0 and the proof will be finished. To do this, we use a Lemma in
[19], according to which for any ǫ > 0, there exists δ(ǫ), 0 < δ(ǫ) < ǫ, such that for any probability
space (Ω,F , µ), and any finite partitions P and Q of Ω, the inequality Hµ(P) −Hµ(P | Q) < δ(ǫ)
implies that P and Q are ǫ-inependent.
Recall that following Ornstein, if P and Q are finite measurable partitions of a probability space
(Ω,F , µ), then P is said to be ǫ-independent of Q if
∑
p∈P
| µ(p | q)− µ(p) |< ǫ,
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for all atom q except a set of atoms of Q which union has a measure less than ǫ.
Fix ǫ > 0. Then there exists A0 such that
a1 − δ(ǫ)2 < H(A)−H(A | T−1A),
for any A which is finer than A0. But, by formula (15), the hypothesis Se(F, T ) = H2 − H1 is
equivalent to a1 = an for any n. Thus
H(A | T−1A)−H(A | T−1A ∨Rn(A)) < δ(ǫ)2.
So if we denote, respectively, by p, q and r, the generic element of A, T−1A and Rn, we get
∑
q
m(q)[Hmq (Aq)−Hmq (Aq | Rnq )] < δ(ǫ)2,
where mq(A) =
m(A∩q)
m(q) , Aq = {p ∩ q : p ∈ A} and similarly for Rnq .
Let Qǫ := {q : Hmq (Aq)−Hmq (Aq | Rnq ) ≥ δ(ǫ)}. It follows that
∑
q∈Qǫ
m(q)) < δ(ǫ), (e1)
and that, for q /∈ Qǫ, the partitions Aq and Rnq are ǫ-independent, under the measure mq, that is,
there is Jq, a subfamily of Rnq , such that
∑
r∈Jq
mq(r) > 1− ǫ, (e2)
and ∑
p∈A
| m(p | q ∩ r)−m(p | q) |< ǫ, ∀r ∈ Jq. (e3)
Now we can find A finer than A0, and g = gǫ =
∑
p∈A yp1p such that || f − g ||1< ǫ, and
|| g ||∞≤ 2× || f ||∞. Then
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|| L(g) ||1=
∑
q,r
|
∑
p
yp[m(p | q)−m(p | q ∩ r)] | m(q ∩ r) =
∑
q∈Qǫ
+
∑
q /∈Qǫ
.
In view of (e1), the first sum in the above equality, is bounded by 2 || g ||∞ δ(ǫ). By (e3) and (e2),
the second one is bounded by 3 || g ||∞ ×ǫ.
Therefore
|| L(g) ||1≤ 2 || f ||∞ [2δ(ǫ) + 3ǫ].
It follows
|| L(f) ||1≤ 2 || f ||∞ [2δ(ǫ) + 3ǫ] + 2ǫ.
This implies L(f) = 0.
Note that if (F ◦ T n) is Markovian then for any p, H2p+1 = H1 + 2p(H2 − H1) and H2p+2 =
H2 + 2p(H2 −H1).
One might be tempted to introduce an isomorphism invariant Se(T ):
Se(T ) := sup
F∈AC(Ω,Tµ)
{Se(F, T )−H1(F, T )}.(42)
It is indeed an invariant, however, it can only take on the 2 values −∞ and 0.
5 Entropy rate and Shannon entropy
We shall establish some connections between Shannon entropy and some concepts developped by
Pinsker such as information stability and entropy rate.
We recall some definitions from [14]. First recall that if Z is a random variable then its law is
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denoted PZ .
Definition 5.1:
Let ξ = (ξn)n≥1 and η = (ηn)n≥1 be discrete time stationary processes.
The entropy rate of ξ with respect to η is
H¯η(ξ) := lim
n
1
n
HP(η1,...,ηn)(P(ξ1,...,ξn)),
defined when, for all j, ξj and ηj take values in the same measurable space, and when the limit
exists.
Remark 5.2:
We can prove, using Lemma 1, that if η is the independent Gaussian process, then for any discrete
time real state stationary process ξ, the entropy rate of ξ with respect to η is well defined.
Lemma 5.3:
Let η = (Xn) be the independent gaussian process, with law γ and γn its projection on the first n
coordinates. Let (Ω, T, µ) be a dynamical system, F ∈ AC(Ω, T, µ) and ν the law of the process
ξ := (F,F ◦ T, ...). Then
(i) Se(F, T ) is finite if and only if supn
1
nHγn(µF
−1
n ) <∞.
(ii) ν = γ if and only if limn
1
nHγn(µF
−1
n ) = 0;
(iii) If Hγ(ν) is finite then ν = γ.
Proof: Formula (23) implies
Se(F, T ) =
1
2
(log(2π)+ || F ||22)− limn
1
n
Hγn(µF
−1
n ),(43)
from which we see that Se(F, T ) is finite if and only if limn
1
nHγn(µF
−1
n ) is finite. This proves (i)
because by super-additivity
lim
n
1
n
Hγn(µF
−1
n ) = sup
n
1
n
Hγn(µF
−1
n ).
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Also this last equality together with Remark 3.2 (2) proves (ii).
To prove (iii) note that Hγn(µF
−1
n ) ≤ Hγ(ν), and formula (23) implies thus the inequality
1
n
Hn(F ) ≥ 1
2
(log(2π)+ || F ||22)−
1
n
Hγ(ν)
which in turn implies the following one
Se(F, T ) ≥ 1
2
(log(2π)+ || F ||22).
Hence, by corollary 4.5, we have ν = γ.
Corollary 5.4:
Let notations be exactly as in Lemma 5.3. Then
(i) Se(F, T ) is finite if and only if the entropy rate of ξ with respect to η is finite.
(ii) ν = γ if and only if the entropy rate of ξ with respect to η vanishes.
(iii)
Se(F, T ) =
1
2
(log(2π)+ || F ||22)− H¯η(ξ).(44)
Lemma 5.5:
Let (Ω, T, µ) be a dynamical system, F ∈ AC(Ω, T, µ) and ν the law of the process ξ := (F,F ◦T, ...).
Let P be the prduct measure P := µF−1 ⊗ µF−1 ⊗ ... and P (n) = (µF−1)⊗n its projection to the
first n coordinates. Then
(i) If for all n ∈ N, Hn is finite (in particular if Se(F, T ) is finite) ν is locally absolutely continuous
with respect to P : ∀n, µF−1n << (µF−1)⊗n.
(ii) Se(F, T ) is finite if and only if supn
1
nH(µF−1)⊗n(µF
−1
n ) is finite.
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(iii) ν = P ⇐⇒ limn 1nH(µF−1)⊗n(µF−1n ) = 0 ⇐⇒ Se(F, T ) =
∫
R
ψ(dµF
−1
dl )dl.
(iv) If HP (ν) is finite then ν = P .
(v)
Se(F, T ) =
∫
R
ψ(
dµF−1
dl
)dl − sup
n
1
n
H(µF−1)⊗n(µF
−1
n ).(45)
.
Proof: Recalling that In(F ) and In,PM(F ) are defined respectively by (10) and (15), we have the
following formula
In(F ) = In,PM(F )−
n−1∑
j=0
log
dµF−1
dl
◦ F ◦ T j,(46)
which can be written as
− 1
n
log
dµF−1n
dln
◦ Fn(x) = − 1
n
n−1∑
j=0
log
dµF−1
dl
◦ F ◦ T j(x)− 1
n
log
dµF−1n
d(µF−1)⊗n
(Fn(x)),
a proof of which is as follows.
First, by taking in formula (7) in Lemma 3.3, P1 = (µF
−1)⊗n and P2 = µF−1, we find
H(µF−1)⊗n×µF−1(µF
−1
n+1) = HµF−1n ×µF−1(µF
−1
n+1) +H(µF−1)⊗n(µF
−1
n )
+HµF−1(µF
−1) = HµF−1n ×µF−1(µF
−1
n+1) +H(µF−1)⊗n(µF
−1
n ).
And next, by taking p = 1 in formula (27), we find
H(µF−1)⊗n+1(µF
−1
n+1) = Hn +H1 −Hn+1 +H(µF−1)⊗n(µF−1n ),
from which it follows, when Hn+1 is finite, that H(µF−1)⊗n+1(µF
−1
n+1) is finite if and only
if H(µF−1)⊗n(µF
−1
n ) is finite. This, using Theorem A, implies, by induction on n, that if Hm is
finite for all m, then for every n, µF−1n is absolutely continuous with respect to (µF−1)⊗n. Thus
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we can write
dµF−1n
dln
=
dµF−1n
d(µF−1)⊗n
× d(µF
−1)⊗n
dln
.
So, by taking logarithms, we obtain formula (46), from which follow immediately the formula (45),
(ii), (iii) and (iv).
Remark 5.6:
Formula (46) implies
Hn = Hn,PM + n× [1
2
log(2π) +
1
2
|| F ||22 −Hγ0(µF−1)].
In the same way we have
In(F ) = In,G(F ) + n
2
log(2π) +
1
2
n−1∑
j=0
F 2 ◦ T j(47)
and therefore (cf. formulas (22) and (23) )
Hn = Hn,G + n× [1
2
log(2π) +
1
2
|| F ||22].
As a corollary, we obtain the following criterion for independence:
Corollary 5.7:
Se(F, T ) = H1(F ) if and only if the process (F ◦ T n) is independent.
Note that Corollary 5.7 can also be proved by using formula (7) and (23).
Corollary 5.7 together with formula (23) give the following improvement of Corollary 4.5
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Corollary 5.8:
Let γ0 be the probability measure with density
1
(2π)
1
2
exp(−12x2) with respect to Lebesgue measure l
on R. Let F ∈ AC(Ω, T, µ). Then
Se(F, T ) ≤ −Hγ0(µF−1) +
1
2
(log(2π)+ || F ||22).(48)
and the equality
Se(F, T ) = −Hγ0(µF−1) +
1
2
(log(2π)+ || F ||22)
holds if and only if the process (F ◦ T n) is independent.
Note, once more, that we see from this corollary that Se(F, T ) = 12(log(2π)+ || F ||22) if and
only if the process (F ◦ T n) is Gaussian independent [cf. Corollary 4.5].
We can also prove the following, which, in particular, improves the inequality (48) in the preceding
corollary, and gives a link between the Shannon entropy and information stability.
Lemma 5.9:
If ξ = (ξn)n≥1 and η = (ηn)n≥1 are discrete time stationary processes, the rate of generation of
information about η by ξ or about ξ by η ( following Pinsker) is
I¯(ξ, η) := lim
n
1
n
HP(ξ1,...,ξn)×P(η1,...,ηn)(P(ξ1,...,ξn),(η1,...,ηn)).
The pair (ξ, η) is called information stable if I¯(ξ, η) = 0.
Let (Ω, T, µ) be an invertible dynamical system and F ∈ AC(Ω, T, µ). Let φ and π be the processes
defined by φn = F ◦ T−n+1, and πn = F ◦ T n, for n = 1, 2, ... Then
(i) The pair (φ, π) is information stable if and only if limn(
Hn
n −H2n2n ) = 0. In particular, if Se(F, T )
is finite the pair (φ, π) is information stable.
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(ii) Se(F, T ) is finite if and only if
∑∞
p=0
1
2pHµF−12p ×µF−12p (µF
−1
2p+1
) <∞. Moreover
(iii) Se(F, T ) = 12(log(2π)+ || F ||22)−Hγ0(µF−1)− 12
∑∞
p=0
1
2pHµF−1
2p
×µF−1
2p
(µF−1
2p+1
).
We also have
Remark 5.10:
Le Ω, T, µ) be a dynamical system, F ∈ AC(Ω, T, µ) and ξ the process ξ := (F,F ◦ T, ...). Then the
entropy rate of ξ with respect to the independent Gaussian stationary process η is given by
H¯η(ξ) = Hγ0(µF
−1) +
1
2
∞∑
p=0
1
2p
HµF−1
2p
×µF−1
2p
(µF−1
2p+1
).
6 Application to Gaussian processes
In this section we express the Shannon entropy Se(F, T ) in terms of the spectral measure of the
Gaussian process X = (Xn)n∈Z, when F = X0 is the zero coordinate function ( Lemma 6.3 ). This
enables us (1) to prove that in the class of Gaussian Markovian processes, the Shannon entropy
almost determines the process ( Remark 6.4 ), (2) to show how this entropy changes by linear
change of variable ( Corollary 6.5 ), and (3) to prove that all unilateral Gaussian processes with
finite Shannon entropy are isomorphic ( Theorem 6.6 ).
We need first some preliminaries.
Let (vn)n≥0 be a stationary sequence of unit vectors in the real Hilbert space H, with (r(n))n∈Z
strictly positive definite sequence (defining r(−n) = r(n)), where r(n) =< vn, v0 >=< vn+k, vk >.
Let Rn be the n × n matrix (Rn)ij = r(i − j), for i, j = 0, ...n − 1 and r be the vector r =
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[r(1), ..., r(n − 1)]t. Then
Rn =


1 rt
r Rn−1

 .
Evidently for each n there exists a unique vector a = [a1, ..., an]
t such that the vector
wn := v0 −
n−1∑
i=1
aivi
is orthogonal to vi for i = 1, ..., n − 1. Using the orthogonal decomposition
v0 = wn + (a1v1 + ...+ an−1vn−1),
we can prove, by taking scalar products < v0, v0 >, ..., < vn−1, v0 >, that a is given by the equation
r = Rn−1a, or
a = R−1n−1r.
Lemma 6.1:
For any Xt = (x0, ..., xn−1) set Y t = (x1, ..., xn−1). Then we have
XtR−1n X − Y tR−1n−1Y =
(x0 −
∑n−1
j=1 ajxj)
2
|| wn ||2(49)
and
det(Rn) =|| wn ||2 det(Rn−1).(50)
In the same way, note first that we have the equality
Rn =


Rn−1 ri
(ri)t 1


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where ri is the vector whose transpose is (ri)t = (r(n − 1), ..., r(1)). And for any n there exists a
unique vector b = [b0, ..., bn−2]t such that the vector un defined by
un = vn−1 − b0v0 − ...− bn−2vn−2
is orthogonal to vj for j = 0, ..., n − 2. So vn−1 − un is the projection of vn−1 onto the subspace
spanned by v0, ..., vn−2, and un is the projection of vn−1 onto the orthogonal of the linear span of
{v0, ..., vn−2}. Since
vn−1 = un + (b0v0 + ...+ bn−2vn−2)(51)
an ”orthogonal decomposition”, we obtain, by taking scalar products< v0, vn−1 >, ..., < vn−1, vn−1 >,
the equality ri = Rn−1b, or
b = R−1n−1r
i.
We have also the following
Lemma 6.2:
If X = [x0, ..., xn−1]t and Y = [x0, ..., xn−2]t, then
XtR−1n X − Y tR−1n−1Y =
(xn−1 −
∑n−2
j=0 bjxj)
2
|| un ||2(52)
and
det(Rn) =|| un ||2 det(Rn−1).(53)
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Proof of Lemma 6.2: Let
Q =


In−1 0
−bt 1


where In−1 is the identity matrix. Then
Q−1 =


In−1 0
bt 1

 .
and we have
(Q−1)tR−1n Q
−1 =


R−1n−1 0
0...0 α


where α = 1||un||2 . In fact this equality is equivalent to
QRnQ
t =


Rn−1 0
0...0 α−1


which can be easily verified.
Now let Ω = RZ, σ the shift transformation, µ a Gaussian σ invariant probability measure deter-
mined by a (strictly) positive definite sequence (r(n))n∈Z, with r(−n) = r(n) for any n, so when
r(0) = 1, there exists a probability measure ν on the unit circle T such that νˆ(n) = r(n). In this
case we shall call ν the spectral measure. In other words, each n dimensional distribution has a
density ρn given by
ρn(x0, ..., xn−1) =
1
(2π)
n
2 (detRn)
1
2
× exp(−1
2
n−1∑
i,j=0
(R−1n )ijxixj)(54)
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where
(Rn)ij = r(i− j) =
∫
Ω
xixjdµ(x), i, j = 0, ..., n − 1.
So, if F (x) = x0 for x ∈ Ω, then, for i ≥ j,
(Rn)ij =
∫
Ω
F ◦ σi−jFdµ.
Lemma 6.3:
Let Pn , Qn and Q denote the orthogonal projections onto the linear span of {X1, ...,Xn} , {X−n+1, ...,X−1}
and {X−1,X−2, ...} respectively. Then
a)
Se(F, σ) =
1
2
log(2π) + log || F −QF ||2 +1
2
=
1
2
log(2π) +
1
2
∫
logfdλ+
1
2
. (∗∗)(55)
where f is the density of ν with respect to λ.
In particular, if || F −QF ||= 0 then Se(F, σ) = −∞.
b) If || F −QF ||> 0, the following are equivalent
(i) The Shannon information 1nIn(F ) converges almost everywhere [resp. in L1].
(ii) 1N
∑N−1
j=1 (F − PjF )2(σN−j) converges almost eveywhere [resp. in L1].
(iii) 1N
∑N−1
j=1 (F − PjF )2(σ−j) converges almost eveywhere [resp. in L1].
(iv) 1N
∑N−1
j=1 (F −QjF )2(σj) converges almost eveywhere [resp. in L1].
(v) 1N
∑N
n=2 log
ρn(x)
ρn(σx)
converges almost everywhere [resp. in L1].
Proof: By formula (54) and lemma 6.1 we get
− log ρn(x0, ..., xn−1)
ρn−1(x1, ..., xn−1)
=
1
2
log(2π) + log || F − Pn−1F ||2 +1
2
(F − Pn−1F )2(x)
|| F − Pn−1F ||22
.(56)
Now, since the process is Gaussian, Pn−1F converges to PF almost everywhere and in L2, where
P is the projection onto the linear span of {F ◦ σ, F ◦ σ2, ...}, and PF = E(F | σ−1B), where B is
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the Borel sigma-algebra. So, in the case where || F − PF ||2> 0, it follows from (56), that
lim
n
[−log ρn(x)
ρn−1(σx)
] =
1
2
log(2π) + log || F − PF ||2 +1
2
(F − PF )2(x)
|| F − PF ||22
.(57)
Then the equality
− 1
N
N∑
n=3
log
ρn(x)
ρn−1(σx)
= − 1
N
N−1∑
n=3
log(
ρn(x)
ρn(σx)
)− 1
N
logρN (x) +
1
N
logρ2(σx)(58)
proves that− 1N logρN (x) converges almost surely [ respectively in L1] if and only if− 1N
∑N−1
n=3 log(
ρn(x)
ρn(σx)
)
converges almost surely [respectively in L1]. Now, by (56) and (58), we obtain the equality (∗∗).
In the same way, we get, by Lemma 6.2
−log ρn(x0, ..., xn−1)
ρn−1(x0, ..., xn−2)
=
1
2
log(2π) +
1
2
log
detRn
detRn−1
+
1
2
(xn−1 −
∑n−2
j=0 bjxj)
2
|| un ||2 .
But, if Ln−2 is the orthogonal projection onto the linear span of X0, ...,Xn−2, we have || un ||2=||
Xn−1 − Ln−2Xn−1 ||22=|| F −QnF ||22, and thus
1
N − 1[−logρN (x0, ..., xN−1) + logρ1(x0)] =
1
2
log(2π) +
1
N − 1
N∑
n=2
log || F −QnF ||2
+
1
2(N − 1)
N∑
n=2
(F −QnF )2 ◦ σn−1(x)
|| F −QnF ||22
. (∗ ∗ ∗)
Then, in the case where || F −QF ||> 0, the sequence of Shannon informations 1nIn(F ) converges
a.e. [ respectively in L1] if and only if 1N
∑N−1
j=1 (F −QjF )2(σj) does so.
The other statements can be proved in a similar way.
We can see easily from (∗∗) the following
Remark 6.4:
Let (Xn) and (Yn) be stationary centered Gaussian Markovian processes, with the same L
2 norm.
Then they have the same Shannon entropy if and only if either they have the same law, or (Yn)
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and ((−1)nXn) have the same law.
Proof: Let ν be the spectral measure of X and ν ′ be the spectral measure of Y . Then if
Pr(t) =
∑
n∈Z r
|n|eint is the Poisson kernel, we have ν = Pr(t)dλ(t), for some r and similarly
ν ′ = Pr′(t)dλ(t), for some r′. On the other hand, form (∗∗), the equality Se(X0, σ) = Se(Y0, σ)
holds if and only if || X0 − QX0 ||=|| Y0 − Q′Y0 ||, where Q′ denotes the projection to the
negative coordinates of Y . But QX0 = aX−1 and similarly Q′Y0 = bY−1, for some constants
a, b. Thus the equality of the respective Shannon entropies is equivalent to | a |=| b |, or to
a < X−1,X0 >= b < Y−1, Y0 >, that is to ar = br′. [ Also, one can show by elementary calculus
that
∫
T
logPr(t)dλ(t) =
∫
T
logPr′(t)dλ(t) if and only if | r |=| r′ |.]
Corollary 6.5:
Let (Xn)n∈Z be Gaussian stationary process with spectral measure ν. Let g =
∑
n∈Z ane
int ∈ L2(ν)
and (Yn)n∈Z be the stationary Gaussian process such that Y0 =
∑
n∈Z anXn. Then
Se(Y0, σ) = Se(X0, σ) +
∫
T
log(| g |)dλ.
Proof: By the spectral theorem, if ν ′ is the spectral measure of (Yn), we have ν ′ =| g |2 ν. So, by
Szego Theorem
|| Y0 −Q′Y0 ||2= exp[
∫
log(| g |2 dν
dλ
)dλ] = exp[
∫
log(| g |2)dλ] || X0 −QX0 ||2 .
Thus, by (∗∗), we get the result.
Note that, if g ∈ L1(λ), then ∫
T
log(| g |)dλ is finite if and only if there is h ∈ H1 such that
| g |=| h |, and in this case, ∫ log(| g |)dλ ≥| h(0) |=| ∫ hdλ |.
In particular if an = 0 for n > 0 (or for n < 0) and g ∈ L1(λ) ∩ L2(ν) then
∫
log(| g |)dλ ≥ log |
∫
gdλ |= log | a0 | .
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More particularly, if g ∈ H1(T) is an outer function, then ∫ log(| g |)dλ = log | ∫ gdλ |, and when,
in addition
∫
gdλ = 0, we obtain Se(Y0, σ) = Se(X0, σ).
It is well known from Ornstein theory that a bilateral gaussian process X = (Xn)n∈Z with spectral
measure absolutely continuous with respect to Lebesgue measure on the circle is isomorphic to
the gaussian independent process. There is interest in considering isomorphism for non-invertible
transformations (endomorphisms). The first examples of such isomorphism has been worked out
by Parry [13] and elaborated by Hoffman and Rudolph [6] ( All the endomorphisms they consider
are finite to one.). We consider now the unilateral transformation (endomorphism) associated to
gaussian process with spectral measure equivalent to Lebesgue measure λ. For clarity, if X =
(Xn)n≥0 is a Gaussian process with spectral measure ν = fdλ we consider the endomorphism Tν
defined on RN by (Tνx)n = xn+1, for x ∈ RN and n ≥ 0. Then the shift Tν will be isomorphic to
the shift Tλ if and only if logf is Lebesgue integrable.
To prove this we recall some useful properties that functions in H1 or in H2 can have. First recall
that, for p = 1, 2, Hp is the closed subspace of all f ∈ Lp(T, dθ2π ) such that
∫ π
−π f(t)e
intdt = 0, n =
1, 2..., and that if 0 ≤ f ∈ L1 then logf is integrable if and only if there is F ∈ H2 such that
f =| F |2 [ [5], Theorem, p.53]. Recall also that an inner function f is an analytic function in the
unit disc such that | f(z) |≤ 1 and | f(eiθ) |= 1 almost everywhere on the unit circle, and an outer
function F is an an analytic function in the unit disc of the form
F (z) = αexp[
1
2π
∫ π
−π
eiθ + z
eiθ − z k(θ)dθ]
where k is a real-valued integrable function on the circle and α is a complex number with modulus
1 [ [5], p.63,]. For a function F ∈ H2 to be an outer function it is necessary and sufficient that the
family {znF : n = 0, 1...} span H2 [ [5], corollary, p. 101]. Also any non zero function f ∈ H1 can
be written in the form f = gF where g is inner and F is outer [ [5], Theorem, p. 63, [4], Theorem
12].
In the next theorem the use of Shannon entropy is only to ensure that the logarithm of the density
of the spectral measure is integrable.
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Theorem 6.6:
Let ν be a probability measure on the unit circle, equivalent to Lebesgue measure λ, with density
f . Then the unilateral shifts Tν and Tλ are isomorphic if and only if Se(X0, Tν) is finite, or equiv-
alently logf is Lebesgue integrable.
Proof: Consider the two bilateral gaussian processes X ′ and Y ′ with spectral measures λ and fdλ
respectively. Then on the cyclic space ZX0 = {X0 ◦ T n : n ∈ Z}, T is unitarily equivalent to the
multiplication Mz by z on L
2(λ). An isomorphism φ is given by φ(Xn) = z
n, n ∈ Z. Similarily,
the same holds for T on the cyclic space ZY0 = {Y0 ◦ T n : n ∈ Z} and the multiplication by z
on L2(fdλ), with isomorphism ψ: ψ(Yn) = z
n, n ∈ Z. It follows that the action of T on ZX0 is
unitarily equivalent to the action of T on ZY0 . Suppose first that logf is integrable. Then there
exists F ∈ H2 such that √f =| F |. Moreover, there exist an inner function g and an outer function
G ∈ H2 such that F = gG and thus | F |=| G |. Set x = φ−1G, so that x belongs to the closed
linear span of {X0,X1, ...}, and we have
< T nx, x >=< T nφ−1G,φ−1G >=< φ−1Mnz G,φ
−1G >
=< Mnz G,G >=
∫
zn | G |2 dλ =
∫
znfdλ =< T nY0, Y0 > .
On the other hand, if P =
∑
k akz
k is a polynomial, the following equalities
|| X0 −
∑
k
akT
kx ||=|| φ(X0)−
∑
k
akφ(T
kx) ||=|| 1−
∑
k
akM
k
z φ(x) ||
=|| 1−
∑
k
akM
k
zG ||=|| 1−
∑
k
akz
kG ||=|| 1− PG ||,
prove that X0 belongs to the closed linear space generated by {T nx : n ≥ 0} if and only if 1 belongs
to the closed linear space generated by {znG : n ≥ 0}. But, since G is outer, this later is equal
to H2 and thus X0 ∈ lin{T nx : n ≥ 0}. This proves that Tν and Tλ are isomorphic. The other
implication follows from Szego¨ Theorem.
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We end this section with the following result concerning the speed of convergence in linear predic-
tion:
Proposition 6.7:
Let λ be the Lebesgue probability measure on T, and ν the spectral measure of a stationary Gaussian
process (Xn)n∈Z. Let Q denote the orthogonal projection onto the closed (in L2(ν)) linear span of
the negative coordinates and Qn be the orthogonal projection onto the linear span of {X−n, ...,X−1}.
Suppose that X0 6= QX0, or equivalently log dνdλ is Lebesgue integrable. Then:
The series
∑∞
n=1 || QX0−QnX0 ||22 converges if and only if ν is absolutely continuous and ν = efdλ,
with
∑∞
n=1 n | fˆ(n) |2<∞.
An equivalent form of Proposition 3 is
Remark 6.8:
Let ν be a probability measure on T. Let H, Hn denote the closed subspaces of L
2(ν) spanned by
{eikt : k ≥ 1}, and {eikt : 1 ≤ k ≤ n} respectively. Let F , Fn be the orthogonal projection of the
constant function 1 onto H and Hn respectively. Suppose that 1 is not in H. Then the following
are equivalent
(i)
∑∞
n=1 || F − Fn ||2<∞.
(ii) ν is absolutely continuous with respect to the Lebesgue probability measure λ and ν = efdλ,
with
∑∞
n=1 n | fˆ(n) |2<∞.
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7 Z2 action, pointwise statement
In this section we consider specifically absolutely continuous Zn processes, for which we prove
pointwise convergence of the Shannon entropy. The case where n = 1 has already been considered
by Barron [1]. However his method can not extend to the higher dimensional case; the idea of our
proof is very related to the one by Ornstein and Weiss [10] for the Zn version of the Shannon Mac
Millan Breiman Theorem. The proof is given for n = 2, but it can be easily generalized.
Notations are as in sections 4. Particularly, we refer to (16), (18) for h
(2)
n and to Definition 4.11,
Lemma 4.10 and Lemma 4.15 for Se(F, T, S). Namely, fn2 is the density with respect to Lebesgue
measure of the law of Fn2 := (F ◦ Tm ◦ Sn)m,n=0,...,n−1, and h(2)n = −logfn2 ◦ Fn2 . The aim of this
section is to prove the following theorem:
Theorem 4.1:
Let T, S be commuting measure preserving transformations on the probability space (Ω,F , µ) with
ergodic joint action. Let F ∈ L2(µ) such that the process (F ◦ Tm ◦ Sn)(m,n)∈Z2 is absolutely
continuous, with law ν. Let ν0 be the law of the process (F ◦ Tm ◦ Sn)(m,n)∈N2,(m,n)6=(0,0).
Assume that Se(F, T, S) is finite (which is equivalent to HµF−1×ν0(ν) <∞). Then 1n2h
(2)
n converges
almost everywhere and in L1(µ) to Se(F, T, S).
In case Se(F, T, S) = −∞ the previous convergence still holds almost everywhere.
Proof: We establish first the invariance of lim inf 1n2h
(2)
n . Next, with the help of a reduction, we
prove that this lim inf is in fact almost everywhere a limit.
Recall that, for every n, Xn+1n,n = (xs,t)s,t=0,...,n is, as in Section 4, formula (a0).
(a): Let h∗ := lim infn 1n2h
(2)
n . Then h∗ is invariant by each action.
Proof of (a): Let K(0,n)×(0,n) := Xn+1n,n , K(1,n)×(0,n−1) := {xi,j : 1 ≤ i ≤ n, 0 ≤ j ≤ n − 1} and
wn =
1
n2
h
(2)
n . Then
wn ◦ S − (n+ 1)
2
n2
wn+1 = yn + zn,
where yn :=
1
n2 log
f(K(0,n)×0,n))Qn
j=0 f(x0,j )×
Qn
i=1 f(xi,n)×f(K1,n)×0,n−1)) , and zn :=
1
n2 log(
∏n
j=0 f(x0,j)×
∏n
i=1 f(xi,n)).
Now zn converges to 0 almost everywhere by the pointwise ergodic theorems. For the first one
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yn, define, for ǫ > 0, An(ǫ) = An by
An := {X : f(Xn+1n,n ) ≤ e−n
2ǫ
n∏
j=0
f(x0,j)×
n∏
i=1
f(xi,n)× f(K(1,n)×(0,n−1))}.
Then, a simple calculation yields µ(An) ≤ e−n2ǫ and thus for µ almost all x there is p such
that −yn(x) ≤ ǫ for all n ≥ p , and this implies h∗ ≤ ǫ+ h∗ ◦ S . Hence h∗ ≤ h∗ ◦ S. It follows
that h∗ = h∗ ◦ S.
In the same way, we have also h∗ = h∗ ◦ T and this proves (a).
We prove now that
(b) If limn
1
n2
H
(2)
n is finite then the family { 1n2h
(2)
n : n ≥ 1} is µ uniformly integrable.
Proof of (b): Recall that ν and µ are defined by their respective marginals νn, µn as in (20) and
(21) respectively, and gni,j is as in (32). Also L is as in (a2) in subsection 4.1. We prove that the
family {loggni,j : (i, j, n) ∈ L} is µ uniformly integrable, and this will imply, by the equality (E)
in Remark 4.12, that ( 1
n2
h
(2)
n ) is µ uniformly integrable. For l = (i, j, n), denote gni,j by ρl, and
let lk = (ik, jk, nk), be an infinite sequence in L. We shall prove that (logρlk) contains a weakly
convergent subsequence, and this proves (b). By Remark 4.1(2), (lk) contains a strictly increasing
subsequence which we still denote (lk). Let F∞ := ∨kFlk . By the formula (34) and Remark 4.13,
ρlk converges ν almost everywhere to ρ∞ :=
dµ∞
dν∞
, where µ∞ and ν∞ are the restrictions of µ and
ν to F∞ respectively . Also we have
0 ≥
∫
−logρ∞dµ = −Hν∞(µ∞) ≥ −Hν(µ) > −∞.
That is logρ∞ is µ integrable.
But supk
∫
ρlk logρlkdµ ≤ supl
∫
ρllogρldµ < ∞. Hence, by Remark 4.14, {(logρlk )+ : k ≥ 1} is
uniformly integrable with respect to µ. Set Yk = logρlk and Y = logρ∞, so that Yk, Y ∈ L1(µ), Yk
converges µ almost everywhere to Y and
∫
Ykdµ converges to
∫
Y dµ. It follows that Y +k converges
µ almost everywhere to Y +, and thus, because (Y +k ) is µ uniformly integrable, the convergence
holds in L1(µ) too. In particular,
∫
Y +k dµ converges to
∫
Y +dµ. So
∫
Y −k dµ converges to
∫
Y −dµ,
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and thus, since Y −k converges µ almost everywhere to Y
−, it converges in L1(µ). This proves that
(Yk) converges in L
1(µ) and a fortiori it is µ uniformly integrable.
Now we proceed to prove that 1
n2
h
(2)
n converges µ almost everywhere. We begin by showing that
(c) We can reduce ourselves to the case where the density of the law of the first coordinate is greater
than one on its support, and also where lim infn
1
n2
h
(2)
n < 0.
Proof of (c): Let F : RZ×Z → R be the projection to the (0, 0) coordinate, with absolutely
continuous law with density f0 =
dµF−1
dλ , and α > 0. Let φ : R→ R be the map defined by
φ(x) =
1
α
∫ x
−∞
f0(t)dt.
Put G = φ◦F . Then the law of G is absolutely continuous and has density g0 given by g0 = α1[0, 1
α
].
Let now Φ : RZ×Z → RZ×Z be the map defined by: (Φ(x))i,j = φ(xi,j),∀i, j ∈ Z, so that ΦSmT n =
SmT nΦ, and let m := µ ◦ Φ−1. Define θ by
θ(x) = sup{t ∈ R : φ(t) = x}.
Then the finite dimensional marginals of m are absolutely continuous with respect to Lebesgue
measure and the following relationship holds between the densities f for µ and g for m:
g((ui,j)i,j=0,...,n−1) = f((θ(ui,j))i,j=0,...,n−1)
∏
i,j=0,...,n−1
θ′(ui,j),
with the property: for almost all t, g0(t) > 0⇒ g0(t) ≥ α. It follows that
− 1
n2
logg((ui,j)i,j=0,...,n−1) = − 1
n2
logf((θ(ui,j))i,j=0,...,n−1)− 1
n2
n−1∑
i,j=0
logθ′(ui,j).
But it is easy to see that log θ′ ◦ F ∈ L1(m) if and only if ∫ f0(t)logf0(t)dt is finite. Also
∫
logθ′ ◦ Fdm = logα−
∫
f0(t)logf0(t)dt.
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So if
∫
f0(t)logf0(t)dt is finite, the sequence
1
n2
∑
i,j logθ
′(ui,j) = 1n2
∑
i,j logθ
′ ◦F ◦SiT j(u) con-
verges m almost everywhere to
∫
logθ′ ◦ Fdm. Therefore − 1
n2
logg((ui,j)i,j=0,...,n−1) converges
m almost everywhere if and only if − 1n2 logf((θ(ui,j))i,j=0,...,n−1) does so. In this case the corre-
sponding limits (or lim inf), h∗ and g∗ verifiy
g∗ = h∗ − logα+
∫
f0(t)logf0(t)dt.
So if h∗ is ≥ 0, then if we take α such that
logα > h∗ +
∫
f0(t)logf0(t)dt,
we obtain g∗ < 0.
Therefore, we can suppose that for almost all t, if f0(t) > 0 then f0(t) ≥ α ≥ 1 and h∗ :=
lim inf 1n2hn < 0.
This finishes the proof of the announced reduction (c).
As in the Ornstein-Weiss case, we prove that
(d) lim inf 1n2h
(2)
n is almost surely a limit.
Proof of (d): Put a := h∗. By (c), we can and do suppose that a < 0. Let ǫ3 > 0, and 0 < ǫ < ǫ3.
Let l0 ∈ N, ǫ1, ǫ2 > 0 and δ1 > 0, to be chosen later.
First, by the pointwise ergodic theorem, we find two sequences (kl) and (ml) of natural numbers
converging to∞ such that (mlkl ) converges to∞ as fast as we wish, a set Ω1ǫ ⊂ Ω, with µ(Ω1ǫ) > 1−δ1,
and an integer N0(ǫ1) such that
∀x ∈ Ω1ǫ ,∀N ≥ N0(ǫ1),∃JN (x) ⊂ INN−1,N−1, N2(1− δ1 − ǫ1) ≤ cardJN (x),
and
∀l,∀(i, j) ∈ JN (x),∃n(i, j, l) ∈ [kl,ml], e−n2(i,j,l)(a+ǫ) < f((i, j) +Xn(i,j,l)n(i,j,l)−1,n(i,j,l)−1).
Next, by repeated uses of a Vitali covering type Lemma, we get an upper estimate of the (Lebesgue)
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size of the set Ω1ǫ , which enables us to majorize the measure of the set
{x : f(XNN−1,N−1) ≤ e−N
2(a+ǫ3)} ∩ Ω1ǫ ,
which will ensure the convergence of the series
∑
N
µ({x : f(XNN−1,N−1) ≤ e−N
2(a+ǫ3)} ∩ Ω1ǫ),
in order to get lim supn
1
n2
h
(2)
n ≤ h∗. The details are as follows:
It is easy to see, from the definition of a, that, given ǫ0 > 0, there exist a set Ωǫ, with µ(Ωǫ) ≥ 1−ǫ0,
and two strictly increasing sequences of natural numbers kl, ml, with
ml
kl
converging to infinity as
fast as one wishes, such that
∀l,∀x ∈ Ωǫ,∃nl = nl(x) ∈ [kl,ml], e−n2l (a+ǫ) < f(x) = f(Xnlnl−1,nl−1).
Let JN (x) := {(i, j) : 0 ≤ i, j < N ;T iSjx ∈ Ωǫ}. Then, by the pointwise ergodic theorem, for any
δ > 0, there is a measurable set Aδ with µ(Aδ) > 1− δ, and a naural number N0(ǫ1, ǫ, δ), such that
for all N ≥ N0(ǫ1, ǫ, δ), and for all x ∈ Aδ, it holds
N2(µ(Ωǫ)− ǫ1) < cardJN (x) ≤ N2(µ(Ωǫ) + ǫ1).
Put δ1 = ǫ0 + δ, and Ω
1
ǫ := Ωǫ ∩Aδ.
It follows µ(Ω1ǫ) ≥ 1 − δ1, and for x ∈ Ω1ǫ and (i, j) ∈ JN (x) there exists n(i, j, l) = n(i, j, l)(x) ∈
[kl,ml] such that
e−n
2(i,j,l)(a+ǫ) < f((i, j) +X
n(i,j,l)
n(i,j,l)−1,n(i,j,l)−1),(59)
where we denoted f(SiT jx) by f((i, j) +X
n(i,j,l)
n(i,j,l)−1,n(i,j,l)−1).
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Note that Ri,j,l(x) := (i, j) +X
n(i,j,l)
n(i,j,l)−1,n(i,j,l)−1 is the square with first vertex (i, j) and with side
having length n(i, j, l). Then, for any l, {Ri,j,l(x) : (i, j) ∈ JN (x)} is a finite cover of JN (x)
by squares. So, due to the freedom, mentioned above, in the choice of kl and ml, by repeated
applications of the Vitali covering Lemma,[Mattila], for any ǫ2 there is N1(ǫ2, ǫ) and l1, ..., lk ≥ l0,
such that for any N ≥ N1(ǫ2), there exist subsets JN,l1(x), ..., JN,lk (x) of JN (x), such that the
squares {Ri,j,ls(x) : (i, j) ∈ JN,ls(x), s = 1...k} are disjoint, and there is a subset J0N (x) ⊂ JN (x)
which is covered by {Ri,j,ls(x) : (i, j) ∈ JN,ls(x), s = 1...k} and with (1−ǫ2)cardJN (x) ≤ cardJ0N (x).
It follows that, for N ≥ N0(ǫ1, ǫ, δ)) ∨N1(ǫ2, ǫ) and x ∈ Ω1ǫ , we have
N2u ≤ cardJ0N (x),
where u := (1− ǫ2)(1− δ1 − ǫ1). Then
N2u ≤
k∑
s=1
∑
(i,j)∈JN,ls
n2(i, j, ls)(x).(60)
Thus, since a < 0, if ǫ > 0 is chosen such that a+ ǫ < 0,
N2u(a+ ǫ) ≥
k∑
s=1
∑
(i,j)∈JN,ls
n2(i, j, ls)(x)(a + ǫ).(61)
Let J1N (x) be the intersection with I
N
N−1,N−1 of the union of the squares {Ri,j,ls(x) : (i, j) ∈
JN,ls(x), s = 1...k}. Then if (i, j) /∈ J1N (x) we have that 1 ≤ 1αf(xi,j). In particular
α ≥ 1⇒ 1 ≤ f(xi,j),∀(i, j) /∈ J1N (x).
Since α ≥ 1, it follows, by (59), that
1 ≤ e
Pk
s=1
P
(i,j)∈JN,ls
(x) n
2(i,j,ls)(x)(a+ǫ)
(
∏
s=1,...,k,(i,j)∈JN,ls(x)
f(Ri,j,ls(x))) ×
∏
(i,j)/∈J1
N
(x)
f(xi,j).
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So by (61), we get for x ∈ Ω1ǫ ,
1 ≤ eN2u(a+ǫ)(
∏
s=1,...,k,(i,j)∈JN,ls(x)
f(Ri,j,ls(x))) ×
∏
(i,j)/∈J1
N
(x)
f(xi,j).(62)
But the number of all configurations of such disjoint squares is majorised by C
[N2β]
N2
, which is
majorised by ceN
2h(β,1−β), where β = 1
q2
, q being the smallest kl’s, and c is a constant. Then by
(62), the Lebesgue measure λ(Ω1ǫ) of Ω
1
ǫ is, for N big enough, majorized by ce
N2h(β,1−β)×eN2u(a+ǫ).
But easily,
µ({f(XNN−1,N−1) ≤ e−N
2(a+ǫ3)} ∩ Ω1ǫ) ≤ e−N
2(a+ǫ3)λ(Ω1ǫ ).
So for N big enough, we then obtain µ({f(XNN−1,N−1) ≤ e−N
2(a+ǫ3)} ∩ Ω1ǫ) ≤ ce−N
2ω, where
ω = a + ǫ3 − h(β, 1 − β) − u(a + ǫ). But there is a constant γ > 0, such that for N big enough,
the exponent ω is > γ. In fact, if we put v = ǫ1 + δ1, then u = 1 − v − ǫ2(1 − v), and thus
ω = ǫ3 − ǫ− h(β, 1 − β) + (a + ǫ)(v + ǫ2(1 − v)), so that, for 0 < γ < ǫ3−ǫ2 , we can choose ǫ1, ǫ2,
δ1, l0 and N2 ≥ N0 ∨N1, such that ∀N ≥ N2, we have the inequality
ǫ3 − ǫ > 2γ > γ > h(β, 1 − β)− (a+ ǫ)(v + ǫ2(1− v)).
Then the series ∑
N
µ({f(XNN−1,N−1) ≤ e−N
2(a+ǫ3)} ∩ Ω1ǫ)
is convergent. Letting δ1 → 0, we get lim supN wN (x) ≤ a+ ǫ3, and finishes the proof in the case
−∞ < a := lim infN wN < 0.
If lim inf wN = −∞, taking a any negative number, the same proof gives lim supN wN ≤ a.
This finishes the proof of theorem 4.
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