This account is the Standard one. It says that dynamic semantics is an approach to meaning that was developed in the early eighties by Kamp and Heim, and was subsequently carried on by many others, including Barwise and Groenendijk and Stokhof. But although historically speaking this account may be correct, I believe it must be rejected for ideological reasons, because Heim's work inaugurated a paradigm which is quite different from the DRT approach. So different, in fact, that I propose to reserve the label 'dynamic semantics' for the kind of approach advocated by Heim, Barwise, and the Amsterdam school led by Groenendijk and Stokhof. This approach is truly dynamic in a sense in which DRT is not. This paper is an attempt to refute dynamic semantics. I will present a rather straightforward argument which is intended to prove that the dynamic approach is wrong. But even if the argument doesn't go through, it applies only to dynamic semantics, not to DRT -which goes to confirm that the two are better kept apart. I should like to emphasize that I will not try to demonstrate that DRT is the right way to go. My main objective is a negative one: to show that dynamic semantics is false. I will suggest that DRT might be a viable alternative, but that is only a subsidiary thread in the narrative.
Dynamic semantics and DRT come with different theories of presupposition. To someone working in the former paradigm, a Version of the satisfaction theory of presupposition will be the most attractive Option (Heim 1983) , whereas within the DRT framework the binding theory of presupposition is a more likely choice (van der Sandt 1992) . Having worked with the binding theory for some time, I decided a couple of years ago that I should have a closer look at the satisfaction theory t because prima fade the two theories appear to be rather similar, and I wanted to see how my own ideas about presupposition might be translated into the framework of the satisfaction theory. I came to theconclusion, however, that such a translation is out of the question because, despite their superficial similarity, the two theories are fundamentally different. What is more, I came to see that the satisfaction theory not just happens to be empirically inferior to the binding theory, but that it is fatally flawed (äs documented in excruciating detail in Geurts 1996) . This paper is a natural extension of that project, in that my target has only shifted from the satisfaction theory of presupposition to the framework in which it is embedded, i. e. dynamic semantics. But the underlying motive is still the same: it is to obtain a clearer view on DRT and the family of theories that populate the dynamic landscape.
1

L What is wrong with dynamic semantics?
One of the better-known representatives of dynamic semantics is Groenendijk and Stokhofs dynamic predicate logic (DPL), and in the following I will use DPL to exemplify the dynamic approach. This is an arbitrary choice; äs far äs the aims of this paper are concerned, I might have chosen any other dynamic theory instead.
Officially, the syntax of DPL is that of predicate logic, but I will use the semicolon to symbolize conjunction, because I want to emphasize the fact that DPL's dynamic conjunction is quite unlike ordinary conjunction. The Interpretation of this language is given in terms of relations between variable assignments, which are to be taken äs rudimentary contexts, for intuitively speaking, DPL regards sentences äs context change devices. In the following definition, these relations, for which I adopt an infix notation, are symbolized by l The second installment of my anti-dynamic campaign began in the summer of 1996, when I wrote my 'Dido and Aeneas' paper (Geurts 1997). Talks based on that paper were presented to audiences in Berlin, Tübingen, Eindhoven, Edinburgh, and Nijmegen. These talks have been very useful to me, äs they showed that my arguments give rise to two rather different varieties of disbelief. Most people appear to be convinced that my arguments are not just correct, but obviously so, and refuse to believe that dynamic semantics could ever have been taken seriously. A rather smaller group reject my arguments äs being obviously wrong, or even worse: irrelevant. This latter group taught me that there is remarkably broad ränge of possible misconstruals of what I had taken to be an almost trivial point. If in this paper I should again have failed to present my case with sufficient clarity, they are not to be blamed. Nor are Colin Brown, Siegfried Kanngießer, Emiel Krahmer, Rob van der Sandt, and the two anonymous referees for ZS. ||... ||. Further, I use a, 6, c,... to represent assignments; I is the Interpretation function given by the current model (which is left implicit); || α || a = Ι (α) if a is an individual constant, and || α || fl = a (a) if α is a variable; and 'a [x] b' is to mean that assignments a and b are identical except, possibly, for the values they assign tox.
DPL Semantics
-oa||Pa 1 ...aJ|iilf f=*andI(P)(||a 1 || a ...||a n || fl ) o a || -ι φ || b iff a = b and there is no c such that a \\ φ || c o a || φ ; ψ || b iff there is a c such that a \\ φ || c and c \\ ψ || 6, i. e. || φ ; ψ || = ΙΙΦΙΗΙΨΙΙ 0 a || 3*φ || b iff there is a c such that a [x] c and c \\ φ || b The other connectives and the universal quantifier are defined in terms of '-i',';', Γ and C 3', s usual. In DPL atomic and negated seiitences are tests: they either . return their input assignments or fail. Conjunctions and existentially quantified v: sentences are the only ones that may actually change the contexts on which they |; operate. The existential quantifier assigns a new value to a variable, and ;!; conjunction is construed s relational composition, which is t say that the second conjunct 'applies' after the first; conjunction is therefore non-commutai tive. Owing to these unorthodox interpretations of '3' and Y, the existential ; quantifier may bind a variable that lies outside its syntactic scope. For example, '(3χφ); ψ' and '3χ(φ; ψ)' are equivalent. ' In a theory like DPL, the following contrast is accounted for in terms of the ! lexical meaning of 'and':
(1) a. [A man] £ walks in the park and he f whistles. b. Htej whistles and [a man],-walks in the park.
Whereas in the first sentence the pronoun can have the indefinite s its antecedent, this doesn't seem possible in the second sentence. DPL explains this difference s follows. The first sentence is translated s '(3xPx); Qx\ which is equivalent to '3x (Px; Qx)', and gives an adequate representation of the intuitive meaning of the sentence. In the translation of the second sentence, however, which is of the form 'Qx; 3xPx\ the first occurrence of χ is free, and thus it is predicted that an anaphoric link is not possible. 1 reject this analysis and in particular the notion of conjunction upon which it is based, because I believe it to be obvious that 'and' is not dynamic in the sense that its meaning, or indeed any other aspect of its lexical entry, is relevant to an explanation of why anaphora is possible in (l a) but not in (l b). For once I don't use the adverb Obvious' to heighten the dramatic impact of my Statement: I really believe that it is obvious that 'and 5 is not dynamic, and that, consequently, dynamic semantics is wrong. (Didn't I say that my argument is a straightforward one?) I have a strong pre-theoretic Intuition that if you must explain the contrast bctwccn (l a) and (l b), thc Icxical entry for *and* is about the least proraising placc to start, and I have Jearned that many people have the same Intuition (cf. note l). Somehow, however, the advocates of dynamic semantics have managed to convince thcmsclves that this Intuition is just a mistake. It may be helpful, thercforc, to expand upon what I take to be a near-truism. The remainderof this section does just that, There can be no doubt that utterances are processed incrementally: word by word, phrasc by phrase, clause by clause, sentence by sentence. Presumably, this strategy is forced upon us by our psycho-biological constitution. More likely than not, it is only thus that we could ever cope with the inexorable stream of verbal input comes our way. The central tenet of dynamic semantics is that this processing strategy is encoded in the lexical entries of certain words, and especially in the lexical meaning of 'and'. Thus formulated, it is evident that the very notion of a dynamic semantics is quite implausible. For what could ever be thc rationale for such an encoding? One might just äs well hold that there is an English word which, äs part of its lexical meaning, represents the principle that one should not Interrupt a Speaker who is telling a good joke, or that the use of a hearing aid may improve the quality of speech perception.
Consider the poor boxer who, due to an unfortunate accident which put an end to his career, processes incoming utterances from right to left Must we say that it is impossible for him to understand the meaning of'and', or that, if he does understand it, his linguistic behaviour is inconsistent with his linguistic knowledge? I fail to see that we are forced to conclude anything of the sort. But then the meaning of 'and' is not dynamic.
On the Standard truth-functional view, the lexical meaning of 'and' is commutative. Thus, on this view, a child learning English does not have to worry about the order in which the members of a conjunction arise, insofar äs his concern is with the interpretative eflfects of c and'. On the dynamic view, however, a child learning the meaning of 'and' will have to worry about this: he must decide whether 'Sj and S 2 ' is to be interpreted äs || S t || o || S 2 1| or || S 2 || o [| S l \\. So in principle he might adopt the working hypothesis that 'Sj and S 2 ' means IIS 2 1| o || S j ||. Clearly, such considerations are too implausible to be'taken seriously, but they are prompted by the dynamic approach, and someone who adopts this approach is not in a position to reject them out of hand.
Could there be a language featuring a particle, 'ugh' say, whose meaning is the mirror image of English 'and', i. e. 'S l ugh S 2 ' is interpreted äs || S 2 1| o || S x ||? It seems pretty evident that this would be a linguistic monster: there are no such languages, and linguistically speaking,.there couldn't be any, either. However, if the dynamic analysis of conjunction is correct, then 'and' and 'ugh' are so close together in conceptual space that we must ask why it is that 'ugh' is an impossible word, linguistically speaking? The question is absurd, it seems to me, but again the dynamic view on meaning implies that it deserves be taken seriously.
Mach to my surprise, the foregoing argument has been repeatedly misunderstood. So at the risk of belabouring the obvious, let me say a bit more about it. Suppose someone was to claim that the meaning of 'and' is a truth function which yields 'true' if its arguments are both true, and 'false' otherwise. As this is not the only truth function, this claim would naturally prompt the question if there are any languages in which other truth functions are lexicalized. This is a good question, and it turns out that there are such languages. In fact, there are many such languages, English being one of them, äs witnessOr' and 'neither... nor' and, perhaps, 'not'. Compare this with the notion that 'Sj and S 2 ' means II S i || o || S 2 1|. This claim prompts the question if there are any languages with a connective that maps S x and S 2 (in this order) onto || S 2 || o || S x ||. This does not strike me äs a very good question. To be frank, I think it is a silly question. The issue of 'ugh' is on a par with that of the child ignoring the hypothesis that C S 1 and S 2 ' means || S 2 || o || S l \\: they are not to be taken seriously. Just äs a pupil who asks a silly question will be the laughing stock of his class, a theory that gives rise to such non-issues is reduced, if not ad absurdwn, then surely ad ridiculum. I don't wish to deny that on the face of it the dynamic account of 'and' has a :ertain appeal, but whatever initial appeal the theory may have derives from the fact that language is processed incrementally. As far äs I can see, the only :oherent construal of dynamic semantics is that it is an attempt at hardwiring •his processing strategy into the lexicon.
2 But to grant that this is a coherent vonstrual is not to condone the project. Indeed, if one's objective is to account for the observation that a sentence of the form 'S x and S 2 ', like any complex expression, is processed from left to right, then the lexical entry of'and' surely is one of the most unlikely starting points. Not only that, but since the processing strategy is a perfectly general one, any such account is bound to miss an obvious generalization by a long shot.
In the foregoing I have presented my principal argument against dynamic semantics. (I say this explicitly because readers of earlier versions have tended to overlook this part or dismissed it äs a sort of rhetorical warming-up phase.) I believe to have shown that the dynamic analysis of'and' is wrong, and dynamic semantics Stands or falls with this analysis. In the following I will provide additional evidence against the dynamic approach, but the main point has beeen made.
Dynamic semantics vs DRT
In the foregoing I tacitly presupposed Groenendijk and Stokhofs (1989) definition of dynamic semantics:
A semantics is dynamic if and only if its notion of conjunction is dynamic, and hence non-conunutative. This is stipulative, of course. 'Dynamic semantics' is a term of art, which we may define any way we want, but some definitions are more illuminating than others, and I feel that this characterizes the dynamic approach rather well. Let me explain why.
An utterance changes the context in which it is made; utterances are acts, and acts have causal effects. It is this insight, evidently, that inspires the dynamic view on meaning, but Inspiration and justification are different things. The crucial tenet of dynamic semantics, after all, is that sentences are context change devices. This may or may not be correct (I think the latter), but it doesn't follow from the observation that utterances change the context. But anyway, one premise of dynamic semantics is that sentences are context change devices, or, in Heim's terminology, that the meaning of a sentence is given by its context change potential, or CCP for short. A further one is that *the CCPs of complex sentences can be given compositionally on the basis of the CCPs of their constituents.' (Heim 1983 The contrast is clearly the same äs in the earlier example: in (2 a) anaphora is possible, and in (2 b) it isn't. We should expect, therefore, that an explanation of the contrast in (2) will apply to (1), äs well. In a dynamic semantics perspective, the difference between (2 a) and (2b) is the following. In (2 a) the first sentence sets up a context with an antecedent for the pronoun in the second one. In (2 b), on the other hand, the pronoun occurs in a sentence that is supposed to set up a context for a sentence with the pronoun's antecedent, which is impossible. But if we want to extend this account to (l a, b) , assuming that the CCP of a conjunction is determined compositionally by the CCPs of its parts, then it is hard to avoid the conclusion that the CCP of 'and' is dynamic.
So, although technically speaking it is possible to have a classical, 'static' conjunctiön in a theory like DPL, the claim that conjunction is dynamic follows naturally from the view, which is characteristic of the dynamic approach, that 'certain aspects of language use enter directly into the compositional core of a semantic system', äs Chierchia (1995: xiii) puts it. Therefore, Groenendijk and Stokhof s definition of dynamic semantics is quite appropriate.
Another reason why I find this definition apt is that it draws attention to the fact that in a dynamic semantics ordinary connectives and quantifiers carry an inordinately heavy explanatory bürden. The contrast between (l a) and (l b), for example, is explained in terms of the meaning of 'and'. More generally, the dynamic research Programme is to explain pragmatic phenomena, such äs anaphora and presupposition, in lexical terms; especially, in terms of the lexical meanings of 4 and', Or', 4 not', etc. It is customary to bracket DRT together with such dynamic theories äs DPL. As I have pointed out already this is unfortunate if not downright misleading, because DRT is not a dynamic semantics. DRT is a theory of language understanding; äs Kamp and Reyle (1993) say, DRT aims to provide '...] an (idealized) analysis of the process whereby the recipient of an utterance comes to jrasp the thoughts that the utterance contains. We have been led towards our description jf the relation between meaning and form by a firm conviction that it is only in this way jhat a comprehensive ränge of semantic facts can be explained.
!
This theory of language understanding is a representational one in the sense that it describes how a hearer constructs mental representations, called T)RSs', in response to linguistic Stimuli. The concept of context change that lies at the heart of dynamic semantics is foreign to DRT.
In a dynamic semantics sentences are viewed äs context change devices. It is by no means obvious how this is to be understood, äs sentences do not change contexts any more than shoes, ships, or sealing wax do. Speakers can use sentences for making utterances, and the objective of DRT is to explain how hearers respond to such utterances, focusing on the mental representations that they construct in the process. Might we say, then, that in DRT contexts are represented by DRSs, and sentences are viewed äs context change devices, after all, in that they serve to modify DRSs? We might, of course, but this construal would be perverse. An agent can use a sentence in order to provoke changes in his fellow agents' mental representations, but in principle he can use anything for that purpose (and often non-linguistic objects will prove to be more effective). So if a sentence counts äs a context change device just because it may be used to · affcct mental representations, anyihing is a context change device, 4 · DRT is a non-compositional theory of meaning. This is not to say that itjj'.· cannot be reformulated in strictly compositional terms, for it has been known i since Zeevat (1989) that this can be done. It is just to say that compositionality of · meaning doesn't play a role in DRT; it is optional. In my opinion this is äs it \''", should be, because I don't know of any principled reason why a semantic theory i should be compositional, but dynamic semanticists are wont to claim that \ l : compositionality is one of the prime virtues a semantic theory can aspire to, and ', to chastise DRT for being non-compositional. However, I don't want to discuss DRT is a representational theory of meaning. More accurately, it is a theory P about the mental representations that hearers construct in response to v utterances. In contrast, dynamic semantics purports to be a non-representatio-P nal theory. Again, it is not all too clear what this is supposed to mean. I should !i say that a variable assignment contains linguistic, hence representational, \\ elements, and that a theory which regards variable assignments äs semantic fl objects is ipso facto a representational theory. But that is äs it may be. I am more r" interested in what fuels the controversy over representations in semantics. One j ô ften has the impression that this discussion is about how many 'levels' are ; "· " needed in a linguistic theory. But really the issue is more fundamental than, say, t a; the debate over deep structures in syntax. What is at stake is the Status of j ŝ emantic theory. If it is true, äs Kamp and Reyle claim, that semantic facts can j E only be explained by way of a theory of understanding, and if we discount the j L unlikely position that a non-representational theory of understanding is possible at all, then arguments against semantic representations are in fact arguments against semantics äs a theory of understanding. I suspect, therefofe, that dynamic semanticists' qualms about representations betray their dislike of the philosophical underpinning of DRT.
To sum up: DRT differs from dynamic theories of meaning not only because compositionality is not on its list of desiderata, but also, and more importantly, o ? because it is a theory of language understanding, not of context change, and G i hence a representational theory. That DRT lies squarely outside the dynamic j paradigm also appears from the fact that its partisans do not share the ill preoccupation with connectives that is symptomatic of dynamic semantics.
Within the DRT camp, there have never been serious controversies over the (i meaning of 'not' or Or', for example, and it is fairly obvious what a DRT account of conjunction should look like. Unfortunately, however, what I take to be the correct DRT account of l conjunction does not coincide with the analysis expoused by Kamp and Reyle i (1993) . In Kamp and Reyle's version of DRT, sentences of the form 'S 1 and S 2 ' 5 are handled by first extending the current DRS with the Information in S l , which results in a new DRS, in the context of which S 2 is interpreted. This is what one t should expect, of course. What is surprising is that, in their Implementation of ,,; this analysis, Kamp and Reyle adopt a purely lexicalist approach: they set up a i lexical rule associated with 'and', which, by means of an indexing scheme • introduced expressly for this purpose, ensures that S x is processed before S 2 .
(plearly, this analysis is very much in the spirit of dynamic semantics, and all Qbjections against the dynamic treatment of conjunction apply to Kamp and leyle's proposal, too. However, within the DRT framework their treatment is .nything but inevitable. I have already hinted at what I take to be the right analysis of conjunction. It is ! tandard analysis, according to which the lexical content of 'and' merely says 1 v hat sentences flanking it are both true. In Kamp and Reyle's version of DRT, • this is just to say that the lexical rule associated with 'and' is an instruction to ;*Interpret both conjuncts within the context of the eurrent DRS. Hence, äs far äs ,· the lexical meaning of 'and' is concerned, conjunction is commutative. If the : order of the members of a conjoined sentence matters, äs it often does, it is not : because the lexical meaning of 'and' is non-commutative, but because the ' process of Interpretation is sensitive to the order in which it receives its input, äs in general it has a preference for incremental processing. This is just a sketch, to be sure, but it can be made quite precise by borrowing concepts from Computer science, and more especially from parsing theory. The construction rules of a System a la Kamp and Reyle may be viewed äs a grammar, which is applied by a semantic parser, äs one might say. Formulated in these terms, the notion of incremental Interpretation may be defined by saying that by default the semantic parser processes its input depth first and from left to right.
Forward reference
Whercas I say that incrcmental Interpretation is just a processing strategy, the dynamic semanticist says that it is encoded in the meaning of 'and'. Our positions makc diiferent predictions about the interpretative effects of linear order. If we adopt the DRT analysis that I advocate, it should be possible for an anaphoric expression in the first half of a conjunction to have its antecedent in the second conjunct; for the expectation that this will not happen is based upon a processing strategy, and is therefore defeasible.
5 If, on the other band, the dynamic semanticist is right, then this should be impossible, since on his analysis it follows from the lexical meaning of 'and' that a pronoun in the first conjunct cannot have its antecedent in the second conjunct. It is the former prediction rather than the latter which is borne out by observations like the following, which I borrow from Bolinger (1977): (3) a. Yes, the doctor warned him, but Tom kept on. Apparently, the italicized occurrence of'he' is at least dependent on the second occurrence of 'John'; for if we replace the latter with a pronoun, it becomes unclear whom the first 'he' is intended to refer tö. This should suffice to discredit the simple-minded view that forward reference is just an underhanded way of referring backwards. In (5 a), 'he' and 'them' refer forward to One of the pupils' and 'some of the teachers', respectively. These indefinites are most likely to be construed specifically, but s (5b) demonstrates, this is not a prerequisite for forward reference: in this example it is hard if not impossible to construe 'at least one or two of the teachers' specifically, but nonetheless it is the intended antecedent of the preceding pronoun 'them'. These observations are at odds with the dynamic account of anaphoric reference in conjunctions, and in particular cases like (5 a, b) are counterexamples against the Standard dynamic approach. The question therefore is if the dynamic theory can be repaired so s to capture these data. I can see a number of possible repairs, none of which are particularly successful, though. Truth-conditionally speaking 'i' is equivalent with ';': it merely reverses the order in which the two members of a conjunction are processed. Hence, on the assumption that in (5 a, b) 'and' symbolizes '!', these examples can now be accounted for. However, since in most cases pronouns follow their antecedents, it will have to be claimed that 'and' is actually ambiguous between '!' and ';'.
There are several problems with this solution. First, having argued at some length that for various reasons it is hard to accept that conjunction is dynamic, I don't see that these difficulties are alleviated by the addendum that it is 7 Forward reference in conjunctions is to be distinguished from forward reference in certain other constructions, like conditionals:
When it c is hungry, a cat,· usually meows. If he,· lies to a Student,, a teacher f loses his^ trust. Chierchia (1995) discusses these examples in a dynamic framework, but the treatment he proposes does not apply to conjunctions, and it is unlikely that it can be extended so s to deal with the phenomena under discussion. Cf. below, under (//). dynamically ambiguous. Secondly, it will clearly not do to postulate that conjunction is ambiguous, because normally speaking forward reference across 'and' is not possible. So apart from the fact that the lexical entry of *and' would have to explicitly allow for a conjunction to be processed either from left to right or from right to left, it would also have to specify that the former Option is generally preferred to the latter. The same objection now applies with a vengeance: there is no reason whatsoever to suppose that this processing Information is lexically encoded. And not only is this supposition unfounded, it results in a clumsy and roundabout account of the facts. Thirdly, if 'and' really were ambiguous between '!' and ';', we should expect there to be languages which have distinct morphemes for these two meanings. I don't think it is very likely that such a language can be found. Finally, this proposal fails to account for conjunctions with crossing anaphoric dependencies, such s the following: (6) a. John worked on it £ [for over a year] 7 ·, and then^ he emerged from his workshop with [one of the most beautiful ukuleles the world has ever seen],. ; b. It still is a mystery how she managed to smuggle tben^ into [her i appartment]^ without being noticed, and yet it is now established beyond any reasonable doubt that Penelope has been keeping [twelve ι German shepherds], there^ for more than a decade. ' ·'
In (6 a), the pronoun in the first conjunct refers forward to the indefinite NP in the second, while at the same time 'then' in the second conjunct refers backwards to the temporal adverbial in the first; and the same holds, mutatis mutandis, forthe pronouns 'them' and 'there' in (6b). It might be suggested that such examples can be handled by yet another Version of dynamic conjunction, along the following lines: a || φ \ ψ || b iff there is a c such that either a || φ || c and c || ψ || b or a || ψ || c and This will not do, however, because it doesn't allow for crossing anaphoric links; it only allows for anaphoric links to collectively run in one direction or the other.
(//) A rather different approach to forward reference is to say that it is a matter of scope: whenever a pronoun is used to refer forward, its antecedent is construed s taking scope over the clause in which the pronoun occurs. Thus in (5 b), for example, 'most of the pupils' and 'at least one or two of the teachers' are construed s having widest and second-widest scope, respectively. Technically speaking, this proposal is unproblematic. There are various methods for dealing with scope, and in principle any of these might be pressed into Service to deal with forward reference. But apart from its technical feasibility this approach has little to recommend it. First, it is at odds with the widely accepted notion that there are non-trivial restrictions on scope taking: if we accept that (5 b), for example, must be analysed in terms of scope, then apparently we are forced to conclude that, with respect to scope taking, practically anything goes, which is surely incorrect.
Secondly, the scope analysis goes against the spirit of dynamic semantics. To say that natural language conjunction is dynamic is to say that it is processed from left to right, i. e., that the second conjunct is processed in the context of the first. But, evidenüy, if an NP in the second conjunct is allowed to outscope the first, then the first conjunct is interpreted in the context of (part of) the second. Even if this is unproblematic from a technical point of view, it is hard to fathom what the explanatory merit of such an account might be.
Thirdly, if a dynamic semanticist decides to advocate a scope analysis of forward reference, he will be pulling the rüg from under his own theory. For if we can account for forward reference along these lines, then surely we can treat all sorts of anaphora in conjoined sentences in terms of scope, without having to assume that conjunction is dynamic. In fact, a static theory of scope can handle practically anything a dynamic semantics can account for.
8 But then there is no point in maintaining that the semantics of natural language is a dynamic one.
(m) All remaining options are, äs far äs I can see, quite hopeless. It has been mggested to me, for example, that forward reference is a marginal phenomenon that shouldn't be given so much weight, or that it should be relegated to a pragmatic theory. Clearly, however, these are counsels of despair, and I will not discuss them any further.
The long and short of it is that forward reference Stands äs clear evidence against the theory of dynamic semantics.
Other connectives, same story
Thus far I have concentrated my attention on 'and', whose analysis epitomizes the dynamic approach. In this final section, I want to show that the points I have made in the foregoing carry over to the other connectives, in particular 4 not' and 4 or'. In all varieties of dynamic semantics, certain laws of classical logic cease to hold. In particular, the law of double negation tends to break down in a dynamic setting, and while in classical logic (7) is valid, (7) -ι<ρνψ<=>φ-»ψ this equivalence does not obtain in the more popul r versions of dynamic semantics, such s DPL for example. The same holds for DRT, by the way. With these observations in mind, let us turn to the following examples:
(8) a. It's not true that this house doesn't have a bathroom. It's on the second floor. b. Either there is no bathroom in this house or it is in a funny place.
In DPL, the pronoun 'it' in the second sentence of (8 a) cannot have 4 a bathroom' s its antecedent, because negated sentences are tests: an antecedent introduced within the scope of a negation cannot be picked up from outside. This prediction surely holds for simple cases, but data like (8 a) suggest that double negation should make an antecedent accessible again. If the law of double negation were to hold in a dynamic System like DPL, we would have an explanation for the well-formedness of (8 a). Similar considerations apply to (8b). In DPL, s in DRT, a pronoun on one side of Or' cannot have its antecedent on the other side, because disjunctions are internally static. Again, in general this is correct, but (8 b) would appear to be an exception to the rule; for if the law of double negation and (7) were to hold in a DPL-type system, we would have an explanation for cases like (8 b), too.
Since I don't want to get bogged down in technicalities, and the points I want to raise can be formulated without reference to technical details, let us simply assume that we have a dynamic semantics, call it DPL + , which meets these requirements, i. e. in DPL + (7) holds and double negation cancels out. Dynamic Systems with these properties have been presented by Dekker (1993) and Krahmer and Muskens (1995) , so the assumption that DPL + might exist is justified.
In DPL+ (8 a, b) are represented s (9 a) and (9b), respectively:
Thus, DPL + predicts that these sentences are equivalent with (10a) and (lOb), respectively. (10) a. This house has a bathroom, and it's on the second floor. b. If there is a bathroom in this house it is in a funny place.
This seems correct. However, this analysis is not without its problems. To Start with, the DPL+ treatment of double negation covers only a fraction of what is in fact a much more general phenomenon. To illustrate, consider:
It's ludicrous to pretend that this house doesn't have a bathroom. You showed it to me, remember?
Here anaphora is possible, and this example is obviously of the same making äs (8 a). However, since DPL + is designed to account for the double-negation cases only, it doesn't have an explanation for examples like (11).
• Intuitively speaking, it is clear at least in outline how such cases should be analysed. If someone utters the first sentence of (11), then the hearer may infer that according to the Speaker the house has a bathroom. So the anaphor in the second sentence is accounted for on the assumption that, under certain circumstances, such inferential processes may give rise to new reference markers that can be picked up by subsequent anaphoric pronouns. Although I readily admit that it is by no means clear what the details of such an analysis will look like, it is clear that an approach along these lines is called for. But if an inference-based explanation must be adopted for cases like (11) anyway, then why should one resort to a fresh approach in the double-negation cases? They can be treated äs instances of inference-based anaphora, too, so there is no need to deploy any special-purpose machinery. On the contrary, any theory that does so disqualifies itself on methodological grounds.
This problem is not restricted to examples like (11). Here is another pair of problematic cases: 9 (13) It is not true that there wasn't a single guest at Penelope's party. a. ?But he was out on the terrace. *' b. But they were all out on the terrace. » :/ <f \ An inference-based theory can readily explain this diiference: on the basis of * world knowledge about parties it may be inferred from the first part of (l 3) that there was more than one guest at Penelope's party, and therefore a plural pronoun is called for. In DPL + , however, the logic eliminates the double negation, thus predicting that the first sentence of (13) is equivalent to -well, ; equivalent to what? To 'There was a single guest at Penelope's party', perhaps? But then (l 3 b) should be awkward, not (l 3 a). At any rate, not only is it otiose to 'make negation dynamic'; it actually creates problems instead of solving them. (l 4 a), in which the pronoun follows its antecedent, is a fairly normal sentence. j By contrast, (14b), in which the order of the disjuncts is reversed, is decidedly s marked. Let us grant for argument's sake that the DPL + account of negation is jjj| correct, and that, given the equivalences in (9b), the theory's Interpretation of Γδ c v' accounts for (14a). But then (14b) is ruled out. This seems too drastic J J however. Although (14b) is marked, it is perfectly intelligible, and just the kind j ! of the thing that someone might say under certain circumstances. Of course, this ( . problem is essentially the same s the one discussed in the previous section. We j f have to account for the fact that, in principle, forward reference is possible, ! ι although in general anaphors prefer not to precede their antecedents, and the j h lexicalist stance taken by dynamic semanticists is not adequate to this purpose. j
Conclusion
It is evident that linear order may affect the Interpretation of an utterance. The most obvious explanation of this fact is also the simplest and the most adequate one: it is just that hearers have a preference for incremental Interpretation. One 10 Krahmer and Muskens remark, apropos of an analogous example, that the diiference is due to a 'uniqueness effect ' (1995: 359) . They don't bother to spell out what this means in their framework. of the central tenets of dynamic semantics is that certain effects of linear order are encoded in the lexical meanings of the connectives, in particülar of 'and'. This assumption is redundant, it is implausible in its own right and it makes false predictions. Dynamic semantics is not just wrong: it is a nonstarter. So, how about DRT?
