We show that the category of super convex spaces has a codense subcategory, which yields a barycenter map on the super convex space of all probability measures on any measurable space. This is used to show that the category of super convex spaces is equivalent to the category of Giryalgebras.
Introduction
The category of Giry-algebras, arising from the Lawvere-Giry monad (G, η, µ) defined on the category of measurable spaces, Meas, is fundamental to the understanding of probability theory, as the monad G captures the algebraic content of probability measures. 1 Yet, the characterization of Giry algebras by a category equivalent to that obtained from the Eilenberg-Moore factorization, has stymied researchers. Doberkat [3, 4] has given a characterization for the monad of probability measures on Polish spaces with continuous maps, which however fails to address discrete algebras due to a lack of continuity associated with discrete spaces. This alternative characterization is useful for applications when there is an underlying topology. However, given that probability measures are defined without reference to an underlying topology, it is desirable to address the general case, as such a factorization implies one can "do integration", with respect to any probability measure on a measurable space, without requiring any Banach space whatsoever. This aspect, as well as other implications, are discussed in §6.
In this article, we show that the category of super convex spaces, SCvx, is equivalent to the category of Giry algebras, G-algebras. The category SCvx is defined analogously to that of convex spaces, Cvx, with the additional property that one requires countable affine sums, and the maps in SCvx must preserve these countable affine sums. It is the basic property of "countability" which links the two categories, SCvx and Meas.
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The equivalence between the Giry-algebras and super convex spaces arises from the property that it has a codense subcategory, from which one can construct the barycenter map for the space of probability measures defined on any super convex space. This implies the Giry monad G factors through SCvx, with the barycenter map, as the counit of an adjunct factorization of the Giry monad, (G, η, µ). To get an intuitive idea of why SCvx may be equivalent to the category G-algebras, suppose that G(X) h −→ X is a G-algebra on X. The measurable map h induces a super convex space structure on X, which we denote by (X, h), such that h itself can be viewed as a map of super convex spaces, preserving countable affine sums. (The details of this whole construction are discussed subsequently.) Then, provided that there exist a functor SCvx Σ −→ Meas such that Σ(X, h) gives back the original measurable space X, it follows that the G-algebra h is precisely the adjunct of the identity map on X,
where P(X) is the functor G viewed as a functor into the category SCvx. The paper is organized as follows. In §2 we give the definition of a super convex space, and in §3 we show SCvx has a codense subcategory. That result is used in §4 to factorize the Giry monad, and the proof of the equivalence of the two categories, G-algebras and SCvx, is given in §5.
The category of super convex spaces
As the category SCvx is not well know, let us give the definition, as per Börger and Kemper [2] . Let Ω denote the set of all countable partitions of one,
where " ∞ i=1 α i = 1" is shorthand notation for the limit condition, lim N →∞ { N i=1 α i } = 1. An Ω-algebra is a set A together with a map Ω → Set(A N , A), α → α A . A morphism from an Ω-algebra A to an Ω-algebra B is a set map A m −→ B satisfying
The Ωalgebras form a category, with composition of morphisms being the set-theoretical one.
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With the convention α A (a) def = i∈N α i a i , where a = {a i } i∈N , and α ∈ Ω, an Ω-algebra A is a super convex space provided the following two axioms are satisfied: 
where the elements a i all lie in A.
Consider the convex space R = (−∞, ∞) with the natural convex space structure. The one point extension of R gives the convex space R ∞ = (−∞, ∞], specified on (finite) affine sums by the property, for all u ∈ (−∞, ∞) and all r ∈ (0, 1], that (1 − r)u + r∞ = ∞. This object, R ∞ , is a coseparator in Cvx. [2] The object R ∞ can be viewed as a super convex space specified, for all u i ∈ R ∞ and all countable partitions of one,
The category SCvx, which can be viewed as a subcategory of the category of convex spaces, Cvx, is not a full subcategory of Cvx as the following example shows.
Example 2.1. Let 2 = {0, 1}, which has a convex space structure defined by (1 − α)0 + α1 = 0 for all α ∈ [0, 1). This structure can be extended to view 2 as a super convex space by defining
is an affine map, but not a countably affine map. By taking the countable partition of one { 1 2 i } ∞ i=1 and the sequence of elements {i2 i } ∞ i=1 ∈ R, we have γ(i2 i ) = 1 for every integer i ∈ N, and therefore the sum
Hence γ does not preserve countable affine sums.
While SCvx is not a full subcategory of Cvx it does satisfy the property that given any superconvex space A, and an affine map U(A) m −→ U(R ∞ ), where U is the forgetful functor SCvx U −→ Cvx which forgets the superconvex structure and restricts to finite affine sums and affine maps, there exists a unique extension of m to a countably affine map Am −→ R ∞ , defined bŷ
where we adopt the convention that if the limit of the sequence
does not exist then the limit value is ∞. This definition form is an extension of m, in the sense that it preserves countable affine sums, because for any countable affine sum a ⋆ = ∞ i=1 α i a i , we can express this element as an affine sum
and upon applying the affine map m we obtain, for every N ∈ N,
Taking the limit of this equality yields
There are three cases to consider:
1. If m(a k ) = ∞ for any index k with α k > 0 then, by the convex space structure of A (as well as the super convex structure of A), it follows that m(a ⋆ ) = ∞ =m(a ⋆ ).
2. The limit of the second term, on the right hand side of the equality, does not exist if and only if the limit of the first term on the right hand side also does not exist, and in which case m(a ⋆ ) = ∞ =m(a ⋆ ).
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Consequentlym coincides with m when viewed as a function applied to a "single element" of A, and is also a countably affine map. This result implies, since R ∞ is a coseparator in Cvx, that it is also a coseparator for SCvx.
The codense subcategory of SCvx
To say a subcategory C of SCvx is codense is equivalent to saying that the truncated Yoneda mapping SCvx op Y op | −→ Set C is (still) full and faithful. Isbell [5] , using the truncated Yoneda mapping, used the terminology of "right adequate" rather than a codense subcategory. While we use the standard terminology of "codense", we prefer to think of this concept as defined in terms of the truncated Yoneda mapping, as opposed to defining it in terms of a limit of a functor, e.g., see MacLane [7, p242] . This perspective is useful because our problem, as well as many others, reduces to the question of whether a "generalized point" of an object A, meaning a natural transformation P ∈ Nat(Hom(A, ·), Hom(1, ·)), corresponds to a point
In SCvx, the full subcategory C of SCvx, consisting of the single object R ∞ , the one point extension of the real line, is a codense category of SCvx. Since C consist of a single object, we abuse terminology and just say R ∞ is codense in SCvx. Because R ∞ is codense it follows that any SCvx map R A ∞ P −→ R ∞ is an evaluation point, Y op |(a) = P for a unique element a ∈ A. Because the object R ∞ is a coseparator in Cvx, and hence also a coseparator in SCvx, the faithful property of Y op | is immediate.
For brevity, let R R∞ ) , SCvx(1, )), evaluated at the single component R ∞ , and the condition above is the naturality requirement.
The object R ∞ has the obvious partial order relation ≤, which yield the partial order relation, also denoted ≤, on each function space R A ∞ , defined by f ≤ g if and only if f (a) ≤ g(a) for all a ∈ A.
There is also another partial order relation defined on R A ∞ given by f < g if and only if f (a) < g(a) for every a ∈ A.
Proof. Suppose, to obtain a contradiction, that J(m) = 0. Consider the pushforward of J along m,
The pushforward map is an R ∞ -generalized point of R ∞ , and is necessarily an evaluation map, at the point obtained by evaluation at the identity map id R∞ , because for any
Thus, by construction, the diagram above commutes for every g ∈ R R∞ ∞ . Using the parameterized representation of the countably affine maps defined by x → s · x + t, for any s, t ∈ R ∞ , imply that
Choosing s = ∞ and t = 0, the above equation implies the absurdity that
where the second equality follows from the fact m(a) > 0 for all a ∈ A, and hence ∞ · m is the constant map ∞. Thus we conclude that J(m) must be strictly positive.
Hence it is of one of the following forms. The fullness condition of the restricted Yoneda embedding, Y op |, follows from the preceding lemma. This property does not hold, in general, for Cvx as the following example shows.
Example 3.5. Let P denote the half-Cauchy distribution on R + = [0, ∞). The inclusion map R + ֒→ R ∞ is a affine map, and, as is well known, the expectation of the half-Cauchy probability measure, given by R + ι dP does not exist, and hence it is impossible to construct a barycenter map P(ΣR + ) → R + . This is due to the fact that R + is not a super convex space. By choosing α ∈ Ω by α i = 1 2 i and taking the points
Note that the inability to construct a barycenter map for R + is not a question of compactness because the open unit interval, (0, 1), with the natural super convex space structure, is not compact either, but it is a super convex space, and hence there exist a barycenter map for the space (0, 1).
Theorem 3.6. The full subcategory of SCvx consisting of the single object R ∞ is a codense subcategory in SCvx.
Proof. The fact that R ∞ is the coseparator for SCvx implies that Y op | is faithful. To prove it is full, let A be any convex space and let J be a R ∞ -generalized element of A. By Lemma 3.4, for every countably affine map m ∈ R A ∞ , J(m) lies in the image of m, and hence there exist at least one a ∈ A such that J(m) = ev a (m).
We need to prove that there exist an a ∈ A such that J = ev a , so that the choice of a does not depend upon m.
For every m ∈ R A ∞ , define an equivalence relation ∼ m on A by a 1 ∼ m a 2 if and only if m(a 1 ) = m(a 2 ). It follows that if a 1 ∼ m a 2 then m(a 1 ) = J(m) = m(a 2 ).
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Now suppose m 1 , m 2 ∈ R A ∞ are two elements for which J(m 1 ) = m 1 (a 1 ) and J(m 2 ) = m 2 (a 2 ). Consider the quantity J((1 − r)m 1 + rm 2 ). Since J((1 − r)m 1 + rm 2 ) lies in the image of (1 − r)m 1 + rm 2 , there exist some a 3 ∈ A such that
But since J is a countably affine map, we also have the equality
Equating the last two expressions for J((1 − r)m 1 + rm 2 ), we obtain
Since this equation holds for all r ∈ [0, 1], it follows that m 1 (a 1 ) = J(m 1 ) = m 1 (a 3 ) and m 2 (a 2 ) = J(m 2 ) = m 2 (a 3 ).
In terms of the relations ∼ m 1 and ∼ m 2 , the above equations can be expressed as a 1 ∼ m 1 a 3 and a 3 ∼ m 2 a 2 implying that for any two elements in m 1 , m 2 ∈ R A ∞ there exist an element in a 3 ∈ A satisfying J(m 1 ) = ev a 3 (m 1 ) and J(m 2 ) = ev a 3 (m 2 ). Consequently, we conclude there is a unique element a ∈ A such that J = ev a .
The following result shows that every probability measure can be viewed as an arrow in SCvx.
commute, and φ is an isomorphism of super convex spaces.
Proof. The commutativity of the diagram, without the inverse mapping, is the definition of φ. To show φ −1 (J) is also a countably additive function let {U i } ∞ i=1 be any disjoint sequence of measurable sets in X. Since J is a R ∞ -generalized point, J(sχ U i ) = sJ(χ U i ) for any scale factor s, and hence we have, using the fact ∞ i=1
where the third line follows from the fact that J is countably additive, and that
is a countable partition of one. Consequently, φ −1 X (J) is a probability measure, hence lies in G(X).
The fact that φ X and φ −1 X are SCvx arrows follows from the pointwise definitions used to define the super convex structure of these two spaces.
Factorizing the Giry monad
For any measurable space X, the set G(X), consisting of all probability measures on X, has a natural super convex space structure associated with it, since given any sequence {P i } ∞ i=1 of probability measures on X, and any α ∈ Ω, ∞ i=1 α i P i ∈ G(X). Consequently, we can view the functor G as a functor P into the category SCvx, and define a functor Σ
Meas
SCvx P ⊣ Σ P Σ by assigning to each super convex space A, the measurable space (|A|, SCvx(A, R ∞ ) ) where the σ-algebra, associated with the underlying set |A|, is the smallest σ-algebra generated by SCvx(A, R ∞ ), with R ∞ having the standard Borel σ-algebra defined on R extended by the measurable set {∞}.
The unit of the adjunction is the natural transformation id Meas η ⇒ Σ • P, at component X, just sends an element to the Dirac measure at that point, x → δ x .
To define the counit, P • Σ ǫ ⇒ id SCvx , we make use of two SCvx-isomorphisms. The first isomorphism is that given in Lemma 3.7, which sends a probability measure P ∈ G(X) to the functionalP defined on all measurable functions on X,
The second SCvx-isomorphism makes use of the fact that the full subcategory C of SCvx, consisting of the single object R ∞ , is codense in SCvx. This is equivalent 10 to saying that the restricted Yoneda mapping,
is full and faithful . Because the category C has a single object, this is equivalent to saying that we have a SCvx-isomorphism 2
These two SCvx-isomorphisms, φ and η, can be related by the fact that for A a super convex space, we have the inclusion mapping of one super convex space into another
This inclusion gives rise to the restriction mapping
Putting the two SCvx-isomorphisms and the above restriction map together, we defined the counit of the adjunction P ⊣ Σ, at component A as the composite of the three maps, illustrated in the SCvx-diagram
Thus, given any probability measure P ∈ P(ΣA), we can characterize ǫ A (P ) as the unique point in A such that
which just makes use of the fact that the restriction of the operatorP to countably affine maps m ∈ R A ∞ is equivalent to A m dδ ǫ A (P ) = m(a). Equation (3) is the barycenter property of a probability measure defined on a super convex space. The counit, at each component A, P(ΣA) ǫ A −→ A is called the barycenter mapping at component A.
A convenient way to view the whole construction for the counit is simply to view a probability measure P ∈ P(ΣA) as a functional on the super convex space R ΣA ∞ , and then take its restriction to R A ∞ , to obtain the SCvx-diagram
The Proof. Let m ∈ SCvx(A, B). To prove naturality we must show that m(ǫ A (P |)) = ǫ B ((P m −1 )|), where (P m −1 )| is the pushforward probability measure on ΣB, restricted to operate on the set SCvx(B, R ∞ ) ⊆ Meas(ΣB, R ∞ ).
Since ǫ B (P m −1 |) is the unique element in B satisfying the equation
It therefore follows that m(ǫ A (P |)) = ǫ B ((P m −1 )|), thereby proving naturality. Proof. Since P is G viewed as a map into SCvx, it is only necessary to verify that the σ-algebra specified by the functor Σ coincides with the σ-algebra generated by all the evaluation maps {G(X)
This follows from the diagram in Lemma 3.7. Since φ is a bijection between the sets, the smallest σ-algebra on G(X) such that all the evaluation maps ev U are measurable corresponds to the smallest σ-algebra on SCvx R R∞ ∞ (R X ∞ , R ∞ ) such that all the evaluation maps ev χ U are measurable. The set {ev χ U } U ∈Σ X is a spanning set for the set of all countably affine maps on SCvx R R∞ ∞ (R X ∞ , R ∞ ). That is, any countably affine map
These evaluation functions, ev f , like the measurable function f , are completely determined by the characteristic functions.
(The set of all measurable functions can be viewed as generated by the set of (measurable) characteristic functions.) Consequently the set {ev χ U } U ∈Σ X generates the same σ-algebra as the set of all countably affine maps. Proof. We verify the two triangular identities. For X any measurable space we have the commutative SCvx-diagram, P(X) P(ΣP(X)) P(X) Pη X id PX ǫ P(X) P δ P P and for A any super convex space, we have the commutative Meas-diagram,
Combining this result with the preceding lemma shows that (P, Σ, µ, η) factorizes the Giry monad.
The equivalence of G-algebras and SCvx
Now suppose we are given a G-algebra G(X) h −→ X. The measurable space X has a super convex space structure given, for all countable partitions of one,
We denote the super convex space structure on X by (|X|, h) .
Gf f then it follows, using the super convex space structure induced on the two sets X and Y by h and k, respectively, that (|X|, h) f −→ (|Y |, k) is a countably affine map because, for all countable partitions of one,
.
Note that Σ(|X|, h) = (X, Σ X ) because the adjunction satisfies (Σ • P)(X) = G(X), and the result that the measurable sets of X are given by the preimage of η X , since, for all U ∈ Σ X ,
where η X is the unit of the Giry monad (which coincides with the unit of the adjunction P ⊣ Σ). Thus, as the σ-algebras of G(X) and (Σ • P)(X) coincide, so do those on X and Σ(|X|, h).
When viewing a G-algebra G(X) h −→ X as a map in SCvx, we denote them by P(X) h −→ (|X|, h) using the induced super convex space structure on X. Now let us show that every G-algebra h satisfies the same defining property as the maps ǫ (|X|,h) , which is the barycenter property, equation 3.
Let P ∈ G(X), so that using the functional representation of P we have the map R X ∞P −→ R ∞ , which sends a measurable function f → X f dP . Precomposition of this mapP by the inclusion map ι (|X|,h) , yields the composite map
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which is an R ∞ -generalized point of (|X|, h). Since (|X|, h) is a super convex space, the composite arrow is a point of (|X|, h) because R ∞ is codense in SCvx. The map h is that assignment, sending a probability measure P → h(P ) which is the unique point such thatP • ι = ev h(P ) . That functional, ev h(P ) , when viewed as a probability measure is just the Dirac measure δ h(P ) , so that the preceding diagram yields, for all m ∈ R 
Thus a G-algebra P(X)
h −→ (|X|, h) satisfies the same defining property as ǫ (|X|,h) , and obviously h(δ x ) = x = ǫ (|X|,h) (δ x ). Consequently, using the adjunction P ⊣ Σ, it follows that the adjunct of the identity map id X (with respect to η X ), is unique,
from which we conclude that h = ǫ (|X|,h) . Conversely, using naturality of ǫ,
and by applying the functor Σ to this SCvx-diagram, we obtain a commutative Meas-diagram which shows one of the defining properties for a G-algebra, with the other defining property, Σǫ A • η ΣA = id A being elementary.
Thus we see that a G-algebra is an arrow in SCvx, P(X) h −→ (|X|, h), which specifies a partition of the super convex space P(X), such that the barycenter property is satisfied. Such G-algebras correspond precisely to the components of the counit of the adjunction P ⊣ Σ.
In other words, Theorem 5.1. The category SCvx is equivalent to the category of G-algebras.
Proof. The above description can be formalized by defining a pair of functors,
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from which we obtain Ψ • Φ = id G−algebras . (Proving ǫ (|X|,h) = h is essentially the only difficulty in recognizing the equivalence of these two categories. But, as noted, that follows, using P ⊣ Σ, because the adjunct of the identity map id X is unique.) These functions, Φ and Ψ, extend to a functor by defining them on arrows in the obvious way, because as we noted previously, every morphism of Galgebras is a countably affine mapping, and conversely, by applying the functor Σ to a countably affine mapping A m −→ B, it follows that it is a measurable function, and a morphism of the G-algebras, mapping ǫ A → ǫ B .
The result that Ψ • Φ = id SCvx is trivial; Ψ(Φ(A)) = Ψ(ǫ A ) = A, and similiarly on arrows.
Final remarks
There are three immediate observations concerning the result.
1. The adjunction between Meas and SCvx shows that given any super convex space A and measurable map X f −→ ΣA, that there exists a unique adjunct map P(X)f −→ A mapping any probability measure P on X to X f dP . Evidently, one can do "integration" on any super convex space A -the existence of a Banach space is not required. In view of the definition of Lebesque integration, as a limiting process involving simple measurable functions, it is not surprising that the countability condition imposed on a super convex space is sufficient to obtain the limiting values.
2. The category SCvx has nice categorical properties which allow one to "take quotients" of free super convex spaces P(X), which are necessary to formally construct Bayesian inference maps. Indeed, essentially all of conditional probability at present, is viewed within the (unspoken) context of the Kleisi category. But the required constructions, in general, require properties that the Kleisi category does not possess.
3. Finally, we make the speculative remark, that the constructions used to show SCvx is equivalent to G-algebras, may possibly be extended to address probability amplitudes. More specifically, rather that restricting Ω to countable partitions of one, one can instead take Ω
Then it would appear that the subcategory consisting of the one point extension of C, C ∞ , is a codense subcategory of the category of super (complex) convex spaces, thereby permitting a factorization of the "state monad" sending a measurable space X to the space of all "states" on X,
where f * is the complex conjugate of f , and |α| = αα * is the magnitude of α.
