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R E S U M O
Apresentamos um estudo de campos de vetores sobre super- 
ficies, e, em particular, campos comutativos em superficies com- 
pactas com caracteristica de Euler diferente de zero, x(M)^0.
Para este estudo, utilizamos os fluxos associados aos campos. Os 
resultados principais são:
Teorema 6.16: Toda ação contínua do grupo aditivo Rn sobre
uma superfície compacta, com caracteristica de 
Euler diferente de zero, tem um ponto fixo.
Teorema 6.17: Sejam ..... ,Xn Campos de vetores de classe
C^, que comutam dois a dois, sobre uma superfície 
compacta com carateristica de Euler não nula. Então existe um 
ponto x€ M, tal que, (x) =....... =Xn (x)= 0.
A B S T R A C T
We present a study of commutative vector fields on 
surfaces, with special attention on compact surfeces with non 
zero Euler characteristic. The results of this thesis are 
obtained by way of the flows associated with the fields. The 
principal results are:
Theorem 6.16: Every (continuous) action of the additive group Rn
on a compact 2-manifold M, with x(M)^ 0, has a
fixed point.
Theorem 6.17: Let X^,...,Xj.be pairwise commuting vector fields of
class C"*" on a compact 2-manifold M, with x(M)^0. 
There exists a point x £ M  such that X (x) =..... =X (x)= 0.
C A P I T U L O  I
GRUPO FUNDAMENTAL E ESPAÇOS DE RECOBRIMENTOS
Definição 1.1; Um caminho num espaço topolõgica X é uma
função contínua f do intervalo [0,1]=I em
X. O ponto f(0) é chamado ponto inicial de f e o ponto 
f(l) é chamado ponto final de f.
Lema 1.2; Sejam X e Y espaços topolõgicos, A e B sub­
conjuntos fechados (abertos) de X. Sejam
f:A------ >Y e g:B-------- > Y funções contínuas , tais que,
para cada x6 AOB, temos f(x)=g(x). Defina F;AÜ B----- > Y
por
F (x) = *
f (x) ; x£ A 
g(x) ; x^B.
Então F é bem definida e contínua.
Demonstração: Se x^AflB, F(x)=f(x) e F(x)=g(x). Como 
x£AflB, f(x)=g(x) . Então vemos que F é bem definida. 
Seja M um subconjunto fechado em Y. Então
F-1 (M) = F_1 (M)n (AÜB)
= (F_1 (M) n A) Vj (F-1 (M) A B)
= f 1 (M) U g " (M)
Como f e g são contínuas segue que f ^(M) e g (M) são 
fechados em A e B, respectivamente, portanto, fechados em
X. Logo F_1 (M) é fechado em X.
0 caso de A e B abertos é semelhante.
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Definição 1.3: Sejam X um espaço topológico, f e g caminhos
-02-
em X. Dizemos que f é homotópica a g se existe uma
função continua F:lXl------ ^X, tal que, para todo s£l,
temos F(s,0)=f(s) e F(s,l)=g(s).
Tal função é chamada homotopia de f em g. Além 
disso, se f( i)=g(i>/ f(-i)=g(l) e F(0,t)=xQ, F(l,t)=x1, 
dizemos que F é uma homotopia de f em g relativa a {0,1} 
ou uma homotopia com pontos extremos fixos. De agora em dian­
te homotopia significará homotopia que fixa pontos extre­
mos. Se f é homotópica a g neste sentido escrevemos _:fc^ g.
Lema 1.4: A relação Cz! é uma relação de equivalência.
Demonstração: Sejam f:I -- ------ > X um caminho com ponto
inicial xQ e ponto final x^. Definimos F(s,t)=f(s).
Obviamnete F é contínua e é uma homotopia de f em f. 
Portanto, temos f— f.
Sejam f e g caminhos em X com ponto inicial xQ
e ponto final x1, F:IXI------- ?X uma homotopia de f em
em g. Definimos G:IXI------ > X por G(s,t)=F(s, 1—t) .
Obviamente G é contínua. Além disso, G(s,0)=F(s,1)=g(s) 
e G (s , 1),=F (s,0)=f(s). Também G (0 , t) =F (0 .1-t) =xQ e
G (1,t)=F(1,1-t)=x^. Portanto, G é uma homotopia de g em
f. Logo g ~ f  quando f — g.
Suponhamos que f,g eh sejam caminhos em X, todos 
com ponto inicial xQ e ponto final x.^ . suponhamos que,
f ~ g e gOihf sejam F,G:IXI------ > X homo.topias de f em
g e g em h, respectivamente. Definimos H:I)( I------
por
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H(s,t)
G (s, 21—1) ; [1/2,1].
F (s , 2t) ; t £  [0,1/2]
Se t=l/2y então, H (s , 1/2) =F (s , 1) =G (s , 0) =g (s) . Logo, H é bem 
definida. Aplicando o lema 1.2 vemos que H é contínua. 
Além disso, H(s,0)=F(s,0)=f(s) e H(s,l)=h(s). Vemos também 
que, H(0,1) é ou F(0,2t) ou G(0,2t-1) ambos iguais a x^.
De maneira semelhante vemos que H(l,t)=x^. Portanto, H é
uma homotopia de f em h.
Se f é um caminho em X representaremos a classe 
de equivalência de caminhos homotõpicos a f por [f].
Definição 1.5: Sejam f um caminho em X de x^ até x^ e
Definimos a composta f*g, de f e g, como sendo o caminho
A composta f*g é bem definida e pelo lema 1.2 é contínua. 
Além disso, (f *g) (0) =f (2 • 0) =Xq e ’ (f*g) (1) =g(2*1-1) =x^ . Assim,
f*g é na verdade um caminho de x^ até x^.
Definição 1.6: Sejam f e g caminhos em X com pontos inici-
pectivamente, [f] e [g] as respectivas classes de equiva­
lência. Definimos [f]*[g]=[f*g], a operação em classes de 
equivalência induzida pela operação composição de caminhos.
seja g um caminho em X de x^ até .
g(2s-l) ; SÊ [1/2,1] .
s e  [0,1/2]
ais Xg e Xj\ e pontos finais x^ e : X2,res-
Teorema 1.7: A operação (*) é bem definida para classes de 
homotopia e tem as seguintes propriedades.
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i) Associatividade. [f ] * ( [g] * [h] ) é definida se, 
e somente se, ([f]*[g])*[h] é definida e nes­
se caso os dois são iguais.
ii) Identidade a direita e a esquerda. Dado x £ X  
definimos e :I------- > X por e (s)=x. SeX X
f é um caminho em X de até x^,então
temos [f]*[ex ] = [f] e [ex ] * [f ] = [f ] .
iii) Inverso. Dado um caminho f em X de x^ até 
x^, seja f o caminho definido por £ (s)=(1-s).
O caminho £ é chamado inverso homotõpico de f
Assim, temos [f]*[£]=[e ] e [£]*[f]=[e ].
x0 1
Demostração: Sejam [f]=[f'] e [g]=[g']. Suponhamos que F 
é uma homotopia de f em f', e G é uma homotopia de g 
em g'. Definimos H:IXI------- >X por
F(2s,t); s [0,1/2]
H (s , t) =
(2s-l,t); s [1/2,1],
Como H (1/2 , t) =F'( 1, t) =x^=G (0 , t) podemos aplicar o lema 1.2
para concluir que H é contínua. É facil ver que H é uma 
homotopia de f*g em f'*g’.
Para demonstrar a associatividade, vamos mostrar que 
se, ou f* (g*h) ou (f*g)*h é definido, o outro também é, 
e nesse caso ambos são iguais.
Assim, f*(g*h) é definido se,e somente se, g*h é 
definido e (g*h) (0)=f(l). Mas isto acontece 36,6 somente se, 
g(l)=h(0) e g(0)=f(l), que por sua vez acontece se, e somente 
se, f*g é definido e (f*g) (l)=h(0), o qual ocorre se, e so­
mente se, (f*g)*h é definido.
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Agora dividimos I em três subconjuntos fechados
como segue:
A={(s,t)£I2 ; 0£sá(t+l)/4},
B = {(s,t)£ I2 ; (t+l)/4<s<(t+2)/4), e
C={(s,t)£I2 ; (t+2)/4ás<l).
Definimos F :IXI_ -> X por
f (4s/(t + 1)), (s,t)€ A
F(s,t)= /g(4s-t-l); (s,t)ÊB
h((4s-t-2)/(2-t)); (s,t)e C .
L
Se (s , t) AflB, temos s= (t+1)/4 e 
f(4s/(t+1))=f(1)=g(0)=g(4 s-t—1) .
Se (s,t)Ê B OC, temos s=(t + 2)/4 e 
g(4s-t-l)=g(l)=h(0)=h((4s-t-2)/^-t)).
Note que AOC=0. Assim, podemos aplicar o lema 1.2 para con­
cluir que F é contínua. Agora,
"f (4s) ; s£ [0,1/4]
F(s,0)= À g(4s_1) '* s £ [ 1/4 ,1/2 ] 
h (2s-l) ; s £ [1/2,1] .
Portanto, F(s,0) = [(f*g)*h] (s) . Ainda,
s £ [0,1/2]
F (s , 1) =  ^g(4s) ; s e [l/2,3/4]
s £[3/4,1] .
Portanto, F(s,l) = [f*(g*h)] (s).
'f(2s) ;
h(4s-3)>4
Como F(0,t)=f(0) e F(l,t)=h(l) concluímos que F é uma 
homotopia de (f*g)*h em f*(g*h).
Suponhamos que a,B ey são três classes de equiva­
lência de caminhos em X. Sejam f,g e h elementos de a, f
e y respectivaranente. Então,
(a*3 )*Y = [f*g]*[h]=[(f*g)*h]=[f*(g*h)]=[f]*[g*h]=a*(3*y )•
P.ara demonstrar a existência das identidades divi-
2
dimos I em dois subconjuntos fechados como segue. 
A={(s,t)£ I2; 0<s<(2-t)/2} e 
B={(s,t)£I2; (2-t)/2<sál) .
Definimos G:I X I -----  ---> X por
-06-
G(s,t) =4
f (2s/(2-t)); s £ [0,(2-t)/2] 
; s £ [ (2-t) /2 ,1]
Se (s,t) £ Afl B, temos s=(2-t)/2 e f (2s/ (-t) )-f (1) =x^ . 
Portanto, podemos aplicar o lema 1.2 para concluir que G 
é contínua. Agora G(s,0)=f(0), se sé [0,1] e
(f(2s); s€ [0,1/2]
G (s , 1) = <
sé [1/2,1] .
Portanto. G (s , 1) = (f *e )(s). Como G (0 , t) = f (0 ) e G (1,t)=x,
X1 1
concluímos que G é uma homotopia de f em ex, , Logo e1 xx
é a identidade a direita.
Para mostrar que e é a identidade a esquerda
x0
procedemos de maneira semelhante.
O a
Dividimos I em tres conjuntos fechados para mos­
trar a existência da inversa homotõpica de f como segue:
A={(s,t)£l2 0ás<t/2} ,
B={(s,t)£l2 t/2ú s il-t/2} e 
C = { (s,t) £ I2 l-t/2<s úl] .
Definimos H:IX I------ ? X por
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f(2s); s £  [0,1/2] 
f(t), s £ [l/2,l-t/2]
f (2-2s) ; s€[l-t/2fl]
Se (s,t)£ AHB, temos s = t/2 e f(2s)=f(t). Se (s,tj£ B/^C 
temos s=l-t/2 e f(2-2s)=f(2-2(l-t/2))=f(t). Se (s,t) 
pertence a AHC, temos s = l/2 e f(2s)=f(1)=f(2-2s).
Assim, podemos aplicar o lema 1.2 para concluir que H é con­
tínua. Ainda, H(s,0)= f(0) e
H (s , 1) = <
f(2s); s €[0,1/2]
f(2-2s)=f(l-(2s-l))=£(2s-l); s g [1/2,1]
Portanto, H (s , 1) = (f *f) (s) . Como H(0,t)=f(0) =e e
x0
H (1,t)=f(0)=e concluímos que H é uma homotopia de f*f 
x0
em e
x0
A demonstração de que f*f é homotópica a e„ é
1
feita de maneira semelhante.
Definição 1.8: Seja X um espaço topológico. Dizemos que
X é contrãtil se a aplicação identidade 
i :X------ > X é homotópica a uma aplicação c o n s t a n t eX
c:X ----- > Xq para algum Xq £. X.
Definição 1.9: Um espaço topológico com ponto base, é um es­
paço topológico juntamente com'a escolha de um 
ponto preferido do espaço. O símbolo (X,Xq) determina o es­
paço com ponto base x^£ X. Sejam ..(X,Xq) e (Y,Yq) espaços 
com ' ponto base. Uma função h de (X,Xq) em (Y,yQ), 
denotada por h: (X,Xq)-------- ^ (Y, Y q ) , é uma função de X
era Y, tal que, h(Xg)=y-g. Um laço em (X,Xg) é um caminho 
em X com ponto inicial e final igual a Xg.
Definição 1.10: Seja (X,Xg) um espaço com ponto base. O
conjunto das classes de homotopia de laços 
em (X,Xq) munido com a operação (*) é chamado grupo
fundamental de X relativo ao ponto base Xg. Denotamos
este grupo por n^(X,Xg).
De fato, se f,g e h são laços com ponto base Xg
então f*g é um laço com ponto base Xg e pelo teorema 1.7
vemos que
i) [f]*( f g ] *[h] ) = ( [f ] * [g] )*[h]
ü) [f]*[e l = [ev ]*[f] = [f]
x0 x0
iii) [f ] *[f] = te ] = ff]* [f] ..
x0
Isto é, nx (X,Xg) é realmente um grupo.
Exemplo 1.10.1: Sejam Rn o n-espaço euclidiano e x q£ Rn -
Todo laço f com ponto base Xg €. Rn é um 
caminho homotõpico a Xg.
De fato, seja f um caminho 'em Rn, tal que, 
f (0) =f (1) =Xg . Definimos F:IXI------ > Rn por
F (s,t)=(1—t)Xg + tf(s).
Obviamente F é uma homotopia de f em Xg. Então o gru­
po fundamental de Rn relativo ao ponto Xg é trivial, isto
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Definigão 1.11 Seja X um espaço topológico. Dizemos que
X é simplesmente conexo se é conexo por 
caminhos e para qualquer x.gX temos n,(X,xft)={[ev ]}.U x U Xq
Lema 1.12: Num espaço simplesmente conexo X, quaisquer
dois caminhos contendo os mesmos pontos inicial 
e final são caminhos homotõpicos.
Demonstração: Sejam f e g caminhos de Xq até x ^  f*g 
está definido e é um laço com ponto base Xq . Como X é
simplesmente conexo, f*g ê homotõpica a e . Aplicando
x0
o teorema 1.7 vemos que:
[g]=[e ]*[g]=[(f*g)]*[g]=[f*(g*g)]=[f]*[ev ]=[f]. 
x0 0
\
Portanto, f e g pertencem a mesma classe de homotopia e 
são homotópicas.
Definição 1.13: Seja h:(x,XQ)----- > (Y,Yq) uma função contínua
de espaços com ponto base. O homomorfismo 
h* : Ü1 (X,xQ) ------- ^ 11^ (Y/Yq )j induzido por h, é a função
h* ( [f] ) = [h»f] .
Teorema 1.14: Com a notação da definição 1.13, h é
uma função bem definida e é um homomorfismo.
Demonstração: Sejam f e f' dois laços homotõpicos em 
(X' XQ > e F:I*I------- -> X a homotopia entre eles. Então
hoF é uma homotopia entre hof e hôf'.
Sejam f e g laços em (X,Xq ). Então temos
|f(2s) ; s é, [0,1/2]
(f*g)(s)=
g (2s-l); sétl/2,1].
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Fazendo a composição com h vem
h ( (f*g) (s))= ,
h(f(2s)) ; s £ [0,1/2] 
h (g (2s-l) ) ; s£ [1/2,1].
Então h(f*g)= (hof)*(hog). Daí segue que 
h*([f]*[g])=h*([f]) * h*([g]).
Teorema 1.15: Se h:(X,Xg)--------^ (Y,yg) e
 ^ (Z,zn) são funções con-
^ u
tínuas, então (goh) *=g*oh*. Se i :(X;Xq ) -------- ?(X,Xq )
é a aplicação identidade em X, então i * é homomorfismo 
identidade.
Demonstração: Aplicando as definições temos
(goh) * ( [f] ) = [ (goh)o f] = [gc>(hof) ] =g* ( [hof] ) =g* (h* ( [f] )
= (g*oh*) ([f]) .
Procedendo de maneira semelhante vemos que
:i* ([f]) = [i«f] = [f] •
Teorema 1.16: JI^ (X >( Y, (x^,Yq)) é i s o m o r f o : .  a
n1 (x,xQ)* n1 (y,Yq).
Demonstração: Sejam p:XX Y------- >X e q :XX Y------ ^ Y
as projeções usuais. Então temos os homomorfismos indu­
zidos P*:ü1 (X/Y, (x0,Yq) )-— ----- > IT^ (X,xq) e
q* : (xx Y, (xQ ,yQ) )----------- > ni (Y,yQ). Definimos
<f>:JI^ (XX Y,(Xq,Yq)) --------- 7 II1 (X,xQ) X II1 (Y,Yq) por
$([f]) = (p*([f]) ,q*([f])) = ([p®f] t [ q ° f 3 ) •
Enfcão
<M[f])* $ ( [g] ) = ( [pof] , [qof] ) * ( [pog] , [q0g] )
= ( [pof] )* ( [pog]) , ( [qof])*([q0g] )
= (p*([f1)* p*([g])/(q*<[f])* q*([g])) 
=(P*([f*g]>, q*(íf*g]>)
=<M [f*g]) -
Portanto, $ é na realidade um homomorfismo.
Suponhamos que f é um laço em (X X Y ,(xQ,yQ)) e
que $([f])=([pof],[qof]) é o elemento neutro ( [e ],[e ])
x0 X'0
em n,(X,x_) X  rL (Y,yn); isto é, pof é homotópica a e1 U J- U Xq
e qof é homotópica a e . Sejam H uma homotopia de pof
y0
em e e G uma homotopia de qof em e . Definimos
x o y e
F: I X I-------  ^X X Y por F(s,t) = [H(s,t) ,G (s , t) ] . Agora
F(s,0) = [H(s/0) ,G(s,0)] = [(pof) (0) , (qof) (0)] = [e ,e ] e
x0 y0
F (s, 1) = [H(s, 1 ,G (sr l ] = [ (pof) ( 1) , (qof) ( 1) ] = [e ,e ]
x0 y0 ‘
Ainda, F(0,t)=[H(0,t)/G(0/t)]=[e ,ev ].
x0 Y0
Portanto, F é uma homotopia entre f e um laço constante 
em (XX Y,(xQ,yQ)). Logo $ é injetiva.
Seja g um laço em (X,x^), h um laço em (Y,Yq )•
Definimos f:I------- > X X Y  por f (s) = (g (s) ,h (s) ) . Então
f é um laço em (XX Y, (xQ ,yQ) ) e $ ( [f ] ) = ( [pof ] , [qof ] ) e
assim, <M [f ] ) = ( [g] , [h] ) . Portanto, é sobrejetora.
Definição 1.17; Sejam X e Y espaços topológicos co­
nexos por caminhos. Seja p:X------- >Y
uma aplicação contínua. 0 par (X,p) é chamado espaço de 
recobrimento de Y se;
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i) p é  sobrejetora e
ii) para cada y£ Y existe um aberto U de Y
contendo y, tal que p "''(U) é a união disjunta 
de conjuntos abertos, cada um dos quais aplica­
do homeomoficamente em U por p.
O conjunto aberto U será chamado aberto admissível, 
e p uma aplicação de recobrimento.
Sejam E e B espaços topolõgicos, tais que e^ £ E e
bg£B. O par ((E,eg),p) será chamado recobrimento de (B,bQ)
se (E,p) é recobrimento de B e p(eQ)=bQ. Neste caso p é 
chamada aplicação de recobrimento de (B,bg).
Exemplo 1.17.1: Sejam Y=S'1'/ X=R e p:X --- » Y dada por
p (s) = (cos (2 tts ) , sen (2 tts ) ) .
Obviamente p é contínua e sobrejetora. Consideremos o ponto 
y=(0,l) e tomemos U igual a semi-circunferência a direita.
Suponhamos que V = (n-1/4 , n+1/4) . Então temos p-"*" (U) = V •
n n e z  n
e :V^ ----- > U é homeomorfismo, pois Vn é compacto, Ü
é Hausdorff e p ^  é bijetiva e contínua. Assim, a restri­
ção p, :Vn~— —--> u é .um -homêpm^orfismo.
n ' ..... " ' '
Usando o mesmo argumento para as demais semi-circun- 
ferências, concluímos que (R,p) é um espaço de recobrimento de
S'*'. Podemos visualizar isso da seguinte maneira:
^ > R 
Ó  sl
Ou seja, a reta R é vista como uma espiral infinita sobre S^.
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Definlção 1.18: Sejam E e B espaços topolõgicos e
p:E-------- > B uma aplicação de recobri­
mento. Se f é uma aplicação contínua de um espaço X em
'B , um levantamento de f é uma aplicação f:X-------- >E,
tal que po£=f.
Exemplo 1.18.1 Considere p:R- S dada por
p(s) = (cos (2ITs) ,sen(2IIs) ) . 0 caminho
----> S^ dado por f (s) = (cos (lis) ,sen (lis) ) tem ponto i-
nicial bQ-(l,0). Definimos f:I------- > R por f(s) = (s/2).
f :I-
0 1/2 1 v R W ---1------ > R
Note que a imagem do levantamento de f é [0,1/2] C r .
Teorema 1.19: Seja p:(E,eg)- -> (B,bg) uma aplicação
de recobrimento. Qualquer caminho f de I 
em B com ponto inicial b^ tem um único levantamneto a um
caminho f em E com ponto inicial eQ.
Demonstração: Suponhamos que é uma cobertura de B
por abertos admissíveis. Usando o fato que I é compacto
escolhemos uma subdivisão de I, 0 = s <s,<.....  s^ =1, tal0 1 n
que, para cada i, f([s^,s^+^])C U a para algum a . Então e-
xiste dg, tal que f1([0,s ^ )C UaQ• Como p(eQ)= bQ e
en £ p-"' (Uan) , e p  ^(U )= L) V., onde cada V. é aplicado 
u u 0 j £ J 13 3
homeomorficamente sobre Ua  ^ por p, segue que, e^ é ele­
mento de algum Vj , vamos dizer VQ. Definimos f-^  [0,s1] ---->E por
f1=(P/Vo)"1%(f/[0,s1])* Então, f^0)=e0 e ^  é o levantamento de f/[0fS^
Suponhamos que £(s) está definida para [0,s^] e 
vamos extendê-la a [0,s^+^]. Existe a , tal que 
f ( [>i /sí + i] ) C  Ua . Seja e^ = f.(s^ ) . Procedendo como no pará­
grafo anterior, substituindo e^ por e^ e b^ por b^
podemos definir 9:[sí 'sí+i -^------— tal ÇIue g(s^)=e^
e pog= f /r Agora definimos £. , :[0,s. -,]----- > E/ 1 S t • S • i J «L J. 14* J.i' í+i
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por
< t ) t e . t o , S i ]
g(t) ; t £ tsi'si + il *
Pelo lema 1.2, ® contínua. Continuando desta maneira
até esgotar I definimos f: I------- > E.
Para demonstrar a unicidade suponhamos que f e g 
são dois levantamentos de f com ponto inicial e^. Seja
A={s;E(s)=g(s)}. Como f(0)=eQ=g(0) segue que 06 A. Seja
a = supA. Como A é fechado, aéA. Suponhamos que a<l, 
b=f(a), e=f(a)=g(a). Seja um aberto admissível,tal que
bé.0, . Como p(e)=b, e p-1 (U, ) = O  V., onde cada V. é 
b j £ í  3 3
aplicado homeomorficamente sobre por p, segue que
e & Vj, para algum , vamos dizer . Sendo a<l, existe 
e>0, tal que, a +e<l, f([a,a+e ])CVq e g ([a,a+e])C  Vg .
Assim, P?v0O f/[a,a+ E/2] =f 1 [a'aTe/2! > =P/VQ [a,a+E/2) •
EntSo í/[c,<a+e/2]=g/[a,a+e/2]- «as isso é absurdo, pois 
a=supA. Logo a=l. Portanto/ f=g em A=I.
Teorema 1.20: Seja p: (E,eQ)------- > (B,bQ) uma aplica­
ção de recobrimento. Sejam f e g dois 
caminhos em B com ponto inicial b^. Se F é uma homoto-
pia de f em g, e f possui um levantamento E, com ponto 
inicial eg, então, g tem um levantamento com ponto inicial 
e^. Além disso, a homotopia F tem um levantamento F que
é uma homotopia de £ em g.
Demonstração: Suponhamos que  ^ ® uma cobertura de B
por abertos admissíveis. Se algum é B o resultado é
óbvio. Basta tomar F=p ^oF.
Consideremos o caso geral. Pela definição de espaço
de recobrimento e compacidade de I, podemos encontrar para
cada a£I, um aberto N e uma partição de I, 0=tn^tn....áa 0 1
tn_]_ = t =1, dependendo de a, tal que F aplica cada
N x[t.,t. .] em abertos admissíveis U . Seja e =f(a). a i i + i a J a
Como p(e ) =p (f (a) ) =f (a) , e £P 1 (U ) = 0 v., onde cada V.a a a j G j 3 j
é aplicado homeomorficamente em por p, segue que,
e^Ç Vj para algum , vamos dizer Vq . Definimos
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Ass im, pela unicidade de levantamentos de caminhos, teorema 
1.18, F?(s,0)=f (s) para todo s£ N , e pfx a 1
é um levantamento de F em N v- [0,t, ] .cl X
Suponhamos agora que Fa (s) é um levantamento de
F em N X [0/t-l/ e vamos extendê-la a N x  t°/t-s .-i 1 * E_ a. i a i + 1
xiste a, tal que, F(NaX [0,t^+^])C Ua. Seja e^=F^(a,t^). 
Procedendo como no parágrafo anterior, substituindo ea 
por e^ e f(a) por F(a,t^), podemos definir
Ga:N X [t.,t. ---------- >E, tal que, Ga (a,t.)=e. ea i i +1 i i
P ° f í = F /N X r t . , t .  , ) •  â n i m o s  P“ +1:Na X [ 0 , t . t l ]
a i í + i
E
por
pL i (s't) =
F®(s,t); (s,t)£N XlO.t,]1 d -L
LGa (s,t) ; (s,t)£ Na X[ti,ti+1]
Pelo Lema 1.2 Fj_ + 1 é contínua. Repetindo o processo até
esgotar N X I  obtemos Fa:N Y 1------ ^ E-a a
Suponhamos agora que estejam definidas Fa para
N XI e Fa ' para N ,X I e que N fl N , £ 0. Seja, a ci a a
a,£N H N  , . Então temos dois levantamentos de F definidos i a a
em ( a ^ X l  que coincidem no ponto (a1,0). Como {a^X I é
um intervalo, pelo teorema 1.18 eles coincidem em {a^}yi.
Definimos F:I X I--- > E por F(a,t).=F(a,t). Pelo lema 1.2 Ê é contínua.
Seja g(s)=F(s,l). Então obtemos 
pog(s)=p*F(s,1)=F(s,1)=g(s). Assim, f e g são levanta-
mentos de f e g, respectivamente. Obviamente f(0)=eg.
Do mesmo modo para todo s£I Hs(t)=F(s,t) é um levanta­
mento de h (t)=F(s,t). Vemos que R é um caminho de £ s s
até g,e hg é um caminho de f até g. Obviamente hg^bg, 
donde segue que ^QEe0 e §^°)=eo* Do raesmo modo
ê constante. Assim, F é uma homotopia de E em g com 
pontos extremos fixos.
Teorema 1.21: Sejam p:(E#e0)-------- ^(B,bQ) uma aplicação
de recobrimento e f: (Y,Yq)-------- ;=> (B,bg)
uma função contínua, tal que f(y^)=bQ. Suponhamos que Y
ê conexo por caminhos e localmente conexo por caminhos. A 
função f pode ser levantada para uma função £ de (Y,Yq ) 
em (E,eg), com se, e somente se,
f*(ni(Y,y0))Cp*(II1 (E,e0)).
Se tal função f existe é única.
Demonstração: Suponhamos que o levantamento f existe. 
Então temos f=pof. Aplicando o teorema 1.15 vemos que
f* ( V Y ,y 0 ) )=p *o E * { ni (Y'^o)}
=P* \  (Y'Y0) )
Çp* ( \  (E,eQ) .
Reciprocramente , suponhamos que f * ( Tí^ (Y , y^) ) es­
teja contido em p^ ( (E,eg) ) . Seja y^ÇY. Escolhemos um 
caminho a em Y de y^ até y^. Então foa é um cami­
nho em B. Seja y um levantamento de foa em E com pon­
to inicial e^. Definimos £(y^) = y(l). Primeiro temos que
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provar que fp (y^) independe do caminho a em Y de até y^.
Sejam a e p dois caminhos em Y com ponto inicial Yq
e ponto final y^. Então foa e foP são caminhos em B
com ponto inicial /vbg e ponto final f(y^). Seja
9=(fo a)* (f op) _1 = f (a*p-1) . Então [9]6 f* (ü.^ (Y,y0) ) Ç p* (11^  (E,eQ) \
Portanto, há um elemento $ em n^(E,eg), tal que [9]=p*($).
Escolhemos wg $. Então p* ($) = [pow] = [ 3 ] ; isto é y powrs^ B.
Seja F uma homotopia de pow em 9,e F o seu levantamento 
com F (0 , 0) = eQ. Assim, F(s,0)=w(s). Seja ip (s) =F (s , 1) .
Então F (s , 1) =poF (s , 1) =poip (s) =9 (s) . Logo \p é um levantamen­
to de 9 . Definimos h (t) =\p (t/2) ; tg [0,1] e g (t) =ip (t + 1)/2) 
para tÇ[0,l]. Então poh (t) =po^ (t/2) =9 (t/2) = (f oa) (t) . Logo 
h (0) =\p (0) =F (0 ,1) =e^ , de modo que h é um levantamento de
foa com ponto inicial e^. Também,
p0g-1 (t) =p (g (1-t) ) =poiP ( (1-t + l) /2) =po^ (l-t/2) = i|>(l-t/2)
= (fop) -1(2-t-l) = (fop)-1( 1-t) = f o p (t) .
Portanto, g-'*" ( D) =g (1) =ip (1) =F (1,1) =e^ . Assim, g  ^ é o levan­
tamento de fop com ponto inicial e^. Agora,
g-1 (1) =g (0) =\p (1/2) =h (1) . Logo f (y) é bem definida.
Agora vamos mostrar que para todo Y±G Y, £ é con­
tínua em y^. Seja p um caminho de y^ até y^ e p 0
levantamento de fop. Suponhamos que W é uma vizinhança a- 
berta de £ (y^). Escolhemos Ua aberto admissível, tal que
f (y ) £ U . Então p.ty, ) (p  ^(U )(\ W= O  V . W , onde p a- ± a . 1  a jÊ j ]
plica cada V. homeomorficamente sobre U . Portanto, exis- 3 a '
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te VQ/ tal que fíy-^ Ê: VQf\ W, de modo que fíy-^Ê p(VQf\W).
Consideremos a vizinhança aberta N=f-^(p(VHW)) de y^.
Como Y é localmente conexo por caminhos, existe uma vizi­
nhança aberta conexa por caminhos, M, de y^ contida em N. 
Portanto, dado um ponto yfcM, podemos ligar y^ a y por
um caminho 3 em M. Então, foß é um caminho em pfV^O W).
Seja 8=p-1ofoß o levantamento de foß em VQf\ W, com ponto
inicial £(y^). Obviamente f(M|CW, e f(p*ß ) é um camin-
nho em B. Como f(p*ß )=fop*foß o levantamento de f(p*ß) 
é £ (p*ß)=fop*f0ß = p*3 e (p*9)(1)=f(y).
Para mostrar a unicidade suponhamos que £ e g são 
dois levantamentos de f com ponto inicial £ (y^)=e^=g(yg).
Como Y é conexo por caminhos, dado y£ Y, podemos unir y^
a y por um caminho ß . Então £oß e goß são dois levan­
tamentos de foß com ponto inicial e^, de modo que
fo ß (1) =g<?ß (1) . Em particular f(y)=g(y).
C A P I T U L O  II
GRUPOS DE HOMOLOGIA E TEOREMA DO PONTO FIXO
DE LEFSCHETZ
Definição 2.1: Seja A={vQ/vlf.....vk> um conjunto de k+1
pontos do Rn. Dizer que o conjunto A é
geometricamente independente significa que nenhum hiperplano,
pendentes. Seja M o conjunto convexo gerado por A. Então 
cada x£ M é expressado de maneira única pela forma
P Bx= 2 A.v. , onde, Z A.=l e A. £[0,1], 
i=0 1 1  i=0
Demonstração: Seja B o conjunto, tal que cada ponto x de
P ”P
B é da forma x= Z A. v.,onde, Z A.=l e A.£ [0,1]. Vamos
i=0 1 1  i=0
mostrar que B é convexo.
de dimensão k-1, contem todos os pontos de A.
Note que v -v., v9-v. eliminando v^-v^O
são vetores linearmente independentes.
Teorema 2.2: Suponhamos que A=(v q ,v ^,..... ,vo!) ® um con~
junto de pontos do Rn , geometricamente inde-
um con-
y= Z a.v. dois pontos de B e 
i=0 1 1
P
seja tg [0,1]. Então temos
P P
tx + (l-t)y=t Z A.v + (1-t) z A.v 
i=0 1 1  i=0
P
= Z [ t A .  + (1 —t)ot.]yj •
i = 0
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P P P
Como E [tA + (1-t) a .]=t E A . + (1-t) E a . = t + (1-t) =1,
1=0 1 1 1=0 1 1=0 1
segue que 0átA^+ (l-t)a^l e que tx + (l-t)y£B. Lo­
go, B é um conjunto convexo contendo os pontos vg,v^,....v , 
de modo que B^M.
Vamos usar a indução para mostrar que BCM . Se p=0 
ou p=l é óbvio. Suponhamos que para p=n-l o resultado é 
verdadeiro. Seja •^= o^V0+^ lVl+— ‘+\iVn 1:11 P011^ 0 se
..n n-1
y= E A.v.=(l-A ) E [A./(l-A_)]v. +A v 
i=0 n i=0 1 n 1 n n
Mas;
n-1 n-1
E X,/(l-X )=1/(1-X ) E A.=[1/(1-A )](1-A )=1.
i=0 i=0 n n
n-1
Por hipótese E [X./d-X )]v.€m. Assim, para té [0,1] 
i=0 1 n i
n-1
t E [X±/(1-Xn)]vi +(l-t)vn £ M.
i = 0
n
Quando t=l-A , y= E A.v.6 M. Se A =1, temos y=v ê M. Logo, BCM e M=B. 
n i_o 11 n n
Vamos agora provar a unicidade. Suponhamos que
P P  P P
x= E A.v.= E a.v., onde, E A.= E a.=l, 0 Sa. ,A.á1. Então.
” i = 0 1 1 i = 0 1 1  i = 0 1 i = 0 1 1 1
0= E X .v. - E a.v. „ ,, .
i=0 1 1  i=0 1 1 = .í < V ai)vii = 0
P
= E (X.-a.)v. -[.( E A.)vn - ( E a.)v ]
i = 0 1 1 1  i = 0 1 u i = o
p p 
: E (A -a.)V - E (A.-a )v
i = 0 1 1 1  i = o 1 u
= . V xí-“í )(v í-v o )-1 =  0
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Como os vetores vi-vo' v2-v0 '....... 'Vp-V0 Sao linearmente
independentes segue que X^-ai=0 para todo i. Portanto, te­
mos A . =a. . i i
Definigão 2.3: Seja {vQ .......,vk^ um con3unto âe pontos
geometricamente independentes do Rn. o k- 
dimensional simplexo fechado ou k-simplexo fechado
_V ^
o = [vQv^..... v^] r gerado por vo'vl'.... ,vk ; e ° conjunto
de todos os pontos x Ç R n para os quais existem números reais 
r não negativos Aq ,A^,..... '^k' ta^s <Jue
k k 
x= £ A.v .; I A.=1.
i=0 1 1  i = 0 1
Os números reais A^,A^,...... .A^ são as coordenadas bari-
cêntricas do ponto x. Os pontos v^,v^,....,v^ são os vérti-
—k —k ces de o . O conjunto de todos os pontos x de a , com to­
das as coordenadas baricêntricas positivas é chamado k-simple- 
xo geométrico aberto gerado por Vq,....,v^ e ê denotado por
°k=(vovi..... V -
De agora em diante, a não ser que falemos o contrário,
o significará k-simplexo fechado e a significara k-sim­
plexo aberto.
~ k *Definição 2.4: Seja o um k-simplexo aberto, com vertices
{v0,v1,..... ,vk) e {w0,wlf.....,ws) um sub-con-
junto não vazio de {vg,v^,.....vk^ onc^ e vi^vj se •
s - Entao x = (Wq ,....wg) e uma s-dimensional face aberta de
ko .
Definição 2^ 5'. Seja K uma familia de simplexos abertos que 
te:.iha as propriedades que cada face aberta de um 
membro de K seja também um membro de K e que dois simplexos . 
distintos são disjuntos, k é chamado complexo geométrico, (ou 
complexo simplicial ou simplesmente complexo).
A dimensão de K é o maior inteiro positivo r, tal 
que K tenha um r-simplexo, se tal inteiro existe. Se K=0 
a dimensão de K é -1. Note que complexos finitos sempre 
tem dimensão.
Neste trabalho só estaremos interessados em com­
plexos finitos.
A união de todos os membros de K com a topolo­
gia Euclidiana é chamado poliedro associado a K e é de­
notado por |K|.
Definição 2.6: Sejam K um complexo e . r um inteiro positi­
vo. 0 complexo consistindo de todos os sim­
plexos de Kj de dimensão menor ou igual a r, é chamado r-es- 
queleto de K.
Definição 2.7.: Seja X um espaço topolõgico. Se há um com­
plexo geométrico K cujo poliedro associado, 
]k |, é homeomorfo a X, dizemos que X é um espaço triangulá- 
vel e o complexo K é chamado triangulação de X.
Definição 2.8 : Seja um k-simplexo, °k"-(vovi.... v]<) •
Dizemos que é um simplexo ordenado se
impusermos uma ordenação em seus vértices.
Se a ordem é vg<v^<....<v^ escrevemos
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o^=(v q<v ^<.... <vk^ ' Se3a a^=ívovl.... vk^ um ^-simplexo
e S o conjunto de todos os simplexos ordenados com vérti­
ces {vn,v1,.... vv^* Se a e g são elementos de S, dize-U x K
mos que a e 0 tem a mesma orientação se a= Cvg<v^< . . . <v^ .)
e 3=(wQ<w1<.... <wk^  0 a permutação vQ---> wQ , v1--> ,
v2-- > w2'......... ,vk---^ wk' :for Par* Se esta permutação for
impar dizemos que a e 6 tem orientações opostas. "Ter a 
mesma orientação" é uma relação de equivalência. As classes 
de equivalência desta relação são os dois simplexos orien­
tados com vértices {v^....,vk^' 0 símbol° <vovl’**’vk>
denota o simplexo orientado que contém v^0<vl<....<Vk^*
Usaremos _<v qv i ..... vk> Para ° outro simplexo orientado
com vértices { V g , v ^ , v k>. Assim temos
<V0 V1 ............Vk > = - <V1 V0 ................v k > = <v2 v 0 v l .............V  •
Definição 2. : Seja K um complexo. Se orientarmos cada
simplexo de K, dizemos que K é um comple­
xo orientado.
Um dos métodos de orientar um complexo é escolher uma 
ordenação para todos os seus vértices e usar esta ordenação 
para induzir uma ordenação sobre os vértices de cada simplexo.
Definição 2.10: Seja K um complexo orientado e sejam
e aP+‘*' simplexos de K. Associamos ao par
(aP+^/ap) um número de incidência como segue. Se não é 
face de então [0p+^,ap]=o. Suponhamos que é fa­
ce de ap+'*'. Ordenamos os vértices ......... ,Vp^
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de ap de mdo que ap=<v„v....v >. Seja V o vértice deU X p
ap+1 que não está em ap. Se tivermos aP+1=<VvQVi..... v^>
definiremos [ap+^,ap]=l. Caso cj^^-cVVqV^.... Vp>' defini­
remos [ap+1 , ap] =-1.
Definição 2.11: Sejam a? e a?+1 p e (p+1)-simplexos de
K. Sejam j = [ o ,a?] , o número de p-sim-
plexos e ap+i ° número ãe (p+1)-simplexos. Ordenamos estes 
simplexos na seguinte maneira: {crP ....cr*5 } e {cr ... ,c^ >+'*' } .
1 ap 1 QP+1
A p-ésima matriz de incidência com repeito âs bases
P+1, “P+1°tordenadas íü^^_o e {OjT±} jlg r é definida como sendo a
(a a ,)-matriz de incidência dada por p p+1
A(p)=(ni,(p))=
’11 • • V f ' ?“p*j
niX ' ' nij ^ia
n , n
V  apJ
* . - n
P+l
a a ■
P P + 1
Definição 2.12: Seja K um complexo orientado. Uma
p-cadeia de K, é uma função f do conjunto 
de p-simplexos orientados de K nos inteiros Z, tal que
f(-oP)=-f(üP).
Se aP é um simplexo, há uma cadeia f , tal que
P
f (xp)=0 se tP^üP e fa (çr.p)=i. Tal cadeia
P P
f é chamada cadeia elementar e será denotada por ap • 
ap
O conjunto de todas as p-cadeias de K será denota­
do por C (K). Se f£ C (K) e {ap}, Oái^a , é o conjunto c p p i p
de todos os p-simplexos de K, podemos representar f pela 
soma formal
ap
f= E f(ap)ap .
i = 0
Se p<0 ou p>dimK, C (K) consta de um único elemento que
P
será denotado por 0^ ou simplesmente 0.
já que Z é grupo comutativo, C (K) munido com a o-
P
peração soma, induzida por Jf, (f+g) (x) =f (x) +g (x) , é grupo co­
mutativo. Suponhamos que f e g são p-cadeias de K e que
f(ap)=n^ e g(ap)=rrK são elementos de 2. Pela definição de
soma de p-cadeias obtemos
ap
(f+g)= E (n.+m.)a? .
i = 0
Além disso, o inverso aditivo da p-cadeia f em C (K), é a
ap
p-cadeia • -f= E “n-;a?*
i = 0
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Definição 2.13: Sejam cp (K) e Cp - 1 ^  os gruPos das P e
(p—1)-cadeias de K, respectivamente. Defini­
mos a aplicação S^rC^ÍR)--------- > Cp-1 P°r <^=0/se P = 0
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P i -ou p>dimK, e 3 < vnv,..... v >  = E (-1) <vrt...v ....v >p ü i  p i=0 0 i  p
para cada p-simplexo orientado de K se 0<p£dimKr sendo
o vértice que é deixado fora.
Tal aplicação é chamada aplicação bordo. Agora se
ap ap
f= E n.a? , definimos 9 f = E n !<)(a?) . 
i=0 1 1 i=0 1 1
apap *
Sejam f= 2 n-ia? e g= E m.a? . Então, 
i=0 i = 0
aP aP
3(f+g)=8( Z (n.+m.)a?)= Z (n.+m.)3á?
i=0 i = 0 -1
ap ap
= E n .3 a? + E m . 3a? 
i=0 1 1 i=0 1 1
= 3 f + 3g.
Portanto, 3 e' um homomorfismo.
Teorema 2.14: Sejam 3 é 3 . homomorfismos conforme de- 
------------P P-l
finição 2-13. Então, a composta ^p_i°^p ®
o homomorfismo trivial.
Demonstração: Se p<2, C 0 (K) é um grupo trivial. Portantop—£
3 , o3 é trivial. Se p>dimK 3 =0, então. 3 ,o3 =0. Su- p-1 p p ' p-l p
ponhamos que 2<pádimK. Basta provar que para cada p-cadeia
elementar <v„v1.....v >, 3 ,o3 <v.....v > = 0. Assim,0 1 p p-l p 0 p '
v i oy <vovi - - - - v )=3p-i( í L 1'1’1 <v°....v - - - v
p iE (-1) (3<vn....v....v >)
i=0 0 1 P
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P i 1-1 i
3p-lo3p (<vO--- vp>)= I l0 '-11 <vo---5j--5i " V
p i - + Z (-1) <Vn....V...V.V..V > ] .
j = i + l  0 1 :> p
Contudo, cada termo <v qv^-• vs**,vt__onc^e/ s<t aparecera
duas vezes na soma acima, a saber, uma com coeficiente
guando i=s e j=t, a segunda vez com coeficiente
(-1)1+-* quando j=s e t=i. Então, os termos se cancelam 
dois a dois. Assinto teorema fica provado.
Definição 2.15: Seja c um elemento de C (K). Se 3c =0 ------v--------  P P P
dizemos que c^ é um p-ciclo de K. O
conjunto de todos os p-ciclos de K será denotado pelo sím­
bolo Z (K) .
P
Note que Z (K) é o núcleo do homomorfismo 9 de 
P P
Cp(K) em Cp_i^K  ^ e ® subgrupo de C^(K).
Definição 2.16: Suponhamos que p^O. Uma p-cadeia b de
K é um p-bordo de K se existe uma (p+1)-
cadeia de K, c , , tal que 3c ,=b . Denotaremos o conjun- ' p + 1 ^ p+1 p
to de todos os p-bordos de K por B^(K).
Note que este conjunto é a imagem 3 D + ]^ Cp+i (R) ) homo-
morfismo 3 , e é um subgrupo de C (K). Se n é a dimen- p + 1 3 p
são de K, então para p>n, temos C (K) ={0} . Em particular,
P
Cn + ^(K)={0}. Portanto, Bn <K)={0}. Por 2.16 Bp(K) £ Zp(K)*
-29-
Definição 2.17: Duas p-cadeias wp e zp de ura complexo
K são homologas se existe uma (p+1)-cadeia
c , de C , (K) , tal que 9 , (c , ) =w -z . 
p+1 P+1 P+1 P+1 P P
Usaremos o símbolo wp^zp para representar duas p-
cadeias homologas w e z . Se um p-ciclo z é bordo
P P  P
de uma (p + 1)-cadeia, então z ^0. Esta relação de homologia
P
para p-cadeias é uma relação de equivalência e, quando res­
trita a p-ciclos, divide Zp(K) em classes de homologia repre­
sentadas por [z ]={w ; w ^z }. As classes de homologia [z ]
P P P P P
são na realidade os conjuntos laterais de B (K), isto é,
P
z + B (K)={z +b , b € B (K)}.
P P P P P P
Definição 2.18: Sejam K um complexo orientado e p um intei­
ro. O p-dimensional grupo de homologia de K 
é o grupo cociente Hp (K)= Zp (K)/B (K).
Observe que para p<0, Z (K)={0}, nesse caso,
P
temos H (K)={0}. Portanto, estaremos interessados somente em 
P '
H (K). com p^O.
P '
Exemplo 2.1,8.1: Seja K o complexo orientado ,
K = { <vQ > ,<y1>/<v2>,<vQv1>,<vQv2>,<v1v2 >,<v0v1v2 >}.
Vamos determinar (K).
Se c^= n1<vQVjL>- n2<vov2> + n3<vlv2> ® uma 1-cadeia de K, 
então
9cl=nl9<y0yi>+ n29<vov2>+ n39<vlv2>
=nl (vl_v0,+ n2 (v2'v0)+ n3 <v2-vl)
9cl= *nl-n2*Vl+*n2“ n3^v2+ (ni-n3)vq•
Resolvendo 30^ = 0 obteremos n^n^n^. Portanto, os ciclos
em (K) tem a forma zi=n(<vQV1>+<v1v2>+<v0v3>), onde n^Z.
Como 3ri(<vQv1v2>)=n(<v0v1>+«v1v2>+<v2v3>) segue que,
(K)=Z^(K). Portanto, (K)=Z^(K)/B^(K)£{0}.
Definição 2.19; Seja K um complexo orientado. Dois simple-
xos e a2 são uni-ligados se uma das se­
guintes condições estão satisfeitas.
i) e a2 tem face comum;
ii) hã uma sequência Y^/Y2'...... 'Yp de 1-simplexos
de K, tal que, e y^ tem um vértice em comum,
a2 e y^ tem um vértice em comum, e para l^iáp,
y. e y. , tem um vértice em comum.'x '1+1
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Definição 2.20 : Seja K um complexo orientado. Uma familia
íz^,....... ,zr \ de p-ciclos ê linearmente in-
*• P P> *
dependente com respeito a homologia, ou linearmente independen­
te módulo B (K), se não existem inteiros n^,....,n^, não to­
dos nulos/de modo que 
r
E n .z1 % 0.
i = l 1 P
0 “ maior inteiro r, para o qual existe r p-ciclos linear­
mente independentes com respeito a homologia, é representado
por (3 (K) e é chamado p-ésimo número de Betti do complexo K. 
P
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Note que 3 (K) existe se K é finito. 
P
Definição 2.2]_: Seja K um complexo orientado de dimensão
n, tal que 3 (K) exista para todo p, 0<p<n. 
P
O numero
n
X (K) = l (-1)P 3 
p=0 p 
✓
é chamado caracteristica de Euler do complexo K.
Definição 2.22; Sejam K e L complexos orientados. Uma
sequência {d> } de homomorf ismos <j> de C (K) 
P P P
em Cp(L), tal que ^ p ^ p - i 3' com P“1 ® chamada aplicação 
de cadeia de K em L.
Teorema 2.23: A aplicação de cadeia *^e um complexo
K em um complexo L induz homomorfismos
<j>. de H (K) em H (L) em cada dimensão p.
*P P P
Demonstração: Seja ^^p=Cp+i€ ®p^K *^ Então pela definição
2.2 2 segue que, d> (b ) =<t> 3c , =3cj> ,c ... Portanto,
P P P P+1 p + 1 p+1
cj)p(bp) é um bordo de uma (p + 1)-cadeia. Logo (Jj^ aplica
B (K) em B (L).
P P
Suponhamos p=0. Então, Zg(K)=Cg(K) e Zg(L)=Cg(L), 
I^ ogo, para p=0, <)> aplica Zg (K) em Zg (L) . Para pâl, su­
ponhamos que ZpêZp(K). Então 3^p (zp) =<p^  ]3(Zp) * Como 
3Zp=0; segue que ^p-i9 ^ Zp ^ * Portanto, <f>p(Zp) ® um p-ciclo 
em L.
Como H (K)= Z (K)/B (K) e H (L)=Z (L)/B (L) defiremos o ho- 
P P P P P P
momorfismo induzido por <t>*^ ([z ]) = [ (z )].
P P  P P
Teorema 2.24; Sejam K um complexo, e orientações de
K. Então, os grupos de homologia H (K,) e
ir "*■
H (K_) são isomorfos em cada dimensão p. p 2
Demonstração; Para um p-simplexo, crP, de K seja 1aP a nota­
ção da orientação positiva a no complexo K^, i=l,2. Então,TP
há uma função a, definida sobre os simplexos de K, tal que
a(crP)=±l e ^ap=a(ap) ^oP . Definiremos a sequência de homo-
morfismos 4> = {cf> } , <f> :C (K, )----- C (K„) , por
P P P P ^
a a
<p ( Z n. 1ap)= Z a(a?)n. 2ap , 
p i=0 i=l
“P 1 Ponde I n .  a* representa uma p-cadeia de k,.
i = 0 1 X
“p ■i p ~Seja c = Z n. o. , pèl, uma p-cadeia de K,. Entao. J p . , i i ^ c 1 ' 
* x = l
Portanto, é ,3c = 3d> c . Assim, pelo teorema 2.23 hã um homo- 
P-l P P P ' *
morfismo <í> . do grupo H (Kn ) no grupo H (K„) induzido em 
p P 1 P 1
cada dimensão pela sequência
Como (aP) e a(ap)=±l vem que a(ap) \rp= 2op.
Então existe uma sequência de homorfismos {ip } de C (K„) em
P P 2
C (K^).. Procedendo como no parágrafo anterior, concluiremos
que íj; i^ = ^ p* Assim, há um homomorfismo induzido de
H (K0) em H (K,). p 2 p 1
Sendo é e ib inversa uma da outra em cada dimen- 
VP P
são p, segue que 'íJ*p°<)*p=id em e <í)*p01i;*p~^<^ em
Hp^K2^' Portanto, <J>*d é um isomorfismos do grupo de homo-
logia H (Kn) no grupo de homologia H (K„).p 1 p z
Definição 2.2 5: Sejam K e L complexos. Uma aplicação
simplicial de K em L, ê uma função <J> de 
vértices de K em vértices de L, tal que se [Vq ....v ]
é um simplexo de K, então os vértices «Mv^), O^i^p, (não ne­
cessariamente distintos), são vértices de um simplexo de L.
Suponhamos que K e L são complexos é <J> uma apli­
cação simplicial. Se os vértices <j> (v^ ) são todos distintos,
o p-simplexo <<J)(vQ) ......  <j> (v ) > = $ (cp) é chamado i-
magem de op . Se <j> é uma bijeção, claramente K e L são 
isomorfos, já que <J> é um isomorfismo de K em L. Por con­
veniência futuramente representaremos $ por <j>.
Definição 2.2 6: Sejam <j> uma aplicação simplicial de K em
L e aP um p-simplexo de K. Definimos a
sequência de homomorfismos {4> } de C (K) em C (L) como se-
P P P
gue. Definimos nas p-cadeias : elementares por
0 ; se os vértices <t> (v^ ) não são todos dis-
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<J> (ap ) =  ^p
tintos.
)^(0P) ; se os vétrices <J> (v^ ) são todos dis­
tintos.
A função <|> , pode ser extendida a um homomorfismo (J)^ de
C (K) em C (L) . Isto é, dada uma p-cadeia de K
P P
üp p “p p “P p£ n.a^, definimos d) ( E n.a.)= £ <p (n.a1;).
i = 0 1 1  P i = 0 1 1 i=0 P 1 1
Teorema 2.2q: Se <j>:K----- >L é uma aplicação simplicial
a seqüencia í^p} ^e homomorfismos dá defini­
ção 2.2 6 é na realidade uma aplicação de cadeia.
Demonstração: Cada (j> é um homomorf ismo. Para provar que
P
34>p — <í)p_2,3 ® suficiente provar que 3<J>p (a*5) =<|> 3^ (oP) , para 
cada p-cadeia elementar 0P de K, p^l. Seja aP=<Vg....v >
e suponhamos que todos os <j> (v^ ) são distintos. Então/
<f> (< v v ...... v >)=<<!> (Vq Jíív^ ........ <Mv )>.
P  ^ P ^
Seja aj_1 a (p-l)-face de üP obtida pela supressão de j- 
ésimo vértice. Assim,
v i (or 1 )=* p - i (<vo " v j - i j * i - - v i:
= <<f> (v 0) <f> (v^) . . .<f> (Vj_1) <P (Vj+1) • • • • <t> (vp ) > .
De maneira que
3c|>p (aP) =d<(j) (vQ)...... <f> (vp) >
= Z (-1) ^<cj> (vn)..... . . • <P (v ) >
j =0 u J P
= Z (-l)j4> 1 (cr?“1)= ò t ( I (-l)j a?”1.
j=0 P"1 1 P_1 j = 0 3 ]
= <p , 3 (aP) .
Agora suponhamos que <J> (v^  ) = $ (v^ ) para j<k. Então, cj)^ (ap)=0 
e 3<})(aP)=0. Além disso,
V i 3 loP) = J o  ‘_1) 1V i <vovi • • • • • • VP> •
Note que se i£ j ou i?ík è , <v_v_..... v >= 0. Os dois
J p-i 0 1 P
termos restantes são (-l)-1* n<vriv1....v...v > _p-l 0 1 j p e
k A
(-1) d) ,<v_v1....v1 ...v >. Se os <}>(v.) não são distintos te- 
p-l 0 1 k p i
mos (b . <v_v, . . . .*v^ . . .v > =0. Se todos são distintos temos 
p-l 0 1 I p
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Daí segue que 
P
ri3 íon=(_1)3V i <vovi" * • Y  • * V + (_1)kV i <vovi- • • V  • -vp >
= (-1)D ( - i )k“D" V _ i  <vovi-  • • * V • • v + (_1)k<í)p_i<vo* • - V  • * V =
Portanto, a sequência {<j> } é uma aplicação de cadeia.
P
Lema 2.28: Seja K um complexo do Rn. O poliedro |k | 
associado a K é compacto.
Demonstração: Seja a um simplexo de K, seja a o simplexo 
fechado com os mesmos vértices de o. Então, temos
| K | = a= 0  a Este último, por ser união finita de
K aç K 
compactos ê compacto.
k k Definição 2.29: Seja a um simplexo aberto. O fecho de o ,
k —denotado por cl(o ), ê o complexo consistindo
kde a e todas suas faces abertas.
Definição 2.30: Seja <v^, . «fv > um simplexo orienta­
do do Rn. O baricentro de é o ponto
definido por
P
ã= T.
i = 0 "p+T” vi'
Ver figura abaixo.
Definição 2.31: Sejam K e L complexos orientados com po­
liedros associados j K| e |L|, respectiva-
mente, e <j> uma aplicação simplicial de vértices de K em 
vértices de L. Extendemos agora <J> para uma função 
4>: | K|-----| L | como segue.
Se x £| k | há um único simplexo or=<VgV^..... v^> em
K , tal que x£T -_ar . Portanto, se { v . , v , . v  } são vér-(j /x r
tices de ar e as coordenadas baricêtricas A. são todasi
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positivas temos x= E A.v.. Definimos
i = 0 X
<p (x) = Z A . <J> (v ) .
i = 0
Esta função,, (J): |k |------- ^ | L | é chamada aplicação simpli­
cial de IK| em ILI.
Teorema 2.3 2: Toda aplicação simplicial, <j>: [ K |------ ^| l |,
é contínua'.
Demonstração: Seja o unup'.-simplexo arbitrário de K. Como la
e fechado basta mostrar que ‘\a\------- *> IL I e con-
I |õ~|
tínua.
P
Seja xn= _ Z ^n.Vi Uma se(3u®ncia. • Suponhamos que xn
P P P
converge para x= £ A-v -* Lembremos que £ \ = £ \.=1.
i=0 1 1 i=0 ni i=0 1
Então, temos lim(x -x) =0 . Assim, 
n^-c»
P P
0= lim (x - x ) =  lixn ( _£ An . v±-  .Z Ai v±) 
n -yco n^ co í — O i 1 = 0
= limn->oo i — 0 i 1 — 0
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de modo que,
P
0 = l im  ( E (X —X .)  v . ) -  l im  [ ( E X ) v n - (  E x -i)v rJ  
n-co i = o n i  1 1 n -»  i =0 ni  0 i =0
P P
= lim  ( E (X - X . ) v . -  l im [  E (X_ - X , ) v n ] 
n+°° i =0 n i  1 1 n+°° i =0 ni  1 u
P P
= lim  ( E U  - X . ) v . -  E U  - X . ) v n )
n—  i =0 n i  1 1 i =0 n i  1 0
P
= lim  ( I  (X -X ) ( v . - v  ))... n n . i  i  u i =0 i
Como (v i - v o  ^ s ^ °  v e ^ ° r e s  lin e a rm e n te  in d e p e n d e n te s , i > 0, 
lim (X  -  X . ) =0, i^ O . P o rta n to , XR co n v e rg e  p a ra  X. para todo
n-»-oo i  i
i > 0. R e p e tin d o  o p r o c e s s o  acim a, s u b s t it u in d o  v n p o r  v^, t e r e ­
mos Xn c o n v e rg in d o  p a ra  Xq . C o n c lu ím o s  que
P P P
l im  <J> (x ) = l im  E X ,4>( v. )  = E l i m  X <j>(v.)= E X . <J> ( v . ) =<J> (x ) .
n+oo n i  = 0 n i  1 i -0 n^ -oo n± 1 i  = o 1 1
Portanto, a restrição de <J> a |a| é contínua.
Definição 2.33: Sejam K um complexo e v um vértice de K.
A estrela aberta de v, denotada por ost(v), 
é a reunião de todos os simplexos <T, de |k | para
os quais v é vértice.
Exemplo 2 . 3 3. 1: Suponhamos que o complexo K é dado pela fi­
gura abaixo. v
• 4
V3
estrela aberta de v^ é ost (v^ ) = | K |—[Vq1-[ v2v3] -[ v^v^] ,
Definição 2.3 4: Sejam X e Y espaços topolõgicos, f e g
funções de X em Y. Dizemos que f é ho-
motópica a g se existe uma função contínua F:X)^I-------
tal que para cada x Q X  e t£I, F(x,0)=f(x) e
F(x,1)=g(x).
Tal função F é chamada homotopia de f em g.
Definição 2.3 5: Sejam |k | e |l | poliedros associados a K
e L, respectivamente, f:|K|----- >| L j uma a-
plicação contínua. Seja g:|K|---- 1 ^ |l | uma aplicação sim-
plicial. Se existe uma homotopia de g em f, dizemos que g 
é uma aproximação simplicial de f.
Lema 2 . 3'6: Seja K um complexo. Os vértices {v^v.^ , . . . . v } 
são vértices de um simplexo de K se, e somente
P
se, ost (v.) £ 0.
i = 0 1
Demonstração: Suponhamos que {vn'vi.....v } s^° vértices deu x p
um simplexo crP de K. Então, ap Ç ostív.^ ) para i=0,l..p
P
Portanto, 0^ C  /"\ ost (v.).
i = 0
P
Reciprocramente seja x^ r\ ost (v.). Assim, para cada i = 0,l...
i = 0 1
hã um simplexo oi em K, tal que vi é vértice de ai e 
x Ç  a? . Como x£ | K | , pela .‘definição^ há um único simplexo 
a0 de K, tal que x £ O o . Portanto, todos os vértices v^
são vértices de o o.
Teorema 2.3-7: Sejam [ K | e |l | poliédros associados a K e
L , respectivamente, f : J K |------ — ^|l| uma aplicação contí­
nua e g uma aplicação de vértices de K em vértices de L. 
Então g pode ser extendida a uma aproximação simplicial de f 
se para^cada. vértice v de K temos
f (ost (v) )C. ost (g (v) ) .
Demonstração Suponhamos que f(ost(v))C ost(g(v)). Sejam
{vq,....,Vp^ vértices de um simplexo de K. Pelo lema 2.36,
p p 
temos (*\ ost(v.)/ 0. Entao f( /") ost(v.))^ 0 e 
i=0 i=0 1
P P P
f ( f\ ost(v.))= f(ost(v.))C O  ost(g(v.)M 0. Portanto, 
i=0 1 i=0 i=0 1 ,
pelo lema 2.36 íg(vQ),.....,g(v )} são vértices de um sim-
plexo de L. Logo por 2.25, temos uma extensão para 
uma aplicação simplicial g: | K |--------^|l | e
P P
g ( £ X v ) = £ X . g (v. ) . 
i=0 i = 0
S e j a m  x ê |k | e a = <v v .....v > um simplexo de K
U _L p
que comtém x. Seja v um vértice de c. Como x £  ost(v) te- 
mos que f (x) £  f(ost( v )) 9 ost (g (v) ) . Sendo
- • - - o - • /
x=X0v0 +..... + ^pVp temos 9 (x) =AQg (vQ) + ...+Xpg(Vp). Como g
não é obrigatoriamente injetiva alguns dos ’g(v^) podem ser
repetidos. Assim, a g(v) coordenada baricêntrica de g(x) 
é maior ou igual a v coordenada baricêntrica de x. Logo 
g (x) 6 ost (g (v) ) . Como ambos, f (x) e g (x)r pertencem a cada 
ost(g(v^)), i=0,l,...p, (f(x),g(x)} está contido na interse­
ção das ost(g(v^)). Entãoy {g (Vg),.... g (v ) } são vértices 
de um simplexo t em L que contém f (x) e g(x) . Assim, po-
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demos unir f(x) e g(x) por uma linha reta inteiramente
contida em t ç |l |. Seja H:|k |)(I------ ^ IL I definida por
H (x, t) = (1-t) f (x) + tg (x) , x£ | K | e t€l. Obviamente H 
é uma homotopia de f em g.
Definição 2. 3r : Sejam aP= cV-V,..... v > um simplexo e vu p
um ponto para o qual o conjunto {v ,\^  ,v^  
.... Vp} é geometricamente independente. Definimos o (p+1)-
simplexo por vap=<vvQv1...... Vp>*
“P p -Se c = £ n-o- e p-cadeia de K e v um vertl^.
i = 0 1 1
ap— Dce de K, entao vc denota a (p+1)-cadeia, vc= £ n . vo^ ( caso
i = 0 1 1
cada vo? exista, x
Observe que se vc^ e vc2 existem, vfc^+c^
éxiste e é igual a vc^+vc2*
Lema 2.39. : Sejam c uma p-cadeia em um complexo K, v um
vértice para o qual a (p+1)-cadeia vc é defini­
da. Então 9vc=c - v9c.
Demonstração; Seja a um simplexo de K, tal que, va é defi­
nido. Então,
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P i9 (vo) =<vr.v1....V > - V £ (-1) <vnv,--- V, ....V >U I  p i = 0 U ± K p
= c - v9o.
Para o caso geral, extendemos a demonstração por line-
CXp
nearidade. Seja c= £ n .a? uma p-cadeia de k. Então,
1=0  1 1
oí-, a
P p P pvc= £ n . va. e 9vc = 9E ri.va^  . Assim,
i = 0 1 1 i = 0
ap ap °^p a
9vc= £ n.9va?= £" ,n.(a? -v9a?)= £ n .a? - v E P9a? =c - vgc, 
i = 0 1 1 i = 0 1 1 i = 0 1 1  i = 0
Definição 2.40: Sejam v£ Rn e B C  Rn . O par (v,B) estã
em posição geral se v ^  B e para cada
blfb2 íi B, com b1 ± b^, temos [v,b1] p  [v,b2] = (v) .
Se (v,A) está em posição geral definimos vA= 0  [v,a],
a£ A
que será chamado "v-cone" sobre A. Se A é um simplexo
<jP = <VqV^..... Vp>, e vA está em posição geral, {v ,Vq ,....v }
é um conjunto de pontos do Rn geormétricamente independentes 
e determina um (p+1)-simplexo (aberto) cjP.
Note que vaP de 2.38 e vA de 2.40 são diferentes,
o segundo comtém um subconjunto {v}Ua^ enquqnto que este e vo^ 
são disjuntos. Sempre que escrevemos vo^ , entendemos 2.38, caso 
contrário mensionaremos.
Exemplo 2.40.1: Os pares (v,A) e (v,B), representados abaixo, 
estão em posição geral, mas o par (v,D) não está em posição geral.
v
/  \  :
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Teorema 2.41: Sejam aP um simplexo aberto e A a maior das
k-faces de oP com k<p. Seja v um ponto de aP . 
Então, o par (v,A) está em posição geral. Além disso,
vA= 0  (v,ak) = (v, 0 ak) =aP .o k ak
Demonstração: Sejam (vQvn.....v ) um simplexo aberto ,---------- :-- s i p
k<p, e uma k-face de aP - Sejam b^,b2^ a^. Suponhamos que
existe w/v em 0P , tal que w f) • Consideremos as
expressões de b^, e v dadas em cordenadas baricêntricas,
P P P J p
isto e, b = y. a,-v. , b~ = E $.v. e v= E Xv. . Como b, U  o* 
L i=0 1 1 i = 0 i = 0 ^
e b„^ap temos a . =0 e 3. =0 para algum in e i, . Como
z * 1q 1 *j^ u j_
v £ a p , temos que X . f0 para todo i. Sendo w Ç. [v,b..] , po- 
demos escrever w=t^v + (l-t)bi para algum t^ Então,
w=t, E A.v. + (1-t, ) E a.v. = Ê[t,^.+ (1-t,)“ .]v ..1 . n i i 1 . n i i . „ l i  l i i i=0 i=0 i=0
De maneira semelhante para w £  [ v temos 
P
w= E [t9X. + (l-t_)S.]v. para algum t„£  I. 
j_ Q
Como as coordenadas baricêntricas de unv elemento de 
aP são únicas temos
t^À + (1-t^) ou = t2Xi + ; i = 0'1...... P
V i  " V i  = (1-t2)3i - d-ti)“!
(t1-t2)=l/Ai t(l-t2)Bi - (l-t1)ai]
Tomando i=in temos a. =0 e 
u 1o
(t1-t2)=l/Xi t(l-t2)3i^0 .
Tomando i=ii temos 3. =0 e 
1 X1
(t1-t2)=l/Xi [(l-t1)oi]<0.
Portanto, t^-t2=0. Logo tx”t2 e (1-t^) ou = (l-t2)8 .^
Como t^/1 se w/v, -segue' <3ue ai = 3i Para todo i. Logo 
h>i=b2, completando assim a demonstração de que o par (v,A) está 
em posição geral.
Agora vAC ap, porque A C üP , v£ cfP e é con­
vexo. Também 1}V\ C. vA. Portanto, basta demonstrar que, se
w Ç. : e v/ w então w£ vA. Assim, suponhamos que w€c
e que w/ v. Sejam A  ^ e y^ as coordenadas baricentricas de
v e w, respectivamente. Obviamente são todas positivas. Como 
P
E (y.-A.)=0 e y.-A. / O  para algum i, existe j/i, tal que 
i = 0 1 1  1 3 . -
Yj-À^/0 para algum j t e tal que ^i~^i e ^j~^j ^Bin s;’-na:*-s
opostos. Consideremos agora o conjunto (não vazio) J de todos 
os j, tal que ® negativo. Definimos para j£J
f j : R----- > R por f_.(t)=A_. + t(y_.-A_.). Como f (1) >0 e
fj(t)>0 para grandes valores de t, existe um t^>l, tal que
^  + t.(y -A.)=0. Escolha j_ dentre os j, tal que t. át. para 
J J J J  u Dg'!
todo jé J. Entao, A. + t. (y • — A . ) =0 e
30 lo D0
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+ tj^(y^-X^)^0 para todo 1 = 0,1,.....,p. Assim,
P P P
v + t. (v-w)= E A.v. + t. ( E y.v. - E A.v.)
^0 i = 0 1 1  -10 i = 0 1 1 i=0 1 1
P
= E (À + t . (y.-À ) v . 
i = 0 1 :0 1 -1 1
Portanto, v + t. (v-w) £ A. Também,
30
w=(l/t. )x + [(t.n - l)/t. ]v= t'x + (l-t')v, com t'=(l/t. ) 
Do 30 D o 30
k pPortanto, , wçvA. Logo, sendo a face de cr e k<p, temos
vA= U  ^ 0kLcrp . 
k
Definigão 2.42: Seja K um complexo. Uma subdivisão de K é um
(*) i (*)i i i  (*)complexo K , tal que |K [ = |k| e se o 6 K
então o está contido em algum simplexo de K.
Num complexo K a notação aQ< o <....< ar indica que
cada ck é simplexo e que é face de + mas ai^°i + i*
Teorema 2.43: Sejam crp um p-simplexo fechado, L uma subdivisão
de A- (Jo\ k<p e a11 é face de oP. Seja v^
Então, (v ,IL|) está em posição geral. Alem disso, v|L| e um po­
liedro |RI onde R ê definido por
R= L U  ( 0  v t ) U ( v ) .  
t£L
0 complexo R é uma subdivisão de cl(a )
Demonstração: Pelo teorema 2.41 (v,a ), k<p, está em posi­
ção geral. Como |l |=A, segue que (v ,|l |) está em posição geral 
e v | L | = ) a | , onde A=Uak , L.
Mostraremos agora que K é complexo. Obviamente K é 
um conjunto de simplexos abertos. Contudo, cada simplexo dife­
rente de (v) em K, ou está em L ou é da forma (t,v). Se 
está, todas suas faces estão em L, assim, em R. Se o sim­
plexo é da forma (L,x), suas faces são (v) , x , as faces 
de t e os simplexos (v,a), onde a é face de t. Em cada ca­
so, as faces estão em K.
Sejam y e X dois simplexos de L. Como L é com­
plexo temos y^A =0 • Alem disso, se y^ L entao y O  <v,y>=0 
pois (v,y)(^aP . Obviamente (v) não intercepta nenhum outro 
simplexo de K. Suponhamos agora que 3 e v são simplexos de 
L. Sendo ( 3 , v) PM 3, v) ?^0 suponhamos que w é elemento dessa 
interseção. Como v3 é simplexo aberto, ^egue que w/ v.
Pelo teorema 2.41, existe um único x £ A=|L|, tal que 
w £ [v,x]. Como |(v,3)|C v|3|, concluímos que xfig. Assim,
6 n  v ±0. Portanto, sendo L um complexo, temos 3=v e 
(3,v)=(v/v). Então, K é um complexo. O conjunto de pontos de 
|k| é
|k | = U | p | = U  |t |U{( U  (v ,t))U {v}}
p£K T ’ t ê  Ij
= A (J{a) = | a | .
Teorema 2.44: Seja K um complexo e seja
K ^ =  {Cg..... ár; o0<ai ..... '<ar^ ' Dizemos
que K^^é uma subdivisão de K. Além disso, se og,a^.... or
são elementos de K e Oq<c -^< . . . <or, então, (ÔqÔ^ . ..ór)Ccf •
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Demonstragão: A demonstração é feita sobre a dimensão de K.
Se L é um complexo e dim(K)=0, então L ^  =L e o teorema vale. 
Suponhamos que o teorema é verdadeiro para todo complexo de dimen­
são menor que n. Então, o (n-1) -esqueleto Kn  ^ de K é um
n. 1complexo de dimensão n-1. Portanto, o teorema vale para K - .
No que segue, usaremos K para para simplificar a notação.
Seja t um simplexo de então existe uma sequência
• • •
a <o.,<..... <a em K, tal que x= (o.o,.... o ). Assim, t£o .0 1  r 0 1  r r
De fato, se xiD.on + ....+À a , com À.>0, sendo cada o. combina- J U 0 r r i i
ção convexa dos vértices de , x também o é. Além disto, as
coordenadas baricêntricas de x em relação a estes vértices são
todas maiores que Ar/(r+l) que é positivo. Portanto, x £ o r. Lo-
(1) - 'go, cada simplexo de K e subconjunto de K.
Seja t um simplexo de K ^ .  Então, existe uma sequên-
• • •
cia °o<0ls:......<0r em K/ ta  ^ que T=^a0°l........ °r^ ‘ Como
qualquer face de t ê determinada por um subconjunto de vértices
de t , os vértices desta face serão os. baricentros de uma sub- 
sequência da sequência üo<ai<....<ar ’ Portanto, qualquer face
de t é elemento de .
Suponhamos agora que e x2 são simplexos de
e que Ti0 T2  ^^ * Então, existem sequências em K,
oQ<a1<...... ar , tal que Ti=(°o°l ...... e
PQ<P1< ..... <Ps , tal que t2=(pqp1 .....pg). Suponhamos que
(â á ...... á ) O  (p p ......p ) £ 0. Seja w um elemento destaU X 3T U J_ S
interseção. Então, W£,ürP|ps. Como K é complexo segue que 
• • • • •
or = ps , or = pg e, portanto, r=s. Assim, (Oq a-^..-.ar_^ ) e
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• •
íP0P i .... ps-l) Sa° faces de ar =pr* Portant°/ (ao°i,--ar)
e (PqPi..... Sa° simPlexos de |cl(ar) | = |cl(p ) |= A.
Agora < ^ ( 0 ^ .... °r-l)=(°0°l ..... °r-l°r* = T1 e
pr (pOpl ..... ^ r - l 1' (p0pl .....-pr-lpr,= t2 ‘ Como w€Ti e
w f T 2 existem z_L £ (âgó^--- ^r-l* A S Z2e ^ 0 .....Pr-1* A'
tal que w g  [ôr ,z1] e w Ê [ p r ,z2]. Mas w f °r=Pr , portanto,
temos z1=z2 Q { o 0ô1 .— ^r_i> Cl ^ o pl .... pr-l*' Como
(ágC^.... °r-l^ 0 P^0P1 ....  pr-l^ sao simPlexos de
(Kn- "^) ^  , que por hipótese é um complexo, segue que 
(â^à-L....  ^r-l)= (p0pl ...... Pr-1^ * Portanto,
• • • • • • • • í ] J
Tl“°r(o0°l .....  ar-l> = ps ,pOpl ....... p s - 1 ) = t 2 ‘ Lo9°' k '
é um complexo.
Mantendo a notação do parágrafo anterior vamos mostrar
que |k ^ |  = |k |. Seja ap um simplexo fixo de K e x £ a p . Seja L
(1) kum complexo de simplexos em K , tal que existe face t de
, k<p, de modo que rç ap . Pela indução, L é subdivisão
da fraonteira de crP. Assim, por 2.43y ÍU LÜ( UfôPx)) U{5P)
T£L
é subdivisão de ap . Obviamente os simplexos de K são 
simplexos de K ^ , daí x €.|k |C.|k ^^|.
Reciprocramente, se p é elemento de um simplexo de 
, existe uma sequência ao<0]_< ......<Qr em Kf ^U0
P €(oQ o± ......  a ). Portanto, p£0^ £|K|.
O complexo é chamado primeira subdivisão baricêntrica
de K.
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Definição 2.45: Definimos a n-ésima sub-divisão baricêntrica de
(n)K, K , como sendo a primeira sub-divisão bari­
cêntrica de K^n~'^.
Seja a®<a"*< ..... <gp uma sequência de simplexos de Ky
tal que o. é face de o. i=0,l....,p. Seja v_<v....< v ^ i x + 1 J 0 1 p
uma ordenação dos vértices de uP, de modo que q1=<VqV^....v^>.
♦ rv * a ( T_ )
Agora considere o simplexo (au<a.....em K com esta or­
denação em seus vértices. Dizemos que <o„ü, ..... o > tem orien-0 1 p
tação positiva se <vnvi.... v > ® positivamente orientado e orien-u p
tação negativa se <v qv i .... Vp> ® negativamente orientado. Note
^ue há simplexos em cujas orientações não são definidas
por este processo, estes podem ser orientedos aleatoriamente.
Definição 2.46; Seja a um simplexo de K. Definimos o diâmetro de
a como sendo, diama=max {|v-w| onde v e  w são
/értices de a}
Seja a^=<vovi....Vp>' SuPon^amos <3ue x,y€cr. Assim,
P
y= Z X.v .. Então, 
i = 0 1 1
I x-y | = | ( Z A )x - Z A v | = | Z A (x-v )| £ i .
i=0 i=0 i=0 1 1 = iio i' i1
ámáx{|x-v^|; O^iáp}.
)e maneira semelhante comcluimos que
x-v± Iá mãx{|vj-v± I; Oáj<p}.
ntão, |x-y|ámãx{|V^-VjI; 0^i,jáp}. Isso implica que
ima=sup{Ix-y|; x,yea}= máx{|Vj-vi|; 0^i,j^p} =lvs_vt l para algum 
e t.
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Definigão 2.47: Seja K um complexo. Definimos mesh de K
por
meshK= máx {diama ; a é simplexo de K}.
Lema 2.48: Suponhamos que K é um complexo m-dimensional, então
meshK g m— T meshK. m+1
Demonstração: Para não confundir o leitor vamos considerar
simplexo de K e x^ simplexo de .
Pelo lema 2.46, temos diamxP=máx{|v-w|, v,w x^} . Como
v e  w são baricentros de faces ar e aS de ü^, respectiva-
r 1 s 
mente, podemos escrever v= E — — v. e w= E 1 __
• /\ X. "r _L -L • r\ t V  * * U U i l l1=0 1=0 s+1 j
Oár^sáp . Então procedendo como no lema 2.46 vemos que
| v-w | <mãx{ | v ^ w  | ; 0^i<r}. Agora
s s p
v -w| = |v.- E _1__ |= |( E _1___v-i “ z _JL___v-i
j = 0 s + 1 j j =0 s+1 -* j =0 s + 1 J
é—— "Y ( 2 [ v . -v . | )
5 + 1 j =0 1
. s
á ( E máx:{: | v -v . j ; O^j^s}.
S+1 j=Q 1 j
Portanto,
o s
|v -w máx - máx E |v.-v. ; Oúxúr, O^jás}. Assim, temosi s+1 j=0 i j'
|v - w 1 < s _ máx{ I v .-v I ; 0<i<r , Oáj^s} . Portanto,1 1 s + 1 1 í j 1
Iv - w I ú— -— diam aS. Logoi ' s + 1
d s s s mdiam x^ S t  diama á---r meshK< — =—  mesh K . Portanto,s+1 s+1 m+1
meshK ^ =  máx{ diamx^, x^ K ^ } á  .- meshK.
-51-
l.ema 2.49: Seja K um complexo m-dimensional. Então
lim meshK^^ =0.
n-*-°°
)emonstragão: Vamos demonstrar usando a indução sobre o número de 
;ubdivisões baricêntricas, demonstrando que meshK ^  < (—Hj—-)meshK.
Cntão se n=l a proposta é válida por 2.48. Agora
1Tr(n+l)^ m __ (n) m w  m ,n_, m vn+l ,_Tr
neshK = ^ I meshK = ( “m+T {-m+T-) meshK = { E ? T ) ineshK*
^òmo lim (— ^ — )n =0 , segue que o lema é verdadeiro. m+1n-K»
Teorema 2.50: Sejam |k | e |l | poliedros com triangulações
K e L, respectivamente, e f;|K|-----|l | uma
/ \
função contínua. Então, existe uma sub-divisão baricentrica K
de K e uma função contínua g r | K J------> | L J , tal que:
(rti)a) g é uma aplicação simplicial de K em L e,
b) g é homotõpica a f.
Demonstração: Sejam o um”simplexo de K e wgo. Seja
U = f ( o s t  (w) ) . Por ost (w) ser aberto U é aberto. Então,W w
i KI é coberto por uma família de abertos U , w vértice de K.11 w
Seja e o número de Lesbegue para ü^, e n=dimK. Escolha
N>0, tal que (n/(n+1))^ meshKce/2. Pelo lema 2.;48 segue qua 
(m)meshK <e/2, sempre que m>N. Em particular , se v ê vértice
de K , então diam(ost(v),K )<2meshK^. Portanto, pela
/ ^ \
definição do número de Lesbegue, (ost(v),K ) Ç  f (ost(v)) e
(m \
f((ost(v)),K ))Çòst(w). Assim pelo teorema 2.37, f admite uma 
aproximação simplicial g:|K |------ ^ |L J.
Definigão 2.51: Seja K um complexo. Definimos uma aplicação
(J> = {é :C (K)------- ^ c  (K^^)} indutivamente como
P P  P
segue
a) Cada 0-simplexo de K é um 0-simplexo.da sub-divi- 
são baricentrica Deste modo, podemos considerar 
Cq (K) como um sub-grupo de Cq (K^). Definimos
c()q :Cq (K)----- > C q (K^^) como sendo a aplicação inclu­
são, isto é, <}>q (c )=c , c £ C q (K) .
b) Para cada p-cadeia arbitrária em K definimos 
-.<f> t- Z n± cP ) = Zn± ( òP (())p_1 3 (ap) ) )
A sequência <$> = { 4>p } definida desta maneira e' chamada primeira
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c-derivação em K. Para m>l, a. m-êsima c-derivação em
K é a comDOSta da m-1 c-derivação em K com a primeira c-deri­
vação de  ^ isto ê-
(J)in={ 4)^ : Cp (K) ------- ^Cp(K^m ^)} , onde 4>™ é a composta
C (K)--íp---- ^C (K(m-1))----- ...> C (K(m)).
p ' V ' P
Teorema 2.52: Cada c-derivação ê uma aplicação de cadeia.
Demonstração: Como a composta de aplicações de cadeias é uma 
aplicação de cadeia, é suficiente mostrar que a primeira c-de­
rivação é uma aplicação de cadeia. Seja <f>={4> :C (K)
P P
a primeira c-derivação em K. Devemos mostrar que o diagrama 
abaixo comuta para p2-l:
Seja crP uma p-cadeia elementar . Então, para p=l temos 
3<|>1 (a1) =3 (ã1c})0 9 (a1)
=<J)03 (a1 ) - ã13(J)0 (3o1)
=(J)0 3a1 - 33 (a1 )
= ^QSa1.
Portanto o teorema vale para p=l.
Suponhamos que 3^p—1 =<^ p_2^ • Então
3(])p (aP) =3 (âP(})p_13 (aP) ={()p_13aP - âP3(})p_1 (3aP)
= 4> , 3crP - üP cj) 03(3aP ) vp-l P-2
=<J> , 3ü P - °aP(j) ~3 3(aP )P X p z
=4> , 9aP.'‘p-l
Portanto, o teorema vale para p-cadeias elementares. Para o caso 
geral a demonstração é e tendida por linearidade.
Teorema 2.5 3: Seja K um complexo com primeira c-derivação
tf) = {<(> }. Então, existe uma aplicação de cadeia 
P
ip = {ifj :C ( K ^  )------- ? C (k) } , tal que ip o<f> é a aplicação
P P  P P P
identidade em C (K) para cada p^O.
P
Demonstração: Seja f uma aplicação simplicial de em K
com a seguinte propriedade. Se 5 é vértice de então
* - « f(a) e um vertice do simplexo a em K, do qual o “ e um
baricentro. Seja ip = {ip } a aplicação cadeia induzida por f.
P
Se tP é um p-simplexo de K ^ ,  então ip (tP)=yaP , onde
P
y = 0, 1 ou -1 e aP é o p-simplexo de K, o qual gera tP na 
sua divisão baricentrica. Obviamente 0^0 ® a aPlicaÇao i- 
dentidade em CQ (K). Suponhamos que
iO -oó ,:C -| (K)--------- , (K) é a identidade e considere-p-1 rp-l p-1 p-1
mos od> :C (K)---- ^ C (K) . Seja aP uma cadeia elementar.
P P P P
Assim, segue que
p^°(j)p (aP) =ipp (ap4>p_iS (aP) =maP , para algum inteiro m. Mas,
9 (mcrP) = 9^  o<f> (crP) =ip , o<J> , (aP) =ip , otp , 9 (ap) = 9(aP).P P  p x p x
Portanto, m=l e ip o<p (aP)=aP.
P P _ X
Esta aplicação ip = {4> } e chamada inversa a esquerda de <J>.
P
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Definição 2.54: Sejam K e L complexos. Duas aplicações de
cadeia 4> = {<f> } e y = { y } de K em L são 
P P
c-homotõpicas se existe uma sequência '.0- = {0 } de homomorf ismos
0 : C (K)------ > C (L) , tal que 90 + 0  . 9 = <J> - y , 0 _ =0.
p p ' P+1 P P-1 P P -1
Teorema 2.55: Se <|> e y são aplicações c-homotópicas de um
complexo K em um complexo L, então os homomor-
fismos induzidos <j>. e y* de H (K) em H (L) são iguais.
*P p P P
Demonstração: Como <j) e y são c-homotõpicas, pela definição,
existe uma sequência de homomorfismos, 0={0 }, tal que
P
90 + 0  , 9 = d> -y e 0 , =0. Seja [z ]€H (K) . Então p p-1 *p Hp -1 J P P
Pois 90 (z ) é um bordo e 0 , (0)=0. Logo (f>. =y .
p p P-1 P P
Definição 2.56; Sejam K e L dois complexos. Dizemos que K
e L são c-equivalentes quando existem aplica-', 
ções de cadeias de K em L e ip de L em K, tais que
a composta das aplicações f e i() dadas por i^cxj) = {'Pp0 4>p^  e
<f>eijj = {^ p-Q^ p} sao c-homotópicas com a identidade em Cp^K) e
em C (L) , respectivamente.
Teorema 2.57: Dois complexos c-equivalentes têm grupos de homo- 
logia isomorfos em suas dimensões correspondentes.
Demonstração: Sejam <J> e \p aplicações de cadeia como as da de­
finição 2.56, Pelo teorema 2.55, temos que 1^*p0<f)*p ãe Hp ^
em H (K) e d>* o i ) d e  H (L) em H (L) são aplicações p *p *p p P
identidades. Portanto, <})* é um isomorfismo para cada dim-
'P
mensao p.
Teorema 2.58: Seja K um complexo e sua primeira di­
visão baricêntrica. Então K e são c-
equivalentes.
Demonstração: Sejam J e,^ as aplicações de cadeia definidas em 
2.51 e 2.53 . Pelo teorema 2.53 , sabemos que o<j> =i^ em K.
Vamos agora mostrar que <{>©fy é c-homotópica a identidade em 
K ^ .  Isto existe uma sequência de homomorfismos como na
definição 2.54, e para cadeia c= £ n .t? de K temos
i = 0 1 1
c - <J) oip (c)=30 (c) -D0 3(c) .
Jr P Jr tr
Se w 'ê um vértice de K ^ ,  então q^ (w ) = [v ] onde
v é um vértice de algum simplexo o de Kt tal que w é bari­
centro de alguma face de a. Assim,
()0o^0 ( [w] ) =<(>0 ( [v] ) = [v] . Portanto, w-(pQo\p0 ( [w] ) = [w] - [v] =3 [vw] . 
Assim sendo, definimos 0q ( [w] ) = [vw] , e extendemos 0Q line­
armente a todo Cg(K^).
Suponhamos que, 0^,..... ,0 ^estão todos bem definidos
(1)e seja t" uma p-cadeia elementar de K . Então para cada 
(p-1)-cadeia cp + 1 temos
c - d> ,oil; 1 (c)=30 (c) + dj „3(c) . de modo que p-1 p-1 p-1 P-2 ■
( 1 )
90p-l(c)= c ■ V l ° V l (C) ■ 6P-29(C)*
Considere
z = tp - (J> oib (tP) - 0 , 3xP* Então,
P P P-1
3z = 3(xp) - 3 (J> o\p (tP) - 30 . 3 (xp)
P P P-1
= 3(xP) - 4>p_1o^p_13 (tp) - ( 3tP_ (tP)- 0p_2 3 3 (tP) )
= 3 (TP) - <J> oip 9 (xp) _ ’3 ( tP) + <p oip 3(tP) + o 
p-1 p-1 p-1 p-1
= 0
Portanto, z é uin ciclo em .
Vamos mostrar que z é bordo de uma (p+1)-cadeia
■ c ,, em . Seja v um vértice de xP . Podemos escre-p + 1 J
ver z na forma
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onde v não é vértice de o^. Então,
aP “p-l
g_3z_-2 V rr rrP 4. 3 T h \T ítP' 3 Z g . a . + 8 Z h . v a .
i = 0 1 1  j = 0
aP r-, aP-1
. ,.-p + z h,(aP-1 - vaoP-1 
i = 0  1 i  j = 0   ^ j  3
? _P . ÍP-1. .P-l “P-1
j = o h j ’ :
= 3 E g.o? + E h . a? - E 3op-l 
i=0 1 j=0 3 3 ■ -h.v
temos
“P"1 p-lComo £ j_.h.v3a. =0, segue que 
j=0 : 3 3
^p—1 , ap a
Z h. aP = - 3 Z  g.crP. Agora, se C -= Z P g.vcr?
j=0 1 3 i = 0 1 1  P+1 i = 0 1 1
“p P aP P a? P: ,=8 Z g.va.=J Z g.a. - v Z g.3^.
P+1 i=o 1 1 i=0 1 x i=0 1 ai
ap ap-l .
= Z g .a? + v Z h.a?
i = 0 1 j=0  ^ D = z
Portanto, z é bordo de uma (p+1)-cadeia em Definimos
0p(tP)=Cp+-^, e para demonstrar o caso geral extendemos, por linea­
ridade, a demostração feita para cadeias elementares. Assim, 
pela definições 2.54 e 2.56, K e são c-equivalentes.
Teorema 2.59: Sejam K um complexo e sua n-ésima di­
visão baricentrica. Para cada p^O, os grupos Hp(K)
e K ( K ^ )  são isomorfos para todo inteiro n^1 .
Demonstração: Pelo teorema 2.58, K e são c-equivalen-
(n)tes. Usando a indução conclui-se que K e K são c-equi­
valentes para nâl. Logo, pelo teorema 2.55, segue que H (K) e
P
(n.)H (K ) são isomorfos.
P
De agora em diante usaremos os números racionais como
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coeficientes dos grupos de p-cadeias. Então o p-ésimo grupo 
de cadeia C^(K), de um complexo K, será considerado um espaço 
vetorial sobre o corpo dos racionais.
Definição 2.60: Seja K um complexo e seja {cr?} o conjunto de
todos os seus p-simplexos. Seja = } uma a-
P
plicação de cadeia em K. Para cada p-simplexo de K, sabemos
“P
que d> (a?)= £ a?.crp, para algum a?, racional, um para cada 
P 1 j=0 J XJ
p-simplexo de K. Então cr? é um simplexo fixo de <f> se o coe­
ficiente a?. de cr? na expressão de <p (cr?) é diferente de ii i ^ p i
zero. Definimos o número coino sendo peso do simplexo
oP.i
Seia N=(a?.) a matriz cujo elemento na linha i e 
J P i:
coluna j, é a?^ . Como traço de uma matriz quadrada é a soma 
dos elementos da diagonal, temos traçoNp=£a^.
Definição 2.61: Definimos o número de Lefschetz da aplicação <j>
como sendo
X (<f>) = £ (_i)P traçoN .
P P
Se d) :C (K)----- > C (K) é a aplicação identidade
P P  7 P
para algum complexo K, pâO, então temos a?^ = l se i=j 
e a?j=0 se i/j. Assim, cada simplexo é fixo e
À (<(>)= Z(-1)P traçoN = E(-l)Pa =x (K) .
P P P
Teorema 2.62: Seja <|> = {<f> } uma aplicação de cadeia sobre um
P
complexo K. O número de "Lefschetz é completamente determina­
do pelo homomorfismo induzido d>* de H (K) em H (K) , nos
P P P
grupos de homologia.
— » 1 sDemonstraçao: Seja {h ,...... ,h } base de H . Escolhemos--------- =—  P P p
1 3T{z ,...... /Zp^ pertencente ao grupo
Z (K,Q) , tal que [z1]=h1, i = l,2..... s. Seja
P P P
B (K, Q) o grupo dos p-bordos de K sobre os racionais e seja 
P
{ b \ ..... ,br} uma base de B (K,Q) . Então {z1}^{b1} é base
P P P P P
de Z (K,Q). Escolhemos em C (K,Q) um espaço D (K,Q), com- 
p P P
plementar de Z (K,Q), isto é, Dp(K,Q) + (K,Q)=C^(K,Q), com
base {dp,....'dp}' Note que {z^}O {b^}U {d^} é base para
Cp(K,Q). Então, para qualquer b^ escrevemos
* (bX)= Z a^.b1, 0<p<n-l, onde a?. é um racional e <J> leva 
^P P j 13 P x3 P
Bp(K,Q) em Bp(K,Q). Para qualquer z^, CKp<n, ^p^Zp^  deve
ser um ciclo, de modo que há coeficientes a|? e epj, tal que
è (z1)= Z ,p , i £ p ip . a : ~ b + e^. z .
F P 3 iD P j 13 P
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Ainda, para d^ arbitrário, láp^n, existem coeficientes a ^ p ,
e !? e g?., tal que ij
(f> (di)= Z a ! '.p b1 + Z e!? z^ + Z gp . d \
P P  j 13 P j 13 P j 13 P
Sejam A = (ap .), E = (e? .) e G = (g? .) as respectivas matrizes
J p n  p n  p 13P 13 P 13 P
onde A e G„ são matrizes nulas. Então, n 0
/
n
A(cJ))= Z (-l)p ( traçoA + traçoE + traçoG ) (*)
p=0 p P
Agora,
3<f> n (dj , )=(f> 9 (d^  ,)=<(> (bj)=Z a?.bj* Tambemi vp+l p+1 rp p+1' Tp p í] p
90 , (d1 -,)=9 £ aí'.P + \ i  ,p+l j 9 Z _P+1*p+l p + 1 . X3 b^+1 + 9Z e.P ZJ+1 + . gP. d^+1
= Z g?+19(d^ )= Z gP+1 . j . 3i] P+1 • 13 b .
3 3 P
Então a?.= e A =G , , Oápán-1, e a soma (*) se13 ^ij p p+1'
reduz a
n
X (<!>)= Z (-l)P traçoE
p=0 P-
Isto significa que o número de Lefschetz À (cf)) é completamente
determinado pela ação da aplicação <f> sobre os ciclos gera-
P
dores de H . Os coeficientes e?. são determinados pelo 
P 13
homomorfismo induzido <}>*p por que as classes de homologia
[z1] geram H (K,Q). Assim, temos 
P P
Então o homomorfismo induzido determina completamente os coe­
ficientes e?j , os quais determinam completamente À (<)>).
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Seja K um complexo e f: | K |----- ? |K| uma funçao
(s) - — —continua. seja K a s-esima sub-divisao baricenctrica de
K e g uma aproximação simplicial de f. Então, g induz uma
í s)aplicação de cadeia {g :C (K )------ ?C (K)}. Seja
P P  P
(s)d)S={<J)S:C (K)----- (K )} a s-ésima c-derivação em K.T Tp p p
0 número de Lefschetz A(f), de f, é o número de Lefschetz da
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scomposta g 0$ . 0 numero de Lefschetz e independente de 
P P
Vamos agora demonstrar o teorema do ponto fixo de
Lefchetz
Teorema 2.63: Seja K um complexo e f: | K |------- |k | uma
aplicação contínua. Se "A(f)/0 então f tem um
ponto fixo.
Demonstração: Suponhamos que f não tem ponto fixo. Como
|K| é compacto f assume um mínimo 0(x)=|f(x)- x|70. Então 
existe e>0, tal que se x£|k| a distância |f(x) - x|>e. 
Munindo K com uma sub-divisão baricêntrica conveniente, se ne­
cessário, podemos assumir que meshK<e/3. Pelo teorema 2.50, há 
um número inteiro positivo s e uma aplicação simplicial g 
de em K homotõpica a f, tal que para cada xç |Kj,
f (x) e g(x) estão num simplexo comum de K. Assim,
|f(x) - xIS|f(x)-g(x)I + |g(x)- x|<2e/3
contradizendo o fato que jf(x) - x|>e . Se x pertence
a um simplexo o implica que g(x) não pertence a este simplexo.
Logo a e g(a) são disjuntos para todo o € K. Considere-
1 ~ (s)mos a s-esima c-derivaçao :C (K)-----^ C (K )} e a
P P  P
~ (s) aplicação de cadeia {g^iC^ÍK )---- >Cp(K)} induzida por g.
Se é um p-simplexo de K, então y (aP) é. uma cadeia em
P
cujos simplexos com coeficientes diferente de zero estão em aP .
Considere a p-cadeia-; gpOyp(a^) . Como oP e g(aP) são disjuntos,
nenhum dos simplexos cujos coeficientes são diferentes de zero 
intercepta a. Então g^oy^não tem simplexo fixo e o número de
Lefschetz da aplicação gpOy^ é zero. Como este número é
o número de Lefschetz de f, segue que A(f)=0. Contradição.
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C A P Í T U L O  I I I
VARIEDADES DIFERENCIÁVEIS E ESPAÇO TANGENTE
Definigão 3.1; Seja M um espaço Hausdorff. Dizemos que
M é uma variedade topológica se existe uma 
cobertura aberta { } de M, tal que para cada
existe uma aplicação ---- * rD' aplicando UQ homeomor-
ficamente sobre um aberto E do Rn.a
O par ® denominado carta sobre M, e Ua é
chamado vizinhança coordenada em M. Se p€ U^, <f> (p) 6 Rn é 
uma n-upla de números reais. Seja x^ (p) a i-ésima coorde-
1 nnada de <p (p). Então, temos <J> (p) = (x (p) , .... x (p) ) . Co-a et ot ct
mo <f> é contínua cada x1 é contínua. Além disso, sendo r a a '
(j> injetiva, se xj (p) =x^ (q) para p,q£Ua, i=l,....n, en­
tão temos p=q. Isto é, o ponto pG Ua é determinado pela
1....................................... n n-upla de números reais (x '(p) ,....... xa (p) ) denominado
sistema de cordenadas locais do ponto p com respeito a carta
(U ,<j) ) . a'Ya
A coleção $ = {(0 , d> )} de todas as cartas (U )a a a' a
sobre M é denominado atlas, ou sistema de vizinhanças co­
ordenadas sobre M.
Sejam p£M, e U^3/(^ g^  cartas sobre M.
Então para p 6Ua nUg definimos dois sistemas de coordenadas
1 ti 1 n locais, a saber, (xa (p),.....x^ (p) ) e (x^  (p) ,..... x^ (p) ) .
Vamos determinar a relação entre elas. Obviamente <b (U A U D)ra a 3
e <J>n(U fiUJ são abertos em E e E„ do Rn. Então6 a 6 a 3
dj-od)-1 é um homeomorfismo de <J> (U f\U„) em 4>0 (U O ü JTg Ta a a' 3 . p a p
1
para cada (uan  ug) * Sendo <J>a (p) = (xa (p) ,.. . ,xa (p) )
e <pg (p) = (Xg (p) ,.... fXg(p)) podemos escrever
^3 ^P} = [<^ 3 (<^ ct1°^>ct) 3 <t>ã 1 ( x a (p) '•••■'x£(p)>
= (Xg(p),..... ,x£(p)).
Portanto, Xg(p) = [<j)gO cf»“1]1 (xj (p) ......,x” (p)).
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Definição 3.2: Sejam (U ,<f> ) e (U0,4)D) cartas sobre M.— ---------------  CU 01 p p
~ 3T <Dizemos que <}>a e <p^ sao C compatíveis
-1 -1 r
se as composiçoes -"• $ g°<f>a e ^a0<^ 8 Sa° *^e c -^asse ^ nos
conjuntos abertos e ' resPect^vamen',ie' 
do Rn .
Definição 3.3: Seja l^> = ^ ua '<í>a^  um atlas sobre M. se
para cada índice a e 6 as cartas
~ 3T < -e (Ug/^3) sao ^ compatíveis, dizemos que $ e de clas­
se Cr.
3TSe qualquer carta (V,4j) sobre M, que e C com- 
pativel com todas as cartas de $, é elemento de $, dizemos 
que $ é um atlas maximo.
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Definigão 3.4; Sejam M uma variedade topolõgica e $
um atlas de caísse Cr, r=l, 2, . . . . ,°° ,w .
O par (M,$) é denominado variedade diferenciável de classe
Cr.
Se m for a dimensão de M dizemos que M é
uma m-variedade diferenciável (de classe C ).
Exemplo 3.4.1: O espaço euclidiano Rn é uma n-variedade 
diferenciável. Basta tomar (Rn,1^ ) como carta.
Exemplo 3.4.2: Sejam (N,’F) e (M,$) variedades diferen-
3Tciáveis de classe' C . O produto cartesiano (NXM,0) , onde 
0 é o atlas composto de todas as cartas na forma
{ [ (V * U ) * <f> ]; (V ,\l> )6 f e (U ,<j> ) € $} é uma varie-Lv a a ,Ya Ya a'Ya a ,Ta
2Tdade diferenciável de classe C .
Exemplo 3.4.3: Considere a n-esfera,
, , n+1 . „
S = { (x ..........x ) 6 R i ; £ (x ) =1}. S e uma
i=l
n-variedade diferenciável analítica.
Com efeito, sé ja p=(0,0,....,1) o " pólo norte"
de Sn e q=(0,0,..... ,-1) o "pólo sul" de Sn. Definimos
4>:Sn-p ^ „n , . 1 n+1, 1 . 1  n.* v -------- por <í> (x .......... x ) n^1 (x .......x ).
1+x
Como cada coordenada é contínua segue que <j) é contínua. Defi­
nimos, agora, ^:Rn ------- > Sn por
n 2, , 1 n. 1 /o 1 o n 1- I y. ) . ^(Y ......-,y )=-------- (2y . ... ,2y , i = 1
1+ E y 2
i=l
Ë facil vér que <po\p é a identidade em Rn e o^<f> é a i- 
dentidade em Sn. Portanto, é a inversa.dé._e <f> é um
homeomorfismo de Sn-p em Rn. Logo, (Sn—p, 4>) é uma carta 
sobre Sn.
. n+1 v n+1 _ . ~ __ —Seja f: R --------- a aplicaçao reflexão na
, , n+1 _ _, 1 n+1. . 1 n+1. coordenada x . Entao f (x ,... . ,x ) = (x ,....,-x ).
Definimos 3 : Sn-q ----- > Rn por 6 (x) =<pof (x) . Obviamente
g é um homeomorfismo de Sn-q em Rn. Portanto (Sn-q,B)
é carta sobre Sn. Como {Sn-p}(J{Sn-q) é uma cobertura de Sn
segue que Sn é uma variedade topológica.
Seja $ = { (Sn-p,cj>) , (Sn-q, 3) } o atlas correspondente.
Vamos analizar <}>o3 ^: 6 (Sn-pf\Sn-q)-------- ^ cf) (Sn—p f) Sn-q) e
3o <J)_1:<|> (Sn-p n  Sn-q)------- ) 3 ( s n - p 0 s n - q ) .  Assim,
<f> (<J>of) (x) = cj>of o<}) 1 (x) e (<|>of) o<t>-  ^(x) =<J)of ocj) ^(x).
_ 2. x — Facilmente concluimos que o3 (x)=3o(j) (x) =---=— a qual e
M  •
analítica. Portanto Sn é uma n-variedade difrenciável a- 
nalltica.
Seja f uma função com valores reais, definida em 
um aberto de uma variedade diferenciavel M, de classe C
Se $ uma carta sobre „M, tal que p£ U e
X n(x ,.... ,x ) denotam as coordenadas locais de p£ então
n
f corresponde a uma função f (x ,.... ,x ) sobre í1 (W^ fi U)
definida por f=fo<j> , isto é, f (p) =f (x (p) ,.... ,x (p) ),
Usando as notações acima, dizemos , que f:Wf----- > R
3T ~ —1 -é uma função de classe C se, e somente se, f= fo<f> e de 
classe Cr sobre <p (W^O ü) .
-66-
-67-
Definigão 3.5: Sejam W e N variedades diferenciáveis.
A aplicação F:W-------  ^N é de classe Cr se
para cada p Ç W  existem cartas (U,<í>) de p e (V,\p) de
F (p) , com F(U)C V, tal que \po Focp~^: <j> (U)------(V) é de
rclasse C .
Definição 3.6: Sejam M uma variedade diferenciável e A
um subconjunto de M. Dizemos que A é uma 
subvariedade diferenciável de M, se para algum inteiro k^O, 
cada ponto de A pertence ao domínio de uma carta (U,<jj) € $ 
e temos A =4>-^(R^).
k nO conjunto de vetores R de R é o conjunto cujas 
últimas (n-k)-coordenadas são nulas. Em particular, se A é 
aberto, A é uma subvariedade.
OO 00
Seja M uma variedade de classe C e seja C (p) 
o conjunto de todas as funções de de classe C°° cujo domínio
OO
incluem alguma vizinhança aberta de p. Sejam f,gçC (p) , tal 
que f tem domínio U e g tem domínio V. Definimos
f + g:UO V -------- > R por (f + g) (x)=f (x) + g(x) e
fg:UA V: ----- >R por (f g) (x) =f (x) g (x) . Se af R definimos
(af)(x):U---R por (af)(x)=af(x). Com essas opereções podemos
definir o espaço tangente, T M, a M no ponto p, como segue.
P
Definição 3.7: Sejam M uma variedade diferenciável de classe
OO ,
C e p6 M. Definimos o espaço tangente a M
no ponto p, como sendo o conjunto, TM, de todas as aplicaçõs
P
OO °o
X :C (p)----s— ^ R, tal que para cada a,B£R e f,g€C (p)
P
são satisfeitas as seguintes condições 1
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■. i )  Xp ^ a f  + 3 g ) = a ( x p f )  + b (x p g)  e
ii) X (fg) = (X f)g(p) + f (p) (X g) .
C hr P
Em T M  definimos duas operações, adição e produto por a£R, 
P
que tornam T M um espaço vetorial da seguinte forma.
P
oo ^
Sejam f6 C (p), X ,Y £T M e seja a £R. Então definimos
P 3? P
(X + Y )f = X f + Y f e (aX )f=a(X f) .
P P  P P P P
O espaço tangente a M, TM, é o conjunto 
TM= 0  T M.
p C M P
Teorema 3.8: Sejam M e N variedades diferenciáveis de classe
OO CO
C e F:M---- uma aplicaçao de classe C .
~ 00
Entao para cada pf M a aplicaçao F*:C (F(p))------- > R, de­
finida por F*(f)=foFj satisfaz as condições :
F* (f+g) =F* (f) + F* (g) , F* (a f) =a F* (f) e F* (fg) =F* (f) F* (g) . 
Demonstração: Sejam f,g£ C°° (F (p) ) . Então
F* (f+g) (p) =(f+g)oF (p)-f oF (p) + goF (p) =F* (f) (p) + F* (g) (p) . 
Analogamente demonstran-se as demais condições.
Teorema 3.9: A aplicação F* do teorema 3.8 induz um homomor- 
fismo de espaço vetorial dual F*:T^M----- >T^N,
definido por F . (X )f=X (F*(f)) , o qual torna F . (X ) em uma a-
P P P
M OO „
plicaçao de C (F(p)) em R. Alem disso, temos 
F*(X ) (fg)=[F*(X ) f 3 [g(F(p)J] + [f (F(p))] [F*(X )g] .
— oo _
Demonstraçao: Sejam x /Y £ T  M , f,g£C (p) e a,B€R.
P P  P
Obviainente F* (aX + gY )f=aF*(X )f+£F„.(Y )f. Agorap p * p P
F*(Xp)(fg)=XpF*(fg)=Xp [(fg)oF]
=X [(foF)(goF)]
.h'
=X (foF)g(F(p)) + f(F(p))X (goF)
ir ir
=X F*(f)g(F(p)) + f (F (p) )X F* (g)
ir
= [F* (X )f] [g(F(p) ) ] + [f (F(p) ) ] [F*(X )g] .
tr
Portanto, F* (X ) é um vetor em F(p).
P
Corolário 3.10; Quando F:M------ ?N é a aplicação identidade,
ambas, F* e F* são isomorfismos identidade, 
nos seus respectivos domínios. Se H=G®F é a composta de duas 
aplicaçõs de classe então H*=F*oG* e H^G^oF*.
Demonstração: A demonstração de que F* e F* são isomorfis­
mos idntidades é imediata. Suponhamos H=GoF. Então
H*(f)=(GoF)lf)=fo(GoF)=(G*(f))oF= F*(G*(f))=(F*oG*)(f).
Desde que H* é dual a H* temos que H*=G*oF*.
Corolário 3.11: Sejam M e N variedades diferenciáveis e
F:M------- N um difeomorfismo de M num a-
berto V de N. Seja p€M, tal que f (p) fcV. Então
F^rT M--------- P T N  é um isomorfismo.
* P P
Demonstração: Suponhamos que G: V ---- é a inversa de F.
Então, GoF= Id„ e FoG=IdTT. Portanto, G*oF.:T M----- T M/ M V * * p ■ p
e F^oG.zT^. .N------^ T,,, *N são isomorfismos sobre o espaço* * f (p) F (p)
vetorial correspondente.
O homomorfismo FA é chamado diferencial de F.
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Sejam U um subconjunto aberto de M, tal que pE U 
e (U, 4>) uma carta sobre M. Então, a aplicação <p:U----- * Rn
induz um isomorfismo ^  ^ j Rn do espaço tangente
a M, em cada ponto pCU, no espaço tangente T^^jRn. Por ou-
_
tro lado, a aplicação (<j> )* aplica T ^ ^ R  isomorficamente 
sobre TpM.
9 3 3 üA base canônica {— =r,— ..........} de T , - , R , em
3x V n
n 1cada ponto <j> (p) 6 <j> (U) C R , determina em p=<p~ (<p(p))GM uma
base { ^*ip' ^ 2p .......... ^ np ^ t ^ip= ^   ^g. í ^ ’ i = l/ 2...,n.
— co
Se f e uma funçao de classe C definida numa vizinhança 
aberta de p e f=fo<f>-'*' é sua expressão em coordenadas locais 
relativa a carta (U,<)>) sobre M, então
V = ( |f1'* < ^ ),f ■ - i i (fo*"\<p> -
Se x1 (p) é a i-ésima função coordenada, então X x1 é a i-ésima
P
componente de nesta base, isto é, se
n
X = I a3 E.
P j=1 JP , segue que
n .  . n .  ,  ^ . n • a
xX= £ c^E. E a-1 ( (<|> X). (— — ) ) x = E o? — (x^ oc)) X)c|>(p)
P j=l j=l 3xD j=l 9x D
n r. i
E a-1 — ^ 7-<{> (p) . 
j=l
Estas derivadas na forma usual dão a matriz da aplicação linear 
F* relativa a carta (U,<J)).
Definição 3.12 : Seja M uma variedade diferenciável. Definimos
2
campo de vetores de clásse C sobre M como
sendo uma função que associa a cada ponto p Ê M  um vetor X € T M
P P
cujas componentes, na forma de coordenadas locais U/4*, são funções
2 < de classe C sobre o domínio U das coordenadas.
Definição 3.13 : Sejam M e N duas variedades diferenciáveis de
dimensão m e n, respectivamente e F: M — *-N u- 
ma aplicação diferenciável. Dizemos que F é uma imersão de M 
em N se para cada ponto p e. M (F*) ê uma aplicação injetiva.
xr
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CAPITULO IV
GRUPOS DE LIE E AÇÕES DE UM GRUPO SOBRE UMA VARIEDADE
Definição 4.1; Sejam G um espaço topolõgico, (o) uma operação bi­
nária em G. Dizemos que G é um grupo topolõgico 
em relação ã operação (o) se satisfaz as seguintes condições: 
i) (G,o) é grupo,
ii) A aplicação o:G X G ---- y G é continua; e
-1  -iii) A aplicação r:G ----* G dada por r(g)=g e contínua.
Se G é iima variedade diferenciável analítica e o e r 
são aplicações de classe Cw, (G,o) é chamado grupo de Lie.
Exemplo 4.1.1: Seja G=Rn com a operação adição. Definimos
h:Rn X Rn --- » Rn por h(x,y)=x+y. Obviamente h
é de classe CW. Da mesma forma, r:Rn---» R1) definida por
r(x)=-x,é de classe Cw. Como Rn é uma variedade diferenciável ana
lítica segue que (Rn ,+) é um grupo de Lie.
Definição 4.2: Seja G um grupo, e6G o elemento identidade, e X
um conjunto. Dizemos que G atua sobre X se existe 
uma aplicação 0 :G X, tal que
i) 0 (e,x)=x para todo x € X  e 
ii) se g^  e sao elementos de G temos
2/X^  = ®(9-|°92/X  ^ Para toão x£X.
Quando G é um grupo topolõgico, X um espaço topolõgico e
0 uma aplicação contínua, dizemos que 0 é uma ação contínua de 
G em X.
Se G e um grupo de Lie, X uma variedade C e 6 uma a-
oo _ „ oo
plica ção de classe C, a açao 0 e de classe C . Podemos 
também usar a notação ®g:^ ------ definida por 0^ (x) =0 (g ,x) .
Então (ii) pode ser escrito 0 „ =0 o 0„ . ' Também.
^ 1 2  f l  - g 2
9 =(6 r 1.
9
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00
Exemplo 4.2.1: Sejam G e H grupos, i^ :H----- >G um homo-
morfismo. Então 0:HXG------ > G, definida por
(h,g) =ip (h) g, é uma ação de H sobre G. Com efeito eja hg
o elemento identidade de H. Então, aplicando a definição vem
i) 6(he,g)= (he)g=heg=g; para todo g£ G.
ii) 0 (hlf0 (h2 ,g) ) =0 (h1,i^ (h2) g) = (ip (h1)^  (h2) ) g e
0 (h1oh2 ,g) =ip (h1oh2) g= (\p (h^ (h2) ) g ; para ,._todo g £ G  e 
h1,h2 e H.
Definição 4.3: Sejam G um grupo M um conjunto. Suponhamos
que A é um sub-conjunto de M. Então GA de­
nota o conjunto {ga ; g 6. G e a£A}. Definimos a órbita de 
x £ M  como sendo o conjunto Gx.
Se Gx=x dizemos que : x é um ponto fixo. Se Gx=M, pa­
ra algum x€ M, dizemos que G é transitivo sobre M. Nesse ca­
so Gx=M para todo x£M.
Definição 4.4: Sejam G um grupo que atua sobre um conjunto M
e x£M. O grupo isotrõpico de x, denotado por 
G , é o conjunto de todos os elementos de G que deixam x fi­
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xo, Gx= (ge G; gx=x \
Note que G é sub-grupo de G.X
Sejam M uma variedade de classe C°° e 0:R)(M---- » M
_ OO _
uma açao de classe C sobre M. A açao 0 define sobre M um
oo
campo de vetores de classe C; chamado gerador infinitisimal de 
0/ conforme a seguinte definição.
OO
Definição 4.5: Para cada ponto p g M  definimos X :C (p)---*R
P
por
X_f= lim f(0(At,p))- f(p) 
p At+0 At
Seja (U,<t>) uma carta sobre M ao redor de p.
Seja IgX V um aberto contendo (0,p) em RXM,onde ,
^={t€R; 111 < 6 }. V e são, ambos, escolhidos de forma que
0(1 y V)C U. Em particular, V=0(O,V) está contido em U. Res­
tringindo para o conjunto aberto I^yíV, podemos escrever 0 
em cordenadas locais, isto é,
1 ,1 ,. 1 m. m ,m.. 1 m. y =h (t,x ,.... ,x ),.........,y =h (t,x .........,x ) ou
1 my=h(t,x). Note que x= (x , ..... ,x ) são as coordenadas locais
de p em V e y=(y\..../Y™) são cooídenadas locais de sua
imagem.. 0(t,p). Os h1 definidos sobre I^X <j)' (V) são de
oo
classe C e a imagem de h(t,x) esta em <(> (U) . 0 fato que
0n é a identidade e 0. . =0. 00. é refletido pelas condi-
1 2 1 2
-ções h1 (0,x)=x1 e h1 (t^+t2)=h1(t^íh1 >x) para i = l,2r. . . ,m.
JL jriSeja £ (x ......x ) a expressão das coordenadas locais
de f6 C°° (p) • Então
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[f (9(At,p)) - f (p)] _ [f(h(At,p) -f(p)
At ’ At
X f= lim f (6(At,p)) - f(p) _ lim [f(h(At,x)) - f (x) 
P At+O At " At-*0 At
m
Isso quer dizer que para cada ponto p£ M temos
m - 1 3
X = I (h1)1 (0,x)E. , onde E . =4>* (— r) e x=$(p). Portanto 
P i=0 ip ip âx1
— OO
Xp e na realidade um campo de vetores de classe C sobre V. 
Como todo ponto de M está em alguma vizinhança aberta UC M
OO
X e de classe C sobre M.
Definição 4.6: Seja 6 :GXM------ M uma ação de um grupo G
sobre uma variedade M. Dizemos que um campo
de vetores X. é invariante sob uma ação de G se X é invarian­
te sob cada difeomorfismo 9 de M em si mesmo. Em resumo
g
0 (X)=X. g
Teorema 4.7: Seja 0:RX M----- uma açao de classe C. Entao^
o gerador infinitesimal X é invariante sob esta o 
ação, isto é, 0*t (Xp >=xet (Pr
Demostração: Seja f£C°°(0t (p)) para algum (t,p)£ RXM. Então.,
e * t < y f “ V f o e t>
= aÍ ” o" ã í -  [ f o e i t '  » t W  -
= x e t ( P ) f '
Como f é arbitrário o resultado vale.
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Corolário 4.8: Seja X =Q . Então para cada q, na órbita de p,p
temos X =0.
q
Demonstração: A órbita de q consiste de todos os pontos, 
tais que, p = 0 (t, q) =0 (q) para algum t£ R. Então pelo teorema
4.7, segue que Xq=9*t^Xp^' Como ® um difeomorfismo 0*t
é um isomorfismo de T M  em TM. Portanto, X é zero se,p q q
e somente se, X =0.
P
Teorema 4.9: Seja 0  uma ação de um grupo G sobre uma va­
riedade M. A órbita de ^p=0(t,q) é, ou um pon­
to singular ou uma imersão de R em M pela aplicação 
F :R---- > R X M y definida por F(t)=0(t,p).
Demonstração: Seja t.6 R e seja 3 a notação usual da base
U 3t
de T. R; F e  uma imersão se;e somente se, F*, 3 .  ^ 0 para 
t0‘ 3t ’
CO 00
todo tQ €R. Seja f éC (F(tg))=C (0t (p) ) . Observamos que 
F* , 3 , f = 3 /foF^ = lim 1/ ^ i L — C7  L  O J ?  \ . — _L i. f  j -  —  / é A J_ \ r  f—, / . \ t
~Zt( ^ 0  At-*- 0 Ãt- o+ - foF^o
= lim 1
■ xe (p)f-
são precisamente os argumentos usados na demonstração de teo­
rema 4.7. Esta fórmula e o corolário 4.8 mostram que, ou X ^0
P
e F é uma imersão ou X ,. > -F^ . , 3 . =0 e nesse caso F é .
£ l9t )
uma aplicação constante com F(R)=p.
Definição 4.10: Sejam M uma variedade e X um campo de veto­
res sobre M. Dizemos que a curva t ---^F(t)
definida um intervalo aberto J C R  é uma curva integral de X
S0 §1— = XF(t) sobre J. dt
Sejam M uma variedade e W C R X M  um aberto, tal que 
para todo P £ M existem números reais a(p)<0<3(p) e
W H  (RXÍp} J* { (t,p) ; a (p) < t <6 (p) } . Definimos I =a (p) <t<3 (p)
como sendo um intervalo de R e 1^ um intervalo definido por 
|t|<6.
Definição 4.11; Com as notações acima dizemos que Ô:W----
CO
e um fluxo sobre uma variedade M se e C' e se 
satisfaz as seguintes condições.
i) ô(0,p)=p para todo p£M.
ii) Se (s,p)£W, então a (0 (s,p))=a(p)-s, 6(0(s,p)=6(p)-s, 
e para qualquer t, tal que ot(p)_s <S(p)_s
0. é definido e 0.00 (p)=0. (p)-S L S S
Se W=RXM então a ação 0 de W em M é chama­
da ação global. Quando R atua sobre M;•como no caso de qual­
quer ação de grupo sobre M, para cada t, então 0^ de R X  M
sobre M é um difeomorfismo com 0^=0 Isto também é ver­
dadeiro para o caso local da definição acima, exceto quando 0^  não
está definida sobre todo M. Seja VtC M ° domínio de definição
de 0t, isto é, Vt={p£M; (t,p)€W} , então temos a seguinte
consequência.
Teorema 4.12: 0 subconjunto VtC M  é um aberto para todo tê R
e 0, :V.------- . é um difeomorf ismo comt t — t
Demonstração: Seja p£Vt . Usando a(p)<0<g(p), oc(p)<t<3 (p) e
4.11 ii) concluimos que 
a(0(t,p)) = a(p)-t<-t e 3(0(t,p)) = 3(p)-ts-t.
Assim, 0t (p) = 0(t,p)CVt.
Do mesmo modo, se q€V, ,w U I
0t (q) = 0(-t,q)e Vt.
Por 4.11 ii) temos ©to0_t (q) = 0t_t (q) = 0q (q) e por i) temos 
para todo q £ M  0Q (q) = q . Portanto, 0 e 0 são inversas uma 
outra.
Definição 4.13: Sejam M uma variedade e X um campo de veto­
res sobre M, X é dito completo se suas cur- 
_vas integrais geram um fluxo global.
Se M é uma variedade compacta X é sempre completo.
oo
Teorema 4.14: Seja X um campo de vetores de classe C so-
uma variedade M. Seja F:M----- » M um difeo-
morfismo. Seja 0 :W£RXM ---- > m  o fluxo gerad© por X. En­
tão X é invariante sob F se, e somente se,
F(0(t,p))= 0(t,F(p)) sempre que os dois lados estão definidos.
Demonstração: Suponhamos que X é invariante sob F.
Se 0:1 ----- > M é a curva integral de X com
P P
0{O,p)=p, então o difeomorfismo F o leva para uma curva inte­
gral F (0(t,p)) do campo de vetores F*(X). Como F*(X)=X,
F (e (0 ,p) ) =F (p)y as curvas integrais são únicas, concluímos que 
F (0 (t ,p) ) =0 (t ,F (p) ) .
Suponhamos agora que F(0(t,p))=0(t,F(p)).
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Seja 0(t,p)=0 (t) o fluxo de X e -d a base natural de
P dt
TqR . Entao, pela definição 4.10 temos X =0' (O,p)=0* ( d ).
P P dt-
Aplicando o isomorfismo F^rT^M ----- temos
F*(XP»’P*O0*P <^-1. ( P0 9  = e*F(p) -|ç = x p  .
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Seja T(M) o conjunto de todos os campos de vetores 
sobre uma vaiedade diferenciável M. Sejam X e  Y elementos
OO m
de T(M) e f,ggC (M) . Entao, o campo de vetores Z = fX + gY, 
definido por Z^=f(p)Xp + gípjY^ para cada pé'M/ é um campo
OO
de classe C .
Definição 4.15; Seja fi um espaço vetorial sobre R. Dizemos
que • fi ê uma algebra de Lie se existe uma 
aplicação de em que leva cada par (X,Y) em [X,Y]
de fi e tem as seguintes propriedades:
i) [a-jX-j^ + a2X2,Y]=a1 [X1,Y] + a2 [X2,Y]
[X,a1Y1 + a2Y2]=a1[X,Y1] + a2[X,Y2],
ii) [X,Y] = — [Y,X] ,
iii) [X,[Y,Z]] + [ Y, [Z,X]] + [Z, [X,Y]] = 0.
Suponhamos que X e Y são campos de vetores de classe 
C°° sobre uma variedade M. Então, em geral, o operador
oo
f-------  ^X (Yf) não define em C (p) um vetor em p. Contudo,
P
XY - YX define um campo de vetores Z£ T (M) da seguinte maneira
OO
Z (f) = (XY - YX) pf = Xp (Yf) - Yp (Xf), f £ C  (p) . Com efeito.,
OO _ _ 00
se f£ C (p), entao Xf e Yf sao de classe C sobre uma vi­
zinhança de p. Assim, Z (f) determina uma aplicação linear.
P
de C^íp)----- ? R. Portanto basta verificar se a condição (ii)
da definição 3.7 é satisfeita, e nesse caso Z €• T M.p p
oo ^
Com efeito, sejam f e g elementos de C (p). Entao, 
f,g€C°°(U) para algum aberto U contendo p. Assim,
(XY - YX) (fg)= X (Yfg) - Yp (Xfg)
=Xp (fYg - gYf) - Yp (fXg - gXf)
=Xp (fYg) - Xp (gYf) - Yp (fXg) - Y (gXf).
Aplicando a condição (ii) da definição 3.7 em cada termo 
a direita obtemos
(XY - YX) (fg) = (Xpf) (Yg)p + f(p)Xp (Yg) - (X g)(Yf) - g(p)Xp (Yf)
-(Ypf)(X^g)p - f(p)Yp (Xg) + (Ypg)(Xf)p + g(p)(YpXf)
= (X f (Yg) - Y f (Xg) 1 + [Y g (Xf) - X g(Yf)J 
P P P P P P P  P
+ f(p)[X (Yg) - Y (Xg)] + g(p)[Y (Xf) - X (Yf)] 
P P  P P
=(XY - YX) (fg) + (YX -XY) (fg) + f(p)(XY - YX) g 
P P P
+ g (p) (YX - XY) f
P
= (XY - YX + YX - XY) (fg) + f(p)(XY -YX) g
P P
- g(p)(XY - YX)_f
ír
= f(p)(XY YX)pg - g(p)(XY - YX) f
Portanto, Z (fg)= f(p)Z g + g(p)Z f. Finalmente,se f é de classe 
p P P
co „  ^ oo
C sobre um aberto U de M, entao (XY - YX)f e de classe C
sobre o mesmo aberto U de M. Logo Z é um campo de vetores 
sobre M.
DEfinição 4.16: Usando o fato que (XY - YX) é um campo de ve-
0 0tores de classe C podemos definir o produto
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sobre T(M) da seguinte forma 
[X,Y]=XY - YX.
TEorema 4.17: Sejam M uma variedade diferenciável/ X e Y
campos de vetores sobre M. Então T(M) com o 
produto [X,Y]=XY - YX é uma álgebra de Lie.
Demonstração: Sejam a ,B £ R, e X^, X2, Y elementos de T(M).
É facil ver que [aX1 + BX2,Y]f =a[XlfY]f + B[x2,Y]f. Portanto,
[X, Y] é linear na primeira coordenada. A igualdade 
[X,Y]=— [Y,X] é imediata da definição e a linearidade na primeira 
variável implica na linearidade na segunda. Logo valem as pro­
priedades (i) e (ü) da definição 4.15. Para verificar (iii) 
avaliamos [X, [Y,Z]] + [Y,[Z,X]] + [Z,[X,Y] ] aplicado a uma função f 
de classe C**. Usando a definição em cada termo da soma acima a- 
plicado a f obtemos:
([X,[ Y, Z ] ] ) f =X(([Y,Z])f) - [ Y, Z] (Xf)
= X (Y (Zf)) - X (Z (Yf)) - Y (Z(Xf)) + Z(Y(Xf)),
( [ Y , [ Z , X] ] ) f=Y ( ( [ Z , X] ) f) - [Z,X] (Yf)
=Y(Z(Xf)) - Y(X(Zf)) — Z (X(Yf)) + X(Z(Yf)) ,
( [Z, [X,Y] ] ) f=X( [X,Y] ) f) - [X,Y](Zf)
=Z(X(Yf)) - Z (Y(Xf))- X(Y(Zf)) + Y(X(Zf)).
Então
([X,[Y,Z]])f + ( [ Y, [ Z , X] ] ) f + ( [ Z , [X, Y] ] ) f = 0 . Portanto, T (M) 
é uma álgebra de Lie.
Sejam X um campo de vetores sobre M, e 0:W—--- >V
o fluxo gerado por X. Para t É R  , pelo teorema 4.12, sabemos 
que 9t:Vt------ > V_t é um difeomorfismo se / 0. Em par-
ticular7 para cada p£ M, há uma vizinhança V e um <5>0, tal que
UCV. para |tl<6. O isomorfismo 0.. :T M—------ T_ , . M et r 1 *t p 0 (p)
sua inversa permitem-nos comparar os valores dos campos de ve­
tores nesses dois pontos.
De fato, suponhamos que Y é um segundo campo de ve-
oo ^
tores de classe C sobre M. Podemos usar esta ideia para 
calcular a mudança de velocidade de Y, em cada ponto p£ M, na 
direção de X, isto é, ao longo da curva integral, (fluxo), do 
campo X passando por p. Denotamos esta mudança de velocidade
—  CO
por LVY e LVY e um campo de vetores de classe C.X A
Definição 4.18; Sejam X e Y dois campos de vetores sobre M
no ponto p. 0 campo de vetores L Y, é chamadoX
derivada de Lie, de Y com respeito a X. É definido em cada 
ponto p ê M por um dos seguintes limites:
< v ‘p- - V
ou substituindo t por -t 
‘V > p -  - i - lxp - V e . t lpl'l-
Interpretamos a primeira expressão da seguinte forma: Aplica­
mos a Yg (p) é T0 (p)M ° isomorfismo ' levan< °^
T~ , ,M em T M. Então em T M  tomamos a diferença deste ve-
0t (p) P P
tor e Y , multiplicando pelo escalar l/t e passamos para o
limite com t-*0. Este limite, se existe, é um vetor (LVY)a p
pertencente a T^M.
Lema 4.19: Sejam X um campo de vetores de classe C sobre.. M 
e 0. a aplicação de W£.R)^M em M corespondente.
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OO
D a d ! o P& M e f £ C  (U) , U um aberto contendo p, escolhe­
mos ô>0 e uma vizinhança V de peU, tal que 0(I^Xv)^U. 
Então, hã uma função g(q,t) de classe C°° definida sobre VXI^, 
tal que para q É V  e £^ <5 temos
f (6 (q))=f(q) + tg (q, t) e X f=g(q,0). u q
Demonstração: Há uma vizinhança V de p e um cf>0, tal que,
- - 00 
0(t,p) e definido, e de classe C sobre e aplica
Ig^Veffl U. A funçao r (t,q) =f (0 (t,q) - f (q) ) e de classe C
sobre I^XV e r(0,q)=0. Seja r' a sua derivada com respeito
a t. Definimos g(q,t) para cada q fixo pela fórmula
g  ( q /
I - — 00
r1 (ts,q)ds. Também^ g(q,t) e de classe C sobre
IgT^V. Para verificar basta usar as coordenadas locais e as pro­
priedades da integral. Pelo teorema fundamental do Cálculo temos:
tg (q, t) = / 1 r' (ts,q)tds= r(t,q) - r(0,q)= r(t,q).
yo
Usando a definição de r temos f(0(t,q))= f(q) - tg(q,t)
Por outro lado, pela definição 4.5 vem
g (q, 0) =lim g(q,t)= lim 1 »= lim 1 [ (f(0(t,q) )— f(q)]=X_f.
t+0 t+0 t t+0 t q
Teorema 4.19: Sejam X e Y campos de vetores de classe C^
sobre M. Então, L^Y = [X,Y] .
Demonstração: Pela definição vem
(W = '(“ S 4 -  [Yp - 0*t(Y«,t (pi)lf
= -9*t,Ye.t<P)lfl
= (lim 1 [ Y f - Y , . (fo0.)] .
t+0 ~ T  P 6-t(p)
Usando o lema e fazendo g(q,t)=gt temos
< W = “ S !V  ' Ye- t (P> (f + t9t>1 •
Trocando t por -t vem
(LxYV “ “ ô - p Y et <P><f " t9t ’ ‘  V ”
= lim 1 [Yn (p) f - V f] - lim 1 Yfl (p)
t-0 —  6t p t^O ~ T  1
= lim 1 [ (Yf) (0*. <p) - (Yf) ) - lim Y„ . . g
t*0 T "  4 p t-0 V p) t-
Usando a fórmula da definição 4.5, trocando f por Yf,
A t por t e considerando o fato de que g^= (g (q, 0) =Xf (q) temos
(LY) f= X (Yf) - Y (Xf) = (XY - YX) f = [X,Y] f. Portanto,X p p P p p
LXY = [X,Y].
Teorema 4.20: Sejam M e N variedades diferenciáveis, e
00
F:N------- uma aplicaçao de classe C. Sejam
X, , X0 campos de vetores sobre N e M, respectivamente. Então
X ^
F*([X1,X2]) = [F*(X1),f*(x2)] .
Demonstração: Antes de demonstrar o teorema, observamos que, para 
X sobre N e Y sobre M obedecer a condição F*(X)=Y, é neces­
sário e sufuciente a condição: Para qualquer g de classe C°° sobre 
um conjunto aberto V £ M  temos (Yg)°F= X(goF) sobre F  ^(V) .
Se q e F _1 (V), então F* (Xg) g=Xg (g0F) = X(g0F)(q) e YF(g)g é
valor da função de classe C°° Yg em F , isto é, ( (Yg) 0F) (q),
mas a condição vale se, e somente se, F*(X^)=Y^^j para todo
qe M.
Vamos agora demonstrar o teorema.
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Sejam f £ C^ÍV) , V CM, de modo que Y^f e sejam
elementeos de C^(V), e suponhamos que F*(X^)=Y^, i=l,2. 
aplicando a condição acima obtemos.
[ Y1 ( Y2 f ) ] o F  = X ^ l Y ^ f l o F )
= X 1 ( X2 ( f o F ) )  ;
[ Y2 (Y f )  ] o F  =X2 ( ( Y1 f ) o F )
= X2 ( X - ^ f o F )  ) .
Agora
[Y (Y f ) ] o F  -  [ Y 2 ( Y1 f ) ] o F  = X1 ( X2 ( f o F ) )  -  X 2 (X ( f o F ) ) .
Mas
[ Y1 ( Y2 f ) ] o F  -  [ Y 2 ( Y1 f ) ] o F  = ( [ Y 1 ( Y2 f ) ]  -  [ Y ^ Y ^ J D o F
= ( [ Y 1 #Y2 ] f ) o F >
e
X1 ( X2 ( f o F ) )  -  X2 ( Xx ( f o F )  ) = [ X1 , X 2 ] ( f o F )
= F *  ( [ X1 #X2 ] ) .
Portanto,
( [ Yr Y2 ] f ) o F  = F x ( [ X1 , X 2 ] )
De acordo com a condição acima [X^,X2] e [Y^,Y2] são 
equivalentes. Assim o teorema fica demonstrado.
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Teorema 4.21: Sejam X e Y campos de vetores de classe C
completos sobre uma variedade diferenciável
M. Sejam 0 e o as ações correspondentes 0,a:RXM------> M.
Então, etoas=oso0t Para t0{^ ° s,t€R se, e somente se, [X,Y]=0.
Demonstração: Suponhamos que [X,Y]=0. Então pelo teorema 
4.20 temos
O=0*t [X,Y]=[0*tX,0*tY]=[X,0*tY].
OO
Logo, para p £ M  e f €; C (p) temos 
°=<Lx<e*tY)>p£= ii:0 -j|- i(e*tY»pf -(eMt-At)Y»pfi-
de modo que d(8*tY>f- = 0 ?ara todo t; isto é' (e*tY)pf
dt
é constante quando t=0. Esta função constante tem valor Y f, •
.Portanto, (6 + jY) f = Y f . Sendo p e f de classe C°. arbi- *t p p '
trários, segue que, 0*^ Y=Y e do teorema 4.14 concluímos 
que para cada tg R 0 o o = a o 0. .
Reciprocramente, suponhamos que-. 0 oa =a 00 para todol s s z
s,t€R. Aplicando o teorema 4.14 para o difeomorfismo 
0t :M ----- > M, vemos que Y é invariante sob 0^. Em particu­
lar 0*tY=Y. Isso implica que
C A P I T U L O  V
RECOBRIMENTO DUPLO ORIENTADO E VARIEDADES COM FRONTEIRA
Definição 5.1: Sejam E um espaço vetorial e ^A=ía, ,a_.... a \--------------- 1 2  n-f
uma base para E. Seja B= {b,,b0,....,b } ou-
-L  ^ n
tra base para E. Seja M=(m. .) a matriz real n* n inverti-
^ J
n
vel, tal que k.= I m. .a. para todo j=l,2.... ,n denominada
J  i = l  1
matriz de làudança de. base A para base B. Dizemos que A e B 
são igualmente orientadas, e escrevemos AEB, quando a matriz mu­
dança de base tem determinante positivo.
Definição 5.2: Sejam E um espaço vetorial e ® unr conjunto de
bases de E com a propriedade: Se A Ç ®  e B 
é uma base qualquer de E, então B6 ® se, e somente se, a matriz 
mudança de base de A para B tem determinante positivo. Então 
® é uma orientação de E. Neste caso o -® é o conjunto de ba­
ses H ,tais que, a matriz mudança de base de A para H tem 
determinante negativo.
Definição 5.3: Sejam E um espaço vetorial e ® uma orientação
de E. Então o par (E,®) é denominado espaço 
vetorial orientado.
Dada uma orientação ® de E, a orientação oposta serã 
-® . Num espaço vetorial orientado (E,®) as bases pertencentes 
a ® serão chamadas positivas e as outras negativas,
Definição 5.4: Sejam E e W espaços vetoriais orientados de
dimensão n. Um isomorfismo F:E----- > W diz-se
positivo quando a transporta bases positivas de E em bases posi­
tivas de W.
Nesse caso F preserva a orientação.
Definição 5.5; Sejam M e N variedades de mesma dimensão. Pa­
ra cada x Ç M  e y £ N  escolhamos de modo arbi­
trário uma orientação ® em T M e ® em T N. Sejax x y y
F:M----- um difeomorfismo local.. Dizemos que F é positivo,
com respeito a essas orientações, quando para cada x€-M o iso­
morfismo linear F*:TxM----- * TF(x)N ^or Positivo*
Para definir isomorfismo negativo exigimos que para cada 
xÇM, F* inverta a orientação.
A não ser que mensionemos o contrário a orientação em Rn 
será determinada pela base canônica {e^,e2,..... ,en^ ' "
Definição 5.6: Seja M uma variedade diferenciável. Seja ® u-
ma correspondência que associa a cada ponto x€ M 
uma orientação ® no espaço vetorial tangente T M, de modo que
existe carta (U, <J>) com xÇU, tal que cj>*: (TM,®)----- > Rn
preserve a orientação. Então, ® é uma orientação da variedade 
diferenciável M. (U,cj>) é chamada carta admissível.
Definição 5.7: Sejam M uma variedade e ® uma orientação de
M. Então, o par (M,®) é denominado variedade
orientada.
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Teorema 5.8: Sejam M e N variedades diferenciáveis. Sejam
® uma- orientação em N e F:M-----  ^N um difeomor-
fismo local. Então, F determina uma orientação em M.
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npmonstração; Para cada p^ M, definimos uma orientação em
P
T M por =f7^o®^ , , ={ (F-  ^ív ) F— ív )) • ív v ) }
P P *P F(p) llf*plvl;'*-í*plV ,,lVl*'*V F(p)^
Tomemos uma carta admissível em N. Sejam U=F~1(V) e <p=ipoF.
Então, (U,<j>) é carta de M e  <P^ ='P^ oF^ , é positiva em todo ponto de U. 
Portanto, (U,4>) é admissível. Como M pode ser coberta por car­
tas desse tipo segue que M ê orientada:por .
Teorema 5.9: Sejam M e N variedades orientadas de mesma di­
mensão, F:M ----- ^ N um difeomorfismo local. En­
tão o conjunto dos pontos x 6 M, nos quais F*:TxM -----^TF(x)N
é positiva, é um subconjunto aberto.
Demonstração: Sejam xf M e y=F(x) GN. Sejam (U,cf>) e (V,^ ) 
carta sobre M e N, respectivamente, tais que x€ U e yfV. 
Então F* é positivo se, e somente se, (<|/oFo<í>~'*'),(j) ^  :RÍ1— ----*Rn
tem determinante positivo. Como este determinante é uma função 
contínua em x o teorema segue.
Corolário 5.10: Sejam M e N variedades orientadas. Se M
é conexa, então um dif eomorf ismo F:M----- > N
é positivo ou negativo.
Demonstração: 0 conjunto dos pontos x Ç M  para os quais 
F* de TxM em TF (X)N inverte a orientação também é aberto.
Como este conjunto e o conjunto de pontos onde F* preserva a 
orientação são disjuntos um dos dois é vazio e o outro é M, 
pois M é conexa.
Corolário 5.11: Seja M uma variedade orientável conexa. Entao
há duas orientações possíveis em M.
Demonstração: Sejam ® e ® orientações em M. A aplicação identidade 
I: (M,®>-----  (M,® ) é um dif eomorf ismo. Assim, ou ® = ® ou ® =- ®.
Corolário 5.12: Seja M uma variedade. Sejam (U,<j)) e (V,ip)
cartas sobre M, com domínios U e V conexos 
tais que, em dois pontos de cMU^V) a mudança de coordenadas
i|jocí)_1 : 0 (Uf% V) ------- >i|XUp\V) tenham determinantes jacobianos
com sinais distintos. Então, M é não orientãvel.
Demonstração: Suponhamos que M é uma variedade orientãvel.
Seja <p: U----- *■ Rn um difeomorfismo. Logo é positivo ou nega­
tivo. Idem para ^ . Portanto, <j> %  é sempre positivo ou sem­
pre negativo.
Exemplo 5.12.1: Seja A= (0,5)X(0,1) o retângulo aberto de
base 5 e altura 1. Dados i<j inteiros no 
intervalo [0,5], seja A^^= (i,j)^  (0 ,1) um retângulo de base 
i-j e altura 1. A faixa de Moebius M é o espaço quociente 
de A pela relação de equivalência que identifica cada ponto 
(s,t)e Aq1 com (s + 4,1-t) 8 A45. Seja ir:A ----- >M a aplica­
ção quociente. As restrições tí/a e * sàQ homeomorfis_
Uj Zd
mos respectivamente sobre U e V em M. Indiquemos
<j>:U------ > Aqs e ij :V ------ >A25 seus inversos. Então
tf)(ÜC\V)= AQ3U A 23 e (UHV)=A230 A45. Além disso, a mudança
n
de coordenadas ipocJ> "^:Aoi^ ^ 23 ------  ^A23^ ^45 ^ a -^c^en :^^ <^ac^ e
em A23 e é dada por (s,t) -----  ^(s + 4,l-t) em A01*
Então pelo corolário 5.12 a faixa de Moebius é uma variedade 
não orientãvel.
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A _
I
A 1
Dizemos que uma variedade bidimensional é não orientá- 
vel se existe uma faixa de Moebius costurada nela.
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Deffinigão 5.13: Sejam M uma variedade conexa
dade orientãvel e p:fí------
morfismo local com as seguintes propriedades:
i) Para x € M  a imagem inversa p-1 (: 
tamente dois pontos.
ii) Se p(x1)=p(x2) com então
P;1 (x2) P;1(X1):TX ÍI------ ?T M
1 ^
Então, p:M-------- é um recobrimento duplo
, fí uma varie- 
— > M um difeo-
) contém exa-
é negativo, 
orientado.
Definição 5.14: Seja p:íí---:---^ M um recobrimento duplo
orientado. Se ÍÍ=ÍÍ^ {JM2 é união disjunta 
de dois subconjuntos abertos de fí, cada um aplicado homeo- 
morficamente sobre M por p, dizemos que p é um recobri­
mento duplo trivial.
Teorema 5.15: Seja p:M -------- um recobrimento duplo
orientado. Seja U um aberto orientado con­
tido em M. Então p-'*' (U) é a reunião disjunta de
dois abertos 0  ^ e cada um dos quais aplicado diomorfi->
camente sobre U por p. Além disso, em , p é positiva e, 
em U2 , p é negativa.
Demonstração: Sejam 0^ = {x6 p  ^(U) ; det (p* (s) ) >C>y e 
02= P~^ (U) ; det (p* (s) )<o|$. Cada ponto y Ç U  é imagem
de dois pontos x^,x2Ç p  1 (U) , . Num deles p* é positiva e no 
outro negativa. Portanto, um é elemento de 0^ e o outro 
é elemento de . Logo/ p (Ü^) =p (t^) =U e Pyu< é injetiva.
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Teorema 5.16: Seja p:íí----- >M um recobrimento duplo orien­
tado. As seguintes afirmações são equivalentes
1) M é orientável;
2) M é desconexa;
3) O recobrimento duplo orientado p é trivial. 
Demonstração: Pelo teorema 5.15 vemos que (1) implica (2).
Suponhamos M desconexa e tomemos uma componente cone­
xa C de M. 0 conjunto C é aberto e fechado. Sendo p um
difeomorfismo local, p(C) é aberto e fechado na variedade co­
nexa M. Logo p(C)=M. Como a imagem inversa por p de cada 
ponto de M tem dois pontos em fi concluímos que íí não pode 
ter mais que duas componentes. Logo, e p é inje-
tiva em cada fi.. Assim, p/« é difeomorfismo sobre M, ou1
seja p é trivial. Portanto (2) 'implica (3).
Suponhamos que p é trivial. Então £5=0^0 fi2' onde
P/fi.:fi. ------ é difeomorfismo e M, e M„ são abertos,1 JL i. ^
pelo teorema 5.8 conclímos que M é orientãvel. Portanto, 
(3) implica (1) .
Corolário 5.17: Seja p:M------ M um recobrimento duplo orien­
tado. Então, íí é conexa se, e somente se, M
é não orientãvel.
Teorema 5.18: Toda variedade conexa M de classe C , possui 
um recobrimento duplo orientado de classe C . 
Demonstração: Seja M o conjunto de pares ordenados (x,®x),
onde x M e ®x é uma orientação do espaço tangente Tx^* 
Definimos a aplicação p:M ______ pondo p(x,® )-x. Então,
X
p (x) contém exatamente dois pontos, a saber, (x,® ) e
X
(x,-® ). Introduziremos agora uma estrutura de variedade de
classe C em M, de modo que p se torne um recobrimento du- 
pio orientado de classe C . Sejam U um aberto orientado de M 
e ®x uma orientação em U. Seja U o conjunto de todos os pares 
(x,® ), tais que xEM. A aplicação <j)|~:0---- * U, definida
X  LJ
por ^u^lü ® uma kijeção.
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Os domínios U das bijeções 4> obtidos assim
cobrem fí. Dados  ^U 0 ^ V ' Se
Ont? £ 0, então 4>yy. (00 =(í>v/ V) ; logo a mudança de
coordenadas v° 4>u'L : (Jjy (0^ V)--:-- <^J>v (ÜflV) é a aplicação i-
dentidade. Portanto, o atlas formado pelas bijeções
k.determina em M uma estrutura de variedade de classe C rela­
tiva a qual p é um difeomorfismo local. A variedade fi pos­
sui orientação natural imposta por sua própria definição; em 
cada ponto x=(x,® )Çfí, considere a orientação ®~ que torna
X X
o isomorfismo linear p* (x) : (T~fl,®~)------- > (T M,® ) positi-
X  X  X  X
vo. A aplicação p é um recobrimento duplo orientado.
Definição 5.19: Uma variedade n-dimensional com fronteira
é um espaço de Hausdorff, tal que todo ponto 
tem uma vizinhança aberta homeomorfa ao disco Un ou ao meio
plano {(x\x2,..... ,xn)£Rn; x^ àojf*
0 conjunto de todos os pontos que tem uma vizinhança 
aberta homeomorfa a Un recebe o nome de interior da variedade 
e o conjunto K de pontos k que tem uma vizinhança aberta
V, tal que existe um homeomorfismo h de V sobre
n 1 1|x 6 u  ; x ^ 0*5 com h (k) = (0 , 0 0) chama-se fronteira da va­
riedade .
Teorema 5.20: Duas variedades M e N compactas com frontei­
ras são homeomorfas se, e somente se, tem o mes­
mo número de componentes da fronteira, são ambas orientáveis ou 
não orientáveis e tem a mesma característica de Euler
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Este é o teorema clássico para classificação de super­
fícies. Não apresentaremos sua demonstração. Ela pode ser encon­
trada na Dissertação de Mestrado de Sérgio E. Crespi, UFSC, ou 
em Willian S. Massey, Introdução a Topologia Algébrica.
C A P I T U L O  V I
SINGULARIDADES DE CAMPOS DE VETORES EM SUPERFÍCIES 
BIDIMENSIONAIS
Inicialmente recordemos que dada uma ação 9 de um 
grupo topológico G sobre um espaço M, a órbita de um pon­
to xé.M, denotada por [x] , é o conjunto
9(G,x)={0 (g,x)é M; g€.G}, e o grupo isotrópico de x £ M  é o 
conjunto Gx= ^ g £  G; 0(g,x)=x^. Quando 0 é um fluxo, isto é,
0 é uma ação de R sobre M, o grupo isotrópico pode ser {Oí, 
um grupo discreto {0,±tQ,±2tQ,.... ; t^XD}, ou a linha reta
R. No primeiro caso a órbita, [x] , de x, é não compacta, rio 
segundo caso é uma curva fechada simples e no terceiro- caso, 
x é um ponto fixo.
Definição 6.1: Seja X um sub-co.njunto de M. Dizemos que
X é um conjunto minimal sob 0 se é fechado, 
não vazio, invariante sob 0 e não possui nenhum sub-conjunto 
próprio com as mesmas propriedades.
Definição 6.2: Sejam M u m  fluxo e x um ponto
pertencente a M. Denominaremos conjunto
(jj-limite de x, oo (x) , ao conjunto de todos os pontos y £ M  que
podem ser escritos na forma y=lim 4 (t ,xj, onde t é uman nn+°°
sequência em R com lim t =°°.
n+oo
Teorema 6.3: Sejam M um compacto, Ç um fluxo sobre M.
Então, para todo x£ M, o conjunto to(x) é não
vazio, compacto e invariante sob £.
Demonstração; Se ja {tn} uma sequência com ' lim t = <$ e x£M. ' Cbmo
n ->-oo
{(tn/x)} é uma sequência dentro de um compacto, existe uma
sub-sequência { (t ,x)} que converge para um ponto q£ M.
nk
Então, .'q = lim Ç (t ,x) . Pela definição 6.2,
n->-oo nk
segue que qgu(x) . Logo, w (x) / 0.
Como (jj(x )CM, para mostrar que w (x) é compacto, 
basta mostrar que to(x) é fechado. Suponhamos qn uma se­
quência em io(x), tal que lim.q = q. Então, para cada qn
n-K»
Ä  __ n
existe uma subsequencia t“ , tal que lim t = +°° e
m+oo m
lim Ç(tn,x)=q . Tomemos para cada sequência tn um ponto 
m-»-“ m n
tn=tm(n) com tn>n' tal que d ^  ,qn* <1/n* Então,
d(Ç(tn,x),q)ád(Ç(tn ,x),qn) + d(qn ,q)S l/n + d(qn,q). Agora
lim t =°° . Assim, q£oj(x). Portanto, oi (x) ê fechado, n 'n-*-°°
Para mostrar que w(x) ê invariante sob Ç, suponha- 
que q€ w(x). Então existe uma sequência t , tal que
lim t =«> se lim Ç (t ,x)=q. Seja q1 = Ç(tQ,q). Como Ç ê
n-M» n-»-00
contínua,segue que
qi=Ç(tQ,q)=Ç(tQ,lim Ç(t ,x)= limÇ(tQ,Ç(tn,x))= lim£(tQ+tn,x).
n~^°o n-+°° n-*»
Seja s =t,_+t . Obviamente lim s =°° e lim£ (s ,x) =q.. . Por- n 0 n n n 1n+o° n->°°
tanto, q^Ç cú (x) . Logo; u)(x) é invariante sob Ç.
-98-
Definigão 6.4: Dizemos que a órbita [x], de x, sob um fluxo
é recorrente se não é compacta e está con­
tida num a) (x) .
Qualquer órbita [x] Cw(x) ou é recorrente ou é i- 
gual a w(x).
Seja G um grupo abeliano, então todo ponto 
na mesma órbita tem o mesmo grupo isotrõpico.
Com efeito, suponhamos que 8:GX M------  ^M é uma ação con­
tínua e que G é abeliano. Sejam x £ M e G ={g€ G; 9(g,x)=x}
o grupo isotrõpico de x. Se y pertence a órbita de x, en­
tão existe h 6 G, tal que 0(h,x)=y. Assim, se gÇ G temos
6 (g,y)=fl(g,0 (h,x))=0(gh,x)=0(hg,x)
= 0 (h, 6 (g,x) ) =0 (h,x)
=Yf
e g€ G . Portanto, G C G  e G C  G . Logo G =G . ^ y ' x y y x ^ y x
Definição 6.5: Seja M uma superfície orientãvel. Dizemos que
M é orientãvel de genus, g=n (nâO) se, M é 
uma esfera com n asas costuradas nela.
Do mesmo modo definimos uma superfície não o- 
rientável de genus g=ny (n^O), como sendo uma esfera com n 
faixas de Moebius nela costuradas.
Caso M seja uma superfície compacta com fronteira o 
genus é definido como sendo o genus de uma superfície M* obti­
da costurando um disco em cada componente da fronteira.
Lema 6.6 : Sejam G um grupo topolõgico, M um espaço topolõ- 
gico e 0 uma ação contínua de G sobre M. Se 
A ê um sub-conjunto de M, invariante sob 0 , então, A é 
invariante sob 0.
Demonstração: Sejam g€ G e aG A. Então existe uma sequência
a £a, tal que lim a =a. Seja b =0(g,a ) £a. Então, n ' ^ n J n  ^ n
0(g,a)=0(g,lim a )= lim 0(g,a ) = 1 im b . Portanto, 0(g,a)éA. 
n n n->-°° n->-°°
Lema 6.7: Seja 0 uma ação contínua de um grupo topológico 
simplesmente conexo G sobre o espaço M. Seja 
p: (fi,Xg)--------^ (M,Xq) uma aplicação de recobrimento de M.
Então, existe uma única ação contínua 0:GXM ------- que
cobre 0 no sentido que o diagrama abaixo é comutativo.
G *  fi ---------- ---- :----
idXP P
V  0 V
G / M  ------------------ * M
Demonstração: Escrevemos f=0o(i^^(p). Como G é simples­
mente conexo, n^(G,e)={e}, e
ni (G )<M,g ^ X q ) =üi (G,g) X 1^ (M,xQ) = {e}Xn]_ (M,xQ) =1^ (fi,x) .
Então, a imagem de f*:ü^(GXM)-----(M) é igual a imagem
de p* : JI^ (M)------- (M) . Pelo lema 1.21, existe uma única
aplicação, S:G)(M ------ > M que torna o diagrama comutativo
e 0 (e,xQ)= xQ.
Sejam À,p:GXG p  ------- definidas por
X(g,h,x)=0(g,S(h,x)) e y(g,h,x)=0(gh,x). Definimos a apli­
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cação y:G)(G^ M -----» M por Y(g,h,x) = 9(g, 9(h,x) = 0(gh,x) .
No diagrama temos
X y
G y. G H --------------- £ fl
p
i/ ^
G X G X M  -----^ ^  M
Y(id'jCid ^p)(g,h,x,)=y(g,h,p(x))=B(g,h,p(x))=0(g,0(h/p(x))
= 0 (g,p0 (h,x))=pe(g,0 (h ,x))=pA (g,h,x).
De maneira semelhante concluiremos que
y(i^^ i^X P) (g,h,x)=py(g,h,x) . Assim, X e y tornam o diagrama
comutativo. Logo, temos X=y. Portanto, 0(g,0(h,x))=0(gh,x). 
Obviamente X(e,e,x)=y(e,e,x). Assim, 0 satisfaz as condições 
da definição 4,2.
Lema 6.8: Dado x€ fi e x=p(x)éM , então x é ponto fixo
sob 0 se, e somente se, x é ponto fixo sob 0.
Demonstração: Suponhamos que x é ponto fixo sob 0. Sejam
çt,8:G-----  ^íí aplicações definidas por a(g)=9(g,x) e (3(g)=x
e seja y:G----- uma aplicação definida por y (g) =9 (g ,p (x) ) .
Então, poa(g)=p(§(g,x))=9(g,p(x))=y(g). Da mesma forma 
pog(g)=p(x)=9(g,p(x))=y(g) . Além disso, a(e)=9(e,x)=x=3(e) . 
Então, a=B e x g ponto fixo sob q .
Reciprocramente, suponhamos x ponto fixo sob q . 
Então* para todo gg G temos
9 (g,x)=9(g,p(x))=p0 (g,x)=p(x)=x e x é ponto fixo sob 0.
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Lema 6.9: Seja 0 uma ação contínua de um grupo topolõgico
G sobre um espaço M. Todo sub-conjunto compacto, 
invariante KCM, K^0, contém um conjunto minimal.
Demonstração : A demonstração consiste em usar o lema de Zorn. 
Seja ^a^acV uma c°leÇão de subconjuntos não vazios, F^ de K, 
fechados e invariantes sob 0, parcialmente ordenados por inclu­
são de conjuntos. Seja {F } uma sub-família totalmente ordena-
cl a p
da e não vazia. Então, dados F , . . . . ,F , com a-, ,. - . ,a £■ $.
al an x n
existe um s£{l,2....n}, tal que F é o menor dos F . ,as aj_
n
i = l, 2, . . . . ,n. Assim, 0f f\ F . Sendo que {F } ~ R tem aOí-l Oí (X fc: p
propriedade da interseção finita, H= /\f ± 0.
o, p a
Obviamente HC K, e desde que cada Fa é fechado H é fechado.
Sejam gG.G,heH. Assim, 0 (g,h) Q  Fa para cada a , o que implica que
0(g,h)£H. Portanto, H é invariante sob 0. Assim sendo, H
é . cota inferior de {F > , 0 e ÍF'“} possui um elementoa a £  B . a afcV ^
mínimo. Seja K um ëlemerito'minimo em {F } . „ . K é fechado,J a a é V
nãD';vaziD7 invarxante.vsob  ^0 -e:'nãò-existe' nenhum :F menor que.a ‘ ^
ele; Istó é/ K é, o conjúnto minimal desejado.
Definição 6.10: Sejam  ^ um fluxo sobre uma variedade bidimen­
sional M e ye M. Uma secção transversal 
local de Ç em y é um sub-conjunto S de M, homeomórfico 
a um intervalo compacto [-a,a] , contendo y, tal que para al­
gum e >0 a aplicação [- £,e]XS----- > M, dada por
(t,x)----- ?Ç(t,x), é um homeomorfismo do fecho de algum aberto
contendo y. A imagem deste homeomorfismo é chamada vizinhança 
retangular de y.
O ponto y é ponto extremo de S se, e somente se,
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y é elemento da fronteira de M.
Lema 6. H :  Sejam ç:r V m ------- ^ M um fluxo sobre uma varieda­
de bidimensional M e seja y € M  um ponto cujo 
grupo isotrõpico é discreto. Untão existe uma secção transver­
sal local em y. Isto é, y possui uma vizinhança retangular. 
Demonstração: Faremos a demonstração para o caso .£ „dife.renciã- 
vel. Seja D um aberto em M e y^ÇD. Seja £ um segmento de 
reta contido em D, tal que y^ £  I e qualquer ponto de £ satis­
faz a equação ax^ + bx2 + c = 0. Como o grupo isotrõpico de Yq 
é discreto existe uma vizinhança U, centrada em y^, de raio
que contém apenas pontos regulares. 0 fluxoÇ que passa através 
de um ponto regular (x-^ ,x2), perto de y^, em t = 0, é contínuo
em (t,x^,x2) e no aberto U de (0/Yg). Seja
L(t,x1,x2)=aÇ1 (t,x1,x2) + bÇ2 (t,x1x2) + c , onde
Ç (t/x1 ,x2) = (Ç1 (t/x1,x2) ,Ç2 (t,xlfx2) ) . Então, L(0,yQ)=0 e
3 L ~ <r— ívT- (0 , yn) ^ 0 . Portanto, pelo teorema da função implícita, exis-o t U
te uma função contínua t=t (x^,x2), definida em U, tal que 
t(yg)=0 e L(t(x^,x2))=0. Além disso, como t é contínua em 
yg, dado e >0 existe um aberto C, centrado em y^ de raio e, 
tal que |t(x_j,x2)Ice, dentro de C. Portanto, a órbita de 
y^ que passa através de (x^,x2), dentro de C, em t = 0, atraves­
sará I em t(xi,x2) com 11 (x-j^ fx2) | <e .
Para o caso geral a demonstração pode ser encontrada 
em H. WHITNEY, Regular families of curves. Ann. of Math. 3 4 
(1933), pp. 244-270.
Lema 6.12; Sejam M um poliédro com caracteristica de Euler
diferente de zero, x(M)^0 Ç:RX'M-------- um
fLuxo. Então Ç tem um ponto fixo.
Demonstração: Sè.ja tÇ R. Definimos H M ----- >M por
H, (s,x)=Ç((1-s)t,x). Denotemos por ç a função de M em ML L.
dada por x----- ^ç(t,x). Assim, H^_ é uma homotopia de
em ÍdM* PQ^tanto, A(Ç^)=\(i^  )=X(M)^0 e tem um ponto 
fixo, (teorema de Lefschetz).
Sejam ^n:M ---- definida por f (x) =Ç (2-n,x) e Fn
o conjunto de todos os pontos fixos de para n2l.
já que f =í , segue que F ^0. F é fechado e M ccmpacto  ^ n 2-n n n
portanto, Fn é compacto. Como Fn=(x^M; fn (x)=Ç _n (x)=x} , se 
x€ V
x=Ç<2~n ,x)=Ç(2~n ,Ç<2"n ,x))=Ç(2_n * 2‘n ,x)=ç(2-2_n,x)=ç(2'(n_1),^ ) •
Daí segue que Assim, os Fr tem a proriedade da in­
terseção finita e F= r\ Fn^0. Obviamente qualquer ponto
de F é ponto fixo de para t na forma t = 2 n , n^l. Seja
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x 6 F. 0 grupo isotrõpico de x, R ={ t € R; Ç (t ,x) =x}/ é diferente
de zero, pois 2 R e não é da forma {0f±tn,±2t_,.... )x - u u
já que t^ não é o mínimo positivo, sendo que para qualquer n, 
2_n< to ç Rx< Portanto^ Rx=R. Logo, x é ponto fixo sob Ç.
Lema 6.13: Sejam M uma variedade compacta, conexa de genus 
finito g e Ç um fluxo de R sobre M. En­
tão £ tem no máximo 2g-l conjuntos minimais distintos não 
triviais.
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Demónstração; Podemos supor que M é orientável. Caso contrá­
rio consideremos seu recobrimento duplo orientável fí. Por 
5.17, íí é conexa e sabemos que o genus de fí é igual ao genus 
de M. Assim substituindo M por M teremos uma variedade 
orientável conexa de mesmo genus. Também, íí tem tantos con­
juntos minimais não triviais distintos quanto M.
A demonstração será feita por indução sobre o ge­
nus. Observemos primeiramente que as curvas na fronteira de 
M são sub-variedades com topologia induzida e são órbitas de 
exceto quando Ç tem um ponto fixo numa delas. Assim, todo
conjunto minimal não trivial está contido no interior de M.
-  2 2 Consideremos o caso g=0. Entao/ M e um disco ou R , ou S .
Nesse caso o lema é o clássico teorema de Poincaré-Bendixon.
Com efeito, seja y um conjunto minimo não trivial. Escolhemos 
x (T y e tomemos uma vizinhança retangular i.Q de x. A ór­
bita de x, [x], deve retornar para o interior da vizinhança em 
nível diferente do nível de partida, pois y é um conjunto mini­
mal não trivial. Então ela fica presa na região limitada pela
curva de Jordan a':b-laa'. Como M é compacta o w-limite de x, 
to(x) , é não vazio. É claro que w(x)Ç y e que w (x) é fe­
chado e invariante. Como [x] é não circular x $£w(x), então 
(i)(x)-^ .y. Contradição.
Assumiremos agora que g>0 e que o lema está provado
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para todas as superfícies de genus menor que . g. Seja ç 
fluxo sobre uma superfície de genus g. suponhamos por contra­
dição, que y^ , .....  ' ^ 2g s^° ^  conjuntos minimais distin­
tos não triviais de Ç em M. Seja Q uma vizinhança retangu­
lar de um ponto x€ V*2g’ Escolhemos Q tão pequeno de modo que
os restantes conjuntos minimais y^  , i=l,...,2g-l não entram em Q e
0. Como cada y. é fechado Uy. é fechada. Consideremos
o seguinte homeomorfismo, h:Q-- =>Q, onde h é a identidade so­
bre todos os lados de Q, exceto na vertical a direita, onde te­
remos h (a' ) =b'
no interior de Q, h é definido por aplicar linearmente 
cada segmento horizontal yy' no segmento yh(y'). Definiremos 
agora um fluxo. da seguinte maneira. Uma
órbita que não entra em Q é inalterada. Uma órbita que 
entra em Q no ponto x não mais atravessa q horizontalmente 
para sair em x'. Agora sobe até h(x') e sai segundo a 
Ç-órbita de h(x') para’sempre, ou até reentrar em Q pelo 
lado esquerdo. Dentro de Q as órbitas de Ç’ são as ima­
gens, por h, das £-órbitas. Sob o novo fluxo, Ç', o pon­
to a tem uma órbita fechada y. Portanto^ y é um con­
junto minimal trivial. Mas os conjuntos minimais ^i,*',^ 2q-1
são ainda conjuntos minimais sob Ç’. A curva y pode sepa­
rar M. Se isso acontecer a curva fechada aa‘lDa tambémrsepara. 
e argumentando com Ç conduziria a uma contradição justamente
como no caso do genus g=0. Se y não separa, cortando M ao longo 
de y , obtemos uma variedade de genus g-1 sobre a qual o 
fluxo Ç1 é definido e admite pelo menos os conjuntos minimais 
...... '^2g-l* Contradição pois 2g-l>2(g-1)=2g-3.
Lema 6.14: Seja Ç :RXM------ >M um fluxo sobre uma varieda­
de bidimensional M. Suponhamos que x £ M  é tal 
que x=lim xn , onde cada xn tem uma órbita fechada y de pe-
riodo t . Então.n 1
a) Se o genus de M é finito, a órbita de x não pode 
ser recorrente.
b) Se x tem uma órbita fechada y, de periodo t^# 
lim tn=atg (a=l ou 2 dependendo de y ter um ou dois
lados em M) , e y = {y£M; y=lim y , yn e y n' n =
Demonstração Primeiro mostraremos que ' ■ } basta fazer a de-
mostração para M orientãvel. M possui um recobrimento ori-
entãvel M. Seja x Ç M, tal que, x = lim x . onde cada xJ n n
tem uma órbita fechada y . Então se p:íí ------ ^ M é a
aplicação de recobrimento duplo
p- "^ (x) =p”  ^(lim xr) = lim P~^ (xn) tem exatamente dois pontos 
ã e 5. Assim, existem sequências xn  ^ e xn em M, tal que
lim x =ã e limx =b. Caso M seja orientãvel estas sequências podem
1 2
ser escolhidas uma em ca componente conexa de M. Cano p apli­
ca cada uma delas homeomorficamente em M o lema se realiza. Caso
M seja não orientãvel x e x estão na mesma componente co-
1 n2
nexa de fí e a órbita y de x é a mesma órbita y
nl nl ’ *2
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de xn . Suponhamos que Ç(tQ,ã)=b e Ç(tg,b)=a. Então temos
Ç(t0,ã) =4(tQ,£(tQ,b))=Ç(t0+t0,b)=^(2t0,b). Como p éhomeomor-
fismo o lema se realiza.
Demonstraremos agora que (a) vale para variedades o- 
rierfcáveis. Seja Q uma vizinhança retangular de x£M. Suponha­
mos que x £ 3M e yçw(x). Como R e  x são conexos £(R,{x}) é 
conexo, isto ê, um ponto, uma circunferência, um intervalo aberto 
ou fechado ou um intervalo semi-aberto.
Se :x£ 9M, [x] ç 9M. Por [x] ser conexo está em uma das 
fronteiras de M. Portanto, dentro de uma circunferência. Pontos 
e círculos são permitidos; intervalos fechados não são permitidos.
Suponhamos que [x] = (a,z], z=Ç(x,t) e 0 crescente. Se 
tivermos um intervalo aberto (a,b), a e b estarão em outras ór­
bitas não da forma (c,a] nem da forma [bfd). Assim, a e b são 
pontos fixos. Mas para todo e>0 temos [a+e}«{b-e] = (a,b) . Então, 
para grandes valores de t, Ç(b+e,t).(ou Ç(b-e,t)) está longe de 
a (ou b), mas Ç(a,t)=a o que é uma contradição, logo, os in­
tervalos semi-fechados não são permitidos.
Suponhamos que x^.8M. Consideremos o caso especial em
que existe uma subvariedade fechada A C M  com F A =y . Isto a- ^ n n n Mn
contece quando yn separa M. Suponhamos que a órbita [x] , de
de x, seja recorrente.
Como temos yn Q igual a fronteira de Ar
em Q. Então existe t^ suficientemente grande, tal que uma ór­
bita y de x passa exatamente tres vezes em Q. Tomemos n n
um colar fechado de y em A^n n.
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Vamos considerar a parte (1) de An ou ® acima ou abaixo
de (1). Suponhamos que seja abaixo. Caso contrário, invertemos 
Q verticalmente e teremos An abaixo de (1). Quando yn retorma
para (2) ( ou na segunda ou na terceira passagem) o colar tem 
que ser por cima porque a parte entre (1) e (2) em Q é a parte 
de Q que está em An- Ai temos uma faixa de Moebius em M, o que
é impossível.
O caso geral pode ser reduzido ao caso especial na se­
guinte maneira. Suponhamos que apenas um número finito de yn
satisfazem ao caso especial. Desprezando este número podemos 
supor que nenhum yn satisfaz tal condição. Então, y.^ não
separa M. Cortando M ao longo de y , obtemos uma superfície
de genus menor que M. Como o genus é finito, após um nú­
mero finito de cirurgias $obre M, obtemos uma variedade Mg
de genus zero, onde todos os conjuntos minimais são pontos ou 
círculos e não contém órbitas recorrentes.
Demonstraremos (b). Seja e<0. Procuraremos n^,tal 
que d(t^,tg)<e/2 , para todo n>nQ• Tomemos uma vizinhança
retangular Q de x, tal que y (> Q é um segmento de reta.
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Suponhamos que Q é suficientemente pequeno, tal que se o 
fluxo ç entra em Q no valor (t,y) ele sai de Q ao 
passar por (t+e/2,y). Tomemos também uma vizinhança tubular
V da órbita fechada y, não maior que Q. Escolhemos n^
tão grande, de modo que para n<n^, xn está suficientemente 
perto de x , para que Ç(t,xn)£ V para 0<t<2tQ, e que a ór­
bita de xn entra em Q na primeira vez em t=t', onde 
d(t',tg+£/4)<e/2 e pela segunda vez em t=t'' com
d(t1',tQ+e/4)<e/2.
Suponhamos agora que y tem dois lados. Então, V é, um cilindro e 
Ç(t,x ) deve estar num segmento horizontal de Q, pois nesse
ponto yn entra em Q. Nesse caso yn deve fechar na primei­
ra vez que a órbita tocar Q, sob pena de nunca mais retornar a 
xn . Logo, não toma um tempo maior que e/4 para £(t',xn) alcan­
çar xn* Assim, t'<tn< t'+e/4. Sendo d(t1,tg-e/4)<e/2 vem
d(t1+e/4,tQ)<e/2 e d(t ,t_)<e/2. Portanto lim t =t..
n n->°°
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Suponhamos agora que y só tem um lado. Então, y é o equador 
de uma faix da Moebius e £ (t,xn) retorna a Q no outro lado
de y, no ponto (t',x ), mas na segunda vez é obrigada a fechar
em x , sob pena de nunca mais retornar a x . Então, Ç(t'',x ) n ^ n ' ' n
não toma um tempo maior que e/4 para alcançar xn , assim,
t''<t <t''+e/4. Sendo d(t11,2t„-e/4}<e/2 vem n u
d(t''+ e/4,2tQ)<e/2 e d (t , 2t^) <e/2. Portanto, lim tn=2tp.
n->-°°
Demonstraremos agora que y = {y£ M, y=lim y , yn€-^ n^
para n= 1,2. .. . Suponhamos que z é V, isso implica que 
z=Ç(t,x)=Ç(t,lim xn)=limÇ(t,xn)=lim y^. Portanto,
yCíy£M, y = lim yn , ynéPn» n=l,2..... }.
Reciprocramente, Seja y=lim yn , Yn £lJn- Então,
V =£(s ,x ), onde 0<s <t . Logo. s é uma sequência limi- Jn  ^ n n n n   ^' n ^
tada. Portanto, podemos tomar uma subsequência convergente de
sn que converge para s. Então podemos escrever
lim y = lim£(wn ,x ). Portanto, y=Ç(s,x)€y. 
n+°° n-»-°°
-1 1 1  —
l
Sejam M uma variedade bi-dimensional, T um círculo da 
fronteira de M e {ya> uma família de curvas fechadas sim­
ples em M, nenhuma das quais intercepta a fronteira de M. Su­
ponhamos que, para cada a, existe um cilindro compacto caC M '
cuios círculos fronteiras são T e u .  Por conveniência admiti- J a
remos TC Ç mas mo<^ ° <3ue cada ® aberto em
M. A fronteira topológica de C em M é y e escrevemos
. a a
3C =y . Finalmente. C =C Uy é o fecho de C em M.a a a a a a
Lema 6.15; Com as notações acima
a) A família é linearmente ordenada por inclu­
são, a menos que M é um disco com fronteira r.
b) A união de qualquer sub-família linearmente orde­
nada de ÍC  ^ ® um cilindro C aberto em M, contendo r.
Além disso, C= U C. onde C±9 C±+1 , i=1,...,n-1 e para cada 
i=1
i=1,...,n, existe ou, tal que ci=ca •
c) Se a fronteira topológica de C, em é uma curva
fechada simples y, então, ou o fecho C é um cilindro compacto 
com fronteiras r e y, ou C=M é uma faixa de Moebius. 
Demonstração : a) Suponhamos que M não é um disco com fron­
teira r. Sejam C^  C^ escolhidos arbitrariamente. Sejam 
h ^ S ^ X  [Ofl]------- ^ Ca e [0/1] ----- > Cg homeomorfis-
mos, onde h (S1X í 0 > ) (S1y {0})=r, h (S1X {1})=y eCC P CL Ct
h (S^X {1})=y . Seja z um elemento fixo em S^ e
p p
A={te[o,l], h (z,t)e c  0  c  } . Seja t=supA. Vamos mostrar que0» CL P
t € A e x=h(z,t)£ *-^ 0 Tomemos uma sequência Sfl em [0,1]
com lim s =t, tal que h (z,s )£ C O  C„. Portanto,- n  ^ a n a pn^-op
h (z,t)=lim ha (z,s ) f CafiCg e t£A.
n->-°°
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Agora x=h(z,t)ç ca^  cg e
0 <cB0lV
= [W  n c 8)U[lcoUua)0ÍB]
“ Ca ^  C6 ^ <ua ^  CB* ^ ^ '“o 0 wb’
= Co 0  C6y  (yafl c6) U  <ca n V -
Ora; por 0 ser aberto e t ser o sup de A segue que
x=h (z,t) não é elemento de C fl Cft. P.Qrtanto, ou x£y 0 c r ouCt Oí» p 06 P
x e caf'tJ3* Suponhamos que x«y^ 0 conjunto y^ é conexo
e encontra Ca mas não intercepta a fronteira de C^. Suponha- 
mos que existam N e B tais que y^ (\ C =N e y^ fl (C ) - B. Então,
yg=NÜ B, pois CaU(Ca)°=M-ye e NrtB=0. Os conjuntos B e N são abertos em yg. 
Como y„ é conexo temos ou N=0 ou B=0. Mas N não é vazio.
p
Então B é vazio. Assim, N=y^. Tomemos y^ £ Ca. Suponhamos que 
yD é fronteira de um disco. Como C0 é um cilindro fechado com 
p p 
fronteira r. e y0 , e h ê um homeomorfismo, F também serã
- p
fronteira de um disco em M, oque é impossível por hipótese.
Portanto, C — yc é a união disjunta de duas componentes cone- 
cx p
xas abertas X e Y ambas com fronteira yD em C . Comop OL
Tf\yg=0 temos T C. X ou T Ç Y. Suponhamos que TC X. Assim, 
Co0 X/0. Já que CQf\y =0 concluímos que C C X C C  .
P p p  p - — oi
Para demonstrar (b) seja {C } uma família linearmentea
ordenada de cilindros. Como variedades diferenciáveis tem base 
enumerãvel, são segundo contáveis. Pelo teorema de Lindelof, pode­
mos encontrar uma sub-família C ........ C , tal que
al an
Wc =Uc . Para cada n seja C =C \J C Ü .....0 Ca„ a . * J n a-i a
Então,
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C.. =C1
c„=c VJc, = c, U  c„ e ci C c. 2 ai 2 1 a2 1 v—
c  = c .  U ____ U c  U c  =C ,  U c  e C . / - c  .
n a, ctn-1 r, n_1 av, n-1*— nl 11 x n n
Portanto, C^^-C 2 ^....^Cn" Como os coo são linearmente ordena­
dos por inclusão cada'C^=Ga ' Ipara algum ou.
Suponhamos x £ C e . Então C =^C , logo existea a
n, tal que x €C , de modo que x é  C =C O  C U ..... C .
an n ai a2 an
Portanto, x - Reciprocramente, suponhamos x f e U ^ .  Então
existe n, tal que xé C O  C 0U .... 0c C ^ C  . Portanto,’ ^ a2 an a a
x €C o Logo , _ C = 0  C .n
Se C é o fecho de C em C temos duas possibilida- n n
des. Na primeira existe n„, tal que C =C , . Ora C ,u Hq no xiq + 1
é Cg para algum 6. Portanto, & abertQ em M _ por
outro lado '“Rq +1 ~^ riQ é fechado em M. Logo M=C C O c  C  M.
0 a
Portanto, M = U  C é um cilindro.
' aa
Na segunda possibilidade, qualquer que seja n^ temos
que C é sub-conjunto próprio de C , isto é, C C ,
no n0 • 0^  n0
para todo n. Cada ^n+x_cn ® um cilindro fechado. Considere-
í 3 2 2 tmos o cilindro usual K=J(x,y,z)£R , x +y =1, z>0 j . Seja
K =f(x,y,z)£K; z<n\ . Assim, R=Uk e K C K -i • Para cada n t 1 ’ c N > ' n n n+1
n, seja g :K , - K ,------- > C , úm homeomorfismo, tal que' J ^n n-1 n-1 n-1
g ( K  , - K ,)=C . - C , . Vamos admitir K-=C =0. Definimos ^n n-1 n-1 n-1 n-1 0 0
agora um homeomorf ismo h:K------ ^ C e mostraremos que C é
um cilindro. Coloquemos =<3^  e procedemos por indução.
Suponhamos h:K^%Cn definido. Vamos estender h para
Kn+1 - Kn colocando h (x ,y, z) =gn+1 [g^^h (x ,y,n) + (0 , 0 , z) ] ;
O^z^l. Com esta condição h:K---- >C é construída. Então C
é um cilindro.
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c) Como C é um cilindro aberto em M, 0tCQ 9C=cf)y. Mas 
rÇC, isso implica que r y=0. Assim, y não tem pontos em 
comum com r. Suponhamos que existe um colar A=S-X [0,1] 
em M com y=S'l'X{0} Podemos escrever A=S1^  (0,1). Este 
colar existe em dois casos. Primeiro caso. Q uando p Ç  3M e- 
xiste um colar S1)( [0,1]---- >C com S1)^ |oi<-----  ^U.
Nesse caso o colar está contido em C. Logo y e r limitam um
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cilindro em C. Segundo caso quando yf^9M=0. Aqui há duas
possibilidades. Na primeira y separa M, então existe um colar
S^ )( [o,l]---- ? M e S"S( {OH-----> y. Temos um colar em cada
lado de y.
Escolhemos A no lado em que Ap)C^0. Como A é conexo 
e disjunto de y, segue que AC C. Portanto, y e r limitam 
um cilindro em C. Podemos escolher A tão estreito de forma- 
que. A^=S^X (0,1] esteja contido em C, de modo que v=s\
seja uma curva fechada em C disjunta de r .  Então, temos 
duas alternativas. A; primeira e' que v limita um disco em 
C. Mas isso não é possível, pois se isso acontecesse, F tam­
bém limitaria um disco. Consideraremos então a segunda possi­
bilidade, isto é, v não Jlimita. um disco em G. Então, v e r 
limitam um cilindro compacto B, tal que A f\ B=v. Qualquer 
sequência de pontos de C, contendo um ponto em y , deve 
entrar em A. Assim, C=AftB e portanto, C é um cilindro com­
pacto, limitado por y e r .
Suponhamos agora que y tem só um lado em M. Então 
y não intercecta a fronteira de M. Tomemos uma vizinhança 
tubular V, de y, de forma que VO 3M=0. Então, V é uma fai­
xa de Moebius com fronteira v.
Agora, V - y é conexo e encontra C mas y/3C. Assim, V£C. 
Então C=CO y é aberto e fechado em M. Como M é conexo e 
C/0 temos M=C, e M=C é úma variedade bidimensional com fron­
teira r,  e cortando M ao longo y , obtemos uma variedade 
bidimensional M 1 com dois circulos fronteira T e  y, de modo 
que M 1- y=C. Então M' é um cilindro compacto, e M é uma 
faixa de Moebius.
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Passaremos agora a demonstração do nosso principal
teorema.
Teorema 6.16: Toda ação contínua do grupo aditivo Rn sobre
uma variedade compacta bidimensional M, com 
caracteristica de Euler diferente de zero, x(M)^0, tem um pon­
to fixo.
Demos tração: Seja 0:Hny M------- >M uma ação contínua so­
bre M. A demonstração será por indução em n. Para n=l, o 
teorema é verdadeiro, pelo lema 6.12. - Para efetivar
a indução precisaremos de dois sub-lemas auxiliares.
Sub-lema I: Suponhamos que o teorema vale para açoês contínuas
2  ^
dos grupos R, R ........,R sobre M. Seja
a coleção de todos os conjuntos minimais sob e em M.
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Então, ou 0 tem um ponto fixo ou 7TC é não enumeravelmen- 
te infinito e todos, exceto um número finito de seus elementos, 
são círculos, isto é, órbitas fechadas 1-dimensionais de 0.
Demonstração: Suponhamos que 6:RnX M n a o  tem ne_
nhum ponto fixo. Para cada hiperplano Z C R n que contém a
origem, seja 0/„ a ação de Z sobre M induzida pela res-Zi
trição de 0. Pela hipótese do sub-lema 0/ tem um ponto
li
fixo.
Seja x um ponto fixo de 0/ e K(x) o fecho da
li
0-õrbita de x, isto é, K(x)=0(R Xíx) )• Seja y(EK(x). En­
tão existe uma sequência {x . }é0(Rn X íx} ), tal que lim x.=y.
D  j  - * - 0 0  J
Já que XjéK(x) existe uma sequência ^-Rn , tal que
0(Wj,x)=Xj Então para z€Z temos
0 (z,y) =0 (z,lim x.)=lim 0(z,x.)=lim 0 (z , 0 (w . ,x))=lim 0(z+w.,x)
j ^ - o o  j  ->-CO  J  j  - > o o  3  j - > -0 0  3
= lim 0 (w .+z,x)=lim 0(w.,0(z,x))= lim 0(w.,x)=lim x - =Y-
j-*-oo 3 j-»-oo j ->-00
Portanto, 0(z,y)=y se y^K(x) e z£Z, ou seja todos os 
pontos de K(x) são deixados fixos por Z.
Seja vQ e(Rn - z) e Lv  ^= {tvQ; t£ R}. Então Lv^
é uma linha de Rn que passa pela origem e . Observe que
vn à Z, de modo que L H Z = {0}, Seja x um ponto fixo sob 0/„U r  V Q  A
e y£K(x). Então,
® ^LVq , ) ={ 0 (tVg ,y) ; t £ R} Ç  0 (Rn X íy }) • Reciprocramente/ seja 
y. =0 (Zq + tVQ,y) com té R e z^£Z. Então^ 
y=0(z0 +tv0,y)=0(tvQ + zQ,y)=0(tvQ/0(zQ,y))=0(tvQ,y) C 0(L ,y). 
Portanto, 0 (Rn y| ) Ç. 6 (L /Y) • Logo, a órbita de cada um dos
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pontos y 0 K(x) é a mesma com respeito a qualquer linha 
Lv que passa pela origem de Rn, desde que Lv <^Z.
Seja [x] =0 (RnX (x))CM a órbita de x. [x] é inva­
riante sob 0 e pelo lema 6.6, [x] é invariante sob 0.
Mas [x] =0 (Rn XÍx}) =K (x) . Portanto, K(x) é invariante sob 0. 
Assim, K(x) é fechado, invariante sob 0 e contido num com­
pacto M. Logo, pelo lema 6.9, K(x) tem pelo menos um conjunto 
minimal.
Seja /7T(z) a coleção de todos os sub-conjuntos 0-mi- 
nimais de M os quais são deixados fixos ponto a ponto por Z. 
Seja Z uma linha que passa pela origem em Rn e não está 
contida em Z e seja y 7ÍC (Z). Obviamente y é fechado e 
invariante sob 0. Se t é'um sub-conjunto próprio de y, exis­
te w=z0+vQ, zq€ Z e v0£&  e ygi, tal que 0(w,y)^T.
Mas, 0 (vQ,y)=0(vQ,04zQ,y))=0(w,y)^x, e t não é £-invariante#
Logo, \i é conjunto minimal sob Como K(x) tem pelo menos
um conjunto minima]^ cada Z) é não nulo.
Sejam W e Z dois hiperplanos distintos passando 
pela origem de Rn . Então Rn é gerado por W e Z. Supo­
nhamos que ye J]teL)r\7jC (W) . Então cada ponto x£ y é fixo sob 
■, Z e W. Portanto x é ponto fixo sob Rn contrariando a su­
posição inicial. Logo /TÜ(Z) O  >7T(W) =0. Portanto U n e m ,  
onde Z descreve todos os hiperplanos que passam pela origem 
de Rn , os quais formam uma coleção infinitamente não enumerável.
Mostraremos agora que H l  contém todos os conjuntos mi- 
nimais sob 6 . Seja y um conjunto minimal e x£ y, tal que 
a órbita de x, [x], contém um ponto interior. A fronteira de [x] 
é não vazia, pois M não é o Toro e nem Garrafa de Klein.
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Seja Fr ([x]) = [x](M-[x] ) a fronteira de x. Mostraremos que 
Fr ([x]) é invariante sob 0. Seja {téRn , y£(M-[x]); 0(t,y) 
não seja elemento de (M-[x])}. Então, 0(t,y)€:[x] com 
Como 0 é homeomorfismo 0(-t,e(t,y))=e(-t+t,y)=e(0,y)=y 
que é elemento de [x], mas isso é absurdo. Portanto,
6 (Rn , (M- [x] ) ) C. (M- [x] ) e pelo lema 6.6, e (Rn, (M- [x] ) ) C( M-[x]). 
Portanto^ F ([x]) é invariante sob e. Como [x]cy, temos
[x]cy* Logo, F^ÍIx]) é um subconjunto próprio de y com as mes- 
maspropriedades que y, contradizendo o fato que y é minimal. 
Como a dimensão de Z é n-1 e os pontos das órbitas de 0 são 
deixados fixos por Z, segue que 0:Rnyzn-lXM ----- tem ór­
bitas unidimensionais. Então, o grupo isotrópico de x contém 
um hiperplano Z. Como Rn é abeliano e y um conjunto mini­
mal relativo a ação 0, todo x ç  y tem o mesmo grupo isotrópico. 
Assim, y £ •
Sejam s,^ ,..... .zn os eixos de Rn e escrevemos
y£i=U(7f(z); z m i = f 0}i- Todo conjunto é minimal sob
Assim, pleo lema 6.13, os conjuntos são círculos,
exceto um número finito deles. Claramente T I C ^ U . - U V C ^  jí
que um hiperplano não contém todos os eixos de Rn. Portanto,
todos os conjuntos minimais em Tf são círculos, com um nu-
•i
mero finito de excessões. Se o genus de M for zero não há 
excessões.
Sub-lema II: Suponhamos que o teorema vale para ações contí-
Xnuas dos grupos R, ....,R “ sobre M. Então, 
ou 0 tem um ponto fixo em M ou podemos encontrar uma órbita 
uni-dimensional de 0, a qual é disjunta dos componen­
tes da fronteira de M e não limita um cilindro em M junto 
com qualquer um deles.
Demonstração: Suponhamos que 0 : Rn )( M------ > M não tem
nenhum ponto fixo. Seja r um dos componentes da fronteira 
de M. Consideremos a coleção dos cilindros abertos em
M contendo T em uma das componentes da fronteira e, tal que; 
a fronteira topolõgica de C^ em relação a M, 3Ca=ya , seja 
uma órbita uni-dimensional de 0. Se M não é um disco, pelo 
lema 6.15 (a), a coleção ® linearmente ordenada por in­
clusão. Mesmo que M seja um disco, a coleção ® par­
cialmente ordenada por inclusão, isto é, C ú C se, e somen-
ai “j
te se, C C C  . Em qualquer dos dois casos, pelo princípio 
"“i*- aj
maximal de Hausdorff, existe uma sub-família máxima {C0} dep
{C } totalmente ordenada, tal que {C0}C{C }. Portanto, peloa - p —  a
lema 6.15 (b), em qualquer caso, a união C de qualquer sub-
família totalmente ordenada de {C }é um cilindro aberto em Ma
contendo r, e podemos escrever C= Cn •
Vamos mostrar que C tem como fronteira uma curva
fechada y.= 3C. Observamos primeiro que xé 3c se, e somente se,
x = lim x , x y =3C , n = l,2.....  Assim, sendo v£: Rn , y &  yn' n n n ' ' e ' ^n61 pn
temos 0 (v,x)=0(v,lim x )=lim0(v,x )=lim0y . Como lim y =y ' ' n ' n Jn^-oo n-»-00 n n^-°°
e y£ 3C, segue que 3C é invariante sob 0. Obviamente 3C
é fechado. Vimos na demonstração do sub-lema I que o grupo
isotrópico de cada ponto de y contém um hiperplano Z.
Seja vnÇ Rn-Z e L {^tv,-.; t € R}. Obviamente L é linha que 0 v0 0' v0
passa pela origem de Rn e L (X Z. Então, L não está con-
v01 v0
tida no grupo isotrópico de yn ou de y. Se isso acotecesse
- 1 2 1 -
os ponto de y e y seriam pontos fixos.
Seja Ç:RXM---- >M o fluxo induzido pela restrição
Q à linha L . Como foi visto na demonstração do sub-lema I, 
v0
y^ é também órbita de Ç. Assim sendo, y é conjunto minimal
sob 0 e sob Ç. Pelo lema 6.14 (a), nehuma órbita de x po­
de ser recorrente. Portanto, y é na realidade um círculo. Pe­
lo lema 6.15 (b) , y={x€M, x=lim x^ ; x^ £ y^  , j=l,2,....}.
Portanto, y=3C. Assim, concluímos que C é um cilindro com­
pacto com componentes da fronetira y e r.
Seja r' um outro componente da fronteira de M. Supo­
nhamos que y^r'^0* Como r1 é invariante e y uma órbita 
segue que ycr', desde que ambos sejam círculos. Então temos 
y=T1 e M é um cilindro. Portanto y é disjunto de qualquer 
outro componente da fronteira de M.
Agora M-C ê uma variedade compacta, bidimensional, 
com mesma característica de Euler que M, mesmo número de com­
ponentes da fronteira. Logo, pelo teorema 5.20, são homeomor- 
fas. Já que y é órbita e separa M em duas componentes, 
M-C e C, M-C é invariante sob 0. Ainda mais, nenhuma cur­
va uni-dimensional v pode limitar um cilindro em M-C junta­
mente com r. Caso v e J limitassem um cilindro Cq
{ca> U  {Cg} seria uma família totalmente ordenada maior que a
família máxima. Repetindo a mesma construção para todos os 
componentes da fronteira de M, obteremos uma variedade M'CM, 
homeomorfa a M e invariante sob 0, e nehuma curva fechada uni­
dimensional de M' limita um cilindro com qualquer componente 
da fronteira de M. Mas x ')= X ^0• Como 0 não tem ponto 
fixo, pelo sub-lema í, podemos escolher uma órbita uni-dimensio-
nal v de 9 em M ' . Com rrc é infinito podemos escolher 
v, tal que é disjunto de qualquer componente da frontei­
ra de M. Logo,, v é a órbita desejada.
Continuaremos agora a demonstração do teorema 6.16.
A demonstração de que 6 tem um ponto fixo será dada por 
uma segunda indução, agora sob o genus da variedade M. Comece­
mos a indução supondo que a variedade M tem genus zero.
Caso 1. Consideremos o caso em que M é um disco bi-dimensio-
nal D, e suponhamos que 0:Rn)(D-- — >D não tem ponto fixo.
Então, pelo sub-lema II, podemos encontrar uma curva fechada 
v, disjunta da fronteira de D, a qual não limita um cilindro. 
Mas, isso é falso.
Vemos que v e T limitam um cilindro em D.
2Caso 2. Nesse caso temos M=S , ou seja, M e a esfera bi-di-
2mensional. Escolhemos um dos círculos vÇS dados pelo sub-
2
lema I. Vemos que v limita um disco em S .
O disco D é invariante sob 0, e pelo caso 1, tem um ponto
2
fixo. Portanto 0 tem um ponto fixo em S .
Façamos agora uma terceira indução para completar o 
caso de M com gunus g=0. Desta vez sobre o número de compo­
nentes da fronteira de M. Se o número de componentes da fron-
2teira for zero/ M e a esfera S ; caso seja um7 M e um disco 
bi-dimensional . Em ambos os casos o teorema vale. No caso em que
o número de componentes da fronteira de M é dois M é um cilin-
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dro e x •
Se M tem tres componentes na fronteira, M é uma 
esfera bidimensional com tres bur acos, ou um disco com dois 
burracos interiores. Como ambos são homeomorfos, por simpli­
cidade vamos pensar que M é um disco C ccm dois bur acos inte- . 
riores. Então pelo sub-lema II, podemos escolher uma curva v, 
fechada , uni-dimensional, a qual não limita um cilindro em D, 
com qualquer componebte da fronteira de D.
Então v limita um disco D em D. Tal disco D é invariante 
sob 0 e tem um ponto fixo. Como D C. D, segue que 0 tem um 
ponto fixo em C.
Suponhamos agora que M é um disco com n-1 burracos. 
Nesse Caso o número de componentes da fronteira é b=n. Supo­
nhamos que o teorema é verdadeiro para 3áb<n-l. Então, pelo 
sub-lema II, podemos escolher uma órbita fechada v que não 
limita um cilindro em M. Cortando M ao longo de v obtemos 
duas variedades compactas de genus zero, com as mesmas compo­
nentes da fronteira de M, ambas invariantes sob 0. Pela hi­
pótese da terceira indução M tem um ponto fixo sob 0. As­
sim, concluímos o caso para o genus g=0.
Seja g>0, e suponhamos que o teorema está demonstra­
do para variedades de genus menor que g. Tomemos uma curva v 
dada pelo sub-lema II. Cortando M ao longo de v temos 
duas possiblidade.
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Primeira possiblidade, v separa M. Nesse caso obtemos duas 
variedades, ambas com caracteristica de Euler diferente de 
zero, pois nenhuma delas é um cilindro. Caso o genus não dimi­
nua numa delas a outra tem genus zero. Na figuara abaixo, se 
cortarmos M ao longo de v obtemos uma variedade de genus 
g e uma variedade homeomorfa a um disco e nesse caso 0’.. tem 
um ponto fixo. Se cortarmos M ao longo de v 1 obtemos duas 
variedades de genus menor que gf também nesse caso 9 tem um 
ponto fixo.
Segunda possibilidade, v não separa M. Então Cortando' M ao 
longo de v obtemos uma variedade de genus menor qUe g, e o teore­
ma vale.
Teorema 6.17: Sejam X ,X2,........ ,X campos de vetores de
de classe que comutam dois a dois sobre uma
variedade compacta, bidimensional com caracteristica de Euler
diferente de zero M. Então existe x€M, tal que
X, (x) =X„ (x)....... .=X^ (x) =0.1 z n
Demonstração: Seja X um campo de vetores sobre uma varieda­
de M. Seja Ç: R y M----- ^ M seu fluxo
correspondente. Dado x£M, temos X(x)=0 se, e somente se, 
£(s,x)=x, para todo s € R, isto é, x é um ponto fixo de £.
Seja Y um outro campo de vetores de classe sobre M e  n
o seu fluxo correspondente. A condição de que [X,Y]=0 implica 
em Ç(s,n(t,x))=n(t,£(s,x)), para todo s,t R e todo x M. En­
tão dizemos que Ç e ri comutam.
2O par X,Y gera uma açao 4>:R M------- >■ M defini-
2da por <j> (r ,x) =Ç (s,n (t,x) ) =ri (t,Ç (s,x) ) para x g M  e r=(s,t)£R . 
Suponhamos que x é ponto fixo de Ç e n. Então 
<j> (r,x) =<j> ( (s,t) ,x) = Ç (s,n (t,x) ) =Ç (s,x) =x. Logo x é ponto fixo 
de_ <p. Reciprocramente, suponhamos que x é ponto fixo de.. <J>. 
Ora, Ç (s,x) -E, (s,n (0,x) ) =<J) ( (s,0) ,x) =x e
ti (t ,x) = n (t, Ç (0 ,x) ) =<p ( (0 , t) , x) =x . Portanto x é ponto fixo de Ç 
e n. Logoy x é ponto fixo de <f> se, e somente se, é ponto 
fixo de Ç e ri. Nesse caso, temos X(x)=Y(x)=0.
De maneira semelhante podemos mostrar que uma coleção 
finita de campos de vetores que comutam dois a dois, X^. ....,X^
sobre M, gera uma ação cj>:Rny M------^ M, e se x é ponto fixo
de cj) então, X^ (x) =..... =Xn (x)=0.
-125-
B I B L I O G R A F I A
[2] -
[3] -
[4] -
[5] -
[6] -
[7] -
[8] -
[9] -
[10] • 
[11] • 
[12] ■ 
[13] ■
[1] - BOOTHBY, Willian M., An Introduction to Diferentiable 
Manifolds on Riemannian Geometry, New York, Academic 
Press, 1975.
CODDINGTON, E. en LEVINSON, N., Theory of differential 
Equations, MC-Graf-Hill, New York, 1955.
CRESPI, Sérgio Eli, Classificação de Superfícies, Floria­
nópolis, UFSC, 1982.
CROOM, Fred H. , Basic Comcepts of Algebraic Topology, New 
York, Springer- Verlag, 1978.
GREENBERG, Marvin, Lectures on Algebraic Topology, New 
York, W. A. Benjamin, 1966.
LIMA, Elon Lages, Grupo Fundamental em Espaços de Recobri­
mento, Rio de Janeiro, IMPA.
LIMA, Elon Lages, Common Singularities of Commuting Vector 
Fields on 2-Manifolds, Math. Helv. vol. 39, pp 97- 110, 
1963.
2LIMA, Elon Lages, Commuting Vector Fields on S , Proc.
AM. Math Soc. vol 15, pp 138 - 141, 1963.
LIMA, Elon Lages, Commuting Vector Fields on 2-Manifolds, 
Bull. AM Math. vol 69, pp 366 - 368, 1963.
SOTOMAYOR, JOrge, Lições de Equações diferenciais Ordi­
nárias, Rio de Janeiro , IMPA.
WHITNEY, H. , REgular Families of Curves, Ann. of Math, 
vol 34, pp 244 - 270, 1933.
WILLIM, S. Massey, Introducion a la Topologia Algébrica 
Espana, Editorial Reverté S. A., 1972.
ZEEMAn,. C. E. , Uma Introdução Infoemal a Topologia das 
Superficies, Rio de Janeiro, IMPA.
