Sleep is essential for the maintenance of the brain and the body, yet many features of sleep are poorly understood and mathematical models are an important tool for probing proposed biological mechanisms. The most well-known mathematical model of sleep regulation, the two-process model, models the sleep-wake cycle by two oscillators: a circadian oscillator and a homeostatic oscillator. An alternative, more recent, model considers the mutual inhibition of sleep promoting neurons and the ascending arousal system regulated by homeostatic and circadian processes.
can be used to inform understanding of the behaviour of the mutual inhibition model. This is important because the mutual inhibition model and its extensions are increasingly being used as a tool to understand a diverse range of sleep-wake phenomena such as the design of optimal shift-patterns, yet the values it uses for parameters associated with the circadian and homeostatic processes are very different from those that have been experimentally measured in the context of the two-process model.
Background
Reduced or mis-timed sleep is increasingly recognized as presenting a significant health risk and has been correlated with increases in a diverse range of medical problems including all-cause mortality, cardio-vascular disease, diabetes and impaired vigilance and cognition [1, 2, 3, 4, 5] . The biological mechanisms that result in such problems are beginning to be understood: recent work has shown that changes to the duration or timing of the human sleep-wake cycle can result in the up-or down-regulation and changes to the temporal pattern of large numbers of genes, significantly altering the behaviour of genes associated with biological processes including metabolic, inflammatory, immune and stress responses and circadian rhythmicity [6, 7] . To further understand the underlying phenomena and associations that govern sleep-wake regulation, mathematical models are an important tool to help clarify concepts, challenge accepted ideas and aid in the interpretation of data.
A review of early mathematical models of sleep is given in [8] , leading up to the seminal model of Borbély, Daan and Beersma [9, 10] , usually called the two-process model, and extended by Borbély and Achermann [11] . As indicated by its name, the two-process model proposes that the sleep-wake cycle can be understood in terms of two processes, a homeostatic process and a circadian process. The homeostatic process takes the form of a relaxation oscillator that results in a monotonically increasing 'sleep pressure' during wake that is dissipated during sleep. Switching from wake to sleep and from sleep to wake occurs at upper and lower threshold values of the sleep pressure respectively, where the thresholds are modulated by an approximately sinusoidal circadian oscillator. This model has proved compelling for both its physiological grounding and its graphical simplicity and has been used extensively (there are over 1500 citations to [9] and 600 citations to [10] todate). For example: to explain why only a relatively short period of recovery sleep is needed to compensate for even lengthy periods of sleep deprivation [9] ; to explain chronotype changes in adolescents [12] . Extensions of the two-process model have been developed to explain the results of chronic sleep restriction experiments [13, 14] . Despite its success, it remains difficult to relate the threshold values in the two-process model and its extensions to physiological processes.
Advances in neurophysiology have led to a proliferation of models that aim to extend the two-process model to a more physiological setting [15, 16, 17, 18, 19, 20, 21] . A recent review is given in [22] . The most extensively tested of these is the model of Phillips and Robinson [17] (the PR model), which has been used to explain sleep fragmentation experiments [23] , differences in mammalian sleep patterns [24] and subjective fatigue during sleep deprivation [25] . The PR model has also been extended to allow for the inclusion of the effects of caffeine [26] and to allow for feedback of the sleepwake cycle on the circadian oscillator in order to explain spontaneous internal desynchrony [27, 28] .
In [17, 20] , it was observed that the results of their physiologically based models could be presented in a qualitatively similar way as those from the two-process model. Here we show that some features of the PR model are not only qualitatively, but also quantitatively similar to the two-process model: the parameters in the PR model can be explicitly related to the parameters in the two-process model, giving a physiological interpretation to the thresholds in the two-process model. We illustrate the consequences of this explicit relation with two important sleep-wake phenomena. First, by using the fact that the two-process model can be represented as a one-dimensional map with discontinuities [29, 30] , we demonstrate how transitions between monophasic and polyphasic sleep occur through grazing bifurcations. These grazing bifurcations are then used to provide a theoretical underpinning for observations that many mammalian sleep patterns can be understood within a common framework by varying just two parameters in the PR model [24] . Second, turning to sleep deprivation experiments, we show how the 'wake effort' concept introduced in the PR model to explain sleep deprivation can be explicitly related to the two-process model. This shows that the wake effort is closely related to the difference between the homeostatic pressure and the circadian oscillator, a measure often used in the context of the twoprocess model to understand sleepiness. Furthermore we discuss briefly how the PR model may explain effects of chronic partial sleep deprivation on waking performance.
Sleep models

The two process model
The two-process model considers a homeostatic pressure H(t) that decreases exponentially during sleep,
(1) and increases during wake,
The parameter µ is known as the 'upper asymptote' [13, 14] , this is the value that the homeostatic pressure H would reach if no switch to sleep occurred. Similarly there is a 'lower asymptote' of zero. Switching between wake and sleep occurs when the homeostatic pressure H(t) reaches an upper threshold, H + (t), that consists of a mean value H + 0 modulated by a circadian process
The switch between sleep and wake occurs when H(t) reaches a lower thresh-
where C(t) is a periodic function of period 24 hours. In the simplest cases
but more complicated forms that include higher harmonics, such as C(t) = 0.97 sin ω(t − α) + 0.22 sin 2ω(t − α) + 0.007 sin 3ω(t − α) +0.03 sin 4ω(t − α) + 0.001 sin 5ω(t − α), have also been used [11] . Typical results of this model illustrating its rich dynamics are shown in Figure 1 . 
Phillips and Robinson model (PR model)
At the core of the PR model are two groups of neurons: mono-aminergic (MA) neurons in the ascending arousal system that promote wake and neurons based in the ventro-lateral pre-optic (VLPO) area of the hypothalamus that promote sleep. Phillips and Robinson model the interaction between the MA and the VLPO as mutually inhibitory. In the absence of further effects, this would mean that the model would either stay in a state with the MA active (wake) or in a state with the VLPO active (sleep) and no switching between the states would occur. Switching between sleep and wake occurs because the model also includes a drive to the VLPO that is time dependent and consists of two components: a circadian drive, C(t), and a homeostatic drive H(t). The structure of the PR model is shown in Figure 2 (a).
The neurons are modelled at a population level and are represented by their mean cell body potential relative to rest, V j for j = m, v, where v represents the VLPO group and m represents the MA. The potential is related to the firing rates of the neurons by the firing function, Q j ,
where Q max is the maximum firing rate and θ is the mean firing threshold relative to resting. The function Q j is a sigmoid function, which is close to zero for all negative values of V j and then saturates exponentially fast to Q max . The neuronal dynamics are represented by
where the drive to the VLPO, D v and to the MA, D m are given by
The homeostatic component of the drive, H is modelled by
and the circadian drive, C, is approximated by
where ω = 2π/24 hrs −1 and α is a shift that specifies the distance from the circadian maximum. Typically, α is chosen so that the switch from sleep to wake occurs at an appropriate clock time.
Typical results produced by the PR model are shown in Figure 2 (b)-(d). During wake, the firing rate of the MA neurons is high (Q m ≈ 5 s −1 ), that of the VLPO is low and the homeostatic pressure tends to increase, while during sleep the firing rate of the MA neurons is low (Q m ≈ 0 s −1 ), that of the VLPO is high and the homeostatic pressure tends to decrease. Note that in the PR model switching between wake and sleep is defined to occur when Q m reaches the threshold value of one; this differs from the timing of the maximum and minimum homeostatic pressure by a few minutes. Obviously, the exact choice of the threshold does not play an important role in the dynamics of the system, but does change the regions that are labelled as sleep or wake.
Comparison of the PR and two-process models
As recognised in [23] , since changes in neuronal potentials happen much faster than changes associated with the homeostatic pressure, τ j χ, there is a strong separation of timescales in the PR model. This strong separation of timescales means that the dynamics of the PR model is well approximated by two separate models: one on the 'slow' timescale that is appropriate when considering changes on the timescale of the circadian and homeostatic processes such as the timings of sleep and wake; and the other, the 'fast' timescale, which is appropriate when considering changes on the timescale of the neuronal potentials such as the response to a night time disturbance. If the firing switching function Q j given in equation (5) in the PR model is replaced by a hard switch,
where Q S is the mean maximum firing rate of the neuronal population and θ S is the value at which the switch occurs, we show in Appendix B that the parameters for the slow dynamics of the PR model with a switch can be exactly mapped to parameter values in the two-process model, specifically,
The lower threshold is therefore dependent on the mean drive to the VLPO and the threshold firing rate. The difference between the thresholds in the two-process model,
can then be interpreted physiologically as the amount by which the MA inhibits the firing of the VLPO during wake. This makes intuitive sense: there is hysteresis in the switch between wake and sleep because of the mutual inhibition between the MA and the VLPO. In the wake state, the VLPO requires a large drive to fire to counteract the inhibitory effects of the MA. Once in the sleep state, less drive is needed to maintain firing because the MA is quiescent. Using the standard parameters for the PR model, only a small part of the firing function (5) is used. This is illustrated in Figure 3(a) , where the firing function is shown by the dashed line and the typical range of values for Q m is shown by the thick line. We show in Appendix C that there is a systematic way to relate the parameters for the original PR model to equivalent parameters for the two-process model that retain the timings and values at the extrema of the homeostat. In keeping with the fact that the mean firing rate across the neuronal population Q S is much less than the maximum possible firing rate Q max , the value for Q S is significantly less than Q max but close to the mean firing rate across the population in the PR model: in fact the actual firing function needed in the PR-switch model is shown by the thin line in Figure 3(b) .
Typical graphs of H and Q j for both the original PR model and the PR switch model are shown in Figure 3 (c)-(e) demonstrating the close agreement between the two cases. Graphs comparing timeseries computed from the two-process model and numerical integrations of the corresponding PR/PR switch model are shown in Figure 4 . The extremely good agreement of the two models is a result of the very large disparity in timescales between the fast and slow systems. Consequently, solutions of the PR model converge to solutions on the slow manifold on the timescale of minutes. Once on the slow manifold, solving the PR model is essentially equivalent to solving the two-process model.
In [31] it was recognised that the PR model could be plotted in a similar way to the two-process model, but the explicit connection between parameters was not made. It is stated that a key difference is that in the two-process model the value of H remains between the thresholds at all times, as in Figure 1 . However, we note that this could be regarded as a matter of parameter choice rather than a fundamental difference between the two models: whether the two-process model remains between the thresholds depends on the relative gradients of the circadian and homeostatic processes at each wake/sleep or sleep/wake transition. Figure 4 shows that, with the PR parameters used to model sleep regulation in humans, the two thresholds in the two-process model are very close, hence the circadian oscillation is the dominant sleep regulator and the two thresholds merge almost into one. 
The two-process model re-visited
The link between the PR model and the two-process model not only gives us a physiological interpretation of the thresholds in the two-process model, it also allows us to gain a greater insight into the dynamics of the PR model, enabling understanding developed in the context of the two-process model to be interpreted in the physiological setting of the PR model. In this section, two different examples are discussed.
Transitions from monophasic to polyphasic sleep
It is well-known that the two-process model can show a range of different sleep-wake cycles, including cycles that have multiple sleep episodes each day, see Figure 1 (a), and cycles that have a period greater than one day, see Figure 1 (c). Indeed in [10] , the authors postulate that the two-process model can explain the polyphasic sleep of many animals. In [24] , it is shown that the sleep-wake cycles of many different mammals can be understood by varying two parameters in the PR model: the homeostatic time constant χ and the constant component to the VLPO drive, A v . In the previous sections, we have demonstrated how the parameters of the PR model relate to those of the two-process model, specifically, the homeostatic time constant χ is present in both models and varying the drive to the VLPO A v corresponds to varying the upper and lower thresholds without changing the distance between them. In [29, 30] it is shown that the two-process model can be understood as a one-dimensional map with discontinuities. In this section, we use this map to show how the observations in [24] and the postulate in [10] are linked and clarify how the transition between different numbers of daily sleep episodes occurs.
First we introduce the one-dimensional map. Consider the two-process model and suppose we start on the upper threshold, at time T . This rapid convergence means that a temporary change to timing of sleep will revert to the regular sleep-wake cycle within a few days.
Phrasing the two-process model in these terms illustrates that it can be represented as a one-dimensional map. Probably the most well-known example of such maps is the logistic map [32] which has been widely used to show that simple rules can lead to very complex dynamics. A distinctive feature of the two-process model is the fact that the map contains a discontinuity. For the value of the clearance parameter χ = 45 hrs used in Figure 5 , the discontinuity does not have a significant impact on the dynamics and all trajectories converge rapidly to the same periodic cycle. However, the presence of the discontinuity is key to understanding the transition from monophasic to polyphasic sleep. This is illustrated in Figure 6(a)-(d) , where a sequence of converged solutions to the two-process model are shown for decreasing χ. For χ = 20 hrs, the sleep-wake cycle is monophasic, but in the wake episode the trajectory comes close to, but just does not touch, the upper threshold ( Figure 6(a) ). If distance from the upper threshold is a measure of sleepiness during wake, this would correspond to a dip in alertness. If χ is reduced further, say to χ = 18 hrs as shown in Figure 6 (b), then the wake trajectory does not only come close to, it touches the upper threshold resulting in a short nap and a sleep-wake cycle that is bi-phasic with one longer sleep and one short sleep. Decreasing χ further results in a sequence of further tangencies each of which adds one additional sleep-wake episode. Such transitions are known as grazing bifurcations, tangent bifurcations, or border collision bifurcations and are characteristic of one-dimensional maps with discontinuities [33, 34, 35] . In the return map, a grazing bifurcation occurs when the discontinuity in the map coincides with the diagonal line. They are responsible for period-adding transitions in the context of electronic circuits and here, we see, are responsible for sleep-episode-adding transitions. Such transitions have also been observed and analysed using one-dimensional maps in the context of understanding the dynamics of neurons [36, 37] .
The sleep-wake pattern for varying χ is shown in Figure 6 (e). For larger values of χ there is one episode of sleep each day: the model falls asleep exactly once and always at roughly the same time (N = 1). A grazing bifurcation occurs at around χ = 19.8 hrs and results in a region between 15 < χ < 19 hrs where sleep is bi-phasic with one longer and one shorter sleep each day (N = 2). A succession of further grazing bifurcations take place as χ is reduced, resulting in increasing numbers of daily sleep episodes. From Figure 6 (e) we see there are intermediate regions between each value of N . For example, between the monophasic and biphasic region there is a small region around χ = 19.8 hrs where the sleep pattern has a period of two days. This corresponds to a region where a grazing bifurcation has taken place, causing an extra sleep period on one day, but this extra sleep period is enough to mean that no additional sleep is needed on the following day. The sleep wake trajectory in this case is shown in Figure 7 (a). Similar behaviour is seen at each transition between different numbers of daily sleep episodes and is characteristic of such transitions in one-dimensional discontinuous maps [38] : this is illustrated for the transition between two and three sleep episodes in Figures 7(b) and a similar pattern of sleep to that shown in Figure 1 (a) using parameters as in [10] . In fact, as shown for one-dimensional discontinuous maps in [38] , the situation is even more complicated: in Further discussion of the map is given in the Supplementary Material. In [24] , the behaviour of the PR model is examined both as the time constant χ and the mean drive to the VLPO, A v are varied. Our parameter equivalences between the PR model and the two-process model (9) show that increasing A v is equivalent to increasing the upper and lower thresholds without changing the distance between them. One can then deduce for the two-process model that for low A v , the homeostat will never reach the lower threshold and no wake will occur. Similarly, for high A v no sleep will occur. For large values of χ (χ greater than approximately 20 hrs), the amount of daily sleep varies approximately linearly with the mean drive to the VLPO as shown in Figure 8 (a) and observed in [24] . As seen before, the sleepwake cycle is monophasic and is largely independent of χ in this range. The actual transition between monophasic sleep and no sleep (or no wake) occurs through grazing bifurcations, where this time the grazing bifurcations result in periodic cycles that have wake (sleep) episodes of greater than 24 hours: examples of such cycles are evident in Figure 8 approached, grazing bifurcations result in ever decreasing numbers of sleep (wake) episodes until no sleep (no wake) occurs, see Figure 8 (b).
In [24] , it was shown that the sleep of many mammalian species could be understood in the context of the PR model by varying just two, physiologically plausible, parameters: χ and c 0 = A v /ν vc . Their results show: a sequence of transitions from monophasic to polyphasic sleep as the time constant χ is reduced but where total sleep daily sleep remains approximately constant; for fixed χ and varying mean drive to the VLPO a sequence of transitions from a state with no wake to a state with no sleep. By using the relationship between the PR model and the two-process model we see that reducing χ results in a sequence of transitions from monophasic to polyphasic sleep through grazing bifurcations that successively add sleep episodes; at the transition between N episodes of sleep and N + 1 episodes of sleep, there are regions where sleep alternates between N and N + 1 daily episodes (examples of such trajectories for the PR model are shown in the Supplementary Material). The parameter equivalences identified in Section 3 show that changing the mean drive to the VLPO is equivalent to simultaneously shifting the upper and lower thresholds of the two-process model. The relation between the PR model and the two-process model shows how this inevitably leads to grazing bifurcations and ultimately cycles with either no sleep or no wake.
The quantitative agreement is close with [24] , but not exact: this is because we have chosen a fixed value for µ, the upper asymptote, in the two-process model, the value to match the PR model for χ = 45 hrs. Varying χ in the PR model results in a small change to the precise region of the switching function that is used, which in turn induces some change in the value of Q S . Since µ =μQ S this results in some dependence of µ on χ in the equivalent two-process model. One consequence is that the switch from monophasic sleep to biphasic sleep occurs at around χ = 19 hrs for the twoprocess model instead of χ = 16 hrs for the PR model. More details can be found in the Supplementary Material.
Wake effort
Sleep deprivation experiments involve keeping subjects awake for an extended period of time during which cognitive and behavioural tests are undertaken to measure sleepiness and performance. One measure of sleepiness is the Karolinska Sleepiness Scale (KSS) score and in [25] , the concept of 'wake effort' is introduced for the PR model and good agreement between wake effort and experimental data on KSS scores is found. Wake effort corresponds to a change in the drive to the MA and is interpreted as a need to provide the MA with greater stimulation in order to maintain wake. Here, we show how this can be re-interpreted in the context of the two-process model. Wake effort in [25] is presented by considering the graph of the MA firing rate Q m (or equivalently, V m ), against the drive to the VLPO, D v . In a regular sleep-wake cycle, Q m follows a hysteretic loop, see Figure 9 ternatives that keep the system in the wake region are: decrease the drive to the VLPO, D v ; increase the drive to the MA, D m or some combination of both of these. In [25] , it is argued that in order to maintain wake it is necessary to stimulate the MA, and therefore D m is increased to remain on the 'ghost state', but this is equivalent to following the line D In the two-process model, acute sleep deprivation is modelled as a continued increase in the homeostatic pressure. In [10] this is interpreted as a suspension of the upper threshold, but with insight gained from the the PR model, we see that an alternative interpretation is that the upper threshold is continuously moved to keep the model in the wake state, as shown in Figure 10 (a). The wake effort is then related to the extent to which the threshold has to be moved, that is the quantity max(H − H + , 0) with the upper threshold H + as given by (3) . This quantity is shown in Figure 10 (b). Using the explicit relationships between the parameters in the PR model and the two-process model, the moving of the threshold corresponds to a modified value for D 
This resulting wake effort computed from the two-process model is shown by the solid line in Figure 10 (c) and agrees very well with the calculation of the wake effort from the PR model in [25] (crosses). The close to linear relationship (the quadratic term has a very small coefficient) between wake effort in the PR model and H − H + , which is essentially the difference between the homeostatic pressure and the circadian oscillator, demonstrates that the wake effort used in [25] is fundamentally similar to previous measures used to compare performance and sleepiness scores. The precise scaling relationship and the degree of nonlinearity is dependent on the shape of the bistable region in the (D m , D v )-plane shown in Figure 9 (b), and on the choice of function for the dependence of the homeostatic process on the firing rate of the MA. In [17] and for many of the subsequent papers, the upper asymptote is give by µ =μQ m . However, in [25] the functional form µ =μ
is used in order to "limit the unrealistically high production rate at high Q m ". This change in functional form has the effect of keeping µ approximately constant during wake, which is why the agreement between the wake effort as defined by [25] agrees well with our analogous computation from the two-process model. This is illustrated in Figure 10 [31] these parameters have largely been left unchanged: we will return to this point in the discussion.
Discussion
The strengths of the two-process model have been its inclusion of the two fundamental processes that are believed to regulate the sleep-wake cycle along with its graphical simplicity. This has meant that it has been used extensively as a tool to understand the behaviour of the sleep-wake cycle, design experiments and interpret data [39, 40] . A weakness is the difficulty in relating the threshold levels of the homeostatic pressure H that result in switches between wake and sleep to physiological quantities.
The PR model was developed with the same two governing processes in mind, but introduced some physiological basis for the switching that occurs between wake and sleep. In recent years, this model has been extensively tested in a range of scenarios, some of which depend on the fast dynamics within the model, like the role of disturbances during sleep [23] , but in many cases relying on the slow dynamics of the model. The four orders of magnitude between the neuronal timescale and the homeostatic/circadian times scales means that the timescale separation between the slow and fast dynamics is very good.
Here we have shown that the slow dynamics of the PR model can be explicitly related to the two-process model, which provides new perspectives on both the two-process model and the PR model. Using this relationship, new insight into the meaning of the two-process model has been gained. Specifically, the distance between the thresholds is related to the degree to which the MA inhibits the VLPO during wake and the values of the thresholds are related to the parameters associated with the modelling of the firing rates Q j , the mean VLPO drive, and the strength of the homeostat. The parameter comparison also highlights the fact that there is no strong reason why the homeostatic pressure should remain between the thresholds in the twoprocess model, see for example Figure 4 . For values between the thresholds, either sleep or wake can occur. Above the upper threshold, only sleep can occur: this could be viewed as a region of sleep, from which it is hard to wake up. Below the lower threshold, only wake can occur, representing times when it is difficult to fall asleep.
Motivated by the strong relationship between the two-process model and the slow dynamics of the PR model, we have re-visited the two-process model. By using that the two-process model can be represented as a onedimensional map with discontinuities we are able to interpret the transitions from monophasic to polyphasic sleep as grazing bifurcations. This provides the dynamical underpinning for the observation that the PR model gives a systematic framework which encompasses many different mammalian species and confirms the hypothesis of [10] that such a framework could be present in the two-process model. Furthermore, it suggests that 'typical' transitions with varying clearance parameter, at least for the larger mammalian species with relatively large clearance parameters, will involve gaining or losing one sleep episode a day. We note that the sequence of transitions for increasing χ is consistent with observations of changes in the daily sleep patterns of early childhood.
Varying the homeostatic time constant as shown in Figure 6 (a) suggests that for large mammals (large χ) sleep regulation is dominated by the circadian rhythm. In contrast, as shown in Figure 6 (d), small mammals are more strongly driven by their metabolism and it is the homeostatic component that dominates. However, we note that the equivalence of the two models raises some interesting questions on accepted parameter values: in both models the homeostatic process is modelled in a similar way, with exponential decay during sleep and an exponential approach to an upper asymptote during wake. In the context of the two process model, accepted physiological markers for the homeostatic process are slow waves in the sleep EEG and theta activity in the EEG during wake respectively, both of which are readily measured. The time constants χ s and χ w differ during wake and sleep and are measured to be χ s ≈ 4 hrs and χ w ≈ 18 hrs in humans [11] . An important physiological question is the necessity for two different time constants for the homeostatic process, one for wake and one for sleep. Animal [41] and human experiments [42] strongly suggest that the time constant during wakefulness varies with genetic background (animals) and during development (humans) whereas the time constant during sleep appears more invariant within species. In the context of the PR model, the homeostatic process represents the concentration of somnogenic factors such as adenosine, which are not easily accessible. During wake, adenosine is produced more quickly in the brain than it is cleared, decreasing the inhibition to the VLPO. A single value χ = χ s = χ w = 45 hrs is taken in order to replicate typical sleep patterns for adult humans. Given that in both models, the homeostatic process plays a key role in determining patterns of sleep and wake, it would be interesting to extend the modelling of the homeostatic process in the PR model to allow χ s and χ w to differ and determine whether a different parameterization of the PR model would lead to time constants in-line with measured values for the two process model. The grazing bifurcations have been shown to occur as the clearance parameter χ and as the mean drive to the VLPO or equivalently, both the upper and lower thresholds, are simultaneously varied. However, it is clear that the tangencies between the sleep-wake trajectories and the thresholds that give rise to these bifurcations could also occur if the distance between the thresholds (see [29, 30] ) or the upper and lower asymptotes of the homeostatic process are varied. A systematic study will be carried out elsewhere.
The two-process model has been compared with sleep deprivation experiments by assuming that the upper threshold is no longer present and that the sleep pressure continues to increase, with sleepiness linearly related to the difference between the homeostat and the circadian process. Here, we have demonstrated that the notion of 'wake effort' introduced in [25] is a similar measure and is equivalent to imagining, not that the upper threshold has vanished, but that increasing the stimulation to the MA results in increasing the upper threshold in line with the increase in H.
Similarly, one could also imagine a 'sleep effort' that would be required to keep the model asleep when it would naturally wake. This could be achieved by reducing the lower threshold in the two-process model or, equivalently, decreasing the stimulation to the MA, D m . As can be seen from Figure 9 (b), the PR model parameters suggest that, while it is possible to extend the wake state significantly by increasing D m , the capacity to extend the sleep state is more restricted. This observation is sensitive to the precise parameters and definition of the firing function. The asymmetry between sleep and wake is equivalent to the fact that in [25] , the authors noted that the 'sleep ghost' is less prominent than the 'wake ghost'.
The equivalence between the PR model on the slow timescale and the twoprocess model is exact when the firing function is a hard switch, but when the firing function is sigmoidal is more subtle. This is because, in the PR model, the upper/lower asymptotes of the homeostatic process are modelled as a a function of Q m the firing rate of the MA. With a hard switch, Q m takes only two values, Q S or zero (similar to the two-process model), but with a sigmoid it varies continuously. Except in the neighbourhood of bifurcations, for monophasic sleep we have shown that one can fix the maximal value of Q m and the switching voltage θ S such that the times when the homeostatic pressure reaches its extreme values in the PR and two-process models coincide. The precise values of Q m and θ S needed, and therefore the values of the asymptotes in the equivalent two-process model, depend to some extent on the other parameters in the model. In this paper we have taken the approach of fixing the values of the asymptotes as those needed to agree with the PR model for their 'normal' values of the parameters at χ = 45. We have not then varied the asymptotes as other parameters are changed which means that the quantitative agreement between the results from the twoprocess model and the PR model are not exact. Nevertheless, the sequence of transitions and the underlying mechanism through grazing bifurcations carry over between the two models with only minor quantitative differences. In the case of the wake effort, the dependence of the upper asymptote on the firing rate in the PR model means that there is approximately a 10% difference in the wake effort between the two-process and PR models after four days.
However, the fact that implicit in the PR model is a non-constant asymptotic value for the homeostatic process has wider implications. Sleep deprivation experiments tend to show a leveling off of psychomotor vigilance test (PVT) scores over a period of a few days, similar to the levelling off seen in the wake effort shown in Figure 10 . In contrast, chronic sleep restriction experiments, where subjects repeatedly are allowed less sleep than they need, tend to show a linear increase in PVT over the timescale of typical experiments. In order to explain this, in [13] , Avinash et al considered a two-process model but suggested that the upper and lower asymptotes varied with time. This idea was generalised in [14] . Both papers suggest that the time variation occurs through some longer timescale process. We note that within the context of the PR model, during sleep deprivation or chronic sleep restriction the values of the firing function will tend to increase, automatically inducing some time dependence in the values of the asymptotes.
The asymptotes and therefore the wake effort in the PR model are sensitive to the particular choice of the firing function and the functional dependence of the upper asymptote on Q m . For parameter choices made in [25] , Q m , like D m , depends approximately linearly on wake effort. However, note that the shape of the relation between D v and D m shown in Figure 9 means that for high D m there is a 'corner' where to stay awake longer means that a very large increase in D m is needed. This transition suggests that a critical change in behaviour for large wake effort, although it is unclear whether this could give an alternative explanation for the behaviour at extreme sleep restriction to the 'bifurcation' suggested by [14] . This corner can be further understood by re-examining the firing function shown in Figure 3 . Since only a small part of the sigmoid is used under 'normal' conditions for the PR model, increasing D m will result in an almost linear change to the range of Q m . However, once D m is large, it becomes increasing difficult to increase Q m by increasing D m and the corner in Figure 9 corresponds to the flattening off of the relationship between Q m and D m . While this is beyond the physiological range of the parameters, this part of the PR model has been less constrained by physiological parameters or behaviour than many other features of the model and a slightly different firing function could lead to a corner at more physiological values. The relationship between the two-process based model in [14] , the PR model and the modelling of sleep deprivation versus sleep restriction deserves further attention and will be the subject of a future paper.
In order to better understand sleep/wake regulation it is essential that models that incorporate neurophysiology are developed, analysed and used. However, as models become more complex two problems arise. Firstly they become difficult to analyse systematically, with large numbers of numerical simulations becoming the principle method used to establish the behaviour of the system. Secondly, there is a proliferation of parameters which cannot be easily determined experimentally. One consequence is that it becomes difficult to establish the relative merits of different models. By demonstrating that the two-process model and the PR model are essentially the same for sleep-wake phenomena on the slow time-scale of hours we have not only gained insight on the interpretation of both models but also established the mechanism for transitions between different patterns of sleep and wake in the PR model. This link also suggests some interesting avenues for future extensions of the PR model based on recent insights and research on the two-process and related models. All parameters have been defined to be positive, consequently some of the signs in equations (6) are opposite to their original definitions in [17] . The mean component of the circadian drive in the PR model has been incorporated in the definition of A v , A v = ν vc c 0 , c 0 = 4.5.
A Parameter values
B PR switch to two-process comparison
The equations for the PR switch model are
where
Since τ χ we introduce the small parameter = τ /χ, the fast timê t = t/ and the slow time T = t, d/dt = d/dt and d/dT = d/dt. Then, at O(1) (slow time) equations (11) become
During wake, these have solution
During sleep, these have solution
Transitions between wake and sleep when V m = θ S , so the switch from wake to sleep occurs when
and from sleep to wake when
By comparison with equations (1)- (4) we see that the two-process model and the dynamics of the PR switch model on the slow manifold are equivalent if 
C PR to two-process comparison
On the slow manifold, the PR model is
where Q j , j = m, v is given by equation (5) . For a fixed value of D v these have one or three solutions, with the transition between one and three solutions happening at saddle-node bifurcations, D ± v that satisfy
The values of D ± v depend on ν vm , ν mv , Q max , σ and θ, and for the values commonly used in the PR model and listed in Table 1 give D In order to find parameter values that retain the maximum and minimum values and timings for the homeostatic process for monophasic sleep away from bifurcation points the following algorithm is followed:
• First the identification between the threshold values and the saddle node bifurcations in the PR model is made, leading to
• Numerically integrating the PR model during monophasic sleep results in trajectories for the homeostat that increase to a maximum during wake and decrease to a minimum during sleep. The maximum and minimum values occur close to the switches from wake to sleep and sleep to wake respectively. During wake, the BDB model gives • One can do a similar matching for the decreasing H phase to find a value for the lower asymptote. For the simulations presented here, the value of zero was taken for the lower asymptote.
By integrating the PR model with the 'normal' parameter values listed in Appendix A, it is found that the minimum occurs at H min = 12.51, t min = 15.31 hours and the maximum at H max = 15.07, t min = 30.67 hours.
• Comparing the expression for H • The relation for Q S in (13) gives Q S = µ µ .
• Considering H Hence for the typical values of the PR parameters listed in Table 1 and used in Figure 4 , θ S = 1.45, Q S = 4.85 ν vm = 0.208 .
It is also necessary to take A m > θ S in the PR switch model, otherwise no switching occurs. 
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The two-process model as a one-dimensional map As discussed in Section 4, the two-process model can be represented as a one dimensional map with discontinuities. The map is given by
where G(T n 0 ) is defined as follows. For t ∈ (T n 0 , T For t ∈ (T n w , T where C(t) = cos(ω(t − α)); H ± 0 are the mean values for the upper/lower thresholds; µ is the upper asymptote; χ s and χ w are the time constants for the homeostatic process during sleep and wake; a, ω and α are the amplitude, frequency, phase shift, of the circadian process C(t).
In [27] a detailed analysis of piecewise-linear discontinuous maps is presented. It is argued that these represent the normal forms for many systems in the neighbourhood of the discontinuity and that three different bifurcation scenarios are observed in such systems. Of the three scenarios, the particular case that is relevant for the two-process model parameters used to [27] label as period increment with coexistence of attractors and pure period increment scenarios, can also occur.
The sequence of bifurcations shown in Figure 6 (e) is typical of period adding bifurcations. A more conventional way to present the bifurcation diagram is shown in Figure S1 where the values of T n 0 are plotted against the bifurcation parameter. The term 'period-adding' refers to the fact that the period of the iterated map changes as a function of the parameter. So, for example, when the number of daily sleep episodes changes from one to two, the map repeats itself after two iterations.
In the main body of the text it is highlighted that between parameter values where solutions with N daily sleep episodes and solutions with N + 1 daily sleep episodes there are solutions which alternate between N and N +1 sleep episodes, as shown in Figure 7 . The same sequence occurs in the PR model, as illustrated in Figure S2 .
Yet another way of presenting the bifurcation diagram for the iterated map is to plot the length of the daily sleep episodes. This is shown in Figure S3 . On this diagram is also plotted the mean daily total sleep. This shows that for the two-process model, as for the PR model, the mean total daily sleep is approximately independent of the homeostatic time constant. 
The upper asymptote
In Appendix C, it is shown how to fit the parameter µ of the two-process model such that the homeostatic switching happens with the same timing as in the PR model. This fitting is dependent on the sleep-wake cycle and if χ varies, this sleep wake cycle will slightly vary and lead to different timings of the homeostat. In its turn, this would lead to a correction for the paremeter µ. In Figure S4 the dependence of the parameter µ is depicted for monophasic sleep. 
