In this paper we examine the large shocks due to major economic or financial events that affected U.S. macroeconomic time series on the period 1860-1988, using outlier methodology. We show that these shocks can have temporary or permanent effects on the series and that most of them can be explained by the Great Depression, World War II and recessions as well as by monetary policy for the interest rate data. We also find that macroeconomic time series do not seem inconsistent with a stochastic trend once we adjusted the data of these shocks.
Introduction
Since the influential paper of Nelson and Plosser (1982) , much attention has been devoted to examining whether macroeconomic time series are trend or difference stationary. Indeed, if the series is trend stationary, and is thus characterized by stationary movements around a deterministic trend, a shock has temporary effect and the series returns to its steady trend after the shock. On the other hand, if the series is difference stationary (or has a unit root), and is therefore characterized by a random walk (possibly with a drift), a shock has persistent effect. As a result, the series does not return to its former path following a random disturbance, and the level of the series shifts permanently.
Applying the unit root tests developed by Dickey and Fuller (1979) on a wide variety of U.S. macroeconomic time series, Nelson and Plosser (1982) found that the null hypothesis of a unit root could be rejected for only one out of the fourteen macroeconomic time series in their data set, i.e. the unemployment rate. Their finding had a profound impact on the way economic series have been viewed and treated subsequently (Banerjee and Urga, 2005) , especially if the series were indeed integrated, random shocks would have a permanent effect on the economy.
However, several authors pointed out that the tests employed by Nelson and Plosser have relatively low power against relevant trend-stationary alternatives (e.g., DeJong et al., 1992; Rudebush, 1992 Rudebush, , 1993 . Some studies then reinvestigated the Nelson-Plosser findings by employing more powerful unit root tests (e.g., NcNown and Puttitanun; 2002) 1 . Nevertheless, another drawback of these unit root tests is the presence of breaks. Perron (1989) and Rappoport and Reichlin (1989) demonstrated that unit root tests could not be used to distinguish between a segmented or changing deterministic trend and an unit root process. Indeed, they showed that if structural breaks were present in the data generating process but not allowed for in the specification of an econometric model, the analysis would be biased towards erroneous non-rejection of the unit root hypothesis 2 . They argued that the majority of shocks to the key economic 1 The Nelson-Plosser data set have been also examined from Bayesian approach (e.g., see
DeJong and Whiteman, 1991, and the special 1991 issue of Journal of Applied Econometrics 6 (4) . A number of papers have subsequently used the analysis of the Nelson-Plosser data set in order to illustrate the use of new econometric tools.
2 More precisely, Perron (1989) and Rappoport and Reichlin (1989) demonstrated that unit root tests fail to reject the unit root null hypothesis when there is a break under the trend-2
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variables of any economy would be transitory and that only few (rare) events would have any permanent effect. A number of tests has been then developed to take into account a structural change in which the date of the break is a priori unknown 3 . Indeed, Zivot and Andrews (1992) , among others, pointed out that the specification and the choice of breakpoint in Perron (1989) was influenced by a prior examination of the data (exogenous structural break), and thus can lead to fallacious rejection of the unit root hypothesis. They therefore argued in favor of the need to view break points as endogenous and to develop procedures which took this endogeneity into account. In this way, many researchers revisited the Nelson-Plosser empirical results from using unit root tests with structural breaks, allowing for one (e.g., Zivot The outline of the paper is as follows. In Section 2, the methodology for detecting outliers is described, and the detected outliers which can be associated (1996) and Ng and Perron (2001) to the case where a change in the trend function is allowed to occur at unknown time. However, their tests take into account only one structural change.
to some major economic or financial events are discussed in Section 3. Section 4 presents the unit root tests and interprets the results. Section 5 concludes.
Outlier Methodology
The search for outliers considers an unobserved components model in which there are two components: a regular component and an outlier component.
This outlier component reflects extraordinary, infrequently occurring events or shocks that have important effects on macroeconomic time series. The model is given by
where
y t is an ARIMA(p, d, q) process and f (t) contains exogenous disturbances or outliers. Following Chen and Liu (1993), we will consider four types of outliers:
additive outlier (AO), innovation outlier (IO), level shift (LS), and temporary change (TC). The models for different f (t) are as follows AO:
where ω i , i = AO, IO, LS, TC, denotes the magnitudes of the outlier, and
is an indicator function with the value of 1 at time t = τ and 0 otherwise, with τ the date of outlier occurring.
These outliers affect the observations differently: AO causes an immediate and one-shot effect on the observed series; LS produces an abrupt and permanent step change in the series (permanent shock); TC produces an initial effect, and this effect dies out gradually with time, where the parameter δ is designed to model the pace of the dynamic dampening effect (0 < δ < 1); the effect of IO is more intricate than the effects of the others types of outliers 7 . IO will produce 7 Indeed, except for the case of IO, the effects of outliers on the observed series are independent of the model. a temporary effect for a stationary series whereas it will produce a permanent level shift for a nonstationary series (see Chen and Liu, 1993 (i) the presence of outliers may result in an inappropriate model; (ii) even if the model is appropriately specified, outliers in a time series may still produce bias in parameter estimates and hence may affect the efficiency of outlier detection; and (iii) some outliers can not be identified due to a masking effect.
To overcome these problems, Chen and Liu (1993) proposed an iterative outlier detection and adjustment procedure to obtain joint estimates of model parameters and outlier effects. In their procedure the types and effects of outliers are obtained based on less contaminated estimates of model parameters, the outlier effects are estimated simultaneously using multiple regression, and the model parameters and the outlier effects (ω i ) are estimated jointly 8 . Here we use the Chen-Liu method modified by Gómez and Maravall (1997) 9 . This procedure is described below.
8 From a simulation study, Chen and Liu (1993) showed that their procedure performs well in terms of detecting outliers and obtaining unbiased parameter estimates. 9 Gómez and Maravall (1997) implemented this method in the computer program TRAMO.
Franses and Haldrup (1994), Tolvi (2001) and Darné and Diebolt (2004) also used this method to detect and correct outliers in macroeconomic series whereas Balke and Fomby (1991, 1994) and Bradley and Jansen (1995) applied that of Tsay (1988).
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An ARIMA model is fitted to y t in (2) and the residuals are obtained
For the four types of outliers in (1), the equation (4) becomes
These expressions can be viewed as a regression model forâ t , i.e.,
with x i,t = 0 for all i and t < τ , x i,t = 1 for all i and t = τ , and for t > τ and
The detection of the outliers is based on likelihood ratio [LR] statistics, given is compared to a critical value, and if the test statistic is larger, an outlier is found at time t = τ 1 and its type is selected (i * ). When an outlier is detected, the effect of the outlier is removed from the data as follows: the observation z t is adjusted at time t = τ 1 to obtain the corrected y t via (1) using the estimated magnitudeω i * and the appropriate structure of outlier f (t) i * as in (3), i.e.
Then, we compare the second largest absolute value of the LR statistics for the four types of outliers to the critical value, i.e.τ max = max|τ i (τ )| with τ = τ 1 , and so on. This process is repeated until no more outliers can be found.
Next, return to the outer iteration in which another ARIMA(p, d, q) model is re-estimated from the outlier-corrected data, and start the inner iteration again. This procedure is repeated until no outlier is found. Finally, a multiple regression is performed on the various outliers detected to identify (possible) spurious outliers 10 .
Note that estimating the initial ARIMA(p, d, q) model can lead to misidentify level shifts as innovational outliers or not detect them. To better determine whether the outliers can be considered as permanent or not, an outlier search will be conducted using the series in levels, i.e. from an ARIMA(p, 0, q) (Balke and Fomby, 1991; Balke, 1993 The logarithmic transformation is applied on the data, except for the interest rate. Tables 1 and 2 Most of the original series indicate significant skewness and excess kurtosis implying that the assumption of gaussian errors is not appropriate. As shown by Balke and Fomby (1994) , outliers may cause significant skewness and excess kurtosis in macroeconomic time series. Indeed, these measures of non-normality decrease, sometimes quite dramatically, after correcting outliers. Evidence of excess skewness and excess kurtosis disappears for all the series, except for the industrial production, the GNP deflator and the nominal wages.
Descriptive Statistics
The BP statistics are not significant for all (outlier unadjusted and adjusted)
series. This means that there is no serial linear correlation, except in the stock price which displays a BP test significant when the data are corrected of outliers.
This autocorrelation can be due to the presence of heteroscedasticity. In this context, we apply the Box-Pierce test corrected of conditional heteroscedasticity.
This statistic appears insignificant, implying that there is no serial linear correlation in the stock price.
The data does not seem contain conditional heteroscedasticity since the LM tests are not significant for most of series. Moreover, the interest rate, the stock price, the nominal GNP and the industrial production display a significant LM Finally, to test for general non-linearity we apply the most widely used test:
the BDS test. From Tables 3 and 4 , we observe that all the uncorrected data, except the real wages and the stock prices, display non-linearity. However, the BDS test becomes insignificant when the outliers are removed for most of them. This result is consistent with that of Balke and Fomby (1994) . Indeed, these authors showed that after fitting the outlier model and controlling for the effects of the outliers, the evidence of non-linearity in fifteen post-World
War II macroeconomic time series is substantially weaker. The nominal GNP and wages, the industrial production and the velocity have strong evidence of non-linearity even after removing the effect of outliers 12 .
Infrequent Large Shocks
In Tables 5-8 , all detected outliers are given by series, with their type, timing and t-statistics. In addition, we also try to associate the date of each outlier to a specific event that occurred near that date.
As expected, outliers are detected in all the series, giving strong proof of infrequent large shocks. Most of the shocks have a temporary effect but seven out of fourteen series experience a permanent shock 13 . As suggested by Balke and Fomby (1994) and Darné and Diebolt (2004) , it can also be noted that most of the series experienced an infrequent large shock due to the Great Depression,
World War II and recessions 14 . Below we examine further the detected outliers that are linked with identifiable economic events for all the series. Since there is a clustering of outliers across series, i.e. an event can cause infrequent large shocks in different series, we describe chronologically the economic events which 12 The non-linearity displays by the velocity can be explained by the presence of conditional heteroscedasticity. 13 Note that using the ARIMA(0,1,0) model to improve the power of level shift detection, no level shift is misidentified as innovative outliers. Clarida, 1987). Finally, the shock in 1986 can be owing to an oil price decline as well as the importance of the strong dollar (Poole, 1988) .
We compare the estimated break dates obtained in some previous studies on Nelson-Plosser data set with our detected outliers (see Tables 10-11 Finally, the locations of the estimated breaks for the consumer prices, the velocity and the stock prices are very different than those of the detected outliers.
Application of Unit Root Tests
Since the outliers can seriously affect the unit root tests (e.g., Franses and where y d t is the locally detrended series y t . The DF-GLS t-test is performed by testing the null hypothesis β 0 = 0 against the alternative β 0 < 0. The local detrending series is defined by
where z t equals to 1 for the constant mean case, and (1, t) for the linear trend case, andψ is the GLS estimator obtained by regressingȳ onz wherē 
where s is the autoregressive spectral density estimator of the long-term variance.
Furthermore, Ng and Perron (2001) showed that the popular Akaike and Schwarz information criteria are not sufficiently flexible for unit root tests, mainly when there are negative moving-average errors, to select the appropriate number of lags k 20 in the regression. They therefore suggested the use of Modified Information Criteria (MIC) that gives better results when an appropriate value for lags k is chosen for the DF-GLS and M-GLS tests.
The results of unit root test are displayed in Table 9 . The lag order k in the regression is selected by using the MIC. The efficient unit root tests for all the variables do not reject the unit root null hypothesis at the 5% level 21 , except for 
Conclusion
This paper examined the presence of large, but infrequent shocks due to major economic or financial events on U.S. macroeconomic time series, using outlier methodology. We showed that these shocks can have temporary or permanent effects on the series and that most of them can be explained by the Great 
