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Abstract
We study the worst case setting for approximation of d variate functions from a general reproducing kernel
Hilbert space with the error measured in the L∞ norm. We mainly consider algorithms that use n arbitrary
continuous linear functionals. We look for algorithms with the minimal worst case errors and for their rates of
convergence as n goes to infinity. Algorithms using n function values will be analyzed in a forthcoming paper.
We show that the L∞ approximation problem in the worst case setting is related to the weighted L2
approximation problem in the average case setting with respect to a zero-mean Gaussian stochastic process
whose covariance function is the same as the reproducing kernel of the Hilbert space. This relation enables
us to find optimal algorithms and their rates of convergence for the weighted Korobov space with an arbitrary
smoothness parameter > 1, and for the weighted Sobolev space whose reproducing kernel corresponds to
the Wiener sheet measure. The optimal convergence rates are n−(−1)/2 and n−1/2, respectively.
We also study tractability of L∞ approximation for the absolute and normalized error criteria, i.e., how
the minimal worst case errors depend on the number of variables, d, especially when d is arbitrarily large.
We provide necessary and sufficient conditions on tractability of L∞ approximation in terms of tractability
conditions of the weighted L2 approximation in the average case setting. In particular, tractability holds in
weighted Korobov and Sobolev spaces only for weights tending sufficiently fast to zero and does not hold
for the classical unweighted spaces.
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1. Introduction
There are many papers studying approximation of d variate functions f from a given space.
Usually, the underlying space is taken as a classical space such as (unweighted) Sobolev, Korobov
or Besov space. Here, by “unweighted” we mean that all variables play the same role. The error
of approximation is usually defined by comparing the function f with its approximant in the Ls
norm with s ∈ [1,∞] and by taking a worst function f from the unit ball of the underlying space.
This corresponds to the worst case setting. There are plenty of results about the optimal rate of
convergence of algorithms that use n evaluations given by arbitrary continuous linear functionals
or function values. The optimal rate is usually of the form O(n−p) with the largest possible p.
The factor in the big O notation is typically unknown and, in particular, it is unknown how it
depends on d. There are too many papers to cite and almost every issue of approximation journals
provides at least one paper on this subject.
Multivariate approximation has also been studied over general reproducing kernel Hilbert
spaces and a partial list of papers on this subject includes [2,3,11,14,24–27] and papers cited
therein. Particular Hilbert spaces such as weighted Korobov or Sobolev spaces have been assumed
in [4,5,9,16,17,22]. Here “weighted” means that the influence of each variable is moderated by a
certain weight. If all weights are the same, say all equal to one, then we are back to the unweighted
classical spaces, whereas a small weight means that a particular variable plays less important role
than variables corresponding to large weights. The error of approximation was usually defined by
the norm of a certain Hilbert space, and the L2 or weighted L2 norm was a popular choice. These
problems have been studied in the worst and average case settings.
The main emphasis of the papers mentioned in the last paragraph was on large d and on the nth
minimal errors, i.e., on the minimal errors among all algorithms that use at most n evaluations.
For n = 0, this is the initial error. The emphasis on large d leads to tractability for the absolute
or normalized error criterion. It holds if the nth minimal error (for the absolute error criterion)
or the nth minimal error divided by the initial error (for the normalized error criterion) depends
at most polynomially on d and goes polynomially fast to zero as n goes to infinity. A typical
result is that tractability does not hold for the unweighted spaces, since the (normalized) nth
minimal errors increase exponentially with d; this is known as the curse of dimensionality. To
guarantee tractability we need to have decaying weights. There are a number of results with
necessary and sufficient conditions on weights to guarantee tractability. There is also a notion of
strong tractability when the nth minimal errors (divided by the initial error) do not depend on d.
Similarly, we know conditions on weights to guarantee strong tractability.
In this paper, we study L∞ approximation in the worst case setting for d variate functions from
a general reproducing kernel Hilbert space with the error defined in the L∞ norm. The choice of
the L∞ norm is interesting per se and usually causes extra technical difficulties as compared to,
for instance, the L2 norm. There is, however, a bonus of considering the L∞ norm: the results
can be used to bound the nth minimal error measured in a weighted Ls norm for s ∈ [1,∞),
see Section 5. We consider algorithms that may use n arbitrary continuous linear functionals,
leaving the probably more practical case of function values for the future paper [6]. Since we
study multivariate approximation over Hilbert spaces, the nth minimal errors correspond to nth
Gelfand and linear widths. From general results, see, e.g., [20], we know that nth minimal errors
for L∞ approximation are attained by optimally chosen linear algorithms. That is why, without
loss of generality, we consider only linear algorithms.
We now describe the results of this paper. First of all, we show that the L∞ approximation
problem in the worst case setting is related to the weighted L2 approximation problem in the
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average case setting. More precisely, we show in Theorem 1 that the worst case error of an
arbitrary linear algorithm is the same as the average case error of the same algorithm with the
weighted L2, norm for a worst probability density function . Here, the average case error is
defined with respect to a zero-mean Gaussian stochastic process whose covariance function is the
same as the reproducing kernel of the Hilbert space. This relationship is useful since the weighted
L2, approximation problem in the average case setting has been studied in a number of papers
and books and many results are useful for L∞ approximation, see e.g., [7,11,13,15,18,23] and the
papers cited therein. In particular, we use the fact that the square of nth minimal average case error
for the weighted L2, approximation problem is equal to
∑∞
j=n+1 ,j , where ,j are ordered
eigenvalues of the integral operator W which depends on the reproducing kernel, see Section 3.
The linear algorithm achieving this error uses the inner products of the Hilbert space,
〈
f, ,j
〉
,
with ,j being the corresponding eigenfunctions of W.
In Theorem 2, we show that the nth minimal error of L∞ approximation is equal to the infimum
of ‖∑∞j=n+1 2j‖1/2L∞ over all complete orthonormal systems {j }∞j=1 of the Hilbert space. This
leads to our first major assumption (A1) concerning the rate of convergence in the L∞ norm of this
tail series for some sequence {j }. Next we study what happens if {j } is given by the sequence
of eigenfunctions {,j } from the average case setting with the weighted L2, norm. In particular,
assumption (A1) with {j } given by a permutation of {,j } is useful for tractability studies in the
Sobolev space whose kernel corresponds to the Wiener sheet measure.
The eigenfunctions ,j are normalized in the norm of the Hilbert space. If we switch to
˜,j = ,j /
√
,j then the functions ˜,j are normalized in the L2, norm. It turns out that
their L∞ norm is very important for L∞ approximation. This leads to our second major as-
sumption (A2) that there exists an almost everywhere positive probability density function  for
which the L∞ norms of all ˜,j are bounded, say, by C2. It follows from [3] that (A2) holds for
weighted Korobov spaces for all smoothness parameters and we can take C2 =
√
2 for all d.
Assumption (A2) also holds for the weighted Sobolev space whose kernel corresponds to the
Wiener sheet measure, although just now C2 = 2d/2 is exponentially large in d. In Theorem 4 we
assume that (A2) holds and show that modulo the factor C2, the nth minimal errors for L∞ ap-
proximation in the worst case setting are the same as the nth minimal average case errors for L2,
approximation. This is very useful especially for the weighted Korobov spaces. It allows us to prove
that the optimal rate of convergence is n−(−1)/2 and to find necessary and sufficient conditions
on tractability and strong tractability of L∞ approximation for both the absolute and normalized
error criteria. These conditions are the same as the known conditions for the average case setting,
see [2,3,25,26].
If (A2) holds then the square of nth minimal error of L∞ approximation is proportional to∑∞
j=n+1 ,j and the rate of convergence depends on how fast ,j goes to zero as j goes to infinity.
For L∞ approximation to be well defined, the kernel K has to be bounded, i.e., ‖K‖L∞ < ∞.
This implies that
∑∞
j=1 ,j < ∞. Since ,j are ordered, we have
√
,j = O(j−1/2). Our third
assumption (A3) specifies the rate of convergence of √,j . We assume that √,j = O(j−p)
with p > 12 . Then (A2) and (A3) imply that the rate of convergence for L∞ approximation is at
least n−(p−1/2), and if (A3) is sharp, i.e., if√,j = (j−p), then the optimal rate of convergence
is n−(p−1/2).
In Section 6, we study tractability of L∞ approximation for the absolute and normalized error
criteria. We translate the necessary and sufficient conditions on tractability and strong tractability
of the L2, approximation in the average case setting to L∞ approximation. The results are
presented in Theorems 9 and 10.
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Sections 7 and 8 deal with our two major examples: the weighted Korobov and Sobolev spaces.
We find necessary and sufficient conditions on tractability of L∞ approximation for the weighted
Korobov spaces for both the absolute and normalized error criteria. For the weighted Sobolev
space, these conditions are also necessary and sufficient for the absolute error criterion, but they
are only sufficient for the normalized error criterion. It is left as an open problem to check if these
conditions are also necessary.
In Section 9, we present an example which illustrates the assumptions and the results of our
paper. In particular, we show that for this instance of L∞ approximation, assumption (A2) is not
satisfied for any choice of density , however (A1) can be used. This example also illustrates the
need for a general density  to obtain the optimal rate of convergence for L∞ approximation. Our
last point is to show that, for one choice of , the optimal average case algorithm which is based
on the n largest eigenvalues has poor L∞ error whereas the algorithm based on the n largest L∞
norms of eigenfunctions has much smaller L∞ error.
2. Basic definitions
In this section, we provide basic concepts and definitions related to the present paper; for more
details see the books [8,13,15,18,19,28].
Let F be a separable Hilbert space of functions f : D → R, where D is a Borel measurable
subset of Rd . To avoid trivial cases, we assume that F is infinitely dimensional. Since information
about functions f will be provided by, e.g., function evaluations, we assume that Lx(f ) = f (x)
is a continuous linear functional for every x ∈ D. This is equivalent to assuming that F is a
reproducing kernel Hilbert space whose reproducing kernel is denoted by K. To stress this fact,
we will write
F = H(K).
For the basic properties of reproducing kernels we refer the reader to, e.g., [1,21]. Here we only
recall that H(K) is the completion of the space of linear combinations of K(·, xi ),
K(·, x) ∈ H(K) and f (x) = 〈f,K(·, x)〉H(K) for all x ∈ D and f ∈ H(K),
where 〈·, ·〉H(K) denotes the inner product of the space H(K). Moreover, for any complete or-
thonormal system {j }∞j=1 in H(K), we have
K(x, y) =
∞∑
j=1
j (x)j (y) for all x, y ∈ D. (1)
We consider the problem of approximating the functions f from H(K) with the error measured
in the L∞ norm. To guarantee that this problem is well defined, the corresponding embedding
from H(K) into L∞ has to be continuous. Since
sup
‖f ‖H(K)1
‖f ‖L∞ = ess sup
x∈D
sup
‖f ‖H(K)1
|f (x)| = ess sup
x∈D
√
K(x, x) = √‖K‖L∞ ,
this is why we assume throughout the paper that
‖K‖L∞ = ess sup
x∈D
K(x, x) < ∞. (2)
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Let A : H(K) → L∞ denote an algorithm which approximates f. Without loss of generality,
see, e.g., [20], we consider only linear algorithms of the form
A(f ) =
n∑
j=1
Lj (f )aj , (3)
where aj are functions from L∞ and Lj are continuous linear functionals from a permissible
class . Two classes are typically considered in the literature. The first one, denoted by all, is
what we consider in this paper and it consists of all continuous linear functionals,
all = F ∗ = (H(K))∗.
The second class, perhaps more important from the application point of view and considered in
[6], is denoted by std and consists of function evaluations, Lx(f ) = f (x) for x ∈ D.
In the worst case setting, the error of A is given by the operator norm of I − A, i.e.,
ewor(A;L∞) := sup
‖f ‖H(K) 1
‖f − A(f )‖L∞ .
Clearly, the initial error of the problem equals the error of the zero algorithm,
ewor(0;L∞) =
√‖K‖L∞ .
For a given , the corresponding nth minimal error is defined as the smallest worst case error
among all algorithms that use at most n functional evaluations from . That is,
ewor(n;L∞,) := inf
{
ewor(A;L∞):A of the form (3) with Lj ∈ 
}
.
For = all, the nth minimal errors ewor(n;L∞,all) are also called the approximation numbers
or linear width.
We define also the optimal rate of convergence by
pwor(L∞,) := sup
{
r > 0: lim
n→∞ e
wor(n;L∞,)nr = 0
}
.
Clearly,
ewor(n;L∞,all)ewor(n;L∞,std) and pwor(L∞,all)pwor(L∞,std).
3. Weighted L2 approximation in the average case setting
Consider a zero-mean Gaussian stochastic process whose covariance function equals the re-
producing kernel K of the space F = H(K), see e.g., [15,17,21]. 1 That is, denoting by E the
corresponding expectation, we have
E(f (x)) = 0 and E(f (x)f (y)) = K(x, y) for all x, y ∈ D.
For a given probability density function  that is positive a.e. on D, let L2, be the Hilbert space
equipped with the norm
‖f ‖2L2, =
∫
D
(f (x))2(x) dx.
1 In some of these works there is an additional assumption that K is continuous. This assumption is only needed for
specific results but not for the setting of the problem.
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We consider the problem of approximating f in the space L2, with the error defined in the average
case setting, i.e., for a given algorithm A of the form (3),
eavg(A;L2,) :=
√
E(‖f − A(f )‖2L2,).
The corresponding nth minimal average case error of L2, approximation is defined by
eavg(n;L2,,) := inf
{
eavg(A;L2,):A of the form (3) with Lj ∈ 
}
.
The optimal rate pavg(L2,,) is defined in analogy to pwor(L∞,). The initial error is
eavg(0;L2,) =
√
E(‖f ‖2L2,) =
(∫
D
K(x, x)(x) dx
)1/2
.
It follows from [7,11,23], see also the books [13,15,18], that for the class  = all the
nth minimal error is fully characterized by the spectrum of the operator W:H(K) → H(K)
given by
Wg :=
∫
D
g(t)K(·, t)(t) dt.
Let {(,j , ,j )}∞j=1 be the ordered orthonormal system of the eigenpairs of W, i.e.,
W,j = ,j,j and
〈
,i , ,j
〉
H(K)
= i,j with ,j ,j+10.
It follows that ‖,j‖2L2, = ,j . Without loss of generality we assume that all the eigenvalues
are positive. The nth minimal error in the class all is
eavg(n;L2,,all) = eavg(A∗,n;L2,) =
⎛
⎝ ∞∑
j=n+1
,j
⎞
⎠
1/2
,
with the corresponding optimal algorithm A∗,n given by
A∗,n(f ) =
n∑
j=1
〈
f, ,j
〉
H(K)
,j . (4)
Note that W is a finite trace operator. Indeed, due to (1) and (2) we have
trace(W) :=
∞∑
j=1
,j =
∞∑
j=1
∫
D
2,j (x)(x) dx
=
∫
D
K(x, x)(x) dx = [eavg(0;L2,)]2 < ∞.
Since the eigenvalues are ordered, this implies that
√
,j = O(j−1/2).
4. Main results for L∞ approximation
Let P be the set of non-vanishing probability density functions  defined over D, i.e.,
P :=
{
 : D → R:
∫
D
(x) dx = 1,  > 0 (a.e.)
}
.
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Theorem 1. For every linear algorithm A of the form (3), we have
ewor(A;L∞) = sup
∈P
eavg(A;L2,).
Thus, for any ,
ewor(n;L∞,) sup
∈P
eavg(n;L2,,).
Proof. LetA(f )(x) = ∑nj=1 Lj (f ) aj (x). Letfj ∈ H(K) be the generators ofLj , i.e.,Lj (f ) =〈
f, fj
〉
H(K)
. Then
f (x) − A(f )(x) =
〈
f,K(·, x) −
n∑
j=1
fjaj (x)
〉
H(K)
easily implies that
[ewor(A;L∞)]2
= ess sup
x∈D
⎡
⎣K(x, x) − 2 n∑
j=1
fj (x) aj (x) +
n∑
i,j=1
〈
fi, fj
〉
H(K)
ai(x) aj (x)
⎤
⎦ . (5)
Consider now  ∈ P . It is well known (and easy to derive) that
[eavg(A;L2,)]2 = E
(∫
D
(f (x) − A(f )(x))2 (x) dx
)
=
∫
D
⎡
⎣K(x, x) − 2 n∑
j=1
aj (x) E(f (x)Lj (f ))
+
n∑
i,j=1
ai(x)aj (x) E(Li (f )Lj (f ))
⎤
⎦ (x) dx. (6)
Observe that for Lj (f ) = f (xj ) both (5) and (6) have identical expressions inside the square
brackets. As can easily be verified, these expressions are also equal when the information func-
tionalsLj are linear combinations of function samplings, i.e.,Lj (f ) = ∑mjk=1 j,k f (xj,k). In this
case, fj = ∑mjk=1 j,kK(·, xj,k). Since span {K(·, x) : x ∈ D} is dense in H(K), the expressions
inside (5) and (6) are equal for arbitrary Lj ∈ all = (H(K))∗ = H(K). Therefore,
eavg(A;L2,)ewor(A;L∞).
We now show that the supremum of eavg(A;L2,) with respect to  equals ewor(A;L∞). Due
to the definition of the L∞ norm, for every positive  there exists a subset V ⊆ D of positive
Lebesgue measure, (V ) > 0, such that the value in the brackets in (5) is at least ewor(A;L∞)−
for every x ∈ V . Take any  =  ∈ P such that the corresponding measure of V is at least
1 − . For instance, (x) may be equal to c g(x) if x ∈ V and to  g(x) if x /∈ V with
c = (1 − 	N (D \ V ))/N (V ), where g(x) = (2
)−d/2 exp(−‖x‖22/2) is the density of the
standard normal probability measure N . Then
eavg(A;L2,)(ewor(A;L∞) − )(1 − ).
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Since  is arbitrary, this completes the proof of the first part. Finally, we have
ewor(n;L∞,) = inf
A
sup
∈P
eavg(A;L2,) sup
∈P
inf
A
eavg(A;L2,) = sup
∈P
eavg(n;L2,,),
with the infima taken over all algorithms A(f ) = ∑nj=1 Lj (f )aj with Lj ∈ . This completes
the proof of the second part of the theorem. 
Theorem 1 implies that
pwor(L∞,) inf
∈P
pavg(L2,,).
In Section 9, we provide an example of the space H(K) for which the above holds with equality;
however, it is open whether the equality holds in general.
Now we focus on algorithms using information functionals from the class all. We begin by
considering any algorithm of the form
An(f ) =
n∑
j=1
〈
f, j
〉
H(K)
j , (7)
where {j }∞j=1 is a complete orthonormal system in H(K). Then
|(f − An(f ))(x)| =
∣∣∣∣∣∣
∞∑
j=n+1
〈
f, j
〉
H(K)
j (x)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
〈
f,
∞∑
j=n+1
jj (x)
〉
H(K)
∣∣∣∣∣∣
 ‖f ‖H(K)
∥∥∥∥∥∥
∞∑
j=n+1
jj (x)
∥∥∥∥∥∥
H(K)
= ‖f ‖H(K)
⎛
⎝ ∞∑
j=n+1
2j (x)
⎞
⎠
1/2
.
Hence
ewor(An;L∞) =
∥∥∥∥∥∥
∞∑
j=n+1
2j
∥∥∥∥∥∥
1/2
L∞
. (8)
Theorem 2. The nth minimal error for L∞ approximation in the class all satisfies
ewor(n;L∞,all) = inf{j }∞j=1
∥∥∥∥∥∥
∞∑
j=n+1
2j
∥∥∥∥∥∥
1/2
L∞
,
where the infimum is taken with respect to all complete orthonormal systems {j }∞j=1 in H(K).
Moreover, if the infimum is attained for {∗j }∞j=1 then an nth optimal algorithm, i.e., an algo-
rithm that has the smallest error among all algorithms using at most n evaluations, is given by
An(f ) = ∑nj=1〈f, ∗j 〉H(K) ∗j .
Proof. Consider an arbitrary algorithm A using evaluations fj =
〈
f, j
〉
H(K)
, j = 1, . . . , n.
Without loss of generality we can assume the functions j are orthonormal in H(K) since,
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otherwise, we could apply Gram–Schmidt orthonormalization process to them. Let {j }∞j=n+1 be
a choice for the remaining part of the corresponding complete orthonormal system. Then
ewor(A;L∞)  sup∑∞
j=n+1 f 2j =1
ess sup
x∈D
∣∣∣∣∣∣
∞∑
j=n+1
fj j (x)
∣∣∣∣∣∣
= ess sup
x∈D
sup∑∞
j=n+1 f 2j =1
∣∣∣∣∣∣
∞∑
j=n+1
fj j (x)
∣∣∣∣∣∣
= ess sup
x∈D
∣∣∣∣∣∣
∞∑
j=n+1
2j (x)
∣∣∣∣∣∣
1/2
=
∥∥∥∥∥∥
∞∑
j=n+1
2j
∥∥∥∥∥∥
1/2
L∞
.
On the other hand, we already know that for any algorithm An given by (7) we have equality
(8). This means that the algorithm (7) is optimal among all algorithms using 〈f, j 〉H(K) for
j = 1, 2, . . . , n as its information. This also completes the proof. 
Theorem 2 states that the nth minimal error depends on how fast the L∞ norms of the tail series∑∞
j=n+1 
2
j decay. We are ready to introduce our first major assumption. Suppose there exists a
complete orthonormal system {j }∞j=1 in H(K) for which
∃ q > 0 ∃C1 > 0 ∀ n1 :
∥∥∥∥∥∥
∞∑
j=n+1
 2j
∥∥∥∥∥∥
1/2
L∞
 C1
(n + 1)q . (A1)
Corollary 3. Let (A1) hold. Then the error of An(f ) = ∑nj=1〈f, j 〉H(K) j is bounded by
ewor(An;L∞) C1
(n + 1)q .
It is an open problem whether the functions ∗j from Theorem 2 or j from Corollary 3 are
the eigenfunctions ,j of W for some  ∈ P . Clearly, there are complete orthonormal systems
whose functions are not eigenfunctions of W for any . Indeed, this holds, e.g., for j (x) = xj /j !
which are orthonormal in the space H(K) with D = [0, 1] and K(x, y) = ∑∞j=0 xjyj /(j !)2.
Then Wj = jj would imply that
∫ 1
0 t
k+j(t) dt = 0 for all k = j , which is impossible.
Nevertheless, we shall see that sometimes the choice of j = ,j for some  leads to almost
optimal algorithms. More precisely, the algorithm A∗,n defined in (4) is of the form (7) with
j = ,j , and we have⎛
⎝ ∞∑
j=n+1
‖,j ‖2L2,
⎞
⎠
1/2
= eavg(A∗,n;L2,)ewor(A∗,n;L∞) =
∥∥∥∥∥∥
∞∑
j=n+1
2,j
∥∥∥∥∥∥
1/2
L∞
,
with the left-most equality due to the fact that ‖,j‖2L2, = ,j .
We now introduce our second major assumption. Define
˜,j :=
,j√
,j
.
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Obviously ‖˜,j‖L2, = 1. We need to control the L∞ norms of the functions ˜,j and to know
that they are uniformly bounded in j. That is, we assume that
∃C2 > 0 ∀j1 : ‖˜,j‖L∞C2. (A2)
As we shall see in Sections 7 and 8, assumption (A2) holds for weighted Korobov and Sobolev
spaces of multivariate functions when  ≡ 1. For the Korobov case, we have C2 =
√
2 for all d,
and for the Sobolev space C2 = 2d/2 is exponentially large in d. However, for some kernels K,
assumption (A2) does not hold, see the disjoint support example in Section 9.
If (A2) holds then∥∥∥∥∥∥
∞∑
j=n+1
2,j
∥∥∥∥∥∥
1/2
L∞
=
∥∥∥∥∥∥
∞∑
j=n+1
,j ˜
2
,j
∥∥∥∥∥∥
1/2
L∞
C2
⎛
⎝ ∞∑
j=n+1
,j
⎞
⎠
1/2
.
This leads to the following theorem.
Theorem 4. Suppose that there exists  ∈ P for which (A2) holds. Then the algorithm A∗,n
defined in (4) is almost optimal for L∞ approximation and⎛
⎝ ∞∑
j=n+1
,j
⎞
⎠
1/2
ewor(n;L∞,all)ewor(A∗,n;L∞)C2
⎛
⎝ ∞∑
j=n+1
,j
⎞
⎠
1/2
.
As mentioned in the previous section, finite trace of W implies
√
,j = O(j−1/2). It is useful
to have a faster convergence of the eigenvalues. This is our third assumption,
∃p > 1
2
∃C3 > 0 ∀ j1 :
√
,j 
C3
jp
. (A3)
Then
∞∑
j=n+1
,j C23
(
(n + 1)−2p +
∫ ∞
n+1
x−2p dx
)
C23
1 + 1/(2p − 1)
(n + 1)2p−1 ,
which leads to the following corollary.
Corollary 5. Suppose that there exists  ∈ P for which (A2) and (A3) hold. Then the algorithm
A∗,n defined in (4) has the error bounded by
ewor(A∗,n;L∞)
C2 C3 (1 + 1/(2p − 1))1/2
(n + 1)p−1/2 .
When (A2) does not hold, it may be advantageous to consider the algorithm (7) with
j = ,P (j)
for a permutation P of N+ = {1, 2, . . .}. We shall see in Section 8 that (A1) is satisfied when this
permutation P rearranges the eigenpairs according to non-increasing order of ‖2,j‖L∞ .
Combining all the analysis of this section, we obtain the following corollary.
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Corollary 6. Suppose that there exists  ∈ P for which (A3) holds, and assume additionally that
p in (A3) is sharp, i.e., √,j cj−p for some c > 0. Then
qpwor(L∞,all)p − 12 if (A1) holds,
pwor(L∞,all) = p − 12 if (A2) holds.
5. Weighted Ls approximation
We briefly show that (A2) and (A3) provide upper bounds on the nth minimal errors for weighted
Ls approximations with s ∈ [1,∞). By weighted Ls approximation we mean multivariate
approximation with the error between f and A(f ) defined in the Ls, norm,
‖f − A(f )‖Ls, =
(∫
D
|f (x) − A(f )(x)|s (x) dx
)1/s
.
The corresponding worst case error of A and the nth minimal error are denoted by
ewor(A;Ls,) and ewor(n;Ls,,all).
It is well known, see, e.g., [20], that the algorithm A∗,n is also optimal for the weighted L2
approximation in the worst case setting, and
ewor(A∗,n;L2,) = ewor(n;L2,,all) =
√
,n+1,
where as before, ,j are ordered eigenvalues of the operator W.
We recall a well-known relation between weighted Ls norms:
‖g‖Ls,‖g‖min(1,2/s)L2, ‖g‖
(1−2/s)+
L∞
holds for any g ∈ L∞, where (x)+ = max(0, x). Thus for every algorithm A we have
ewor(A;Ls,)
[
ewor(A;L2,)
]min(1,2/s) · [ewor(A;L∞)](1−2/s)+ .
This and Corollary 5 yield the following result.
Corollary 7. Suppose that there exists  ∈ P for which (A3) holds. For s > 2, assume addition-
ally that (A2) holds. Then the algorithm A∗,n defined in (4) satisfies
ewor(A∗,n;Ls,)
C3[C22 (1 + 1/(2p − 1))](1/2−1/s)+
(n + 1)p−(1/2−1/s)+ for all s ∈ [1,∞).
The error bound in Corollary 7 is sharp for a number of specific spaces including Sobolev
spaces, see, e.g., [12].
6. Tractability
So far we treated d, the number of variables, as a fixed parameter. In this section we consider a
sequence of multivariate L∞ approximation problems indexed by d = 1, 2, . . . . That is, for each
d, we have a reproducing kernel Hilbert space Fd = H(Kd) with Kd : Dd × Dd → R, where
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the kernel and the domain depend on d, Dd ⊆ Rd . Also the nth minimal errors depend on d; this
is why we write
eavg(n; d, L2,d ,), ewor(n; d, L∞,) and pwor(d, L∞,)
to stress this dependence.
We now recall the notions of tractability. We say that the multivariate L∞ approximation
problem (or more precisely the sequence of problems with varying d) is tractable for the absolute
error criterion with respect to  in the worst case setting iff there are nonnegative constants c, r1
and r2 such that
ewor(n; d, L∞,)cd
r2
nr1
for all n, d1
and it is strongly tractable if the above inequality holds with r2 = 0. We say that it is tractable
for the normalized error criterion iff
ewor(n; d, L∞,)
ewor(0; d, L∞)  c
d r2
nr1
for all n, d1
and it is strongly tractable if the above inequality holds with r2 = 0.
Recall that ewor(0; d, L∞) =
√‖Kd‖L∞ is the initial error of the d-dimensional L∞ approxi-
mation problem which may depend on d, and therefore tractability conditions in the absolute and
normalized error criteria may be quite different.
As we shall see, tractability of L∞ approximation in the worst case setting is intimately related
to tractability of weighted L2 approximation in the average case setting, which is defined in a
similar way and has been studied in e.g., [2,3,10,26]. We summarize known results in the following
remark.
Remark 8. Consider the L2,d approximation problem in the average case setting for a given
sequence of d ∈ Pd . Let {d,d ,j }∞j=1 be the ordered sequence of the eigenvalues of the operator
Wd : Fd → Fd , Wd g =
∫
Dd
g(t)Kd(·, t)d(t) dt.
• (Strong) tractability for the absolute and normalized error criteria with respect to all is equiv-
alent to (strong) tractability for the absolute and normalized error criteria with respect to std.
• For  ∈ (0, 1], 0 and C > 0, define
Md,d (, , C) :=
⎛
⎝ ∞∑
j=C d 
d,d ,j
⎞
⎠
1/
. (9)
The problem is tractable for the absolute error criterion with respect to all or std iff
∃  ∈ (0, 1), 0, 0, C > 0 : sup
d1
d−Md,d (, , C) < ∞,
with  =  = 0 corresponding to strong tractability. When this holds, then
eavg(n; d, L2,d ,all) = O
(
d max(/2,(1−)/(2)) n−(1/−1)/2
)
,
eavg(n; d, L2,d ,std) = O
(
d max(/2,(1−)/(2))n−(1/−1)/2 (ln ln(n + 2))1/
)
,
where the implied factors are independent of n and d, but depend on , , C and .
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• For  ∈ (0, 1], define
Md,d () :=
(∑∞
j=1 

d,d ,j
)1/
∑∞
j=1 d,d ,j
. (10)
The problem is tractable for the normalized error criterion with respect to all or std iff
∃  ∈ (0, 1), 0 : sup
d1
d−Md,d () < ∞,
with  = 0 corresponding to strong tractability. When this holds, then
eavg(n; d, L2,d ,all)
eavg(0; d, L2,d )
= O
(
d/2n−(1/−1)/2
)
,
eavg(n; d, L2,d ,std)
eavg(0; d, L2,d )
= O
(
d/2n−(1/−1)/2 (ln ln(n + 2))1/
)
,
where the implied factors are independent of n and d, but depend on  and .
For the absolute error criterion, the tractability results and error estimates for the classall follow
from Theorem 6.1 of [10], and for the class std they follow from Theorem 2 and Corollary 4 of
[2]. For the normalized error criterion, they follow from [2].
We now derive the necessary and sufficient conditions for tractability of L∞ approximation in
the worst case setting. For any  including all and std, we have from Theorem 1 that
ewor(n; d, L∞,) sup
d∈Pd
eavg(n; d, L2,d ,).
Recall that eavg(0; d, L2,d ) = (
∫
Dd
Kd(x, x)d(x)dx)1/2 and ewor(0; d, L∞) = ‖Kd‖1/2L∞ . This
yields
ewor(n; d, L∞,)
ewor(0; d, L∞) d supd∈Pd
eavg(n; d, L2,d ,)
eavg(0; d, L2,d )
,
where
d :=
infd∈Pd e
avg(0; d, L2,d )
ewor(0; d, L∞) =
√
ess infx∈DdKd(x, x)
ess supx∈DdKd(x, x)
. (11)
For the absolute error criterion, (strong) tractability of L2,d approximation in the average case
setting for every sequence of d ∈ Pd provides a necessary condition for (strong) tractability of
L∞ approximation in the worst setting. The same is true for the normalized error criterion if d
does not converge to zero faster than polynomially in d.
For the absolute error criterion we use error bounds from Section 4,
ewor(n; d, L∞,all)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C1,d (n + 1)−qd if (A1) holds,
C2,deavg(n; d, L2,d ,all) if (A2) holds,
C2,dC3,d
√
1 + 1/(2pd − 1)
(n + 1)pd−1/2 if (A2) and (A3) hold.
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For the normalized error criterion, we rewrite them as
ewor(n; d, L∞,all)
ewor(0; d, L∞) 
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
C′1,d (n + 1)−qd if (A1) holds,
C′2,d
eavg(n; d, L2,d ,all)
eavg(0; d, L2,d )
if (A2) holds,
C′2,dC′3,d
√
1 + 1/(2pd − 1)
(n + 1)pd−1/2 if (A2) and (A3) hold,
where
C′1,d =
C1,d
ewor(0; d, L∞) , C
′
2,d =
C2,deavg(0; d, L2,d )
ewor(0; d, L∞) , C
′
3,d =
C3,d
eavg(0; d, L2,d )
.
From this we conclude that for the absolute (or normalized) error criterion, if (A1) holds with C1,d
(or C′1,d ) bounded polynomially in d and qd bounded away from zero, then the L∞ approximation
is tractable, and it is strongly tractable when C1,d (or C′1,d ) is bounded independently of d.
Moreover, if there is one sequence of ∗d ∈ Pd for which (A2) and (A3) hold with C2,d (or
C′2,d ) and C3,d (or C′3,d ) bounded polynomially in d and with pd bounded away from zero, then
we have tractability of L∞ approximation for the absolute (or normalized) error criterion. When
C2,d (or C′2,d ) and C3,d (or C′3,d ) are bounded independently of d then we have strong tractability
for the corresponding error criterion.
We summarize our discussion in the two theorems below.
Theorem 9. Consider L∞ approximation in the worst case setting with respect to the class all,
and consider the absolute error criterion.
(a) (Necessary condition) The problem is tractable only if for every sequence of d ∈ Pd we
have
∃ ∈ (0, 1), 0, 0, C > 0 : sup
d1
d−Md,d (, , C) < ∞, (12)
where Md,d (, , C) is defined in (9). The problem is strongly tractable only if (12) holds for
every sequence of d ∈ Pd with  =  = 0.
(b) (Sufficient condition) The problem is tractable if (A1) holds for every d with C1,d = O(da)
for some a0 independent of d, and with qd such that r1 := infd qd > 0. When this holds,
then
ewor(n; d, L∞,all) = O
(
dan−r1
)
,
where the implied factor is independent of n and d but depends on a and r1. If a = 0 then the
problem is strongly tractable.
(c) (Sufficient condition) The problem is tractable if there exists one sequence of ∗d ∈ Pd for
which (A2) holds with C2,d = O(da) and (A3) holds with C3,d = O(db) for some a, b0
independent of d and with pd such that r1 := infd pd − 12 > 0. Then
ewor(n; d, L∞,all) = O
(
da+bn−r1
)
,
where the implied factor is independent of n and d but depends on a, b and r1. If a = b = 0
then the problem is strongly tractable.
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(d) (Necessary and sufficient condition) Suppose there exists one sequence of ∗d ∈ Pd for
which (A2) holds with C2,d = O(da) for some a0 independent of d. Then the problem is
tractable iff (12) holds. If a = 0 then the problem is strongly tractable iff (12) holds with
 = 0.
Theorem 10. Consider L∞ approximation in the worst case setting with respect to the classall,
and consider the normalized error criterion.
(a) (Necessary condition) Suppose that d does not converge to zero faster than polynomially
in d. Then the problem is tractable only if for every sequence of d ∈ Pd we have
∃ ∈ (0, 1), 0 : sup
d1
d−Md,d () < ∞, (13)
where Md,d () is defined in (10). The problem is strongly tractable only if (13) holds for
every sequence of d ∈ Pd with  = 0.
(b) (Sufficient condition) The problem is tractable if (A1) holds for every d with C1,d such that
C′1,d = O(da) for some a0 independent of d, and with qd such that r1 := infd qd > 0.
When this holds, then
ewor(n; d, L∞,all)
ewor(0; d, L∞) = O
(
dan−r1
)
,
where the implied factor is independent of n and d but depends on a and r1. If a = 0 then the
problem is strongly tractable.
(c) (Sufficient condition) The problem is tractable if there exists one sequence of ∗d ∈ Pdfor which (A2) holds with C2,d such that C′2,d = O(da) and (A3) holds with C3,d such that
C′3,d = O(db) for some a, b0 independent of d and with pd such that r1 := infd pd− 12 > 0.
Then
ewor(n; d, L∞,all)
ewor(0; d, L∞) = O
(
da+bn−r1
)
,
where the implied factor is independent of n and d but depends on a, b and r1. If a = b = 0
then the problem is strongly tractable.
(d) (Necessary and sufficient condition) Suppose that d does not converge to zero faster than
polynomially in d, and there exists one sequence of ∗d ∈ Pd for which (A2) holds with C2,d
such that C′2,d = O(da) for some a0 independent of d. Then the problem is tractable iff
(13) holds. If d = (1) and a = 0 then the problem is strongly tractable iff (13) holds with
 = 0.
7. Example: weighted Korobov kernels
Let D ≡ [0, 1]d . The weighted Korobov spaces, see e.g., [4,5,9], have reproducing kernel of
the form
K(x, y) =
∑
h∈Zd
e2
ih·(x−y)
r(d ,h)
, i = √−1,
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where h · x = ∑dj=1 hjxj is the usual dot product,  > 1 is a smoothness parameter, d =
(d,1, d,2, . . . , d,d) is a vector of positive weights satisfying
1d,1d,2 · · · d,d > 0
and
r(d ,h) =
d∏
j=1
r(d,j , hj ) with r(d,j , hj ) =
{
1 if hj = 0,
−1d,j |hj | otherwise.
(The zero weight d,j = 0 can be treated as the limiting case of d,j tending to zero.) Note that
r(d ,h) = r(d ,−h) and therefore K(x, y) takes real values and can be rewritten as
K(x, y) =
∑
h∈Zd
cos (2
h · (x − y))
r(d ,h)
.
The norm in H(K) is given by
‖f ‖2H(K) =
∑
h∈Zd
r(d ,h)|fˆ (h)|2,
where fˆ (h) = ∫[0,1]d f (x) e−2
ih·x dx are the corresponding Fourier coefficients of f.
Since K(x, x) is constant, we have
ewor(0; d, L∞) = eavg(0; d, L2,) =
⎛
⎝∑
h∈Zd
1
r(d ,h)
⎞
⎠
1/2
=
d∏
j=1
(
1 + 2()d,j
)1/2 1.
Thus, for d defined in (11), we have
d = 1.
Consider now  ≡ 1. It is easy to obtain the eigenpairs of the operator W1 defined by W1g =∫
[0,1]d g(t)K(·, t) dt. We have
W1 cos (2
h·) = 1r(d ,h) cos (2
h·) for all h ∈ Zd ,
W1 sin (2
h·) = 1r(d ,h) sin (2
h·) for all non-zero h ∈ Zd .
The L2-normalized eigenfunction corresponding to the eigenvalue 1 is just the function 1, and
for h = 0 the two L2-normalized eigenfunctions corresponding to the double eigenvalue
1/r(d ,h) = 1/r(d ,−h) are
√
2 cos(2
h · x) and √2 sin(2
h · x). Hence the L∞ norms
of all the L2-normalized eigenfunctions are uniformly bounded by
√
2. In other words, (A2)
holds with
C2 =
√
2.
Hence, Theorems 9(d) and 10(d) apply with a = 0. We now proceed to check (12) and (13)
to obtain necessary and sufficient conditions for tractability for both the absolute and normal-
ized error criteria. Let {d,j }∞j=1 = {1/r(d ,h) : h ∈ Zd} denote the ordered eigenvalues.
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Since
∑∞
j=1 d,j = [eavg(0; d, L2)]21, we have for all  ∈ (1/, 1) that
Md,1()  Md,1(, 0, 1)
=
⎛
⎝ ∞∑
j=1
d,j
⎞
⎠
1/
=
⎛
⎝∑
h∈Zd
1
[r(d ,h)]
⎞
⎠
1/
=
d∏
j=1
(
1 + 2()d,j
)1/
 exp
⎛
⎝2()

d∑
j=1
d,j
⎞
⎠ = (d + 1) 2()
∑d
j=1 d,j
ln(d+1) .
On the other hand, it can be shown (see [5, Eq. (13)]) that
Md,1() exp
⎛
⎝b d∑
j=1
d,j
⎞
⎠ = (d + 1)b
∑d
j=1 d,j
ln(d+1)
for some b > 0. We define the sum exponents of the weights  = {d}∞d=1 as follows:
s := inf
⎧⎨
⎩s > 0 : supd1
d∑
j=1
sd,j < ∞
⎫⎬
⎭ , t := inf
{
t > 0 : sup
d1
∑d
j=1 td,j
ln(d + 1) < ∞
}
,
with the convention that inf ∅ = ∞. Then we conclude that (12) and (13) hold iff t < 1, and
they hold with  =  = 0 iff s < 1.
Now we use Theorems 9(c) and 10(c) to obtain tractability error bounds for both error criteria
by checking the condition (A3). For all  ∈ (1/, 1), we have 1/d,Md,1(, 0, 1) for all 1,
and this implies that (A3) holds with
p = 1
2
and C3 =
√
Md,1(, 0, 1)(d + 1)
()

∑d
j=1 d,j
ln(d+1) ,
and we haveC′3C3. When s < 1,C3 is bounded independently of d for all  ∈ (max(1/, s), 1).
When t < 1, we have C3 = O(d+()R/) for all  ∈ (max(1/, t), 1) and  > 0, where
R := lim sup
d→∞
∑d
j=1 d,j
ln(d + 1) .
Finally we comment on the exponent pwor(d, L∞,all). Since (A3) holds with p arbitrarily
close to /2, Corollary 5 implies thatpwor(d, L∞,all)(−1)/2. This bound is sharp since even
for d = 1 the eigenvalues of W1 behave like n−. Hence pwor(d, L∞,all) = (− 1)/2 for all d.
This means that the nth minimal errors are O(n−r ) with r arbitrarily close to pwor(d, L∞,all),
and with the implied factor in the big O notation dependent on d.
We summarize this analysis in the following theorem.
Theorem 11. Consider L∞ approximation in the worst case setting for the weighted Korobov
spaces and for the absolute or normalized error criterion with respect to the class all.
(a) Leaving aside the dependence of the worst case error on d, we have
pwor(d, L∞,all) = − 12 for all d.
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(b) The problem is strongly tractable iff s < 1.When this holds, then for any  ∈ (max(1/, s), 1)
we have
ewor(n; d, L∞,all) = O
(
n−(1−)/(2)
)
,
with the implied factor in the big O bound independent of n and d but dependent on . The
exponents of n−1 can be arbitrarily close to
[max(1/, s)]−1 − 1
2
.
(c) The problem is tractable iff t < 1. When this holds, then for any  ∈ (max(1/, t), 1) and
any  > 0 we have
ewor(n; d, L∞,all) = O
(
n−(1−)/(2)d+()R/
)
,
with the implied factor in the big O bound independent of n and d but dependent on  and
. There may be a trade-off between the exponents of n−1 and d since the decrease of the
exponent of n−1 may increase the exponent of d, and vice versa.
We observe that it is possible to get arbitrarily close to the optimal rate of convergence in part
(a) with error independent of d if s1/, and with error depending polynomially on d if t1/.
Since d ≡ 1 satisfies (A2) and (A3), the conditions in parts (b) and (c) of the above theorem are
also necessary and sufficient conditions for, respectively, the strong tractability and tractability of
weighted L2 approximations in the average case setting for any sequence {d}∞d=1. This extends
the result in [5, Theorem 1] where L2 approximation (d ≡ 1) was considered in the average case
setting.
8. Example: weighted Wiener sheet kernels
Let D ≡ [0, 1]d . We consider weighted Sobolev spaces with the reproducing kernel
K(x, y) =
d∏
j=1
(
1 + d,j min(xj , yj )
)
,
where d = (d,1, . . . , d,d) is a vector of non-increasing positive weights as in the previous
section. The norm in H(K) is given by
‖f ‖2H(K) = |f (0)|2 +
∑
∅=u⊆{1,2,...,d}
⎛
⎝∏
j∈u
−1d,j
⎞
⎠∫
[0,1]d
∣∣∣∣∣ 
|u|∏
j∈u xj
fu(x)
∣∣∣∣∣
2
dx.
Here fu(x) := f (y), where yj = xj for j ∈ u and yj = 0 otherwise.
We take  ≡ 1. For d = 1 and the kernel K(x, y) = 1 + min(x, y), it is known, see [25], that
the eigenpairs of the operator W1 are given by
i,(x) =
cos(i,(x − 1))√
2i,
2
(
1 + sin(2i,)
2i,
) and i, = 2i, ,
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where i, is the unique solution of cot(x) = x/ for x ∈ ((i − 1)
, (i − 1/2)
). It is easy to see
that i,/(i − 1) tends to 
 with i → ∞ and, therefore,
i, = 

2i2
(1 + o(1)) as i → ∞.
Moreover sin(2i,)0, which leads to
‖2i,‖L∞ = 2i,(1) =
2i,
1 + sin(2i,)
2i,
2i, and ‖˜2i,‖L∞ =
2
1 + sin(2i,)
2i,
2.
For i2, we have /(
(i − 1/2))2i,/(
(i − 1))2. Consider now i = 1. Clearly,
1 + 
3
=
∫ 1
0
∫ 1
0
K(x, y) dx dy1,
∫ 1
0
K(x, x) dx = 1 + 2 .
It then follows from 1,
√
1 and sin(x)/x1 − x2/6 that
2
1 + sin(21,)
21,
 1
1 − 21,/3
= 1 + 
2
1,
3(1 − 21,/3)
1 + 
2
.
Hence
‖2i,‖L∞
⎧⎪⎪⎨
⎪⎪⎩
(
1 + 
2
)2
for i = 1,
2

2(i − 1)2 for i2,
and ‖˜2i,‖L∞
{
1 + 
2
for i = 1,
2 for i2.
It is easy to show that {i,} and {‖2i,‖L∞} are both non-increasing sequences.
In the multivariate case, we use multi-indices i = (i1, i2, . . . , id). Since the kernel is of a
product form, the eigenpairs of the corresponding operator W1 are given by
d,i,d (x) =
d∏
j=1
ij ,d,j (xj ) and d,i,d =
d∏
j=1
ij ,d,j .
Thus for  ≡ 1, (A2) holds with
C2 = 2d/2.
Let {d,j }∞j=1 = {d,i,d : i ∈ Nd+} denote the ordered eigenvalues. For  ∈ (1/2, 1) and 1,
we have
1/d, 
⎛
⎝ ∞∑
j=1
d,j
⎞
⎠
1/
=
⎛
⎝ ∞∑
i1=1
· · ·
∞∑
id=1
d∏
j=1
ij ,d,j
⎞
⎠
1/
=
⎛
⎝ d∏
j=1
∞∑
i=1
i,d,j
⎞
⎠
1/

d∏
j=1
((
1 + d,j
2
)
+
∞∑
i=2
(
d,j

2(i − 1)2
))1/

d∏
j=1
(
1 +
(
(2)

2
+ 1
2
)
d,j
)1/
,
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which implies that (A3) holds with
p = 1
2
and C3 =
d∏
j=1
(
1 +
(
(2)

2
+ 1
2
)
d,j
)1/(2)
.
This yields
pwor(d, L∞,all) = 12 ,
but the exponential dependence of C2 on d is undesirable. Hence we proceed to check the
condition (A1).
We now arrange the multi-indices i according to an non-increasing order of ‖2
d,i,d‖L∞ . For
convenience of notation, let {d,k}∞k=1 = {d,i,d : i ∈ Zd+} denote the eigenfunctions ordered
according to their L∞ norms. Note that this ordering is different from an ordering according to
d,j . (The new ordering is essential for the first inequality below, see also Section 9.3.) Then for
any  ∈ (1/2, 1) and k1 we have
k‖2d,k‖L∞ 
∞∑
=1
‖2d,‖L∞ =
∞∑
i1=1
· · ·
∞∑
id=1
d∏
j=1
‖2ij ,d,j ‖L∞ =
d∏
j=1
∞∑
i=1
‖2i,d,j ‖L∞

d∏
j=1
((
1 + d,j
2
)2
+
∞∑
i=2
( 2d,j

2(i − 1)2
))

d∏
j=1
(
1 + ad,j
)
,
where a := 2(2)/
2 + 21− + 4− since (1 + d,j /2)21 + 21−d,j + 4−2d,j due to
Jensen’s inequality. Thus, for all  ∈ (1/2, 1) we have∥∥∥∥∥∥
∞∑
k=n+1
2d,k
∥∥∥∥∥∥
L∞

∞∑
k=n+1
‖2d,k‖L∞ 
∞∑
k=n+1
k−1/
d∏
j=1
(
1 + ad,j
)1/
 1
n(1−)/

1 − 
d∏
j=1
(
1 + ad,j
)1/
.
Hence (A1) holds with
q = 1 − 
2
and C1 =
(

1 − 
)1/2 d∏
j=1
(
1 + ad,j
)1/(2)
.
Consequently, the algorithm
An(f ) =
n∑
k=1
〈f, d,k〉H(K)d,k,
with d,k ordered according to ‖2d,k‖L∞ , has the worst case error given by
ewor(An;L∞) =
∥∥∥∥∥∥
∞∑
k=n+1
2d,k
∥∥∥∥∥∥
1/2
L∞
 C1
nq
,
where q can be arbitrarily close to 12 if we do not care about the dependence on d. Hence, the
algorithm An is close to optimal in the class all.
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We define the sum exponents s and t and the numbers R as in the previous section. When
s < 1, C1 is bounded independently of d for all  ∈ (max(1/2, s), 1). When t < 1, then we
have C1 = O(d+aR/(2)) for all  ∈ (max(1/2, t), 1) and  > 0.
Consider first the absolute error criterion. It follows from Theorem 9(b) that s < 1 and t < 1
are sufficient conditions for strong tractability and tractability, respectively. To check that these
are also necessary conditions, we need to make use of Theorem 9(a). For  ≡ 1 and  ∈ (1/2, 1),
we have
Md,1(, 0, 1) 
d∏
j=1
((
1 + d,j
3
)
+
∞∑
i=2
(
d,j

2(i − 1/2)2
))1/

d∏
j=1
(
1 + (2) − 1

2
d,j
)1/
.
Thus we need s < 1 (t < 1) to ensure that Md,1(, 0, 1) is bounded independently of d(polynomially in d). The tractability error bounds can then be obtained using Theorem 9(b) and
condition (A1).
We now turn to the normalized error criterion. Since the initial error
ewor(0; d, L∞) =
d∏
j=1
(
1 + d,j
)1/2
is at least one, it is clear that the conditions of (strong) tractability for the absolute error criterion
also imply (strong) tractability for the normalized case with the same error bounds. Unfortunately,
we cannot claim that they are also necessary since, unlike for the Korobov spaces, d given by
(11) might now depend on d. We have
d =
d∏
j=1
(1 + d,j )−1/2
d∏
j=1
(1 + d,j )−1/(2)e−
∑d
j=1 d,j /(2) = (d + 1)−
∑d
j=1 d,j
2 ln(d+1)
for all  ∈ (0, 1], and d may converge to zero exponentially fast with d. In this case,
Theorem 10(a) cannot be applied. We leave as an open problem to find necessary conditions
for (strong) tractability for the normalized error criterion.
We summarize the results of this section in the following theorem.
Theorem 12. Consider L∞ approximation in the worst case setting for the weighted Sobolev
spaces with respect to the class all.
(a) Leaving aside the dependence of the worst case error on d, we have
pwor(d, L∞,all) = 12 for all d.
(b) The problem is strongly tractable for the absolute error criterion iff s < 1. When this holds,
then for any  ∈ (max( 12 , s), 1) we have
ewor(n; d, L∞,all) = O
(
n−(1−)/(2)
)
,
with the implied factor in the big O bound independent of n and d but dependent on . The
exponents of n−1 can be arbitrarily close to
[max( 12 , s)]−1 − 1
2
.
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(c) The problem is tractable for the absolute error criterion iff t < 1. When this holds, then for
any  ∈ (max(1/2, t), 1) and any  > 0 we have
ewor(n; d, L∞,all) = O
(
n−(1−)/(2)d+aR/(2)
)
,
with the implied factor in the big O bound independent of n and d but dependent on  and .
There may be a trade-off between the exponents of n−1 and d as in Theorem 11.
(d) For the normalized error criterion, s < 1 is a sufficient condition for strong tractability, and
t < 1 is a sufficient condition for tractability.
9. Example: disjoint support kernels
In the previous two examples we used  ≡ 1 to get sharp lower bounds on ewor(n;L∞,all).
Furthermore, assumption (A2) was satisfied for these two examples with  ≡ 1.
In this section, we present an example where  ≡ 1 needs to be used to get sharp lower bounds
on the nth minimal errors, and assumption (A2) does not hold for any weight . Moreover, we
show that the algorithm based on the ordering of the L∞ norms of the eigenfunctions can be much
more efficient than the algorithm based on the ordering of the eigenvalues.
Throughout this section we take D ≡ (0, 1] and we consider just the univariate case d = 1.
For ,  > 0, we consider the kernel
K(x, y) =
∞∑
j=1
j (x)j (y) where j = j−1Ij with Ij =
(
(j + 1)−, j−
]
.
Here by 1X we mean the indicator function of X. Then {j } is a complete orthonormal system of
H(K), and any function from the space is constant on each Ij .
We want to find the optimal rate of convergence pwor(L∞,all) for this instance of L∞ ap-
proximation. As the first step, we apply Theorem 2 by taking j = j and consider the algorithm
An(f ) = ∑nj=1 〈f, j 〉H(K) j . Then
ewor(n;L∞,all)ewor(An;L∞) =
∥∥∥∥∥∥
∞∑
j=n+1
j
∥∥∥∥∥∥
1/2
L∞
= 1
(n + 1) .
Hence, pwor(L∞,all).
Note that for any i and ti ∈ Ii , we have
f (ti) =
∞∑
j=1
〈f, j 〉H(K)j (ti) = 〈f, i〉H(K)i−.
Thus the algorithm An can be written as An(f ) = ∑ni=1 f (ti)ii , i.e., it uses standard informa-
tion. This implies that
pwor(L∞,all)pwor(L∞,std). (14)
On the other hand we see from Theorem 1 that
pwor(L∞,all) inf
∈P
pavg(L2,,
all). (15)
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In the next subsections we prove that we have equalities in (14) by showing that there exists one
 ∈ P for which pavg(L2,,all) = .
9.1. Condition (A2) does not hold for any 
Without using (14) and (15), we could try to prove pwor(L∞,all) =  using Theorem 4 by
showing that there exists one  for which (A2) holds and pavg(L2,,all) = . Unfortunately,
this approach would not work because the condition (A2) does not hold for any .
Consider arbitrary  ∈ P . To find the eigenpairs of the operator W, note that
Wj = j−2
(∫
Ij
(y) dy
)
j ,
i.e., the normalized eigenpairs of W are (j , j ) with
j = j−2
∫
Ij
(y) dy.
In other words, only the eigenvalues depend on the choice of . Now we have
‖˜j‖2L∞ =
1∫
Ij
(y) dy
,
but this cannot be uniformly bounded, since
1 =
∫ 1
0
(y) dy =
∞∑
j=1
∫
Ij
(y) dy,
and
∫
Ij
(y) dy must go to zero. Hence (A2) cannot hold for any choice of .
9.2.  ≡ 1 does not give the optimal result
Consider now  ≡ 1. Since |Ij | = j−1−(1 + o(1)), the eigenvalues are
j = j−(2++1)(1 + o(1)).
Hence
eavg(n;L2,,all) = 
(
n−(+/2)
)
and pavg(L2,,all) = + 2 .
This implies that pwor(L∞;all)+/2, which is not sharp since, as we shall see in a moment,
pwor(L∞;all) = pwor(L∞;std) =  (16)
independently of .
To show (16) consider now the density
 =
∞∑
j=1
cj1Ij with cj = 
(
j ln−2(1 + j)
)
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to guarantee that
∫ 1
0 (y) dy =
∑∞
j=1 cj |Ij | = 1. We have
Wj (x) =
∫ 1
0
K(x, y)j (y)(y) dy =
∫
Ij
j (x)j (y)j (y)(y) dy = cj j−2|Ij |j (x),
i.e., the eigenvalues of W satisfy
j = cj j−2|Ij | = 
(
j−2−1 ln−2(1 + j)
)
.
Hence for this choice of  we have
eavg(n;L2,,all) = 
(
n−
)
and pavg(L2,,all) = .
This, together with (14) and (15), imply (16).
Observe that for the second choice of , the ordering according to the eigenvalues j coincides
with the ordering according to the L∞ norms of j . Hence An = A∗,n, and it is close to the
optimal algorithm for L∞ approximation.
9.3. Ordering is important
We now show that for some, the algorithmA∗,n, with the ordering according to the eigenvalues
j , may have much larger worst case error than the algorithm An(f ) = ∑nj=1 〈f, j 〉H(K) j with
ewor(An;L∞) = (n + 1)−.
To that end, note that for any sequence of positive j with
∑∞
j=1 j = 1, we can take a density
 such that j =
∫
Ij
(y) dy. Indeed, it is enough to take  which is constant on each Ij and
equal to j /|Ij |.
For a large integer M and a positive  < 1/(M + 2M(2M)), define
1 = 2 = · · · = M =  and M+k = (1 − M)2−k for k = 1, 2, . . . .
Let  correspond to this sequence of j . Since the eigenvalues of W are given by j−j , it is
easy to see that the first M largest eigenvalues are (1 − M)/(2k(M + k)), k = 1, . . . ,M , since
(1 − M)/(2M(2M)) > .
Thus the average case optimal algorithm equals
A∗,n(f ) =
M+n∑
j=M+1
〈
f, j
〉
H(K)
j ,
and it follows from (8) that ewor(A∗,n;L∞) = 1 for n = 1, 2, . . . ,M . This shows that the
algorithm A∗,n is bad for the first M steps whereas An has the error, say for n = M , equal to
(M + 1)− which can be arbitrarily small if M or  is sufficiently large. Hence, for this particular
example, ordering according to largest values of ‖j‖L∞ leads to better algorithms than ordering
according to the eigenvalues j .
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