The value of the Hooge parameter CI estimated for MESFETs was of the same order of magnitude as for TLM structures, a = (2-3) x l k 3 . 
and RUMYANTSEV, s.L.: 'Electrical propertics of the conducting polydiacetylene poIy-l,1,6,6,-tetraphenylhexadiinediamine'. P!ij.r. Solid Stute, 1997, 39, (4) denoting the complex-valued channel taps. The received signal sampled at the chip rate is given by
where the complex Gaussian channel noise vector n(k) 
and bj" = bk!, +jbj? the ith element of b(')(k). We define the Nh noise-free received signal states r, = rR,/ + jrr, = Pbc'), 1 5 I I N,, and the set of N, scalars yi = yR,i + jy1,, = wHq, 1 < I < Nh.
MBER detector: The probability density functions of the 
After some manipulations and With the help of weight normalisation wHw = 1, it can be shown that
The exact MBER solution can thus be obtained using the gradient descent algorithm (where t denotes the iteration number)
. . and respectively, where pn is the width for a kernel density estimation. Re-scaling aftcr each sample update to ensure wH(k)w(k) = 1 and using instantaneous gradients VPg,n(w(k); IC) = leads to the LBER algorithm
where the adaptive gain p and the width parameter pfl should be choscn appropriately to ensure a best combined performance of convergence rate and steady-state BER misadjustment. 
LBER solution
Sirnulution exumple: A four-equal-power-user system with 4-QAM modulation was used in the simulation. The four-user spreading codes were (+I, +I, +I, +I, -I, -I, -1, -I)> (+I, -1, +1: -1, -1, +I, -1, +I), (+I, +1, -1, -1, -1, -1, + I , +1) and (+I, -1, ~ 1, tl, -I, +1, +1, -I), respectively. The CIR was C(z) = (0.4 + 0.4j) + (0.7 + 0.7j)r' + (0.4 + 0 . 4~]~-~~. For user 1 with an SNR = 14dB, and p = 5ik and pe = o,~, the convei-gence performalice of the LBER algorithm is shown in Fig. 2 , where the results are averaged on 10 runs. The AMBER algorithm [2] was also modified to work for 4-QAM, and its perfomiance is also depicted in Fig. 2 . It can be seen that the LBER algorithm has a faster coiivergence rate and a smaller steady-state BER. Fig. 3 low energy are undoubtedly masked by louder noise. In isolated word recognition with many similar words, the recognition performance is degraded because consonants are likely to be labelled as missing data. We propose a ncw method of using voicing probability to indicate the reliability of detected missing data. Using the proposed method, we obtain better results than the baseline system using only spectral subtraction.
Detection of missing dutu: Spectral subtraction is also used in our work for the case of speech corrupted by additive noise. Some spectral subtraction criteria have been proposed for identifying missing data [2, 31. One of them is the SNR criterion. Let y(n) be the speech samples affected by an additive stationary noisc signal
The short-time magnitude spectrum of enhanced speech is calculated by
where lYnr(m)l is the magnitude spectrum of the current noisy Missing data techniques using voicing probability for robust automatic speech recognition Introduction: The human auditory system is robust to spectral loss caused by band-limited noise sources [l] . Human beings can cope with unnatural, unseen degradation or deletion even though they are no1 trained U priori. They are able to reject a broad range of degradation or deletion in time or frequency donuins, while still taking into account cue information for recognition. People are capable of utilising the partial information left in the degraded speech. This is the capability that a 'missing data' approach models. Ongoing robust speech recognition research is exploring more reliable features and spcech recognition that uses these features. In previous work, a simple method of spectral subtraction has been widely used for classifying the features as reliable or unreliable Using voicing probability .for decteutinx miwing data: In our research, we use a robust algorithm for pitch tracking (RAPT) [4] to obtain voicing probability. RAPT makes a binary voicing classification on the presence or the absence of voicing in speech. A consonant with low energy is easily inasked by the background noise. We adopt a voicing probability in order to measurc the reliability of detected missing data. A segmental SNR of a vowel region is higher than that of a consonant. If some frequency bands of a vowel frame arc marked as missing data, their feature vector elements are ignored in the next likelihood calculation. However, labelled as unvoiced. consonants should not be classified as missing data. As shown in Fig. 1 , for input speech, we perform spectral subtraction to find any unreliable frames. If the energy of the estimated noise is higher than that of the enhanced speech frame, it is labelled as missing data. The frame detected as missing data is
