ABSTRACT. We propose an extension of structural fractionally integrated vector autoregressive models that avoids certain undesirable effects for impulse responses if long-run identification restrictions are imposed. We derive its Granger representation, investigate the effects of long-run restrictions and clarify their relation to finite-horizon schemes. It is illustrated by asymptotic analysis and simulations that enforcing integer integration orders can have severe consequences for impulse responses. In a system of US real output and aggregate prices effects of structural shocks strongly depend on integration order specification. In the statistically preferred fractional model the long-run restricted shock has only very short-lasting influence on GDP.
INTRODUCTION
The analysis of impulse responses to structural, economic meaningful shocks provides an indispensable tool for studying the dynamics of economic models. Frequently, shocks to a dynamic system are classified with respect to their long-run effect. If their impact eventually vanishes, they are called transitory and permanent otherwise. In an econometric time series model shocks with permanent effects can only be present if the model includes at least one variable that is integrated of order one or higher. In contrast to parts of the literature we term a shock persistent if its impact is long-lasting independently whether it is permanent or transitory.
Structural vector autoregressive (structural VAR) models provide a common and widespread modeling framework for estimating impulse response functions. In order to determine economic meaningful shocks, identification restrictions are required. One way to impose such restrictions is to constrain the long-run effect of a specified shock such that it conforms to economic theory.
This idea of imposing long-run zero constraints was introduced by Blanchard and Quah (1989) for identifying supply and demand shocks in a system of GDP growth and unemployment. Likewise, e.g. Bayoumi and Eichengreen (1994) , among others, analyzed systems of GDP growth and inflation. In their stylized aggregate supply/aggregate demand framework, the permanent impact of demand innovations on GDP is constrained to zero, whereas prices may react permanently to both demand and supply shocks. Quah and Vahey (1995) provide an alternative theoretical interpretation of the transitory shock as an innovation to core inflation that can be recovered by decomposing the measured inflation variable.
In this literature, GDP and prices are frequently modeled as variables integrated of order one (I(1)) where the impact of transitory shocks vanishes at an exponential rate. However, this does not guarantee that shocks die out quickly, i.e. within few periods. For example, based on a bivariate structural vector autoregressive model of post-war US GDP and prices, the impulse responses of GDP to a demand shock remain substantial after 10 years. This will be shown in Section 4.5, see in particular the upper right graph in Figure 10 . If, however, prices are assumed to be an I(2) instead of an I(1) process (Quah and Vahey 1995) , the transitory shocks die out within very few periods, see the upper right graph in Figure 11 . This suggests that the correct specification of the integration order is of crucial importance for impulse response estimation.
Lately, the importance of correct specification of integration orders for long-run identification has received some attention. Christiano et al. (2003) and more recently Gospodinov (2010) call attention to a weak instrument problem if the variable on which both shocks have unrestricted effect has (near) unit root behavior but is modeled as I(0). On the other hand, overdifferencing may result in a loss of low frequency information to which long-run identification is very sensitive .
By restricting the integration orders to integer numbers, the analysis is limited to two competing specifications of integration orders with extremely different implications for impulse 2 responses. None of these may be close to the true dynamics. Recent work on long memory provides evidence that the orders of integration of income and prices are less than and greater than one, respectively (e.g. Diebold and Rudebusch 1989; Caporale and Gil-Alana 2009; Hassler and Wolters 1995) . Therefore, we propose to relax the requirement of integer orders of integration and to allow for fractional integration orders instead. Likewise, Gil-Alana and Moreno (2009) and Lovcha (2009) consider structural fractionally integrated VARs for studying the impact of technology shocks on hours worked. When using a standard VAR model for the fractionally differenced series, contributions of the long-run restricted shock to GDP are forced to be negatively integrated if income is integrated of an order less than one. This is likely to be problematic since then the sum of impulse responses over all periods is zero.
To avoid this restriction we suggest to suitably adapt the class of fractional vector time series models suggested by Johansen (2008) that contains the standard fractional VAR model as a special case. We derive the Granger representation for this model class. These models can be restricted in such a way that identification based on long-run zero constraints assures the restricted shocks to have only short-memory influence on GDP like in the classical structural VAR models. At the same time, the unrestricted shock exhibits persistent effects due to long memory without being forced to have a permanent impact like in the traditional case.
Especially in cases where a variable is driven exclusively by transitory shocks, other identification restrictions that limit the degree of persistence may be useful. Intuitively, constraints affecting medium-run reactions appear as a plausible alternative. Therefore we consider schemes that minimize different measures of variance contributions of the restricted shock to GDP over certain medium-run horizons. Interestingly, we can show that such procedures are asymptotically equivalent to formally imposing the conventional long-run zero restriction of Blanchard and Quah (1989) . Furthermore, we investigate the effect of the traditional long-run zero restriction (Blanchard and Quah 1989) in the presence of fractional integration. In a bivariate system it implies that the rate of decay of the responses to the restricted shock is faster than to the unrestricted shock. This can be nicely seen from the Granger representation, as given below in (13).
Moreover, we study the consequences of order misspecification for a setting that is motivated by the estimated integration orders of GDP and prices in Section 4.2. If prices are I(d), 1.5 < d < 2 but are erroneously modeled as I(1) process, we show for a stylized short memory setup that with an increasing sample size the impulse response estimates converge in probability to a constant which is independent of the prediction horizon. A small Monte Carlo study reveals that the speed of convergence is very slow and that for typical macroeconomic sample sizes impulse response estimates exhibit a slowly vanishing impact of transitory demand shocks.
In sum, misspecification of the orders of integration in combination with an imposed longrun zero constraint can have devastating effects for the impulse response analysis. Logically, if integration orders are indeed fractional, using correctly specified fractionally integrated VAR models have obvious advantages. If, on the other hand, integration has integer orders, the 3 fractional model does perform satisfactorily as well in the sense that the estimation variance does not overly increase as our simulation results indicate. Using our fractional model in the empirical investigation we reject integer integration orders of GDP and price level. The long-run restricted shocks have small and relatively short-living effect on real GDP, compared to the unit root specification. The reader can expect the following:
The next section presents our model and identification of the structural disturbances. Section 3 discusses estimation and effects of misspecification, while Section 4 contains empirical results for U.S. data. The last section concludes. An electronic supplement that is available from the website of the University of Regensburg Publication Server http://epub.uni-regensburg.de/16901/ contains additional proofs and simulation results.
AN APPROPRIATE STRUCTURAL FRACTIONAL VAR WITH LONG-RUN RESTRICTIONS
In this section we show how for structural analysis the careful adaption of the class of fractional vector time series models suggested by Johansen (2008) provides a natural and very useful way of circumventing the limitations of standard integrated VAR models. Furthermore, we explain how the interpretation of the traditional long-run zero restriction (Blanchard and Quah 1989 ) may change if integration orders are fractional. We motivate this identification procedure by studying its relation to three reasonable medium-run identification schemes.
For ease of presentation, we restrict our discussion to models for bivariate time series of GDP and prices denoted by y t = (gdp t p t ) . We assume that the stochastic process can be split according to y t = Cd t + x t where x t is purely stochastic, C is an unknown parameter matrix and d t contains all deterministic terms, i.e. constants and linear trends, where d t = 0 for t ≤ 0.
We allow x t to be generated by a very general reduced form linear bivariate time series model
where Π(L) is a (possibly infinite order) VAR polynomial, which will be further specified below, and u t ∼ IID(0; Ω) for t ≥ 1. For notational convenience, since x t is non-stationary in general, we set starting values to zero, x t = u t = 0 for t ≤ 0, to obtain a well defined solution x t = Π(L) −1 u t without the use of truncated operators as in Johansen (2008) since then the coefficients of Π(L) −1 from lag t onwards are multiplied by zero. Fixed nonzero starting values of x t which generate a deterministic term have been considered in the literature (e.g. Johansen and Nielsen 2010a), but for ease of exposition we model deterministic terms explicitly as described above.
In what follows we use a structural B-model (e.g. Lütkepohl 2005, Section 9.1.2) to identify economically meaningful shocks, i.e.
Here B is the impact matrix which contains the contemporaneous effects of structural shocks to the economic variables. Identification assumptions are needed to obtain the four unknown coefficients of the impact matrix B. Three identification constraints are imposed by normalizing Var(ε t ) = I. This yields three distinct equations in BB = Ω. Therefore, one further restriction is needed to fully determine B.
In the following this will be achieved by constraining the influence of ε 2t on x 1,t+h for large horizons h. We therefore label ε 2t the long-run restricted shock (LRRS), though its effect on x 2,t+h is unrestricted. In contrast, we call ε 1t the long-run unrestricted shock (LRUS) since it is allowed to have long-lasting effects on both variables.
The straightforward interpretation of LRUS and LRRS in a basic aggregate supply/aggregate demand model is that of shocks to aggregate supply and demand, respectively. Alternatively, grounding on Phillips curve considerations, they have been treated as shocks to the core inflation (LRRS) and non-core inflation (LRUS), see Quah and Vahey (1995) .
Structural Integrated VAR Models
In an integrated VAR setting where both elements of x t are integrated of order one but not cointegrated, first differences of the series follow a stable vector autoregression
Here 
where
The matrix Ξ(1) has full rank and the coefficients of Ξ * (L) are given by
Then the first summand of (4) contains the stochastic trends of the variables, while the second term is integrated of order zero with geometrically decreasing MA coefficients. Thus the effect of a shock in ε t on x t+h in the distant future, h → ∞, is given by Ξ(1). The long-run zero restriction (LRR) that the LRRS ε 2t has no permanent effect on the first variable can therefore be stated as
Note that for all B the long-run covariance matrix A(1) −1 Ω[A(1) ] −1 is a function of reduced form parameters only. Using the Cholesky decomposition this matrix can be uniquely written as Ξ(1)Ξ(1) due to the triangularity imposed on Ξ(1). The impact matrix B is then straightforwardly calculated as A(1)Ξ(1).
Structural Fractionally Integrated VAR b Models
If the integration orders d = (d 1 ; d 2 ) of x 1t and x 2t are allowed to be real-valued, the standard modeling approach has been to consider fractionally integrated VAR (FIVAR) models. Then, fractional rather than first differences of the variables are modeled as a stable vector autoregression, as e.g. discussed by Nielsen (2004) ,
The fractional differencing operator ∆ d is given by a power expansion as
where Γ(.) denotes the Gamma function. If A(z) is a stable VAR polynomial, the series in x t are integrated of orders d 1 and d 2 , respectively.
Technically, the restriction LRR (7) can be imposed exactly in the same way as in the I(1) case since only A(.) and Ω are required for computing B. To clarify the implications of LRR (7) in the FIVAR model we consider its Granger representation
that we derive in Appendix A. Since Ξ * (L)ε t is independent of integration orders, it remains integrated of order zero with coefficients given as above in (6). Imposing LRR (7) in this case allows to write the first variable as
LRUS: persistent and short-lasting component
LRRS: short-lasting component .
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The impulse responses with respect to the structural shocks are given by the coefficient As a solution to these problems we propose a model for the short-run dynamics which stems from Johansen (2008) . It generalizes standard (F)IVAR models discussed above. To begin with,
where A(z) is again a matrix polynomial of order p as before. This is not a standard finite order VAR, however, because of the use of the fractional lag operator L b that can be expanded to an infinite order polynomial in L,
so that a fractional lag L b η t generally depends on all past values of η t . The coefficients c 1 , c 2 , etc. in this expansion are computed using (9) and shown in Figure 1 (11), we obtain and propose the fractionally integrated VAR b
The FIVAR For the FIVAR b model we also derive the Granger representation
see Appendix A. Under LRR (7), the short-lasting component of 
Insert Figure 3 about here 8
Finite-horizon Motivation for the Long-run Restriction
In the fractional integration models shocks to GDP only have an ever lasting effect on future realizations if d 1 ≥ 1. Whenever d 1 < 1, the impact of any shock to GDP vanishes with an increasing horizon so that in the terminology of Blanchard and Quah (1989) no "long-run" effect exists. Then, as explained above, the economic content of LRR (7) is based on different rates at which impulse responses to LRRS and LRUS decline. Interestingly, this identifying restriction can also be motivated by means of finite-horizon identification schemes, which are found to
give the same result as LRR asymptotically as the horizon tends to infinity. We consider three identification schemes motivated by Faust (1998) who evaluated a similar one to evaluate the robustness of structural VARs with regard to identification.
The forecast error of x s,t+h , s = 1, 2 based on known coefficients and information up to period t is given by h−1 j=0 2 k=1 θ sk,j ε k,t+h−j . Orthonormality and the IID property of the shocks imply a forecast error variance
which can be decomposed into one variance component due to LRUS, ε 1,t , and another one due to LRRS, ε 2,t . Thus, the share of h-step forecast variance of variable s due to ε k,t is given by
If for (sufficiently) long horizons the restricted shock should have a small impact on the behavior of x 1t , one may choose an identification procedure that minimizes the forecast error variance share of this shock for suitably large h, i.e. FIN1
Alternatively, schemes that minimize average variance shares over a suitable range h ∈ [l; u],
or, avoiding short-term influence in the objective function, FIN3
can be used for identifying structural shocks.
Note that LRR (7) and the finite-horizon restrictions yield qualitatively different results: LRR (7) affects the memory property of the short-lasting component of x 1t and thus the rate of decay of impulse responses, while the finite-horizon conditions FIN1 (17), FIN2 (18) and FIN3
(19) do not. However, the results of LRR (7) are very similar to all finite-horizon restrictions if long horizons are considered since for h, u → ∞ all three identification schemes approach the result of LRR (7), as shown in Section 2 in the electronic supplement. Imposing LRR (7) may therefore provide an approximation to economically relevant horizons as well as a reference to a hypothetical situation where all adjustment processes have finished. 
ESTIMATION AND SPECIFICATION

Maximum Likelihood Estimation of Structurally Integrated VAR b Models
The parameters of the FIVAR b model (12) can either be estimated by a two-step procedure or by maximum likelihood methods. Two-step procedures that estimate d by a semiparametric procedure (e.g. local Whittle estimators) first and the short-memory dynamics by standard VAR methods in a second step are widely used in practice and involve straightforward calculations.
However, they suffer from a lack of efficiency and do not yield standard √ n-asymptotics. Additionally, estimation of b would not be possible in the two-step routine. Therefore, we use a maximum likelihood estimator.
Treating starting values as fixed implies that the FIVAR b process (12) Leaving aside deterministic terms the Gaussian log-likelihood of the FIVAR b model is
with α = vec(A 1 ; . . . ; A p ). The high-dimensional numerical optimization problem can be reduced to a 3-dimensional problem by concentrating the likelihood function. First, concentrate the likelihood with respect to Ω by plugging in the maximum likelihood estimator
For given d and b the maximum likelihood estimator of α is given by the multivariate least squares estimator from a regression of Johansen and Nielsen 2010a) . Denote byû t (d, b) the corresponding residual series. Then a further parameter concentration simplifies the log likelihood to
Semiparametric Estimation and Treatment of Deterministic Terms
In line with Section 2. we allow for deterministic terms, i.e. nonzero mean and linear time trends, and therefore the purely stochastic components, x t = y t − Cd t in (20) are not observable.
Treating deterministic terms within the likelihood approach appears possible, as Nielsen (2004) notes for his model. For computational convenience, we instead estimate the parameters C s. of each equation s = 1, 2 in a first-step where for given d s
is estimated by least squares. Integration orders d s are estimated with the semiparametric exact local Whittle estimator of Shimotsu (2010) that allows for deterministic trends. The detrended series can then be computed asx st = y st −Ĉ s. d t . Christiano et al. (2003) show that insufficient differencing in IVAR models may have serious consequences when using the long-run restriction. If in an instrumental variable framework x 2t is I(1), but not differenced and an IVAR(1,0) model fitted, the impact coefficients are not consistently estimated. The estimates converge to a limiting distribution involving functionals of Brownian motion. Similar results hold for a near unit-root specification for x 2t , see Gospodinov (2010) . We obtain a different result for x 2t ∼ I(d) with 1.5 < d < 2, when an IVAR(1,1) process is fitted. For ease of exposition we limit our attention to the process
Effects Of Misspecified Integration Orders
with 1.5 < d 2 < 2 and, for simplicity, Ω = I. This setup is related to the stylized FIVAR b process (14). Falsely assuming d 2 = 1 with known Ω we estimate α and γ by least squares using first differences of x 1t and x 2t . Imposing LRR (7) yieldsθ
show in Appendix B that for i = 0, 1, 2, . . .
Here C 1 and C 2 are constants depending on α, γ and d 2 . Interestingly these limiting impulse responses do not depend on i. In contrast to Christiano et al. (2003) the limit is nonstochastic.
Long-run identification fails, because for large n estimates suggest a permanent effect of LRRS to x 1t .
The impact of result (23) in finite samples is illustrated in Figure 5 , where 1000 replications are generated according to (22) with α = −γ = 0.5, and d 2 = 1.7 for four different sample sizes n ∈ {250, 1000, 10000, 50000} in order to estimate θ 12,i . Extremely slow convergence to the nonstochastic limit is found, while for relevant sample sizes slowly decaying impulse-responses and large sampling-uncertainty is observed.
Insert 
12
For each data generating process, 5000 realizations are simulated with Gaussian innovations and sample size n = 250, the latter corresponding to the empirical application in Section 4. The parameters are estimated by assuming either an IVAR(1,1), IVAR(1,2) or FIVAR d 1 model with correct lag length and LRR (7) imposed.
The FIVAR d 1 specification is estimated in the following way. First, the deterministic terms are removed as outlined in Section 3.2 where the exact local Whittle estimation (Shimotsu 2010) of integration orders is based on n 0.5 = 15 frequencies. Then, based on the detrended serieŝ x st resulting from the regression (21), the log likelihood (20) Interestingly, sampling uncertainty is larger than in the fractional model despite the fact that integration orders are fixed rather than estimated. The IVAR(1,2) model understates the impact coefficient and impulse responses which follows from discarding zero-frequency information by over-differencing.
To assess the efficiency loss of using a fractional model when the unit root assumption holds, we estimate all three specifications for the IVAR1 process (25). As can be seen from Figure 7 , the increase in variance is noticeable but rather small when compared to the strong misspecification effects shown in the lower left panel of Figure 6 that can be avoided. 
STRUCTURAL ANALYSIS OF GDP AND PRICES
In this section our structural fractionally integrated VAR b model (12) 
Semiparametric Estimates of Memory Parameters and Deterministic Terms
The semiparametric estimation of the memory parameters and deterministic terms is carried out as outlined in Section 3.2. In order to check the robustness of the semiparametric estimator, we compute exact local Whittle estimates (Shimotsu 2010 ) and asymptotic confidence intervals using a minimum of 9 up to a total of 30 Fourier frequencies.
Over this range we find real GDP to be integrated of order less than one, though the difference to integration order one is not found statistically significant for any frequency. This confirms findings in the literature. Estimates for the integration order of the price level are found between 1.5 and 1.8. The I(1) hypothesis is rejected for any number of frequencies and the I (2) hypothesis is rejected if more than 11 frequencies are used. This mirrors the fact that modeling inflation as I(1) or I(0) are coexisting strategies throughout the empirical literature.
Like in the simulation study in Section 3.4, the fractional differences for running the regressions (21) are computed with semiparametric estimates based on n 0.5 = 15 frequencies. We obtain the estimatesd 1 = 0.77 andd 2 = 1.54, delivering the detrended serieŝ
Validity of our multivariate fractional model rests on the assumption that no fractional cointegration relationship is present. Cointegration between GDP and price level is not possible due to the inequality of integration orders. To treat the possibility of unbalanced cointegration explicitly, we consider potential cointegration between GDP and the quarterly inflation rate. Nielsen (2010) introduced a nonparametric test which tests the null hypothesis of no cointegration without requiring knowledge of integration orders and allowing for deterministic terms. Accounting for linear trends in the data as well as in the cointegration relations and using the proposed partial summation order (d 1 = 0.1 in the notation of Nielsen (2010)) we obtain a trace-statistic of 3.9372. For this test, the critical value depends on the assumed integration order and critical values are decreasing with increasing order of integration. Even for an assumed common integration order d 1 = d 2 − 1 = 0.9 the 10%-critical value is larger than the test statistic. Since the null of no cointegration cannot be rejected if the test statistic is smaller than the critical value, we unambiguously fail to reject the null hypothesis of no cointegration.
Maximum Likelihood Estimates
We proceed with maximum likelihood estimation based on (20) as derived in Section 3.1, wherê
x t is used instead of x t . Different values of p and restricted and unrestricted b are considered.
A range of presample values from 1947Q1 to 1953Q4 is used to compute fractional differences appearing in the likelihood so that the sum in (20) 
Insert Figures 8 and 9 about here
Estimation results for various specifications are given in Table 1 . The lag order p may be chosen by the information criteria AIC or SC. Regardless of the specification of b, the AIC criterion favors p = 4 while SC suggests p = 1, as can be seen from Table 1 . Since we want to allow for enough flexibility to model dynamic interactions, we prefer p = 4. Given the quarterly sampling frequency, this seems to be a plausible choice. Except for the case p = 0, where evidence for misspecification is overwhelming, estimated integration orders are mostly close to the estimatedd = (0.83 1.77) . In this sense we find relative robustness with respect to lag length.
Insert Table 1 about here
Tests on b and Nonfractionality Hypotheses
We are interested whether the data significantly reject the standard fractionally integrated VAR model (8) with b = 1. Secondly, we check whether b = d 1 holds. Only in the latter case the short-lasting part of GDP has short memory due to imposing LRR (7), see Section 2.2.
For small p the implied infinite order VAR structure, which depends on b, is needed to capture higher order autocorrelation in the differenced series. As a consequence one or both of the hypotheses is rejected for p ≤ 3. Once one has allowed for sufficiently rich short-run dynamics through a reasonably large lag length p it is hard to distinguish statistically between different values of the parameter b. For p = 4, which will be the model we use from now on, we obtain LR-statistics of 0.6410 (b = 1) and 0.4419 (b = d 1 ), respectively, and neither of the two hypotheses can be rejected at conventional significance levels.
Our goal to generalize structural models to the fractional case is only useful if less flexible models with prespecified integer-valued integration orders are rejected by the data. We thus test these IVAR specifications using the likelihood-ratio approach. Results for p = 1 and p = 4 are shown in Table 2 .
Unit root behavior of GDP and price level has been assumed in prior studies. With fractional alternatives we find clear evidence against H 0 : d 1 = d 2 = 1 for most lag lengths p. For our preferred specification with p = 4 and b = d 1 imposed we reject this hypothesis at conventional significance levels.
A widespread alternative specification with a unit root inflation process, the IVAR (1,2) model, is also nested and thus testable in our fractional setting. model which is the workhorse in the related literature is misspecified. This also holds if prices are assumed to be I(2) instead. Our fractional specification seems suitable for such situations.
Insert Table 2 about here The structural analysis is carried out by imposing the long-run zero constraint LRR (7) to identify shocks with short-lasting effect on output, LRRS, and shocks with persistent effect, LRUS. As reference models we take an IVAR(1,1) model, where the VAR in first differences is estimated by OLS, as well as the IVAR(1,2) specification where prices are differenced twice. As a result from the previous section we impose b = d 1 in the FIVAR b model. Lag length is set to p = 4 for all specifications.
Contemporaneous Effects
Depending on the model choice, imposing LRR (7) leads to differing estimation results of the impact matrix B that measures the contemporaneous effects of short-lasting and persistent shocks. While the signs of both LRRS and LRUS disturbances are normalized to give them positive impact on GDP, the aggregate supply interpretation of LRUS is supported by the fact that the impact on prices is opposite to the real effect. Also in line with aggregate supply/aggregate demand theory, LRRS has a positive impact on inflation.
Insert Table 3 about here It can be seen from Table 3 , however, that moving from the IVAR(1,1) to the IVAR (1,2) model drastically reverses the quantitative importance of the shocks to each variable. In the latter specification GDP disturbances are almost exclusively determined by LRUS with an insignificant impact coefficient of LRRS. Prices are hit only by the restricted shocks. The fractional setting helps to avoid a difficult decision between the two models and points towards an in-between scenario. The result is relatively similar to the specification with prices modeled as I (2) in that LRUS plays the most prominent role in GDP fluctuations while prices react mostly to the LRRS. Blanchard and Quah (1989) . Associating LRRS with a demand shock, the observed medium-run real effects would have far-reaching consequences for the understanding of business cycles and policy making.
Dynamic Responses to Structural Shocks
These results contrast sharply to those of the IVAR(1,2) specification. While the long run effect of LRUS is of about the same magnitude, estimated effects of LRRS are negligible even at short horizons, see Figure 11 . We find a considerable difference across specifications and it may be hard to decide which results to rely upon.
As discussed above, the FIVAR d 1 specification is a way to avoid such a tough choice. Figure   12 gives the corresponding impulse responses. Since GDP is estimated to be integrated of an order less than one, both structural shocks are transitory so that the impulse responses eventually decrease for both LRUS and LRRS. While the decay of responses to LRUS is very slow, the effect of LRRS on output is small and short-living compared to the IVAR (1,1) . The responses are significant only for a small interval of horizons and turn insignificantly negative after about three years.
Thus, based on the FIVAR d 1 model the impact of the restricted shock is truly short-lasting and indeed very different from the persistent effects found by using the IVAR(1,1) specification.
This is in line with theoretical and simulation evidence for misspecified IVAR processes presented in Sections 3.3 and 3.4. With both the IVAR(1,1) and the IVAR(1,2) specification previous results in the literature are reproduced in our analysis. In the unit root model the effects of LRUS on the price level are negative, while LRRS has a strong positive effect. While impulse responses converge to a constant in the unit root specification, this differs in both the IVAR(1,2) and the fractional model.
Responses of prices
Here, as an effect of the integration orders being larger than one, both shocks have rising impact over increasing horizons. For both models we observe positive long-run price responses to both shocks. Contrary to the fractional model, the confidence intervals of the LRUS impulse responses based on the IVAR(1,2) model exclude zero for larger horizons, providing evidence against the aggregate supply/aggregate demand interpretation.
Historical Decomposition Given the estimated parameters it is possible to decompose the observed series in components which are driven by each of the identified shocks,x s t , where s ∈ {LRUS, LRRS}. These are computed aŝ
whereε s t is the bivariate structural disturbance series with the other shock set to zero andΠ(L) −1 contains estimated reduced form parameters. We find considerable differences between specifications, most notably for the decomposition of GDP. In Figures 13 and 14 we show the detrended output series (solid grey) as well as its LRUS (dashed) and LRRS (solid black) components,
, respectively. In the IVAR model the component which is due to LRRS is very persistent, contrary to the notion of a short-lasting component. This is not the case for the FIVAR d1 model, where relatively fast reversion of GDP to the LRUS-component is observed.
Insert Figures 13 and 14 about here
Effect of individual integration orders As already pointed out, misspecified orders of integration have substantial effects on impulse responses to structural shocks. We therefore address the question how changing individual integration orders affect our results. Impulse response surfaces are computed where one integration parameter is varied on a specified grid, while all other coefficients are estimated by restricted maximum likelihood. 
CONCLUSION
In this paper we analyzed structural time series models of fractionally integrated variables.
Identification is achieved by long-run constraints drawn from economic theory. In the framework of standard fractionally integrated VAR models this identification strategy causes problems which are resolved by our approach based on adapting the class of fractional vector time series models suggested by Johansen (2008) . It is shown that the interpretation of the long-run zero constraint changes if the variable on which one shock has restricted impact is integrated of order less than one. In this case, all structural shocks have transitory effects although their impulse responses may decline very slowly. Imposing the long-run zero constraint causes a faster decay of responses to the restricted shock. We show that identification based on the well known long-run zero constraint of Blanchard and Quah (1989) is identical to identification schemes based on mediumrun horizons if one lets the horizon go to infinity. We discuss maximum likelihood estimation of our model and find it computationally convenient. We apply our model to quarterly postwar US aggregate price and GDP data. Our empirical results provide strong evidence that non-fractional structural models for this data are misspecified. We find that the structural and dynamic properties of the more general fractional model differ substantially from those of a unit root approach. These differences can be mainly attributed to misspecified integration orders in non-fractional models, as we clarify theoretically and by simulation.
Since uncertainty about the orders of integration is an issue in most applied structural VAR analyses, reconsideration of previous findings with fractional integration techniques may be enlightening. Further research for handling structural models with more variables, potential fractional cointegration and different types of identifying restrictions seems promising.
Appendix A GRANGER REPRESENTATION FOR FRACTIONAL MODELS
To obtain (13), write the VAR(∞) polynomial of the FIVAR b model using
Substituting u for L b , define the polynomial in square brackets as
, which is the characteristic polynomial of a multivariate IVAR process without cointegration. The inverse of Π * (u) is as in the standard I(1) case, Π * (u) −1 = A(1) −1 (1 − u) −1 + H * (u), 0 < |u − 1| < δ, δ > 0, where |H * (u)| has no root on the unit circle (Johansen 2008, p.665) . This allows to write the process
noting that the right hand side is well defined by the assumption u t = 0 for t ≤ 0. Next, by inverting the matrix difference operator, plugging in u t = Bε t , and using (5) as well as (6), one obtains Johansen (2008, eqn. 21) . To show this, he considers the stationary variable
. ., where ε * t = ε t for t ≥ 1 and ε * t ∼ IID(0; I), and shows that its spectral density matrix f z (λ) = (2π) −1 F (e −iλ )F (e iλ ) is bounded and bounded away from zero at zero frequency. This delivers (13). The Granger representation (10) follows as a special case by setting b = 1.
Appendix B LIMITING BEHAVIOR OF IMPULSE RESPONSES WITH MISSPECIFIED INTEGRATION ORDERS
Presume that the data x t is generated by the stylized process (22) with 1.5 < d 2 < 2.
First, we derive the estimator for the impulse responses,θ 12,j , based on the misspecified model (22) with d 2 = 1. Note that in the case Ω = I the impact matrix B is orthonormal and can thus be indexed by a single number β (up to sign). Then its columns may be denoted by
, which yields ξ 12,0 (β) = β and, for i = 1, 2, . . ., ξ 12,i = 1 − β 2 γα i−1 . Imposing LRR (7) requires ξ 12 (1; β) = β + 1 − β 2 γ(1−α) −1 = 0 which is solved for β = −γ [(1 − α) 2 + γ 2 ] 1/2 . We find from (13) and (7) that the impulse responses are given by θ 12,i = ξ * 12,i . From (6) the impulse responses are θ 12,0 = b
. For known Ω = I the impulse responses are estimated by replacing α and γ by the respective estimates. Defining z t := ∆x t , the maximum likelihood estimates correspond toα = ( n t=1 z 2,t z 2,t−1 ) ( n t=1 z 2 2,t−1 ) andγ = ( n t=1 z 1,t z 2,t−1 ) ( n t=1 z 2 2,t−1 ). Now suppose that 1.5 < d 2 < 2 (as suggested by our estimates in Section 4.2), while for estimating the impulse responses the IVAR(1,1) model is used. Denoting C 1n := n −1 n t=1 z 1,t z 2,t−1 , C 2n := n −1 n t=1 ∆z 2,t z 2,t−1 and C 3n := n −1 n t=1 z 2 2,t−1 one can rewrite the estimated impulse response at horizon i aŝ
A law of large numbers can be applied to each of the terms C 1n , C 2n andα. In the following we will apply convergence results of Robinson (1999, 2000) although they were proven within a slightly different setting where only fractional difference operators are truncated. Our setting corresponds to truncating all lag operators for the solution of the processes considered.
First note that z 1,t ∼ I(0), z 2,t ∼ I(d 2 − 1), d 2 − 1 < 1 and thus C 1n p −→ C 1 , where Robinson and Marinucci (2001, Theorems 4 .1 and 5.1). Here f 12 (λ; α, γ) = [γ(1 − exp(−iλ)) + αγe −iλ ] |1 − α exp(iλ)| 2 denotes the upper right entry of the (limiting) spectral density matrix of (∆x 1t , ∆ d 2 x 2,t−1 ) , replacing that of (η t , θ t ) in Robinson and Marinucci (2001) .
Further observe C 2n = 0.5n −1 z 2 2n − 0.5n −1 n t=1 (∆z 2,t ) 2 . Note that z 2n = O p (n d 2 −1.5 ) (Marinucci and Robinson 2000, eqn. 6 ) and hence n −1 z 2 2n p −→ 0. Consider the variable η * t = ∆ 2−d 2 (1 − αL) −1 u * 2t with u * t = u t for t ≥ 1 and u * t ∼ IID(0; Ω) for t < 1, which follows a stationary negatively dependent ARFIMA(1,d,0) process with −0.5 < d 2 − 2 =d < 0. As a result of Marinucci and Robinson (1999) we have Var(η * t − ∆z 2t ) = O(t 2d 2 −5 ). Therefore
. By similar arguments as above n 1−2d 2 C 2n p −→ 0, and, by Marinucci and Robinson (2000) , n 1−2d 2 C 3n = O p (1). Thuŝ α p −→ 1 follows by Davidson (1994, Theorem 18.12 ).
To summarize we find (C 1n , C 2n ,α) p −→ (C 1 , C 2 , 1). Since C 2 = 0 the mapping f : x → −x 1 x i 3 x 2 1 + x 2 2 is continuous at x = (C 1 , C 2 , 1) and hence by Slutsky's theorem (Davidson 1994, Theorem 18.10 (ii)) we obtainθ 12,i
which is a constant with its sign depending on that of γ. Figure 5: Simulated 5%, 10%, 25%, 50%, 75%, 90% and 95% quantiles of estimated impulse responses (black) and true impulse response function (grey) of the first variable to LRRS. The processes are generated by (22) with α = −γ = 0.5, d 1 = 1, d 2 = 1.7 for different sample sizes n, while for the estimation d 2 = 1 is imposed. 1955 1960 1965 1970 1975 1980 1985 1990 1995 1955 1960 1965 1970 1975 1980 1985 1990 1995 
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