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Abstract
In the first part of this thesis, we give a classification of all self-similar solutions to
the curve shortening flow in the Euclidean plane R2 and discuss basic properties of
the curves. The problem of finding the curves is reduced to the study of a two-
dimensional system of ODEs with two parameters that determine the type of the
self-similar motion.
In the second part, we describe all possible self-similar motions of immersed hy-
persurfaces in Euclidean space under the mean curvature flow and derive the corre-
sponding hypersurface equations. Then we present a new two-parameter family of
immersed helicoidal surfaces that rotate/translate with constant velocity under the
flow. We look at their limiting behaviour as the pitch of the helicoidal motion goes
to 0 and compare it with the limiting behaviour of the classical helicoidal minimal
surfaces. Finally, we give a classification of the immersed cylinders in the family of
constant mean curvature helicoidal surfaces.
In the third part, we introduce the mean curvature flow of curves in the Minkowski
plane R'" and give a classification of all the self-similar solutions. In addition, we
demonstrate five non-self-similar exact solutions to the flow.
Thesis Supervisor: Tobias H. Colding
Title: Levinson Professor of Mathematics
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Chapter 1
Introduction
The mean curvature flow (MCF) of immersed hypersurfaces in Euclidean space is
defined as follows. Let M' be an n-dimensional manifold and consider a family of
smooth immersions Xt = X(_, t) : M" -+ Rn+1, t E I, with Mt = Xt(Mn). The
family of hypersurfaces (Mt)tEr is said to evolve by mean curvature if
aX
, t)= H(p, t)
for p E Mn and t E I. Here H is the mean curvature vector of Mt, given by H = -Hn,
where n is a choice of unit normal and H = divMin is the mean curvature of Mt. On
a closed convex hypersurface, H everywhere points inwards. The most basic example
of a solution to the flow is the contracting sphere
1 + -+ 2+1 = -2nt t < 0.
The area of a closed hypersurface decreases under the flow. In fact, the MCF is
the negative L 2-gradient flow of the area functional [49] and
+Area(M) = - H2
If the initial hypersurface is also convex, it will remain so under the flow and in
finite time disappear into a point, while asymptotically becoming spherical. This
was proved by Gage and Hamilton [301 for n = 1 and by Huisken [38] for n > 2.
The comparison principle for MCF follows from the maximum principle for parabolic
PDEs and states that the distance between two hypersurfaces (one of them compact)
is nondecreasing in time under the flow. In particular, disjoint surfaces remain disjoint
under the flow. Hence, by comparison with a sphere that contains it, any closed
surface will in finite time develop a singularity under the flow, where its curvature
blows up. For more background on the MCF, we refer to [17, 26, 49, 62].
In this thesis, we focus on self-similar solutions to the flow, i.e., hypersurfaces
which move in a self-similar manner under the flow. By a self-similar motion we
mean any combination of homothetic contraction/expansion, rotation and transla-
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tion. Self-similar solutions play an important role in the singularity theory of the
flow. The most important ones are the contracting hypersurfaces and the translating
hypersurfaces, which model the so-called type 1 and type 2 singularities respectively
(see [39]). Contracting hypersurfaces, also known as self-shrinkers, have received the
most attention, see for example [2, 7, 12, 17, 18, 19, 45, 47, 50, 58, 59]. Examples of
translating hypersurfaces can be found in [15, 52, 53, 60] and expanding hypersurfaces
in [5, 9, 27]. Other types of self-similar solutions to the flow have been studied less
thoroughly and one of our goals in this thesis is to demonstrate some new examples,
with a focus on solutions involving rotation.
In Chapter 2 we look at the case n = 1, the so-called curve shortening flow (CSF)
in the plane, and give a complete classification of all the self-similar solutions. The
classification goes as follows:
Theorem 1.0.1. Up to rescalings and isometries of the plane, the following list con-
tains all self-similar solutions to the curve shortening flow in the plane:
" Translation: Only one solution, the Grim Reaper
cosx = et-
" Expansion: A one-parameter family of curves. Each is the graph of a convex
even function and asymptotic to the boundary of a cone.
" Contraction: A one-parameter family of curves, including the contracting circle
x2 +2=-2t, t<0.
Each curve is contained in an annulus and consists of identical convex excur-
sions between its two boundaries. It either closes up (Abresch-Langer curves)
or is dense in the annulus.
" Rotation: A one-parameter family of curves. Each is properly embedded with
both ends spiraling out to infinity.
" Rotation and expansion: A two-parameter family of curves. Each is properly
embedded with both ends asymptotic to logarithmic spirals.
" Rotation and contraction: A two-parameter family of curves. Each has one end
asymptotic to a circle and the other either asymptotic to the same circle or to
a logarithmic spiral (the comet spiral).
We show how the problem of finding these curves can be reduced to the study of
a two-dimensional nonlinear system of ODEs, such that each trajectory in the phase
plane corresponds to a curve which moves in a self-similar manner under the flow. The
system has two real parameters that govern the type of the self-similar motion. By
studying the behaviour of the solutions to the system, information about the curves
10
can be obtained. Most of the results in this chapter appeared in [34].
In Chapter 3 we start by generalizing some results of the previous chapter by
describing all possible self-similar motions of hypersurfaces in Rn+l which can arise
as solutions to the MCF and deriving the corresponding equations the hypersurfaces
have to satisfy. When n > 2, giving a complete classification of all these hypersurfaces
is a significantly harder problem than for curves in the plane, but we present a new
two-parameter family of complete immersed surfaces in R 3 which rotate under the
flow. The surfaces belong to the family of so-called helicoidal surfaces, i.e., surfaces
invariant under a helicoidal motion. A helicoidal surface with pitch h is generated
by taking a curve in the xy-plane and translating it along the z-axis with speed h,
while at the same time rotating it with unit speed around the z-axis. We prove the
following:
Theorem 1.0.2. For each h > 0 there exists a one-parameter family of helicoidal
surfaces with pitch h, that rotate with unit speed around their helicoidal axis under
the MCF. The corresponding generating curves have one point closest to the origin
and both ends spiraling out to infinity. The curvature goes to 0 on each end and the
limiting angle between the tangent vector and the position vector is .
2
Since the surfaces rotate around their helicoidal axis, they can also be viewed as
translating solutions to the flow. The generating curves of these surfaces look similar
to the rotating curves of the CSF from Chapter 2, which is nothing but the limit case
h -+ oo. In the other limit, h -+ 0, we show how a specific choice of initial values
gives convergence of the generating curves to a circle, so the corresponding surfaces
in some sense converge to a cylinder. The problem of finding these generating curves
boils down to the study of a two-dimensional nonlinear system of ODEs, much like
in the previous chapter.
The same approach can be used to find the generating curves of the classical
minimal and constant mean curvature (CMC) helicoidal surfaces, which we do in the
final two sections of the chapter. For the generating curves of the minimal helicoidal
surfaces, we investigate the limit h -+ 0 and show how we can get both convergence
to a circle and to a logarithmic spiral. The last theorem of the chapter is the following
classification of the immersed cylinders in the family of CMC helicoidal surfaces:
Theorem 1.0.3. For each h > 0 and relatively prime positive integers p and q such
that 1 < P < , there exists a unique (up to rotation) closed immersed curve
X, with rotation number p and q-fold rotational symmetry, such that it generates a
helicoidal surface with pitch h and constant mean curvature H = 1 w.r.t. the outward
pointing unit normal. Moreover,
* if P = ah, X goes through the origin,
if > ah, X has winding number p around the origin,
* if P < ah, X has winding number p - q around the origin,
where ac is given by Equation (3.19).
11
The results in Chapter 3 appeared in [36].
The mean curvature flow can also be defined in the Minkowski space R', i.e.,
the linear space R+' endowed with the Minkowski metric
(,) = 2o + - - -+ dx 2 - dX2+1
In Chapter 4 we focus on the case n = 1, the MCF of curves in the Minkowski plane
R 1' 1 . The flow is different from the flow in the Euclidean plane in many ways. For
one thing, it shortens some curves and lengthens others.
Our main result is the following classification of all the self-similar solutions:
Theorem 1.0.4. Up to rescalings and isometries of the Minkowski plane, the fol-
lowing list contains all self-similar solutions to the mean curvature flow of space-like
curves in the Minkowski plane:
" Translation: Three curves,
cosh x = el~', sinh y = et-, x + y = ex-Y + t,
which translate along the y-axis, x-axis and the line y = x, respectively.
" Expansion: Six types of curves, including the expanding hyperbola
y2 =x2 + 2t, t > 0.
" Contraction: One type of curves.
" Hyperbolic rotation: Three types of curves.
" Hyperbolic rotation and expansion: Eighteen types of curves, including the exact
solutions
x+y=2ttan(x-y), x+y= -2tcoth(x-y), t >0.
" Hyperbolic rotation and contraction: Seven types of cures, including the exact
solution
x+y=-2ttanh(x-y), t<0.
" Hyperbolic rotation, expansion and translation: Five types of curves.
" Hyperbolic rotation, contraction and translation: Three types of curves.
Reflecting these curves across the line y = x gives all time-like self-similar solutions,
with the direction of t reversed.
As we see, the fauna of self-similar solutions is richer in the Minkowski plane
than in the Euclidean plane. For example, there are three translating solutions in
12
the Minkowski plane, as opposed to only one in the Euclidean plane. Also, in the
Minkowski plane, there are self-similar solutions combining hyperbolic rotation, dila-
tion and translation. This does not occur in the Euclidean plane.
Just like in Chapter 2, we find most of these curves by studying a two-dimensional
nonlinear system of ODEs, with two real parameters determining the type of the self-
similar motion. The systems in the two planes are remarkably similar, although the
solutions to the Minkowski one are not as well behaved and tend to blow up for
finite values of the arc-length parameter. The calculations in this chapter are carried
out using the language of hyperbolic numbers, which are intimately connected to the
Minkowski plane, much like the complex numbers are intertwined with the Euclidean
plane.
In the final part of the chapter, we derive five non-self-similar exact solutions:
cosh x = e- cosh y, t > 0,
cosh x = e-t sinh y, t E R,
sinh x = e~t sinh y, t < 0,
sin y = e~ sin x, t > 0,
tanh(x + y) = tan(x - y) tan 2t, 0 < t < j.
So we have a total of twelve exact solutions in the Minkowski plane, compared to
only four in the Euclidean plane (known to the author).
The results in Chapter 4 are contained in the preprint [35].
13
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Chapter 2
Self-Similar Solutions to the Curve
Shortening Flow
2.1 Introduction
The mean curvature flow of curves in the Euclidean plane R2 is known in the literature
as the curve shortening flow (CSF), since it is the negative L 2-gradient flow of the
length functional. It is well understood for simple closed curves. If (Xt)tEI is a family
of simple closed curves evolving under the flow, L(t) is the length of Xt and A(t) the
area inside it, then as shown in [31],
L'(t) = - J k2ds, A'(t) = - kds = -27,r
where k is the signed curvature and s the arc-length (defined below). Moreover, if
the initial curve is convex, it will remain so under the flow and converge to a point in
finite timeA(O) , while asymptotically becoming circular, as shown in Gage-Hamilton
[301. The convexity assumption was later removed by Grayson [32], proving that any
simple closed curve converges to a round point, a result which does not hold in higher
dimensions. A simpler proof of Grayson's theorem was given in Andrews-Bryan [4].
Further background on the CSF can be found in [14].
In this chapter we find and classify all self-similar solutions to the CSF, i.e., all
immersed curves in the plane which move in a self-similar manner under the flow.
Most of our results appear in [34], although some of them have been strengthened in
this version. The classification is given in the following theorem, but more details are
provided in later sections of the chapter.
Theorem 2.1.1. Up to rescalings and isometries of the plane, the following list con-
tains all self-similar solutions to the curve shortening flow in the plane:
* Translation: Only one solution, the Grim Reaper
cosx = e
See Figure 2-3.
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" Expansion: A one-parameter family of curves. Each is the graph of a convex
even function and asymptotic to the boundary of a cone. See Figure 2-4(b).
" Contraction: A one-parameter family of curves, including the contracting circle
X2 = -2t, t < 0.
Each curve is contained in an annulus and consists of identical convex excur-
sions between its two boundaries. It either closes up (Abresch-Langer curves)
or is dense in the annulus. See Figure 2-5.
" Rotation: A one-parameter family of curves. Each is properly embedded with
both ends spiraling out to infinity. See Figure 2-8.
" Rotation and expansion: A two-parameter family of curves. Each is properly
embedded with both ends asymptotic to logarithmic spirals. See Figure 2-9.
" Rotation and contraction: A two-parameter family of curves. Each has one end
asymptotic to a circle and the other either asymptotic to the same circle or to
a logarithmic spiral (the comet spiral). See Figures 2-11 through 2-13.
Many of these curves appear in earlier work of other mathematicians. The Grim
Reaper was discovered by Calabi. The contracting curves were classified by Abresch
and Langer in [2] and independently by Epstein and Weinstein in [29]. The expand-
ing curves appeared in [9, 42, 57]. Altschuler [3] mentioned the rotating yin-yang
spiral, and the comet spiral was used by Angenent [6]. A different approach to the
classification problem of the self-similar solutions was given in [13, 48], using Lie's
theory of symmetries for the PDE (2.1). We should also mention that some of these
curves had earlier appeared in the physics literature [51].
The chapter is structured as follows. In Section 2.2 we introduce our notation and
review basic properties of Euclidean curves. Section 2.3 is devoted to self-similar mo-
tions of curves. First we find all curves which remain invariant under some self-similar
motion. Then we find all possible self-similar motions than can arise as solutions to
the CSF and derive the equation the corresponding curves must satisfy. We rewrite
the curve equation as a two-dimensional system of ODEs (Equation (2.13)), such that
each trajectory in the phase plane corresponds to a curve which moves in a self-similar
manner under the flow. The system has two parameters, a and b, which determine
the type of the self-similar motion. In Sections 2.4 through 2.8 we describe basic
properties of the curves, one self-similar motion at a time. We end the chapter with
mentioning two exact solutions to the flow that are not self-similar.
2.2 Curves in the Euclidean Plane
We will be using the language of complex numbers. The point (x, y) is identified with
the complex number x + iy.
16
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Figure 2-1: A curve in the Euclidean plane.
Let X I -+ R2 be a regular curve. The Euclidean arc-length parameter is defined
as
ds = |Xul du
and the unit tangent vector is
1
T = X8= 
_X.|X,|IXUI
We choose the unit normal N = iT, i.e., the vector obtained by rotating T by j
to the left. Since ITI = 1 is constant, T, is parallel to N, and we define the signed
curvature k by the equation T, = kN. Then we also have N, = -kT, resulting in the
Frenet formulas
T, = kN
Ns = -kT.
By definition, the (mean) curvature vector of X is given by H = Xs, = T = kN. In
particular, (H, N) = k.
Now, since ITI = 1, there is a real number 0 such that T = ezO. We call it the
tangent angle. Note that T. = 9_iei0 = kN, so 0 satisfies 0, = k. The unit circle
x 2 + y2 1 (or its translates) traced counterclockwise is the unique Euclidean curve
with constant curvature k = 1. A curve such that k > 0 (or k < 0) everywhere is
called convex. We denote the radius of X by r and its polar angle by <, such that
X = re.
Besides the arc-length parametrization, every Euclidean curve has another natural
parametrization since it can locally be viewed as a graph. When y is a function of x,
the parametrization is X(x) = + iy(x) and direct calculations yield
T= 1+ iy'(x) N= i k=
(1 + y'(X)2))' (1 + y'(X)2) 4 ' (1 + y'(x)2)a2
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If we think of y as also being a function of the time variable t, we have a solution
to the CSF (up to tangential diffeomorphisms) if and only if y satisfies the parabolic
PDE
Yxx (2.1)
1+ y2
Moreover, for convex curves it was shown in [30] that the flow is also equivalent to
the following PDE for the curvature k:
kt = k2 koo + k3 , (2.2)
where the derivative with respect to t is taken with 0 held fixed. Many early results
on the CSF were obtained by working with this equation.
It will turn out to be convenient to work with the functions T = (X, T) and
v = (X, N). They satisfy
T, = 1 + kv (2.3)
VS = -k-r,
and furthermore,
2 2 2 T1X =(-r+iv)T, r 2 = ±,+ , r 8 =-, <2=2. (2.4)
r r
An interesting geometric interpretation of (r, v) is given in [54]. Several times in this
thesis, we will want to find all curves X satisfying an equation of the form k = 4(r, v).
The following lemma shows how that problem can be solved.
Lemma 2.2.1. For every smooth function D : R 2 -+ R, point zo E R 2 and angle
00 E [0, 27r), there is a unique immersed curve X : R -+ R 2 satisfying the equation
k = (r, v) and going through zo with tangent angle 00.
Proof. Keeping in mind (2.3) and (2.4), we let r, v, 0 be the unique solution to the
ODE system
r= 1+±v&(r,v)
V= -TI(r, v) (2.5)
0' =D (r,v)
with initial values 0(0) = Oo, r(0) + iv(0) = e-lozo, and then define the curve as
io
X = (T +iv)e
Since
d fr2 _2 _r+ ' _2 < 11 (2.6)ds -r2 +V 2 \/T2+ --
the solution cannot blow up in finite time and hence is defined on all of R. Note that
X' = (T' + iv' + i9'(r + iv))e'0 = eio,
so X is parametrized by arc-length with tangent T = eio and hence the curvature k
18
is equal to 0' = (D(T, v). Finally,
(X, T) = Re(Xe-'i) = T
(X, N) = Re(X(-i)e-) = P,
finishing the proof. 5
Typically the system of ODEs (2.5) for r and v has a one-parameter trajectory
space. Each trajectory corresponds to a unique (up to rotation) curve X satisfying
k = @(r, v), so the curves also form a one-parameter family.
2.3 Self-Similar Motions of Curves
Let X: I -+ R 2 be a curve. A self-similar motion of X is a map X I x J -+ R2 of
the form
X(u, t) = g(t)eif )X(u) + H(t). (2.7)
Here J is an interval containing 0 and f, g : J -+ R and H : J -+ R2 are differentiable
functions s.t. f(0) = 0, g(0) = 1 and H(0) = 0, and hence k(u, 0) = X(u). The
function f determines the rotation, g determines the dilation and H is the translation
term.
We are interested in finding all self-similar motions of curves which are also solu-
tions to the CSF. As a warm-up, let's find all curves that are invariant under some
self-similar motion. Now, the self-similar motion (2.7) leaves the curve X invariant if
and only if
(ut),N(u,t) = 0
holds for all u E I, t E J. Simple calculations yield that this equation is equivalent
to
g(t)f'(t)(X(u), T(u)) + g'(t)(X(u), N(u))
+ (e-f() H'(t), N(u)) = 0.
By looking at this equation at time t = 0, we see that X has to satisfy
ar + bv + (C, N) = 0, (2.8)
where a = f'(0), b = g'(0) and C = H'(0). Satisfying an equation of this form is also
a sufficient condition for X to be invariant under a self-similar motion. To see that,
we look separately at three cases.
Translation: Assume (a, b) = (0, 0) and C # 0, so Equation (2.8) reduces to
(C, N) = 0.
Then X is any straight line with direction vector C, which is of course invariant under
any translation in direction C.
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y(a) i = 5.
y
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(b) =
Figure 2-2: Logarithmic spirals.
Rotation and dilation: Assume (a, b) $ (0, 0) and C = 0. Here (2.8) becomes
ar + bv = 0. (2.9)
The case b = 0 yields r = 0, so X is a circle with center at the origin, which is of
course invariant under any rotation around the origin. Now assume b $ 0. Then we
note that y(br - av) = b so br - av = bs and hence r = s 7 = - abs and
k = . Therefore, (up to a constant rotation) the curve is given by the formula
i Us b b+ia
X = (T +iv)ez =s b s , s > 0,b+ia ,s0
or in polar coordinates,
# =Rilog r, r > .
Curves of this form are known in the literature as logarithmic spirals (Figure 2-2).
They have a constant growing angle L = gi and remain invariant under any
combination of rotation and dilation such that bg(t)f'(t) = ag'(t), i.e., ebf(t) = g(t)a.
When a = 0, the spiral reduces to a straight line through origin, which is invariant
under any scaling.
Rotation, dilation and translation: Assume (a, b) # (0,0) and C = 0, such
that X satisfies the full Equation (2.8), which can also be written in the form
((b+ ia)X + C, N) = 0.
If we put X = X + C, then X satisfies Equation (2.9). Therefore, X is a logarithmicb+ia
spiral (circle/line) with center at Cb+ia
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So we have recovered the following well-known result.
Theorem 2.3.1. The only curves in the Euclidean plane that are invariant under a
self-similar motion are
" lines, invariant under translations along their direction vector and dilations
about a point on the line,
" circles, invariant under rotations around their midpoint,
" logarithmic spirals, X = L 5 s1+i", s > 0, invariant under any combination of
rotation and dilation such that ef(t) = g(t)a.
Now let's move to our original task, finding all curves which move in a self-similar
manner under the curve shortening flow. Let X : R -+ R 2 be an immersed curve in
the plane. The self-similar motion given by (2.7) is the curve shortening flow of X
(up to tangential diffeomorphisms) if and only if the equation
(u, t), N(u, t) = k(u, t)
holds for all u E R, t E J. Straightforward calculations yield that this equation is
equivalent to
g2 (t)f'(t) (X(u), T(u)) + g (t)g'(t) (X(u), N(u)) (2.10)
+ g(t)(e-'( t )H'(t), N(u)) = k(u).
By looking at this equation at time t = 0, we see that X has to satisfy
aT + bv + (C, N) = k,
where a = f'(0), b = g'(0) and C = H'(0). It turns out that satisfying this equation
is also a sufficient condition for X to move in a self-similar manner under the flow.
As before, we look separately at three cases.
Translation: If X satisfies the pure translation equation
(C, N) = k, (2.11)
we can take H = Ct, and easily verify that Equation (2.10) is satisfied for all u E R,
t E J. Thus, under the flow, the curve X translates with constant velocity vector C.
Rotation and dilation: Now assume X satisfies the screw-dilation equation
aT + by = k. (2.12)
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If we pick the functions f and g such that g2 (t)f'(t) = a and g(t)g'(t) = b for all
t E J, then it is clear that Equation (2.10) holds for all u E R, t E J. Solving these
differential equations with our initial values gives
1 -2 log (2bt + 1) if
f(t) = o + 0' and g(t) = v2bt + 1.
at if b=0,
Hence, under the CSF, the curve X rotates and dilates around the origin as governed
by the functions f and g. Note that the logarithmic spiral # = 2 log r is invariant
under this screw-dilation. It will show up as an asymptote for some of these curves.
Rotation, dilation and translation: When (a, b) $ 0 and C = 0, we can get
rid of the translation term C by translating X by the fixed vector C. Then we are
back in the case above, so X screw-dilates around the point -
So the classification of all self-similar solutions to the CSF has been reduced to
finding all curves which satisfy either the translation equation (2.11) or the screw-
dilation equation (2.12). By Lemma 2.2.1, the screw-dilating curves can be found by
solving the system of ODEs
-'r= 1+v(ar +bv) (2.13)
V' -7(a- + bv).
For each a and b we get a one-parameter family of curves. The right hand side
of (2.13) remains the same when (T, v) is replaced by (--, -v). Therefore, s -+
-(r(-s), v(-s)) is also a solution to the system, which of course just corresponds
to the curve X parametrized backwards. This symmetry will simplify some of our
arguments. Also note that rescaling the value of (a, b) by A corresponds to rescaling
the curve X by A- 2.
Another approach is to let 1 = -br + av and study the equivalent system
{ k' = a + k1
1' =-b -k2
Note that k + i = (a - ib)(r + iv), so we have
X = reiq = (-r + iv)e'o - k + il eiO
a-ib
2 2 2 k2 + 12r =T +V =
a2 + b2 7
and
0$= O+arg(T +iv) =0 + arg(k +il)+ arg(a+ib).
In the next five sections of the chapter, we look separately at different values of
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a, b and C, i.e., different self-similar motions, and describe some properties of the
corresponding curves. The five cases are:
" a = 0, b = 0, C $ 0: Translation
" a = 0, b > 0, C = 0: Expansion.
" a = 0, b < 0, C = 0: Contraction.
Sa $ 0, b > 0, C = 0: Rotation and expansion.
* a 5 0, b < 0, C = 0: Rotation and contraction.
But before we do that, let's answer a simple question: Can the curves have double
points?
Lemma 2.3.2. Unless b < 0, the curve X cannot cross itself.
Proof. Note that a double point would have to be transversal by the uniqueness of
the solutions to the system of ODEs for -r and v. Now, assume X is any curve with a
transversal double point. Then X has a loop, F. Let the curve be parametrized such
that the region enclosed by the loop is on the left side of the curve, and let a E (0, 21r)
be the interior angle of the loop at the double point. If we let the curve X flow under
the CSF, then the time derivative at time 0 of the area enclosed by the loop is
- j k ds = -(7r +a) < 0. (2.14)
Hence, the area enclosed by any loop is always strictly decreasing under the CSF. So
if a curve expands under the flow (corresponding to b > 0), then it cannot have any
double points since the area enclosed by the corresponding loops would be increasing.
0
2.4 Translation
A curve X translates under the flow with constant velocity vector C if and only if
it satisfies the translation equation (C, N) = k. By scaling and rotating the curve,
it suffices to look at translations with unit speed along the y-axis, i.e., C = i. The
solution below is unique up to constant translations in each variable.
Theorem 2.4.1. The only translating solution to the flow is the Grim Reaper
cos x = et-Y, with k = 'h.
The name is due to Calabi and refers to the fact that by the comparison principle,
everything in the path of the Grim Reaper must die before it sweeps through. The
curve appears in Figure 2-3.
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yFigure 2-3: The Grim Reaper, cos x = et-, translates along the y-axis. It is the only
translating solution to the CSF.
Proof. Unless the curve is a straight line parallel to the y-axis (making the translation
vacuous), we can parametrize it (at least locally) such that y is a function of x. Then
the translation equation can be rewritten as the ODE
y"(x) = 1 + y'(x) 2 ,
which can also be seen by putting yt = 1 in Equation (2.1). To find the solution, let
v = y'. Then v' = 1+v 2 , so v = tan x. Therefore, the curve is given by y = - log cos x.
Standard calculations yield k = 1h0
Note that the Grim Reaper satisfies k = cos 0. The curve can also be derived by
putting kt = 0 in Equation (2.2), resulting in the ODE koo + k = 0 (in addition to
the straight line k = 0).
2.5 Expansion
A curve expands under the flow if and only if it satisfies Equation (2.12) with a = 0
and b > 0. By scaling the curve we may assume b = 1.
Theorem 2.5.1. There is a one-parameter family of curves which expand under the
flow with scaling function 2t/ I for t > -. Each curve is the graph of a convex
even function such that
y(x) = AjxI + O (e~ , as IxI -+ co,
for some constant A > 0. Moreover, k2e,.2 is constant. The curve comes out of the
cone y = Ajx| at t = -, and expands out to infinity, as t -+ oo.
Curves of this kind are shown in Figure 2-4(b). They have earlier appeared in
[9, 42, 571. The family of curves can be parametrized by the curve's distance from
the origin.
24
1 y
T - - - - - - - - - - - - - - - - X
(a) Phase portrait. (b) Three expanding curves.
Figure 2-4: Expansion, a = 0, b = 1.
Proof. Here k = v so the system for T and v becomes
The phase portrait appears in Figure 2-4(a). There are no fixed points, r is increasing
and v never changes sign. The trivial solution T = s, v = 0, corresponds to X
being a line through the origin, making the expansion vacuous. To find the other
trajectories, note that the function v2er 2 +V2 = k2er2 is constant. By symmetry, it
suffices to look at trajectories in the upper half-plane (v > 0). Since -r' > 1, it follows
that limT-i, T = ±oo and lim,±..- v = 0. Therefore, the corresponding curve X is
convex with k -+ 0 on each end.
To get a better description of the curves, we rewrite k = v as an ODE for y as a
function of x:
y"(X) = (1 ± y'(x) 2)(y(X) - xy'(X)).
The initial values y(O) = a, y'(0) = 0, correspond to the (T, v)-trajectory going
through (0, a), so by varying a > 0 we get all the expanding curves. Also, with these
initial values y is an even function of x.
Put W(x) = y(x) - xy'(x). Since k > 0, y is convex so w is positive. Furthermore,
w'(x) = -xy"(x) < -xw(x) for x > 0, so 0 < w(x) < ae-2. Note that dyx
w(X) s ) is decreasing for x > 0 with limit A = limx,o y'(x) > 0. Moreover,
0<y() - Ax < x w J dt < ae-2. E
In [42], Ishimura shows that the map a F-+ A is strictly increasing and provides a
homeomorphism from (0, oo) into itself.
2.6 Contraction
Now suppose a = 0 and b < 0, so by scaling the curve we may assume b = -1.
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Theorem 2.6.1. There is a one-parameter family of curves which contract under the
flow with scaling function VI/ -2t for t < ., including the contracting circle
2
x2 + y2 = 1 - 2t. (2.15)
Each curve is contained in an annulus with center at the origin and consists of re-
peated identical convex excursions between the two boundaries of the annulus, such
that k2e-r 2 is constant. The inner and outer radii of the annulus, rin and rat, satisfy
2? er? 2 -r 2  1
riein = r te -ut, and take on every value in (0, 1] and [1, oo), respectively.
The curves are divided into two sets:
1) Closed curves, i.e., immersed S' (Abresch-Langer curves). In addition to the
unit circle, there is a curve with rotation number p and q-fold rotational symmetry
for each pair of relatively prime positive integers p and q such that ! < 2 < -_.2 q 2
2) Curves whose image is dense in the annulus.
The curves come from infinity as t -+ -oo, and disappear into the origin at t ={
Curves of this kind appear in Figure 2-5. This classification appeared earlier in
Abresch-Langer [2] and Epstein-Weinstein [29].
Proof. Here k = -v so the system of ODEs for T and v takes the form
' = 1 - V2
V = TV.
The phase portrait appears in Figure 2-6(a). The trivial solution T = s, V = 0,
corresponds to X being a straight line through the origin, making the contraction
vacuous. For the other trajectories, it suffices by symmetry to consider only those in
the lower half-plane (v < 0). There k > 0 so the corresponding curve X is always
convex. Notice that the system has a fixed point (0, -1), which corresponds to X
being the unit circle x 2+y 2 = 1, traced counterclockwise. Also note that the function
V2 e- +V = k 2 -2 is constant, so each of the other trajectories is a closed loop
around the fixed point. Hence the solution (T, v) is periodic and the same goes for
both k and r. So the curve X consists of infinitely many identical convex excursions
between the two boundaries of the annulus with center at the origin, inner radius ri
and outer radius r±t. They radii satisfy ri'e~4 = route- 0t, since the extrema of r
occur when T = 0.
Now let's examine a whole excursion, i.e., we go from the outer boundary, touch
the inner boundary and go back out the outer boundary. This corresponds to the
(r, v)-trajectory going through one period. Let AO denote the difference between the
values of the tangent angle before and after the excursion. There are two possibilities:
1) The angle difference AO is of the form EL- for some relatively prime positive in-
tegers p and q. Then after q excursions the curve X closes up. Thus, X is a closed
curve, an immersed S', with q-fold rotational symmetry and rotation number p. Since
X = (T +iv)e 0 , and the (T, v)-trajectory lies completely in the lower half of the phase
plane, p is also the winding number of X around the origin.
26
(a) p = 2, q = 3.
(c) p = 9, q = 13.
(e) p = 28, q = 43.
(b) p = 4, q = 7.
(d) p = 11, q = 18.
(f) p = 31, q = 44.
Figure 2-5: Contracting curves, a = 0, b = -1.
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(a) Phase portrait. (b) AG as a function or rt.
Figure 2-6: Contraction, a = 0, b = -1.
2) The angle difference AG is not of this form. In this case the curve X never closes
up and takes infinitely many excursions. It is dense in the annulus.
Since dO = k ds, the angle difference AG is given by integrating k over one period
of the (r, v)-trajectory. Abresch and Langer [2] investigated AO as a function of rt
and showed that it is continuous and decreasing with limits
lim AO=v2ir and lim AO=7r.
rout-1+ routO-+o
This is shown in Figure 2-6(b). Therefore, we get a closed curve for every pair of
relatively prime positive integers p and q such that } < P< -'. 02 q 2
2.7 Rotation and Expansion
Rotating curves and curves which both rotate and expand under the flow have similar
properties, so we cover them together. Here a 4 0 and b > 0. By reflecting the curve
if necessary, we may assume a > 0. In the two theorems below, A denotes a real
constant.
Theorem 2.7.1. There is a one-parameter family of curves which rotate forever with
unit angular speed under the flow. Each curve is properly embedded with both ends
spiraling out to infinity such that 0 - 1r 2 is constant and = {r 2 + A + o(1), as
r -+ oo.
Theorem 2.7.2. For each a > 0 and b > 0, there is a one-parameter family of curves
which rotate and expand under the flow. Each curve is properly embedded, with both
ends asymptotic to logarithmic spirals of the form 4 = E log(r) + A.
The curve rotates with angular function - log(2bt + 1) and expands with scaling
function v2'bt + for t > -!. It comes out of the union of the two logarithmic2b
spirals at t = - 4 , and goes out to infinity, as t -+ oc, except for the symmetric
curve, which converges to a slowly rotating line in any compact set around the origin.
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(a) Rotation, a = 1, b = 0. (b) Rotation and expansion, a = 1, b =}.
Figure 2-7: Phase portrait of the (k, l)-system for rotating curves, and rotating and
expanding curves.
The rotating curves are shown in Figure 2-8 and the curves which rotate and ex-
pand in Figure 2-9. In each case, the family of curves is parametrized by the distance
from the origin which can take on any value in [0, oc).
The proof will be the result of a series of lemmas. Here we will for simplicity work
with the functions k and 1, instead of -r and v. Remember that the system of ODEs
then takes the form
k' = + kl
l -b- k2
The phase portrait appears in Figure 2-7.
We start with a simple observation.
Lemma 2.7.3. The curvature k has at most one zero, is negative before it and positive
after it. Moreover, k has at most two extrema, a minimum below 0 and a maximum
above 0.
Proof. The first statement is true, since if k(s) = 0, then k'(s) = a > 0, so k has
to grow through each of its zeros and thus can only have one. If k'(s) = 0, then
k"(s) = -k(s)(k 2 (s) + b), so all extrema above 0 are maxima and all extrema below
0 are minima. Therefore, k has at most one minimum and at most one maximum
which are below and above 0, respectively. 0
Lemma 2.7.4. The curvature k is bounded.
Proof. Can k > 0, k' > 0 hold for all s > so for some so? No, since then l' < -k 2 (so) <
0, so l decreases at least linearly, and hence k' = kl + a will sooner or later reach 0.
Similarly, k > 0, k' < 0 cannot hold for all s < so, since then l' < -k 2 (so) < 0, so l
increases at least linearly in the backwards direction, and hence k' = kl +a will reach
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y(a) The symmetric curve, Altschuler's yin-
yang spiral.
y
(b) As the distance from the origin increases,
the tip of the spiral starts to resemble the
Grim Reaper.
Figure 2-8: Rotating curves, a = 1, b = 0.
0 for a small enough s. From this and Lemma 2.7.3 we conclude that if k reaches a
positive value, then it has to have a global maximum. By symmetry it is clear that
if k reaches a negative value, then it has a global minimum. E
Lemma 2.7.5. lim.- 1ix, 1 = -oo.
Proof. If b > 0, then 1' < -b < 0, so the statement is obvious. Therefore we look
at the case b = 0. Since I' = -k 2 < 0, 1 is decreasing. Assume 1 is bounded from
below so that lim 8 .,, 1 is finite. Now, 1" = -2k 21 - 2ak is bounded, since both
k and I are bounded. Hence, by Barbalat's lemma (see [551) lim,.. 1' = 0. But
i' = -k 2 , so lim, 0 k = 0. However, k' = kl + a, so lim8 .2 k' = a, which contradicts
lim, 8 2 k = 0. Hence lim, 8 2 1 = -oo, and by symmetry, lim 8 )_ 1 = cc. E
Lemma 2.7.6. lim,,±4 r = oo and r has exactly one extremum, a global minimum.
Proof. The first statement follows from Lemma 2.7.5, since r 2 (a 2 +b 2 ) = k 2 +1 2 . To see
the second one, note that Ar 2 = 2 -, and if r(s) = 0, then r'(s) = bv2(s) +1 > 0. E
This lemma implies that the curve X has a unique point closest to the origin and
consists of two ends coming out from this point and strictly going out to infinity.
Hence, each of these ends is properly embedded. Since we already know that X
doesn't have double points (because b > 0) we have the following result.
Lemma 2.7.7. The curve X is properly embedded.
Our next goal is to show that the curvature k goes to 0 on each end.
Lemma 2.7.8. The curvature k has a negative global minimum, a positive global
maximum and no other extrema.
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y(a) The symmetric curve looks like a less
dense version of the yin-yang spiral.
y
(b) Each end is asymptotic to a logarithmic
spiral.
Figure 2-9: Rotating and expanding curves, a = 1, b = .14.
Proof. If k < 0 for all s, then k' = k1 + a > a > 0 for all s large enough (by Lemma
2.7.5), and hence k will eventually attain the value 0, a contradiction. Similarly, k > 0
can't hold for all s. Therefore, k takes both negative and positive values, and the
argument from the proof of Lemma 2.7.4 shows that it has a global minimum and a
global maximum. By Lemma 2.7.3, these are the only extrema. E
Lemma 2.7.9. lim v±ii = Too.
Proof. Follows from Lemmas 2.7.4 and 2.7.5 since v = bk+a. 11
Lemma 2.7.10. lim 8,i. k = 0.
Proof. By Lemma 2.7.8, we know that k has a finite limit in each direction. If the
limit of k when s -+ oo is not 0, then k > 6 > 0 for all s > so. By Lemma 2.7.9, we
can pick so such that v < -2 for all s > so. But then r' = 1 + kv < 1 - k} < -1
for s > so, so lim,.x r = -oo. But k = ar + by, so this yields lim, 0 , k = -00, a
contradiction. The other case follows by symmetry. E
Now we can determine the limiting behaviour of the two ends of the curve X.
First let us state a basic limit result.
Lemma 2.7.11. lim ±O -, lim,. T+i" b-iaV a) liS4+±0 r - r"
Proof. Follows from Lemmas 2.7.5 and 2.7.10 since r = ak-bi and v = bk+al
The limiting growing angle of the two ends is given by the following lemma.
Lemma 2.7.12. lims-+O T - b+iaX 7ea,+
Proof. Follows from the previous lemma, since LT-ri
0
El
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Lemma 2.7.13. lim-+o ... = +00.
Proof. Note that
do dq$ds _ -vr 2  V
= r = =--I
d log(r) dr/ds r/r T'
which goes to S (or +oo when b = 0) as s -+ oo. Hence the result follows from
Lemma 2.7.6.
Lemma 2.7.14. lim,-++oo 0 = +00.
Proof. Follows from the previous lemma, since # = 0 + arg(r + iv) and arg(r + iv)
has finite limits in each direction by Lemma 2.7.11. l
The above results show that each end of the curve spirals infinitely many circles
out from the origin, with infinite total curvature.
In the case of rotating curves (b = 0), the limiting angle between X and T is 2.
Moreover, direct calculations yield the following result, which can be used to give a
different proof of the fact that the curve cannot cross itself.
Lemma 2.7.15. When b = 0, the function 0 - 'r 2 is constant.
Lemma 2.7.16. When b = 0, each end of the curve satisfies # = gr 2 + A + o(1), as
r -+ 00, for some constant A.
Proof. Follows from the previous lemma, since =0 + arg(r + iv) and arg(r + iv)
has finite limits in each direction by Lemma 2.7.11. 0
Now assume b > 0. Then, by Lemma 2.7.12, the limiting growing angle of each
end of the curve is the same as the constant growing angle of the logarithmic spiral
= log r. In fact, more can be said.
Lemma 2.7.17. When b > 0, each end of the curve satisfies b = a log r + A + o(.!),
as r -+ oo, for some constant A.
Proof. Note that
d V aT ar+ bv k
ds - -og7 r2 = - - 2  r2  = -
By l'H6pital's rule and Lemma 2.7.11, lim,8 ,, C = lim,_,s b = , which means
the integral f n ds is convergent, so A := lim, 0, ( - a log r) exists. Applying
l'H6pital's rule again, we get
- a logr- A -k krlim b= lim 2 lim - = 0
S-+00 1 -+W -. S-+00 br '
r rT
by Lemmas 2.7.10 and 2.7.11. The other direction follows by symmetry. E
Lemma 2.7.18. When b > 0, each end of the curve is asymptotic to the logarithmic
spiral 0 = 1 log r + A, where A is the constant from the previous lemma.
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Proof. Let Y be the logarithmic spiral with equation = { log r + A. Then we have
- Y= |re' - rei(log r+A)| - r ei(+-logr-A) _ i
r - 2logr - Al -+ 0, as s -+ oc,
by the previous lemma. The other direction follows by symmetry. E
Since the logarithmic spiral actually remains invariant under the screw-dilation,
the following result should not be surprising.
Lemma 2.7.19. As t -+ -- L each end of the curve converges uniformly to its asymp-
totic logarithmic spiral.
Proof. As before, let Y be the logarithmic spiral # = i log r + A. Here we will
parametrize Y and the end of the curve X with r > ro, where ro is the distance of X
from the origin. Put w(r) = # - R log r - A. Now, for each r > ro we have
g(t)eif(t)X(r) - Y(v+ 2bt r)
= fl'+ 2b7 rei(Slog( v1+2bt r)+A+w(r)) _ i'i +2bt e log( V1+2bt r)+A)
= Vf i+2bt r leiw(r) - 11 < -1 +2bt r min{ w(r),2},
and by Lemma 2.7.17, C sup,>r r min{Iw(r)1, 2} < oo. Therefore,
sup g(t)eif(t)X(r) - Y(-vl+ 2btr) I< C-Vd + 2bt.
r>ro
0
This concludes the proof of Theorems 2.7.1 and 2.7.2.
2.8 Rotation and Contraction
Finally, let's assume a # 0 and b < 0. By reflecting the curve if necessary, we may
assume a > 0.
Theorem 2.8.1. For each a > 0 and b < 0, there are two types of curves which
rotate and contract under the flow (in addition to the circle of radius , where the
rotation is vacuous):
1) Curves such that each end asymptotically wraps counterclockwise around the
circle of radius 1. These curves form a one-parameter family.
2) Convex curves where one end asymptotically wraps counterclockwise around the
circle with radius . and the other is asymptotic to a logarithmic spiral of the form
= log r + A. There is at least one curve of this type, and we call it the comet
spiral.
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(a) a= 1, b= (b) a = 1, b = -1.
Figure 2-10: Phase portrait of the (k, l)-system for rotating and contracting curves.
The fixed point is either a node or a spiral, depending on the size of .
These curves rotate and contract with angular function - log(2bt + 1) and scaling
function /2bt I for t < -- L. As t -* -- 6, the curves of type 1 disappear into the2b 2b'
origin, but the comet spiral converges to the logarithmic spiral.
Curves of this kind appear in Figures 2-11 through 2-13.
The proof will be given through a series of lemmas. As in the previous section, we
will work with the functions k and 1. By rescaling the curve, we may assume a = 1
and b = -02 for some # > 0. Then we have the system
k' = kl + 1,{' = -k2 + #2
The phase portrait appears in Figure 2-10. Put F(k, 1) = kl+1 and G(k, l) = -k2+02.
By symmetry, it will suffice to look at the behaviour of the solutions in the right half-
plane (k > 0). There the system has a fixed point (#, -1) which corresponds to
X being the circle of radius - parametrized counterclockwise (making the rotation
vacuous). The eigenvalues of the linearization of the system around the fixed point
are
-1 ± /l -804
20
Since the real part is always negative, the fixed point is a sink, i.e., asymptotically
stable. Moreover, it is a spiral if 3 > 8-1/4 and a node if 0 < 3 < 8-1/4. It will turn
out to be asymptotically stable in the whole right half-plane. We begin with a simple
lemma.
Lemma 2.8.2. The curvature k has at most one zero, is negative before it and positive
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y(a) The symmetric curve is similar to the
yin-yang spiral but only spirals out to the
limiting circle. It looks embedded.
y
(c) Here we start on the outside of the circle
and spiral inwards towards it.
y
(b) This one looks like the Ouroboros (Mi6-
gar6sormur).
Y
(d) The comet spiral. It looks embedded.
Figure 2-11: Rotating and contracting curves, a = 1, b = --.
after it. Moreover, if k'(s) = 0, then k has a maximum at s if k(s) > P and a
minimum if 0 < k(s) < #.
Proof. The first statement is clear since k'(s) = 1 if k(s) = 0. The second statement
follows from the fact that k"(s) = -k(s)(k 2 (s) - #2) if k'(s) = 0. 5
Lemma 2.8.3. If k(0) = 0, then lim 8  (k, l) = (0, - 1).
Proof. First assume k < / always holds. Then 1' > 0, so 1 is increasing. If 1 attains
the value 0, then k' > 1 from that point onwards, which implies k will eventually
reach the value /, a contradiction. Hence, 1 is bounded, so it has a finite limit. It
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is clear that 1" is bounded since both k and 1 are bounded, and hence, by Barbalat's
lemma, 1' -+ 0. But then k -+ #, and since both k and 1 have limits, the limit has to
be the fixed point (0, -).
In the other case, k reaches 6. Let s, be the first time that happens. Then
l'(si) = 0, and we must have i(si) > -1 since k'(si) > 0. Again we have two
possibilities. First assume k > # holds for all s > sl. Then I' < 0, so 1 is decreasing.
If l reaches -1, then we will have k' < -6 < 0, so k goes down to /, a contradiction.
Therefore 1 is bounded from below and has a finite limit. Also note that k can't always
be increasing, since then 1' would be decreasing and l would go to -oo. Therefore,
k reaches a maximum and after that will be decreasing, by Lemma 2.8.2. Hence, k
also has a finite limit, and thus (k, 1) has the fixed point as its limit.
The other possibility is that k reaches / again. Let S2 be the first time this
happens. Then l'(s2) = 0, and we must have l(s 2 ) < -1 since k'(s 2 ) < 0. By
repeating the argument from the first paragraph we get that either (k, 1) goes directly
to the fixed point or there exists an s 3 such that k(s 3 ) = / and I(s 3 ) > - Also note
that since k(0) = 0, k > 0 for all s > 0 and the (k, l)-trajectory can't cross itself, we
must have k(s 3 ) < k(si), i.e., the curve spirals inwards.
Now, let K be the compact region in the plane with boundary consisting of the
(k, l)-trajectory between s, and s3 and the line segment between those two endpoints.
Then it is clear that the trajectory will never leave K after S3, since it can neither
cross its own path nor the line segment because there the arrows of the vector field
(F, G) are all pointing into K. Hence the result of the lemma follows from the
Poincar-Bendixson theorem (see [331) and the following lemma. E
Lemma 2.8.4. There are no periodic orbits in the right half-plane.
Proof. Define the scalar field H(k, 1) =. which is smooth in the right half-plane.
Since a a 1
~(HF)+ ± (HG)= k2
does not change sign in the right half-plane, by Dulac's criterion (see [33]) there can
be no periodic orbits there. El
Lemma 2.8.5. The fixed point is asymptotically stable in the whole right half-plane.
In other words, if k(0) > 0, then limsoo(k,l) = (/, -1).
Proof. In Lemma 2.8.3, we proved this result for trajectories in the right half-plane
which cross the I-axis. However, the only place we used that extra condition was to
show that the trajectory cannot spiral outwards. But if one trajectory spirals inwards,
then all the others also have to spiral inwards since otherwise they would be forced
to cross the one spiraling inwards. Hence the same argument as before works for all
trajectories in the right half-plane. E
But what do the trajectories in the right half-plane do when we go backwards in
time? Let Q be the region in the plane defined by Q = {(k,l) : 0 < k < #}. By the
following lemma, it is clear that if a trajectory leaves Q through the right boundary,
then it has to come back in.
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y(a) Here the symmetric curve is similar to
the yin-yang symbol. Is it still embedded?
y
1
(c) Looks like a Grim Reaper spirit coming
out of a circle.
y
(b) Another Ouroboros (Jrmungandur).
y
------ --- --------- x1
(d) The comet spiral. Still embedded?
Figure 2-12: Rotating and contracting curves, a = 1, b = -1.4.
Lemma 2.8.6. If k(so) > 0, there exists s < so such that k(s) = O.
Proof. Assume not. Then k > 0 for all s < so, so 1' < 0, and thus 1 is decreasing
(increasing in backwards direction). If 1 manages to reach 0 when going backwards,
then k' > 1, so k will also reach 3, a contradiction. Therefore, 1 is bounded from
above and has a finite limit as s - -oo. If k' < 0 for all s < so, then k is decreasing,
so 1' is decreasing and hence 1 goes to +oo when s -+ -oo, a contradiction. Hence, k
reaches a maximum and before that is increasing, by Lemma 2.8.2. Thus k also has a
finite limit when s -+ -oo. However, the limit of (k, 1) when s -+ -oo would have to
be a fixed point, and the only one in the right half-plane is (#, -i). This can never
happen since the fixed point repels trajectories when we go backwards in time. L
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Now, fix any trajectory and let zo be any point on the right boundary of Q where
the trajectory leaves Q when we go backwards in time. Let -y be the open half-line
that forms the part of the right boundary strictly below zo. Take any trajectory
that crosses the I-axis. It intersects -y only finitely many times, say m times, because
it goes to the fixed point in the forward direction. But that means our trajectory
can intersect -y at most m times, since if we look at the sequence of intersection
points of the two trajectories with -y, no two consecutive points can belong to the
same trajectory without the two trajectories intersecting. Hence, our trajectory will
ultimately stop leaving Q through the right boundary.
After that there are two possible behaviours in the backwards direction:
1) The trajectory leaves Q through the left boundary, i.e., crosses the i-axis. By
Lemma 2.8.3 and symmetry, it is then clear that lim,8 -O,(k, 1) = (-#, ), i.e., the
trajectory goes to the fixed point in the left half-plane which is a source. Since
r 2 (1 + 04) = (k2 + 12), we have
1
lim r= -8-4±00
Hence, each end of the curve X asymptotically wraps counterclockwise around the
circle of radius -. These curves form a one-dimensional family that can for example
be parametrized by the value 1(0) when k(0) = 0.
2) The trajectory stays in Q forever. The existence of such trajectories is guaranteed
by the following lemma.
Lemma 2.8.7. There exist trajectories of type 2.
Proof. Since the eigenvalues of the linearization of the vector field (F, G) around the
fixed point (#, -1) have negative real part, there exists a small circle C around the
fixed point such that everywhere on the circle, (F, G) is pointing into it. That means
every trajectory in the right half-plane crosses C in a unique point. Now, map each
point (0, lo) to the unique point on C where the trajectory through (0, lo) intersects it.
Then the i-axis maps bijectively and smoothly onto some relatively open, connected
subset U of C, i.e., an open interval which thus cannot be all of C. Let zo be any
point in the complement of U in C. Then the backwards trajectory from zo cannot
cross the i-axis, so it must be of type 2.
Lemma 2.8.8. The trajectories of type 2 satisfy
lim k = 0, lim 1 = -o, lim r = 00.8-4-00 8-4-00 8-4-00
Proof. By Lemma 2.8.2, k has at most one extremum (after entering Q for the last
time), and since it is bounded, it has a finite limit as s -+ -oo. Since the curve remains
in the region Q, we have I' > 0, so when going backwards in time l is decreasing. If
l were bounded from below it would have a finite limit as s -+ -oo. But then (k, 1)
38
y(r T
(a) The symmetric curve.
y
(b) The comet spiral.
Figure 2-13: Rotating and contracting curves, a = 1, b = -5.
would have to go to the fixed point, a contradiction since it repels trajectories when
we go backwards in time. Hence, 1 -+ -00 as s -+ -oo.
Now, since k' = ki + 1, it is clear that if lim,,_. k > 0, then lim, 4 _, k' = -oo, a
contradiction. Hence, lim 8 -, k = 0. The last statement follows from the fact that
r 2 (1±+o#4) = (k 2 ±12 ). 0
Hence, the corresponding curve X is convex, has one end asymptotically wrapping
counterclockwise around the circle of radius } and the other end going out to infinity.
Moreover, by Lemma 2.8.8 and arguments analogous to the ones in Lemmas 2.7.11,
2.7.12, 2.7.13, 2.7.14, 2.7.17, 2.7.18, it can be shown that the latter end is asymptotic
to a logarithmic spiral of the form # = -1 log r + A, for some constant A.
As t -+ -, the curves of type 1 disappear into the origin, since they are bounded.
However, the curves of type 2 converge to their asymptotic logarithmic spiral, by the
same argument as in Lemma 2.7.19.
This finishes the proof of the theorem. Note that these curves are not necessarily
embedded but can have loops. By Equation (2.14) and the fact that the motion is
self-similar, the area inside each loop decreases with the fixed rate - (r + a), where
a E (0, 21r) is the interior angle at the double point. The loop contracts to a point
at time t = 1 , and therefore we have the following relationship between the interior203
angle and the area inside the loop:
+ a
Area inside loop =
2#2
Of course, we only get a = w (smooth loop) when the curve X is the circle of radius
. Since a > 0 it follows that each loop has at least half the area of the circle.
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(a) Angenent's oval, cos x = (b) The Grim Reaper wave, cos x e sinh y, at
et cosh y, at t = 4, -1, -. t = -4, -1, 1.
Figure 2-14: Exact non-self-similar solutions to the CSF.
2.9 Other Exact Solutions
We end this chapter with mentioning two exact solutions to the flow which are not
self-similar. Here we will work with the PDE (2.2), i.e., kt = k 2 koo + k3. Note that if
we impose the condition ko = 0 or kt = 0, we get our previous two exact solutions:
" k = 1, t < 0: X is the contracting circle x2 + y2 = -2t, t < 0.
" k = cos 0: X is the translating Grim Reaper cos x = et-Y, t E R.
Now consider solutions of the form k(0, t)2 = A(0) + B(t). With this substitution,
the PDE takes the form
A"(0)A(0) - ! A'(0)2 + 2A 2 (0) + (A"(0) + 4A(0)) B(t) + 2B(t)2 - B'(t) = 0.
In order for this to hold, we need A"(9) + 4A(9) to be constant, so (after possibly
rescaling and rotating the curve) we get A(0) = cos 20, since any additive constant can
be included in B. Then A"(8) +4A(0) = 0 and A"(0)A(0) - 1A'(0) 2 +2A 2 (0) = -2, so
we are left with the ODE B'(t) = 2(B(t)2 - 1), whose solutions are B(t) = - coth 2t
and B(t) = - tanh 2t. Thus, by integrating, we get the following two exact non-self-
similar solutions:
" k2 = cos 20 - coth 2t, t < 0: X is (after rescaling) the solution cos x = et cosh y,
t < 0.
" k2 = cos 20 - tanh 2t, t E R: X is (after rescaling) the solution cos x = et sinh y,
t E R.
These solutions appear in Figure 2-14, and are respectively known as Angenent's
oval/paperclip [7] and the Grim Reaper wave [10, 46].
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Angenent's oval is a closed convex curve embedded in the plane. For t close to
-o, it behaves like two Grim Reapers moving towards each other, and as t -+ 0, it
converges to a round point. In [20], it was shown that along with the circle, Angenent's
oval is the only closed convex curve embedded in the plane that is an ancient solution
to the flow, i.e., exists for t all the way to -oo.
The Grim Reaper wave is periodic in the x variable. For t close to -co it behaves
like an infinite sequence of Grim Reapers with adjacent ones moving in opposite
directions towards each other. It converges to the x-axis, as t -+ oo.
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Chapter 3
Helicoidal Surfaces
Rotating/Translating under the Mean
Curvature Flow
3.1 Introduction
In this chapter, we present a new two-parameter family of complete immersed surfaces
in R 3 which rotate under the MCF. The surfaces belong to the family of so-called
helicoidal surfaces, i.e., surfaces invariant under a helicoidal motion. Since the surfaces
rotate around their helicoidal axis, they can also be viewed as translating solutions
to the flow. However, they are not convex. The idea to look for these surfaces came
from [41].
The chapter is structured as follows. In Section 3.2, we describe all possible self-
similar motions of immersed hypersurfaces under the MCF and derive the equations
the hypersurfaces have to satisfy. It turns out that the only possible self-similar
motions are the following:
" dilation with scaling function v/2bt + 1, i.e., contraction with increasing speed
if b < 0 and expansion with decreasing speed if b > 0,
" translation with constant velocity,
" rotation with constant angular velocity,
" dilation and rotation together, with scaling function V2bt+ I and angular ve-
locity in a fixed direction but with angular speed proportional to log(2bt+1)2b
" translation and rotation together but in orthogonal directions, with constant
velocity and angular velocity.
In Section 3.3 we introduce helicoidal surfaces. We will focus on the planar curves
given as the intersection of the surfaces with a plane orthogonal to their helicoidal
axis. These curves generate the surfaces and give rise to a parametrization different
from the one most common in the literature. Using this approach, we derive a new
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method for constructing helicoidal surfaces with prescribed mean curvature. This
method is used in the sections that follow.
Section 3.4 contains the heart of the chapter. There we present the two-parameter
family of helicoidal surfaces that rotate with unit speed under the mean curvature
flow. We derive some basic properties of these surfaces and investigate the limiting
behaviour of the generating curves as the pitch of the helicoidal motion goes to 0.
A specific choice of initial values gives convergence to a circle, so the corresponding
surfaces in some sense converge to a cylinder.
In Section 3.5 we take a look at the classical helicoidal minimal surfaces described
in [611. We derive their parametrization and investigate their limiting behaviour as
the pitch goes to 0. Finally, in Section 3.6 we look at the classical constant mean
curvature helicoidal surfaces, studied in [22, 37, 54]. We derive their parametrization
and in Theorem 3.6.5, we classify the immersed cylinders in this family of surfaces,
in the spirit of the Abresch-Langer classification of the self-shrinking solutions to the
curve shortening flow in the plane given in Section 2.6.
The results in this chapter appeared in [36].
3.2 Self-Similar Motions under the Mean Curvature
Flow
Let E" be a complete n-dimensional hypersurface immersed in Rn+l. We call the
immersion F and to simplify notation we identify E with F(E). A self-similar motion
of E is a family (Et)tEI of immersed hypersurfaces where the immersions are of the
form
F(p, t) = g(t)Q(t)F(p) + v(t), p E E, t E I.
Here I is an interval containing 0 and g : I -+ R, Q : I -+ SO(n + 1) and v : I -+
R'+1 are differentiable functions s.t. g(0) = 1, Q(0) = I and v(0) = 0, and hence
F(p, 0) = F(p), i.e., E0 = E.
This motion is the mean curvature flow of E (up to tangential diffeomorphisms)
if and only if the equation
(p, t), n(p, t) = -H(p, t)
holds for all p E E, t E I. Simple calculations yield that this equation is equivalent
to
g(t)g'(t) (F(p), n(p)) + g2 (t)(QT (t)Q'(t)F(p), n(p))
+ g(t)(QT (t)v'(t), n(p)) = -H(p).
By looking at this equation at time t = 0, we see that E has to satisfy
b(F, n) + (AF, n) + (c, n) = -H (3.2)
where b = g'(0), A = Q'(0) E so(n + 1) and c = v'(0). It turns out that satisfying
44
an equation of this form is also a sufficient condition for E to move in a self-similar
manner under the MCF. To see that, we look separately at two cases.
Dilation and rotation: First let's look at the case where there is no translation
term. Assume E satisfies
b(F, n) + (AF, n) = -H. (3.3)
Now, if the functions g and Q satisfy g(t)g'(t) = b and g2 (t)QT(t)Q'(t) = A for all
t E I, then Equation (3.1) is satisfied for all p E E, t E I. Solving these differential
equations with our initial values gives
(eplog(2bt+1) A) ifb540
g(t) = V2bt+ 1 and Q(t) exp( b
exp(tA) if b = 0.
Therefore, under the MCF the hypersurface E either expands and rotates with de-
creasing speed (b > 0), rotates with constant speed (b = 0) or contracts and rotates
with increasing speed (b < 0). Of course, there is no rotation if A = 0. Note that
when b = -1 and A = 0, Equation (3.3) reduces to the famous self-shrinker equation.
In the previous chapter, we showed the existence of all these motions in the case of
the curve shortening flow in the plane.
Translation and rotation: Now let's look at the case where there is no dilation.
Assume E satisfies
(AF, n) + (c, n) = -H (3.4)
and furthermore impose the condition Ac = 0, i.e., the translation and rotation
are in orthogonal directions. If the functions Q and v satisfy QT(t)Q'(t) = A and
QT(t)v'(t) = c for all t E I, then Equation (3.1) is satisfied for all p E E, t E I.
Solving these differential equations with our initial values yields
Q(t) = exp(tA) and v(t) = tc.
Therefore, under the MCF the hypersurface translates and rotates forever with con-
stant velocity and angular velocity, and these motions are orthogonal.
But what happens if we include all three terms in the left hand side of Equation
(3.2)? Assume E satisfies (3.2). By translating E by a vector w, we get a hypersurface
E satisfying the equation
b(F, n) + (AF, i) + (c - (A + bI)w, fi) = -H.
Note that since A E so(n + 1), A is skew-symmetric, i.e., AT = -A. Therefore, A
has no non-zero real eigenvalues and ker(A) = (im(A))-'. Thus, we can make the
following choice of w:
* If b 4 0, we let w be the unique solution to the equation (A + bI)w = c. Then
t satisfies an equation of the form (3.3), so E dilates and rotates around the
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point w.
* If b = 0, we let w be such that c = Aw + co where Aco = 0. Then t satisfies
an equation of the form (3.4), so E translates and rotates around the point w.
In short, the general case can always be reduced to one of the two cases already
covered. Hence, they give all possible self-similar motions of immersed hypersurfaces
under the MCF.
3.3 Helicoidal Surfaces
For h E R, let -y : R3 -+ R 3 be the one-parameter subgroup of the group of rigid
motions of R 3 given by
'Y(x, yz)= (cost - ysint, xsint + y cost, z + ht), t E R.
This motion is called a helicoidal motion with axis the z-axis and pitch h. A helicoidal
surface with axis the z-axis and pitch h is a surface that is invariant under -y for all
t. When h = 0 it reduces to a rotationally symmetric surface, but we will focus on
the case h $ 0. By reflecting across the xy-plane if necessary, we can assume h > 0.
Now, the parameter - represents the angular speed of the rotation as we move along
the z-axis with unit speed. By setting that parameter equal to 0 (corresponding to
the limit case h -+ oo) we get surfaces invariant under translation along the z-axis.
Most surface equations in this chapter extend smoothly to that case so we will often
use the notation h = oc.
A helicoidal surface with h > 0 can be parametrized in the following way. Let
X : R -+ R 2 be an immersed curve in the xy-plane, parametrized by arc-length.
We translate the curve X along the z-axis with speed h and at the same time rotate
it counterclockwise around with z-axis with unit angular speed. Then the curve
traces an immersed helicoidal surface E with axis the z-axis and pitch h, whose
parametrization is given by
F(s,t) = (etX(s),ht), s E R,t E R.
Note that in the literature, it is more common to parametrize the surface so that the
generating curve lies in the xz-plane. There is also the so-called natural parametriza-
tion used in [22]. In this chapter, we will be using the curve notation introduced in
Section 2.2.
Now, the tangent space of E is spanned by the coordinate tangent vectors
OF OF
-- = (e tT, 0), - = (ieitX, h),
and one easily verifies that a unit normal is given by
n (he' N, -T)
\T 2 ± h2
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The metric is given by the matrix
gij 
-v r 2 + h2
and the inverse metric by
9 T2+h2 (V )
The second derivatives are
a
2F = (eikN, 0), = (ieT 0)= (-eitX 0)Os 2  ' s~it ' ' t 2
so the second fundamental form is given by the matrix
Aij = -(Fj, n) = -( h )
Finally, the mean curvature of E is
= j - h(k(r 2 + h2 ) + v)
H-=(T2±Ah = )a (3.5)(2 + h2)'2
The following theorem shows how to get a helicoidal surface of prescribed mean
curvature.
Theorem 3.3.1. For every smooth function F : R2 -+ R and h > 0, there exists a
complete immersed helicoidal surface of pitch h satisfying the equation H = xF(r, v).
Proof. By solving Equation (3.5) for k, we have k written as a smooth function of r
and v, so the result follows from Lemma 2.2.1. 0
Theorem 3.3.1 generalizes in some sense the results in [8], which treats the case
when H is a function of r = Vr2 +v2. Moreover, our method always gives a complete
surface. However, [8] gives an explicit integral formula.
In the remaining three sections of the chapter, we look separately at three types
of helicoidal surfaces, namely surfaces rotating under the MCF and then the classical
minimal and constant mean curvature helicoidal surfaces.
3.4 Helicoidal Surfaces Rotating/Translating under
the MCF
In this section, we describe a two-parameter family of immersed helicoidal surfaces
that rotate around the z-axis with unit speed under the MCF. Since the surfaces are
invariant under the helicoidal motion -t, this motion can also be seen as a translation
with speed h in the negative z-direction.
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Ia -10 \
The matrix R = 1 0 o generates the rotation, so by Equation (3.4) we get a(0 0 0
surface rotating with unit speed if and only if
-H= (RF,n)= h .
v/2+ h2
Since H is given as a smooth function of r, the existence of these surfaces is guaranteed
by Theorem 3.3.1. The corresponding equation for the curve X is
k = I (3.6)
r2+h2 r2+h2
so the two-dimensional system of ODEs for r and v becomest 2 + h2
r2 + h2 (3.7)
, TV -IT2 (,2 + h 2)
r2 + h2
The phase portrait appears in Figure 3-1. Note that the right hand side of (3.7) re-
mains the same when (r, v) is replaced by (-r, -v). Therefore, s -+ -(r(-s), v(-s))
is also a solution to the system, which of course just corresponds to the curve X
parametrized backwards. This symmetry will simplify some of our arguments. Also
note that the system has no equilibrium points.
The limit case h = oo yields k = r, the rotation equation for the curve shortening
flow in the plane, and the rotating surface is simply the product X x R. These curves
were described in Section 2.7. It turns out that when h is finite, X still has most of
the same properties although it no longer is always embedded.
Theorem 3.4.1. For each h > 0 there exists a one-parameter family of helicoidal
surfaces with pitch h, that rotate with unit speed around their helicoidal axis under
the MCF. The corresponding generating curves have one point closest to the origin
and two ends which spiral infinitely many times around the origin out to infinity, each
with infinite total curvature. The curvature goes to 0 on each end and the limiting
angle between the tangent vector and the position vector is .
Examples of the generating curves appear in Figures 3-2 through 3-4.
The proof will be given through a series of lemmas. We start by investigating the
limiting behaviour of r and v.
Lemma 3.4.2. Both -r and v have (possibly infinite) limits as s -+ koo.
Proof. Note that if r(s) = 0, then r'(s) = 2+h2 > 0, so r has at most one zero,
and is negative before it and positive after it.
If k(s) = 0, then it can be shown that k'(s) > 0, by differentiating (3.6) directly
and using the fact that r'(s) = 1, v'(s) = 0 and -r(s)v(s) > 0. Therefore, k also has
at most one zero, and is positive before it and negative after it.
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T T
(a) h =2. (b) h =.
Figure 3-1: Phase portrait of the (T, v)-system for curves which generate helicoidal
surfaces which rotate under the MCF.
Since v' = -kr, v has at most two extrema and therefore has a (possibly infinite)
limit in each direction.
If r'(s) = 0, then by differentiating r' = 1 + kv and using (3.6) and the fact that
r(s)v(s) = k(s)v(s) = -1, we get that r"(s) =-'S" (s and k'(s) + T4 (s) > 0.
Hence r has a local minimum at s if r(s) < 0 and a local maximum if r(s) > 0. But
that means r has at most two extrema and hence has a (possibly infinite) limit in
each direction. 0
Lemma 3.4.3. The ratio 1 is decreasing wherever both T and v are positive.
Proof. Direct calculations yield
d v T 5 + r 3 V2 + h2T3 + h2,F 2 + h2V
ds T T2 (r 2 + h2 )
making the statement obvious. 0
Lemma 3.4.4. limvsio v = -Oo.
Proof. Assume limv,, v is finite. Since there are no equilibrium points, lim,,O r
cannot also be finite so it has to be either oo or -cc. But by (3.6), that implies k
goes to oo or -oo (respectively) and hence z/ = -kr goes to -oo, a contradiction.
Assume lim, 0 v = oo. If lim,,, r = -oo, then by (3.6), eventually k < 0 and
thus i' = -kT < 0, a contradiction. Assume r has a finite limit. By (3.6), eventually
k < 0 and since -kT = v' > 0, r eventually becomes positive. But Lemma 3.4.3
then gives us an estimate v < Cr, so r is forced to go to cc, a contradiction. Finally,
assume r goes to c. Then eventually both r and v are positive so by Lemma 3.4.3 we
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y(a) The symmetric curve (h = 1).
y
(b) The curve at distance 1 from the origin
(h = 1).
Figure 3-2: The symmetric curve is always embedded but when the distance from'the
origin has reached a certain value (depending on h) the curve stops being embedded.
get an estimate v < Cr. By (3.6), that implies k -+ oo and thus V = -kr -+ -oo, a
contradiction.
The limits in the other direction follow by symmetry. E
Lemma 3.4.5. r has a finite limit in each direction.
Proof. If lim-4 0 r = oo, then, by Lemma 3.4.4, eventually 1 + rv < 0 so r' < 0
by (3.7), a contradiction. Similarly, if lim-,r = -oo then eventually 1 + rv > 0
so T' > 0 by (3.7), a contradiction. The limits in the other direction follow by
symmetry. E
Lemma 3.4.6. lim 8 - +o k = 0±.
Proof. This follows directly from (3.6) and Lemmas 3.4.4 and 3.4.5. E
Lemma 3.4.7. lims_±, o r = 00 and r has exactly one extremum, a global mininum.
Proof. The first statement follows from Lemma 3.4.4, since r 2 = T 2 + v 2 . The second
one follows from the fact that y r 2 = 2T and the observation in the proof of Lemma
3.4.2 that r has at most one zero.
A consequence of the previous two lemmas is that each of r and k does indeed
have a zero, and is negative before it and positive after it.
Lemma 3.4.7 implies that X has a unique point closest to the origin and consists
of two ends coming out from this point and strictly going out to infinity. Hence,
each of these ends is properly embedded but they can cross each other. The limiting
growing angle of the ends is given by the following lemma.
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y(a) The curve at distance 1 from the origin
(h = 5).
y
x
(b) A curve passing near the origin (h = ').
Figure 3-3: As h goes to oc, the curves converge to the rotating curves of the curve
shortening flow. When h is close to 0, the curvature can increase dramatically where
the curve passes close to the origin.
Lemma 3.4.8. lim 8 = i.
Proof. This follows directly from Lemmas 3.4.4 and 3.4.5, since LI = - .
x r 0
Lemma 3.4.9. lim,,+± . = +oo.
Proof. Sinc T = r dtk/ds = -v/r 2  ~ wi
r .Since og(r) drds = r =r/ - which goes to oo in each direction, the
result follows from Lemma 3.4.7. 0
This means each end spirals infinitely many times around the origin. Moreover,
we have the following.
Lemma 3.4.10. lim8,± 0 ,, 0 = +oo. In other words, fo kds = ±0 and f0 kds =
-00, so each end has infinite total curvature.
Proof. Follows from the identity 0 = 0 + arg(r + iv), Lemma 3.4.9 and the fact that
arg(T + iv) has a finite limit in each direction.
This concludes the proof of Theorem 3.4.1.
Our parametrization for the helicoidal surfaces does not remain valid in the case
h = 0, but we can nevertheless investigate what happens to the generating curves in
the limit h -+ 0. When h = 0, Equations (3.6) and (3.7) become
T3 - Vk=2
T 2
and T r2 V
r2
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(a) The curve at distance 1 from the origin
(h = ).
Figure 3-4: As h decreases to 0, the curve
the unit circle.
y
(b) The curve at distance 1 from the origin
(h = 1).
at distance 1 from the origin converges to
In this ODE system, every point on the v-axis except for (0,0) is a fixed point.
These fixed points correspond to solutions in which the curve X is a circle around
the origin. The other trajectories are found by noticing that the function " + !r 2 is
constant. Therefore, the trajectories are the algebraic curves r 3 + rV2 + 2v = 2ar
where a is any real constant, representing the slope of the trajectory as it goes through
the origin. Unless a = 0, the curvature k blows up as the trajectory goes through the
origin. Therefore, we can only take half of the trajectory to create the smooth curve
X. That curve X is embedded, has one end spiraling out to infinity and the other
one spiraling into the origin for a finite s where its curvature blows up. When a = 0,
we get a complete embedded curve X.
These curves give us an idea about the limiting behaviour of our generating curves
as h - 0. In the case of the circular curves corresponding to the fixed points on the
v-axis, it is easy to make a precise convergence statement.
Theorem 3.4.11. Assume <D is a smooth function on R 3 \{(0,0,0)} and A $ 0. For
each h > 0, let (rh, vh) be the solution to the initial value problem
rh = 1 + hu (rh, vh, h)
y = -Th(Th, vh, h)
Th(0) = 0{h(0) = A.
If (ro, vo) is the constant solution (0, A), then as h -+ 0, (rh, Vh) -+ (ro, vo) in the
sense of uniform Ck-convergence on compact subsets of R for each k.
Proof. Here is a sketch of the proof. Let K be the annulus in the rv-plane defined by
AI < r < 21AI and let L be the ball or radius .1AI around (0, A), as shown in Figure
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Figure 3-5: The set-up in the proof of Theorem 3.4.11.
3-5. By using the fundamental estimate (3.10) below, we get uniform Ck-convergence
to the constant solution (0, A) on any interval where (ir, vh) E K. In particular,
(rh, vh) goes uniformly into L. Then, since Ir'l < 1 by (2.6), we can extend uniformly
by a fixed amount the interval where (rh, vh) E K. Repeating this process, we manage
to cover all of R.
To simplify notation, let
Fo(r, v, h) = 1 + v(r, v, h), Go(r, v, h) = -r(r, v, h)
and for k > 0
Fk+1 =- F 0 + Gk,09-r aI
aGkGk+1 = F0 +
The functions F and Gk are smooth on R3 \ {(0, 0, 0)} and
+= F(-rh, vh, h) (3.8)
k+1) Gk((.vh).
Define the constants Do = 0 and for k > 0,
Dk+1 = sup (IVF + IVGkl).
Kx[O,1j
Now, imagine we fix some h E [0, 1] and let I be an interval containing 0 such
that (rh(s), vh(s)) E K for all s E I. Then, by the fundamental theorem of calculus
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and (3.8), we have for s E I
IT,*)(s) - (k) < I ((0) k+1) t +)
" hDk + j IFk(r(t), vh(t), h) - F(ro(t), vo(t), 0)Idt
" hDk + Fk (-h(t), vh(t), h) - F(rh(t), v(t), 0)dt
+ foIFk (T W), Ph M), 0) - Fk (ro (t), vo (t),7 0) 1dt.
Here and below, the limits of integration should be swapped if s < 0. Now, the first
integrand is bounded by h supKx [0,1 I VFk 1. The second is bounded by I (r (t), vh (t)) -
(ro(t),vo(t))I!supKxJo} IVFkI, since every two points p,q E K can be joined by a
piecewise smooth path in K of length less than or equal to jL Ip - qf. Therefore, if we
put Ck = rDk+l, the estimate above and the corresponding one for v yield for s E I
(4k)(s), vhk)(s)) - (k)(s), _ _ )
S r( 8(3.9)
2hDk + Ck 10 h + I(rh(t), vh(t)) - (ro(t), vo (t))Idt.
In the case k = 0, we let u(s) = h + I(rh(s), vh(s)) - (ro(s), vo(s)) and then (3.9)
becomes
u(s) h + Co Ju(t)dt, s E I.
By Grbnwall's inequality, this yields
u(s) < hecols s E I
or equivalently
I(r(s), vh(s)) - (ro(s), vo(s))I < h(ecoBI - 1), s E I.
Putting this into (3.9) yields our fundamental estimate, valid for all k
(rh k) (S), ,k)(S)) (k) (S),k)(s)) h (2D± - (eColsI -1)), s E. (3.10)
We are now ready to finish the proof. Let 1 be the interval [-'IAI, -!AI]. Since
Ir'I 1 1 it is clear that (-r(s), vh(s)) E K for all s E 1 and h E [0, 1]. Therefore,
as h -+ 0, we get by (3.10) that (T,"), k)) 0 (k), k)) uniformly on I, for each k.
Pick 6 so small that (rh(s), vh(s)) E L for all s E I, and h E [0, 61].
We continue by induction. Assume that for some n > 1 we have (rh(s), Vih(s)) E L
for all s E In and h E [0, Jn]. Let In+, be the closed interval obtained from In by
extending it by -!AI in each direction. Since Jr' 1 we have (Th(s),vh(s)) E K
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for all s E I+ 1 if h E [0, J,]. Then as h -+ 0, by (3.10), ( v) - ,
uniformly on I,+, for each k. Finally, we pick n+1 so small that (rh(s), vh(s)) E L
for all s E I,+l if h E [0, Jn+11 -
Corollary 3.4.12. Under the assumptions of Theorem 3.4.11, let Xh be the curve
corresponding to (ir, vh) for some fixed choice of 0. Then, as h -+ 0, Xh converges
to the circle s i-* iAe-ii+iOo, Ck-uniformly on compact subsets of R for each k.
Proof. Since Xh(s) = (Th(s) +iv(s))eOh(s) , where Oh(s) = f0 kh(t)dt+0 and kh(s) =
D(Th (s), vh(s), h), the result follows directly from Theorem 3.4.11. 0
For h > 0, circular generating curves around (0, 0) correspond to cylinders so this
result can in some sense be interpreted as our surfaces converging to a cylinder.
3.5 Helicoidal Minimal Surfaces
The helicoidal minimal surfaces were studied by Wunderlich [61]. We include them
here to investigate their limiting behaviour as h -+ 0.
From Equation (3.5) we see that the curves that generate the helicoidal minimal
surfaces are given by
V
k = ± h2  (3.11)
Hence, the two-dimensional system of ODEs for r and v becomes
, T2 + h2
r2 + h2 (3.12)
" =r 2 + h 2 -
The limit case h = oo yields the equation k = 0. That means X is just a straight
line and the surface E becomes a plane, an embedded minimal surface.
In the general case, direct calculations yield that the function is constant.
That gives T = h2 s- and by solving for v, k and 0 in terms of T we get that the
curve is given by
X = (T ± i/T2 + h2)e-ahsin +ioo, T E R, (3.13)
where A in any real constant. Letting u = *arsinhz yields Wunderlich's parametriza-
tion
X = (h sinh hu + iA cosh hu)e-iAu+iOo, u E R.
These curves appear in Figure 3-6.
Note that JAl gives the distance of the curve from the origin. When A = 0, X
is just a straight line through the origin so the surface E is the helicoid, the well-
known embedded minimal surface (see [16]). In the other cases, the curve spirals
infinitely many times around the origin, intersecting itself infinitely many times. It is
symmetric with respect to reflections across the line through the origin and the point
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(a) 1
y
(b) h = ,A =1
Figure 3-6: As h decreases to 0, the curve at distance 1 from the origin converges to
the unit circle.
ieeo.
point
angle
The curvature never changes sign, reaches its maximum
closest to the origin and goes to zero in each direction.
is given by
lim rT ±h-iA
s-+±oo X v/h2 + A2
absolute value at the
The limiting growing
In the limit h -+ 0, Equations (3.11) and (3.12) become
V
and
2 T
r2
T2
Like in the rotating surface case, every nonzero point on the v-axis is a fixed point
of this system. The other trajectories are found by noticing that the function is
constant so they are straight lines of the form v = ar for some real constant a. This
gives-r' = -1 sor = .sandthus v= 's. Moreover, k= -so O= -alogIsl.
Unless a = 0, the curvature k blows up at the origin so the corresponding curve X is
only defined for s > 0 (or s < 0) where it is given by the simple formula
I+ia 1-ia
aIS- ia7 >O (3.14)
This is of course nothing but a logarithmic spiral, defined in Section 2.3.
Just as in the rotating surface case, we can apply Theorem 3.4.11 to get the same
type of convergence of certain generating curves to the circular curves corresponding
to the fixed points on the v-axis. However, here this convergence can also be seen
directly from (3.13).
The logarithmic spiral given by (3.14) can also be realized as a limit. Put A = ah
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and 0o = a log 2ta2+1) into (3.13) to get
s ± ia s2 ± h2(a2 ± 1)2 _ ,,+2 h 4-
Xa 2 1 C 2 sER.
When h -+ 0, this curve converges to the curve given by (3.14), Ck-uniformly on
compact subets of (0, oo) for each k.
3.6 Helicoidal Surfaces of Constant Mean Curvature
The constant mean curvature helicoidal surfaces were studied by Do Carmo and
Dajczer [22] and further by Hitt and Roussos [37] and Perdomo [54]. We include
them here to give a classification of the immersed cylinders in this family of surfaces.
From Equation (3.5) we see that the helicoidal surfaces of constant mean curvature
H = 0 are given by the equation
H(T2+h2)i 3
h(r 2 +h 2 ) r 2 +h 2 -
In the special case h = o, the equation reduces to k = -H. Therefore, X is a circle
and the surface E is a cylinder, a well-known embedded constant mean curvature
surface.
Now, by rescaling the surface and parametrizing X backwards if necessary, we can
assume H = -1. Then we have the following two-dimensional system of ODEs for T
and v, which also appeared in [54]
IF '= h (h + vvT2 + h2)h(r 2 + h 2 ) ( 2) (3.15)
hi-v -T(- 2 + h2)2
h(r2 +h2)-
The phase portrait appears in Figure 3-7. The system has a unique fixed point
(0, -1), corresponding to X being the unit circle traced counterclockwise. To find
the other trajectories we make a change of variables. First, define the norm-preserving
involution
N/r _2 +h
h : R2 -+ R2, (x1, x 2 ) + h X2, x1 ,
2x+ h2 Vfx2+ h2
where r 2 = x2 + x2. Note that Do, is just reflection across the line x 1 = x2. Then let
x and y be the functions given by (x, y) = Dh(v, r). Direct calculations using (3.15)
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(a) h = 2.
Figure 3-7: Phase portrait
coidal surfaces.
( T~1)
1
(b) h = .
of the (r, v)-system for curves which generate CMC heli-
yield that the functions x and y are solutions to the system of ODEs
X' - h (y +)
yhx
y2 + h2
Now, introduce a new variable u such that L= h+. Then we get the simpler
system
dx
duy
whose trajectory space consists of concentric circles around the fixed point (0, -1).
The solutions are parametrized by (x, y) = (R cos u, -1 - R sin u), where R E [0, 00) is
any constant. Now, the solutions to the original system are given by (v, r) = 'Jh (X, y),
so they are also periodic. Since (Ih is norm-preserving, each solution is contained in an
annulus with center at the origin, inner radius IR-11 and outer radius R+1. It touches
each boundary once in every period. The corresponding curve X is therefore also
contained in the same annulus and consists of repeated identical excursions between
the two boundaries of the annulus. Note that X passes through the origin if and only
if R = 1.
Now, let's examine a whole excursion, i.e., we go from the outer boundary, touch
the inner boundary and go back out to the outer boundary. This corresponds to the
(T, v)-trajectory going through one period. Let AO denote the difference between the
values of the tangent angle before and after the excursion. There are two possibilities:
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1) The angle difference AO is of the form i2-L for some relatively prime, positive
integers p and q. Then after q excursions the curve X closes up. Thus, X is a closed
curve, an immersed S', with q-fold rotational symmetry and the surface is an im-
mersed cylinder. The number p is the rotation number of X.
2) The angle difference AO is not of this form. In this cases the curve X never
closes up and takes infinitely many excursions. It is dense in the annulus.
In the rest of this section, we find all possible values of AG in order to obtain
a classification of the closed immersed curves mentioned above, in the spirit of the
Abresch-Langer classification of the immersed self-shrinkers of the curve shortening
flow in the plane shown in Section 2.6.
Since dO = kds, AO is given by integrating k over one period:
I l h~2+ h2AG=kds= J(-' >du
_, y2h r_2+h2 (.6
ShR2+1+ 2Rsinu + h2 ± 1+Rsinu
J7r (+Rsin) 2 +h 2  hvR2 +1+2Rsinu+h 2 )
Clearly, AO is smooth in R and h on [0, oo) x (0, o]. Note that when h = oc, k = 1
so AO= 27r for all R and therefore AO = 0.
It turns out to be convenient to work with A#, where 0 is the polar angle of the
curve X, i.e., X = reO. Since X = (r + iv)e'0 , we get the following relation between
A# and AG, by noticing that the (T, v)-trajectory winds clockwise around the origin
when R > 1, goes through the origin when R = 1 and does neither when 0 < R < 1:
AG if 0 < R < 1,
AG - 7r if R = 1, (3.17)
AO - 27r if R > 1.
Since do = - ds, A0 is given by integrating over one period:
Ao = f ds = hvr2h yduhr2  ydu (3.18)
jr vR2+1+2R sinu+h 2 (1 + R sin u)du.
h(R 2 + 1 + 2R sin u)
We should mention that the integral (3.16) also appears in [54], whereas the integral
(3.18) is used in [37].
Lemma 3.6.1. When R=O, A0 takes the value 2r h
Proof. This follows directly from setting R = 0 in Equation (3.18). L
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The complete elliptic integral of the second kind shows up in our next lemma. It
is defined as
E(k) = \1 - k2 sin2 OdO.
and gives . of the circumference of an ellipse with semi-major axis 1 and eccentricity
k.
Lemma 3.6.2. When R=1, A0 takes the value 2 E ( 2h ..
Proof. Set R = 1 in Equation (3.18) to get
1,r h 2 + 2 + 2 sinud
_ r 2h
Vh2 +4 7r 41 2 4 sin2 0dO,
h _a 1 h2±4'
where in the second equation we replaced sin u with cos u, set u = 20 and used
cos20 = 1 - 2 sin2 o. I
The value in the lemma is half the circumference of an ellipse with semi-minor
axis 1 and semi-major axis h.
Lemma 3.6.3. For each h, liMR+-0 0 AO = 0.
Proof. If R > 2, then r > 1 so the integrand in (3.18) is bounded by . By
dominated convergence, limRo A$ = fr, s = 0.
Lemma 3.6.4. For each h, A0 is strictly decreasing in R.
Proof. We need to show that -AO < 0 when R f 1. Since -- A = 0 in the limit
case h = oo, it is enough to show that > 0. Now,
kh R R h
7 - du
R _,h2/r 2 +_ h2
R* COS2 U_-h2 sin u 3
-7r h2(R2 +1 + 2R sin u + h2) 2
The first term is clearly positive. However, so is the integral of the second term, since
the denominator is smaller when sin u takes its negative values. 0
Now, from the previous lemmas and Equation (3.17) we conclude that for each h,
AO is a smooth, decreasing function of R satisfying
* Ah = 27 ,when R = 0,
. AG = 2 EE( 2 )+7r, when R=1,
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(b) h = 1, p = 6, q= 5.
Figure 3-8: Curves which generate CMC helicoidal surfaces
0 limR_,oo AO = 27r.
Therefore, we have the following theorem. The trichotomy corresponds to R = 1,
R < 1 and R > 1 respectively, and
ah=vh2 +4 E 2 1
= + -.h-ir \/h 2 ±4/2
(3.19)
Note that the winding number of X is given by A5, and since AO is positive, our27r
choice of unit normal was the inward pointing one. Hence H = 1 with respect to the
outward pointing unit normal.
Theorem 3.6.5. For each h > 0 and relatively prime positive integers p and q such
that 1 <P- < , there exists a unique (up to rotation) closed immersed curveq h
X, with rotation number p and q-fold rotational symmetry, such that it generates a
helicoidal surface with pitch h and constant mean curvature H = 1 w.r.t. the outward
pointing unit normal. Moreover,
* if E = aQh, X goes through the origin,
if > az, X has winding number p around the origin,
" if P < Oh, X has winding number p - q around the origin.
q
A few of these generating curves appear in Figures 3-8 to 3-10, where they are
rescaled to have the same outer radius.
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(a) h= lp=4, q=3.
(a) h= 1, p= 11, q= 8.
(c) h = , p = 2, q = 1.
(b) h = 1, p = 19, q = 15.
(d) h = -, p = 3, q = 2.
(e) h = , p = 5, q = 3. (f) h = i, p = 11, q= 6.
Figure 3-9: Curves which generate CMC helicoidal surfaces.
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(a) h =, p =15, q =4.
(c) h = 2, p = 11, q = 10.
(e) h = 5, p = 52, q = 51.
(b) h = , p= 13, q= 5.
(d) h = 2, p = 29, q= 26.
(f) h = 5, p = 55, q = 54.
Figure 3-10: Curves which generate CMC helicoidal surfaces.
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Chapter 4
Self-Similar Solutions to the Mean
Curvature Flow in the Minkowski
Plane R1'1
4.1 Introduction
Minkowski space R"' is the linear space Rn+1 endowed with the Minkowski metric
,)=dxl + -.-. + dX2 - dX2+
The mean curvature flow (MCF) of immersed hypersurfaces in Minkowski space is
defined as follows: Let Mn be an n-dimensional manifold and consider a family of
smooth immersions Xt = X(-, t) : M" -+ R' 1 for t E I. Write Mt = Xt(Mn). The
family of hypersurfaces (M)tEI is said to evolve by mean curvature if
aX
, t)= H(p, t)
for p E Mn and t E I. Here H is the mean curvature vector of Mt, which is normal
to the surface and satisfies (H, n) = -divmun where n is a unit normal field. This
flow has been studied in [1, 21, 23, 24, 25, 28, 40, 43, 44].
A natural question to ask is whether there exist any self-similar solutions to the
flow, i.e., hypersurfaces which move under a combination of dilations and isometries
of the Minkowski space. The most basic example is the hyperboloid x+ 1 = X2+
-- ±x ±+n 2nt, which is a time-like contracting solution for t < 0, and a space-like
expanding solution for t > 0. There are also examples of space-like hypersurfaces
translating with constant speed along the Xn+ 1-axis, both rotationally symmetric in
[24, 43], and more general in [21]. Of course, we also have the trivial examples of
space-like maximal and time-like minimal surfaces, which are not affected by the flow
due to their vanishing mean curvature.
In this chapter, we consider the case n = 1, the MCF of curves in the Minkowski
plane R' 1 . Our main result is the following classification of all self-similar solutions
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to the flow. More details are provided in later sections of the chapter.
Theorem 4.1.1. Up to rescalings and isometries of the Minkowski plane, the fol-
lowing list contains all self-similar solutions to the mean curvature flow of space-like
curves in the Minkowski plane:
" Translation: Three curves,
cosh x = ey', sinhy = et-X, x + y = ex~Y + t,
which translate along the y-axis, x-axis and the line y = x, respectively. See
Figure 4-4.
" Expansion: Six types of curves, including the expanding hyperbola
y2 2 + 2t, t > 0.
See Figures 4-5(b), 4-5(c).
" Contraction: One type of curves. See Figure 4-6(b).
" Hyperbolic rotation: Three types of curves. See Figure 4-7(b).
" Hyperbolic rotation and expansion: Eighteen types of curves, including the exact
solutions
x+y=2ttan(x-y), x+y=-2tcoth(x-y), t >0.
See Figures 4-8(b), 4-11(b), 4-11(c), 4-12(b), 4-12(c).
" Hyperbolic rotation and contraction: Seven types of cures, including the exact
solution
x+y=-2ttanh(x-y), t<0.
See Figures 4-8(a), 4-9(b), 4-10(b).
" Hyperbolic rotation, expansion and translation: Five types of curves. See Figure
4-13(b).
" Hyperbolic rotation, contraction and translation: Three types of curves. See
Figure 4-13(c).
Reflecting these curves across the line y = x gives all time-like self-similar solutions,
with the direction of t reversed.
The corresponding classification in the Euclidian plane was given in Chapter 2.
There are a few notable differences between the flows in the two planes. In the
Euclidean plane, the flow reduces the length of any simple closed curve, hence it
is usually called the curve shortening flow. In the Minkowski plane, however, the
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flow is not defined for simple closed curves, since the curvature blows up at light-
like points. It is only defined for space-like and time-like curves but these can have
finite Minkowski-length (without having endpoints). In this chapter, we both have
examples of space-like curves that decrease in length and that increase in length under
the flow, so the flow is neither purely shortening nor lengthening. This is illustrated
in Figure 4-16.
Many of the curves in this chapter have Minkowski-finite ends where the curvature
blows up. Therefore, the maximum principle does not apply to them. In fact, we
have examples of curves that are initially disjoint but then intersect under the flow.
We also have examples of non-uniqueness of the flow, i.e., different solutions starting
at the same curve. In comparison, all the curves which arose in the classification in
the Euclidean plane have bounded curvature and hence do not show this behaviour.
For various reasons, the classification problem is simpler in the Euclidean plane
than in the Minkowski plane. In each plane, the problem of finding curves which
move under a (hyperbolic) rotation and a dilation can be reduced to the study of a
two-dimensional system of ODEs, such that each curve corresponds to a trajectory
in the phase plane of the system. In the Minkowski plane, when the dilation is an
expansion, the system has two saddle points. As a result, there are many different
types of trajectories in the phase plane and hence many different types of curves.
In the Euclidean plane, however, the system only has a sink and a source (when
the dilation is a contraction), which does not result in as many different types of
trajectories. Also, in the Minkowski plane, the self-similar solutions consisting of a
hyperbolic rotation and a dilation show very different behaviour depending on whether
a 2 < b2 , a 2 = b2 or a 2 > b2 , the constants a and b denoting the initial speeds of the
hyperbolic rotation and the dilation, respectively. No trichotomy like this is present
in the Euclidean plane.
Another reason for the simpler classification in the Euclidean plane is that any
self-similar solution to the flow consisting of translation and either rotation, dilation
or both, can actually be described without the translation by moving the origin to a
different location. In the Minkowski plane, this simplification can only be made in the
case a 2 5 b2 . As a result, the classification contains self-similar solutions combining
all three motions, i.e., hyperbolic rotation, dilation and translation.
The chapter is structured as follows. Section 4.2 covers basic properties of the
Minkowski plane and introduces the hyperbolic numbers and the diagonal basis, both
of which are well suited for making calculations in the Minkowski plane. In Section 4.3
we discuss curves in the Minkowski plane, derive the Frenet formulas, and show how
the MCF is equivalent to a few different PDEs. Section 4.4 is devoted to self-similar
solutions. First we find all curves which remain invariant under some self-similar
motion. Then we find all possible self-similar motions that can arise as solutions to
the flow and derive the equation the corresponding curves must satisfy. We rewrite
the curve equation as two separate second order ODEs and as a two-dimensional
system of ODEs. These three forms make it easier to find and describe the curves,
which we do in Sections 4.5 through 4.10, one self-similar motion at a time.
Finally, in Section 4.11 we derive five exact solutions that are not self-similar;
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namely,
cosh x = e- cosh y, t > 0,
cosh x = e- sinh y, t E R,
sinh x = e- t sinh y, t < 0,
sin y = e- sin x, t > 0,
tanh(x + y) = tan(x - y) tan 2t, 0 < t < 4,
shown in Figures 4-14 and 4-15.
The results in this chapter appeared in the preprint [351.
4.2 Minkowski Plane and Hyperbolic Numbers
The Minkowski plane R'1 is just R 2 endowed with the non-degenerate bilinear sym-
metric form ((xi, yi), (X2 , Y2)) = X1 X2 - Y1Y2, which is called the Minkowski metric. A
nonzero vector z is called space-like if (z, z) > 0, time-like if (z, z) < 0, and light-like
if (z, z) = 0. The Minkowski norm is defined as Izil = (z, z)1, and two vectors z,
and z 2 are said to be orthogonal if (z 1 , z 2 ) = 0.
In this chapter, we will use the language of hyperbolic numbers (also called split-
complex numbers), which are well suited for making calculations in the Minkowski
plane, much like the complex numbers are useful when dealing with the Euclidean
plane. We identify the point (X, y) with the hyperbolic number x + hy, which is just
an ordered pair of real numbers, with addition and multiplication defined as follows:
(x1 + hy1) + (x 2 + hy 2 ) = (X1 + X2 ) + h(y1 + Y2)
(x1 + hy1) - (X2 + hy2) = (X1X2 + Y1Y2) + h(X1y 2 + X2Y1 ).
In particular, h2 = +1 as opposed to i 2 = -1 for the complex numbers. The hy-
perbolic numbers form a commutative associative algebra which is isomorphic to the
quotient R[x]/(X2 - 1), and to the algebra of symmetric 2 x 2 matrices with equal
diagonal elements, where
X + hy ++ X y
(y X
The basic properties of the hyperbolic numbers are the same as those of the complex
numbers, with a few notable exceptions.
The hyperbolic conjugate of z = x + hy is 2 = x - hy, and the hyperbolic modulus
is defined as Jz = V/FzT. They satisfy the usual properties
Z1 + Z 2  + 22 = Z1 , zizZ= z, = z, |z1z 2I = |z1\|z 2 -
Note that
Tjz 2 = (X1X2 - Y1Y2) + h(X1y 2 - X2Y1)
and if we take the real part, we recover the Minkowski metric. In particular, iz =
X2 _ y 2 = (z, z), so the hyperbolic modulus coincides with the Minkowski norm.
Now, h(x + hy) = y + hx, so multiplication by h corresponds to reflection across
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Figure 4-1: The hyperbolic number plane.
the line y = x. Moreover, z and hz are always orthogonal, just like z and iz in the
complex plane. However, (hzi, hz2) = -(zi, z2 ).
Perhaps the biggest difference between the hyperbolic numbers and the complex
numbers is that the former do not form a field. The reason is that (1+ h)(1 - h) = 0,
so all points on the two lines y = x and y = -x are zero-divisors and hence do not
have a multiplicative inverse. These are exactly the points with hyperbolic modulus
zero, i.e., light-like points. For other points, the multiplicative inverse is given by
-1 _ __ xh
z X2-y*
It is often convenient to use the conjugate light-like points h+ = '+and h_ =1-
as an alternate basis for the hyperbolic numbers, called the diagonal basis. In this
chapter, we will use the notation
x + hy = h+ +  h_ =(,7)
where = x + y and q = x - y, and refer to the light-like lines y = x and y = -x
as the and 17-axes, respectively. Since h 2 = h+, h2 = h- and h+h_ = 0, the basic
operations now take the simple form
(6, 71) +(6, T2)= (+ +6,71 +72)
(6, 1) - (67, 2) = (66, 1712)
(7,q) = (77, 0)
(( , 77), (,))= 77.
In particular, we see that the hyperbolic numbers are isomorphic to R @ R with
pairwise addition and multiplication.
The set of points with (z, z) = 1 is the unit hyperbola x2 _ y2  i.e., 77 =1L
Note that by plugging hO into the power series of the exponential function, we get
69
the following hyperbolic analogue of Euler's formula
e h = coshO + hsinh9 = (e, e- 0).
These points lie on the right arm of the unit hyperbola and they form a one-parameter
group, much like the unit circle in the complex plane. The parameter 0 is called the
hyperbolic angle.
Maps of the form z -+ ehO z preserve the hyperbolic modulus and are called hy-
perbolic rotations (also known as Lorentz boosts or squeeze maps). If we include
translations and reflections across the x and y-axes, we have the full group of isome-
tries in the Minkowski plane.
For further background on the hyperbolic number plane we refer to [11, 561.
4.3 Curves in the Minkowski Plane
Let X : I -+ R'" be a regular curve. At each point on the curve, the tangent vector
X,, is either space-like, light-like or time-like. The curvature blows up at points where
X,, is light-like, so we will only look at curves where it is everywhere space-like or
time-like. Those curves are called space-like and time-like respectively and are always
embedded. Note that reflection across the s-axis maps space-like curves to time-like
and vice versa.
The Minkowski arc-length parameter is defined as
d s = I(Xu, X,)Idu
and the unit tangent vector is
1
T = X8 _X..VI(XU, XU)I
We choose the unit normal N = hT, i.e., the vector obtained by reflecting T across
the i-axis. Since (T, T) = E = +1 is constant, T, is parallel to N, and we define the
signed curvature k by the equation T, = kN. Then we also have N, = kT, so the
Frenet formulas take the form
dT
- =kN
ds
dN
- =kT.
ds
By definition, the mean curvature vector of X is then given by H = EX,, = cT, = ckN,
so we always have (H, N) = -k. Note that many authors choose N such that {T, N}
is positively oriented, resulting in some different signs in the Frenet formulas above.
If we reflect a time-like curve across the i-axis, it not only becomes space-like but
the mean curvature vector also changes its direction (because of the e factor). This
means the direction of the MCF of the curve is reversed, but besides that the flow
is the same. For this reason, it suffices to look at the flow of space-like curves, even
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Figure 4-2: A space-like curve in the Minkowski plane.
though we will use time-like curves to simplify some arguments.
We will parametrize our space-like curves such that T lies in the right arm of the
unit hyperbola x2 _y 2 = 1. Then T = ehO, for some real number 0 called the hyperbolic
tangent angle. Note that T, = 9,heh9 = kN, so 9 satisfies 0, = k. The upper arm of
the unit hyperbola x2 y 2 = -1 (or its translates) is the unique space-like curve with
constant curvature k = 1. A curve such that k > 0 (or k < 0) everywhere is called
convex
Besides the arc-length parametrization, every space-like curve in the Minkowski
plane has two other natural parametrizations that we will use. The curve can globally
be viewed as a graph where either y is a function of x satisfying ly'(x) < 1, or is an
increasing function of ql. In the former case, the parametrization is X(x) = x + hy(x)
and direct calculations yield
T + hy'(x) y'(x) + h y"(x)T = ,N =- k = - (4.1)( --y()2)-i ( 1 y(x)2)-!1 y'(X)2)2
If we think of y as also being a function of the time variable t, we have a solution to
the MCF (up to tangential diffeomorphisms) if and only if y satisfies the parabolic
PDE
yt = 2 (4.2)
1- y,
In the Euclidean plane, the PDE corresponding to the curve shortening flow is
y= YXX (4.3)1 + yx'
as we saw in Chapter 2. The following lemma shows how one can transform certain
solutions in the Euclidean plane into solutions in the Minkowski plane. Examples of
this are given in Section 4.11.
Lemma 4.3.1. If y(x, t) is a solution to (4.3) which is analytic and even in x, then
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Q(x, t) = y(ix,-t) is a solution to (4.2), where i2 = -1.
In the case where C is an increasing function of 77, the parametrization is X(7) =
(C(7), 7) and direct calculations yield
T = ( '(77)2, 7'(77)- 2), N = ('(77), -7' )-), k = 77 . (4.4)
The parabolic PDE for the flow now takes the simple form
6i = . (4.5)
Note that if we instead let Iy'(x) > 1 or '(7) < 0, the curve X becomes time-
like. Equations (4.1) and (4.4) take on a slightly different form but the PDEs (4.2)
and (4.5) remain the same. However, now they are only parabolic if we reverse the
direction of the time variable, corresponding to what we said before.
In Chapter 2 we mentioned that for convex curves in the Euclidean plane, the flow
is equivalent to the following PDE for the curvature k:
kt = k2 koo + k3 , (4.6)
where the derivative with respect to t is taken with 0 held fixed. The corresponding
PDE in the Minkowski plane is
kt = k koo - k3, (4.7)
which can be seen by carrying out the Minkowski version of the calculations in [30].
The following lemma gives another method for transforming solutions between the
two planes.
Lemma 4.3.2. If k(0, t) is a solution to (4.6) which is analytic and even in 0, then
k(0,t) = k(iO, -t) is a solution to (4.7).
Just like in the Euclidean plane, it will turn out to be convenient to work with
the functions -r = (X, T) and v = (X, N). They satisfy
T, = I + kv 48=1± kv(4.8)
v, = kr
and furthermore,
X = (r - hv)T and (X, X) = r- V2  (49)
The Minkowski analogue of Lemma 2.2.1 is as follows.
Lemma 4.3.3. For every smooth function <D : R2 -+ R, point zo E R" and hyper-
bolic angle Oo E R, there is a unique nonextendible space-like curve X : I -+ R',
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satisfying the equation k = D(T, v) and going through zo with hyperbolic tangent angle
00.
Proof. Keeping in mind (4.8) and (4.9), we let r, v, 0 be the unique maximal solution
to the ODE system
with initial values 0(0) = 9o, r(0) - hv(O) e-hOozo, and then define the curve as
X = (r - hv)eO. (4.10)
Note that
X' = (-' - hv' + h9'(r - hv))ehO = ehO
so X is parametrized by Minkowski arc-length with tangent T = ehO, and hence the
curvature k is equal to 9' = 4(r, v). Finally,
(X, T) = Re(Xe-hO) = _
(X, N) = Re(X(-h)e-hO) = V
finishing the proof.
Unlike the Euclidean case, the solutions to this ODE system are not necessarily
defined on all of R and the curvature k can blow up for finite values of s. That
means the corresponding end of the curve has finite Minkowski arc-length and hence
is geodesically incomplete.
4.4 Self-Similar Motions of Curves
Let X : I -+ R 1 1 be a space-like curve. A self-similar motion of X is a map
X I x J -+ R 1 of the form
Z(u, t) = g(t)ehf(t)X(u) + H(t). (4.11)
Here J is an interval containing 0 and f, g : J -+ R and H : J -+ R1,1 are differentiable
functions s.t. f(0) = 0, g(0) = 1 and H(O) = 0, and hence k(u, 0) = X(u). The
function f determines the hyperbolic rotation, g determines the dilation and H is the
translation term.
We are interested in finding all self-similar motions of curves which are also solu-
tions to the MCF. As a warm-up, let's find all curves that are invariant under some
self-similar motion. Now, the self-similar motion (4.11) leaves the curve X invariant
if and only if
(u, t), N(u, t) = 0,
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or equivalently,
g(t)f'(t) (X(u), T(u)) - g'(t) (X (u), N(u))
- (e-hf(t)H'(t), N(u)) = 0,
which at time t = 0 results in
ar - bp - (C, N) = 0. (4.12)
Satisfying an equation of this form is also a sufficient condition for X to be invariant
under a self-similar motion. To see that, we look separately at three cases.
Translation: When (a, b) = (0, 0) and C # 0, we have
(C, N) = 0,
so X is any straight line with direction vector C, which is of course invariant under
any translation in direction C.
Rotation and dilation: Assume (a, b) # (0,0) and C = 0. Then Equation
(4.12) reduces to
a-r - by = 0. (4.13)
When b = 0, we have r = 0 so X is a hyperbola (asymptotic to the light-like axes),
which is invariant under any hyperbolic rotation. When a = 0, we have v = 0 so X
is a line through the origin, which is invariant under any scaling. In the general case,
note that J(b- - av) = b so br - av = bs. This has no solutions when a 2 = b2 , but
when a2 54 b2 we get -r = 2_ s, v = _ s and k b Therefore, the curve is given
by the formula
X =(-r - hvjel b = ha_ b s > 0.
b+ ha'
In the diagonal basis, it takes the form
b b+ b b-a
b s ,7 r= - b s 7 S >0.b +a b- a
These Minkowski-analogues of the logarithmic spirals are invariant under any combi-
nation of hyperbolic rotation and dilation such that bg(t)f'(t) = ag'(t), i.e., ebf(t) =
g(t)a. They show different behaviour depending on whether a 2 < b2 or a 2 > b2 , as
can be seen in Figure 4-3. Each end is labeled with the corresponding limit of the
curvature k, a convention we will use throughout the chapter.
Rotation, dilation and translation: Assume (a, b) 5 (0,0) and C # 0, such
that X satisfies the full Equation (4.12), which can also be written in the form
((b + ha)X + C, N) = 0. (4.14)
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Figure 4-3: Minkowski analogues of logarithmic spirals.
In the Euclidean plane, we saw in Section 2.3 that we can always get rid of the
translation term C by translating X by a fixed vector. The same thing can be done
here, but only when a2 0 b2 , since otherwise b + ha is a zero divisor. If we put
X = X ± -, then X satisfies an equation of the form (4.13). Therefore, X is ab+ha'I
Minkowski logarithmic spiral centered at -C
2 b+haWe are left with the case a2 = b2 . By reflecting the curve across the y-axis if
necessary, we may assume a = b. Since h+h- = 0, Equation (4.14) remains the same
when X is translated in the variable q (which is why we cannot cancel out C). But
by translating X along the i-axis, we can cancel out the s-component C, so we may
assume C only has a q-component, i.e., C = (0, c). By applying a hyperbolic rotation
to X and reflecting across the origin if necessary, we can assume c = b. Then Equation
(4.12) takes the form -r - v - ((0, 1), N) = 0. The equivalent ODE for as a function
of 7 is '(7) = 2 (q), whose solution is = e2,7. This curve is invariant under any
combination of hyperbolic rotation, dilation and translation such that g(t) = ef() and
H(t) = (0, f(t)). Here the screw-dilation factor has the form g(t)ehf(t) (2f(t), 1),
so it is just a dilation in the i-variable.
So we have proved the following.
Theorem 4.4.1. The only curves in the Minkowski plane that are invariant under a
self-similar motion are
" lines, invariant under translations along their direction vector and dilations
about a point on the line,
" hyperbolas with light-like asymptotes, invariant under hyperbolic rotations around
their midpoint,
" Minkowski analogues of logarithmic spirals, X = 1+hL81+ha _ s'+ S1LQ1+ha - 1+a I 1-a,
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s > 0, invariant under any combination of hyperbolic rotation and dilation such
that ef(t) = t)",
the curve = e2'7, invariant under any combination of hyperbolic rotation, di-
lation and translation such that g(t) = ef(t) and H(t) = (0, f (t)).
Now let's move to our original task, finding all curves which move in a self-similar
manner under the MCF. Let X : I -+ R 1 " be a space-like curve. The self-similar
motion given by (4.11) is the mean curvature flow of X (up to tangential diffeomor-
phisms) if and only if the equation
Ki(U, t), N(u, t) = -k(u, t)
holds for all u E I, t E J. Simple calculations yield that this equation is equivalent
to
92 (t)f'(t) (X(u), T(u)) - g(t)g'(t) (X (u), N(u))
- g(t)(e-hf ()H'(t), N(u)) = k(u).
By looking at this equation at time t = 0, we see that X has to satisfy
ar - by -(C, N) = k, (4.16)
where a = f'(0), b = g'(0) and C = H'(0). Satisfying an equation of this form is
also a sufficient condition for X to move in a self-similar manner under the MCF. As
before, we treat separately three cases.
Translation: First assume X satisfies the pure translation equation
-(C, N) = k.
Then we can take H = Ct, and easily verify that Equation (4.15) is satisfied for all
u E R, t E J. Thus, under the flow, the curve X translates with constant velocity
vector C.
Dilation and rotation: Now assume X satisfies the screw-dilation equation
a-r - by = k. (4.17)
If the functions g and f satisfy g(t)g'(t) = b and g2(t)f'(t) = a for all t E J, then
Equation (4.15) is satisfied for all u E I, t E J. Solving these differential equations
with our initial values gives
(t log(2bt + 1) if b 5 0,
g(t) = v/2bt +1 and f (t) = b (4.18)
at if b = 0.
Therefore, under the MCF the curve X rotates and dilates around the origin as
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governed by the functions f and g.
Note that when b = 0, the screw-dilation factor g(t)ehf(t) takes the following form
in the diagonal basis:
(g(t)ef('), g(t)e~f(') =bgt1igt1
= ((2bt + 1)2, (2bt + 1) ).
In the cases a = b and a = -b, the factor is simply ((2bt + 1), 1) and (1, (2bt + 1)),
respectively, so the screw-dilation reduces to a linear dilation in one of the variables
( and 7, leaving the other one intact.
Dilation, rotation and translation: Finally assume (a, b) 5 0 and C 5 0, such
that X satisfies the full Equation (4.16). When a2 0 b2 , we can as before get rid of
the translation term C by translating the curve X by the fixed vector - . Then web+ha
are back to the case above, so X screw-dilates around the point -
2 2 b+ha
We are left with the case a2 = b2 . By reflecting the curve across the y-axis if
necessary, we may assume a = b. By translating X along the i-axis, we can cancel out
the i-component of C, so we may assume C only has a n-component, i.e., C = (0, c).
As before, f and g are given by (4.18) and the screw-dilation factor is ((2bt+ 1), 1), so
we just have scaling in the variable . We want the translation function H to satisfy
g(t)e-hf(t)H'(t) = C, i.e., H'(t) = eh) (0, c) = (, ,
g(t ) 1 +2bt)
which by integration results in
H(t) = (, log(2bt + 1)).
The self-similar motion under the flow therefore consists of scaling in the variable
and translation in the 77 variable.
Thus the classification of all self-similar solutions to the MCF in the Minkowski
plane has been reduced to finding all curves that satisfy Equation (4.16). To find
these curves, we use two different approaches. The straightforward one is to use (4.1)
or (4.4) to rewrite (4.16) as an ODE for y as a function of x, or for as a function of
7. The two ODEs are
y"(X) = (1 - y'(x) 2) (a(x - y(x)y'(x)) - b(xy'(x) - y(x)) - (c 1y'(x) - c2 )) (4.19)
and
"(q) = '(7) ((a + b)(7) + (a - b)77'(q) + di - d2(())
where C = c, + hc2 = (di, d2). Depending on the values of a, b and C, one of the
ODEs can be easier to analyze than the other. It can be verified that the equations
remain the same when the curve X is assumed to be time-like.
A nice property that we see from (4.19) is the following.
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Lemma 4.4.2. All space-like curves satisfying Equation (4.16) are entire graphs over
the x-axis.
Proof. First notice that every light-like line y(x) = x + B or y(x) = -x + B is a
solution to (4.19). Therefore, if we have a solution to (4.19) which satisfies Iy'(x)| < 1
at some point, it will satisfy that strict inequality everywhere, since if y' reached -1
or 1, we would contradict uniqueness (because the ODE is of order 2). Since y' is
bounded, the solution extends uniquely to all of R. 0
A consequence of this is that all the curves are complete as Euclidean curves. How-
ever, as we will see below, they are not necessarily complete as Minkowski curves.
We also note that for each value of a, b and C, we have a two-parameter family of
curves satisfying (4.16) (parametrized for example by the values of y(O) and y'(O)).
However, by identifying curves that are equal up to a hyperbolic rotation, there is
actually only a one-parameter family of curves.
The other approach to describing the curves is similar to what we did in the
previous two chapters. It can be used to find the curves which satisfy the screw-
dilation equation k = a-r - by. By Lemma 4.3.3, the curves are found by solving the
system of ODEs
-b ) (4 .2 0 )V' =r (ar - bv).
Note that the solutions to this system are not necessarily defined on all of R and the
curvature k can blow up for finite values of s. That means the corresponding end
of the curve has finite Minkowski arc-length and hence is geodesically incomplete,
even though it is always complete as a Euclidean curve, as we showed above. Also
note that the right hand side of (4.20) remains the same when (r, v) is replaced by
(-7, -v). Therefore, s -+ -(r(-s), v(-s)) is also a solution to the system, which of
course just corresponds to the curve X parametrized backwards (and reflected across
the origin to keep T in the right arm of the unit hyperbola). This symmetry will
simplify some of our arguments.
We can also let 1 = -b-r + av and study the equivalent system
Sk' = a + kl
1' = -b+k 2
Note that k + hl = (a - hb)(-r + hv). FRom (4.9) we see that
=e(r - v) = e" 1 = e-o(r +P) = e-0 .
ea +b 7 a-b
Hence, X intersects the light-like axes exactly when the (r, v) and (k, l)-trajectories
intersect the diagonals in the respective phase planes.
In the next six sections of the chapter, we look separately at different values of
a, b and C, i.e., different self-similar motions, and describe some properties of the
corresponding curves.
78
00 00
(a) cosh x = ey- translates along the y-axis (b) = el? + t translates along the 6-axis.
and sinh y = etX along the x-axis.
Figure 4-4: Translation.
4.5 Translation
A curve X translates with constant velocity vector C if and only if it satisfies the
translation equation - (C, N) = k. By scaling the curve, reflecting it across the x
and y-axes and applying a hyperbolic rotation, it suffices to consider translations
with velocity vectors 1, h and h+. The solutions below are unique up to constant
translations in each variable.
Theorem 4.5.1. There are three translating solutions:
* cosh x =ey- t , withk= , - < s < , translates along the y-axis,
S sinh y= et-X ,with k= s > 0, translates along the x-axis,
= e0 +t, with k= , s > 0, translates along the i-axis.
The three curves appear in Figure 4-4.
Proof. Let's start with C = h, i.e., translation with unit speed along the y-axis. Then
the translation equation results in the ODE
y"(x) = 1 - y'(X)2
which can also be seen by putting yt = 1 in Equation (4.2). To find the solution, let
v = y'. Then v' = 1 - v 2 and lvi < 1 (since the curve is space-like), so v = tanhx.
Therefore, the curve is y = log cosh x. It has finite Minkowski-length -r and curvature
given by k = 1, -E < s < '. Since the curvature blows up, the maximum principle
does not apply to the curve. In fact, as observed by Ecker [24], the translating curve
y = log cosh x + t is initially below the expanding hyperbola y = Vx2 + 2t, but crosses
it at infinity at time t = log 2.
If we instead take lvi > 1, we get v = cothx so y = log sinhx, x > 0 (or its
reflection across the y-axis). This is a time-like curve that translates with unit speed
along the y-axis. If we reflect it across the 6-axis and then across the y-axis (since
the first reflection reverses the direction of the flow), we get the space-like curve
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x = - log sinh y, which translates with unit speed along the x-axis. Alternatively,
this curve could be found by taking C = 1, which results in the ODE
y"(x) = -y'(x)(1 - y'(X)2)
This curve is Minkowski-finite in one direction and Minkowski-infinite in the other,
with k = , s > 0. In Section 4.11, we show how each of these two translating
solutions can be obtained by applying a simple transformation to the translating
solution in the Euclidean plane, the Grim Reaper y = log cos x + t.
Finally, let's look at the case C = h+, i.e., translation along the i-axis. Here it is
simpler to work in the diagonal basis, where the ODE takes the form
((7) = '(r)
This could also be seen by putting t = 1 in (4.5). The solution is 0 = e'. This curve
is Minkowski-finite in one direction and Minkowski-infinite in the other, with k = ,
s > 0. This curve appears again in Section 4.9. The two self-similar motions are
equivalent, due to Theorem 4.4.1.
Note that the three translating curves respectively satisfy
k=cosh9, OER,
k=-sinhO, 0<0,
k = e-9, OER.
They also could have been derived by putting kt = 0 in Equation (4.7), resulting in
the ODE koo - k = 0.
4.6 Expansion
A curve expands under the flow if and only if it satisfies Equation (4.17) with a = 0
and b > 0. By scaling the curve we may assume b = 1.
Theorem 4.6.1. There are six types of curves which expand under the flow with
scaling function vr2t+ +I for t > -. , including the expanding hyperbola
2
y2 - x2 = 2t + 1.
Each curve is convex, asymptotic to a cone and k2 e(XX) is constant. It comes out of
this cone (translated such that its vertex lies at the origin) at t = -, and expands
out to infinity, as t -+ co.
The curves appear in Figures 4-5(b), 4-5(c).
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(a) Phase portrait.
y y
0 0
0
0
(b) A < e- 1 and A > e-1 . (c) A=e-1 .
Figure 4-5: Expansion, a = 0, b = 1.
Proof. Here k = -v, so the system for T and v becomes
( '= 1- -V 2{ : -TV.
The phase portrait appears in Figure 4-5(a). The trivial solution T = s, v = 0,
corresponds to X being a straight (space-like) line through the origin, making the
expansion vacuous. For the other trajectories, it suffices by symmetry to consider
only those in the lower half-plane (v < 0). There k > 0, so the corresponding curve
X is always convex. Notice that we have a fixed point (0, -1), which corresponds to
X being the upper arm of the unit hyperbola y2 _ 2 = 1. It is a saddle point. To
find the other trajectories, note that the function v2er 2_V2 = k2e(xx) is a constant
A > 0. The number and type of the trajectories depend on the value of A as follows:
When A < e- 1 , we have two types of trajectories, both symmetric across the
v-axis. One of them has T -+ ioo and v -+ 0 as s -+ boo. It crosses both lines
T = v and T = -v. The corresponding X crosses each light-like axis and has two
Minkoswki-infinite ends with k -+ 0 on each. The other trajectory has T and V going
to -oo for a finite s. Similarly, in the backwards direction, T and -V go to co for
a finite s. It lies completely in the region -V > ITI. The corresponding curve X
crosses neither light-like axis and has finite Minkowski-length (which increases under
the flow) with k -+ oo on each end. Both curves appear in Figure 4-5(b).
When A = e-1, we have two trajectories besides the fixed point (0, -1) (up to
reflection across the v-axis which corresponds to reflection the curve X across the y-
axis). One of them hasT -+ 00, v -+ 0, as s -+ o, and (T, V) -+ (0, -1), as s -+ -oo.
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It crosses the line r = -v. The corresponding curve X crosses the -axis and has two
Minkowski-infinite ends with the k -+ 0 on one and k -+ 1 on the other. The other
trajectory has (T, v) -+ (0, -1), as s - oo, and in the backwards direction, -r and -v
go to oo for a finite s. It lies completely in the region -v > Irl. The corresponding
curve X crosses neither light-like axis, has one Minkowski-infinite end with k -+ 1,
and one Minkowski-finite end with k -+ co. Both curves appear in Figure 4-5(c).
When A > e- 1 , we have one trajectory type (up to reflection across the v-axis).
It has r oo, v - 0, as s -+ oo, and in the other direction, r and -v go to oo for a
finite s. It crosses the line r = -v. The corresponding curve X crosses the i-axis, has
one Minkowski-infinite end with k -+ 0, and one Minkowski-finite end with k -+ 00.
It can be seen in Figure 4-5(b).
For a more detailed description of the curves, we consider the ODE for y as a
function of x,
y"(x) = (1 - y'(x) 2 )(y(x) - xy'(x)).
Since -v = k > 0, it is clear that y is convex and y(O) > 0. Put w(x) = y(x) -xy'(x).
Then w'(x) = -xy"(x), and since y"(x) > 0, the positive function w has a global
maximum w(0) = y(O), i.e., 0 < y(x) - xy'(x) < y(O) for all x. From this it follows
that for x > 0, x is decreasing and Y(x)~y(o) is increasing, and since ly'(x) < 1,
they have the same limit L E (y'(0), 1], as x -* oo. In particular, y(x)-Y(O) < L < -(x)
x 
X
so the convex function y(x) - Lx lies in the interval [0, y(O)]. Hence, it must be
decreasing with a limit in that same interval.
So we have shown that X is asymptotic to a straight line with slope L, as x -+ 00.
If X doesn't cross the i-axis, then y(x) > x for all x > 0, so L = 1. However, if
X does cross the s-axis, then y(x) goes below x, so L < 1. By symmetry, X is also
asymptotic to a straight line, as x -+ -oo. Its slope lies in the interval [-1, -y'(O)),
and it is -1 if and only if X never crosses the r-axis.
The curve X is therefore asymptotic to a cone. Under the flow, it comes out of
this cone (translated such that its vertex lies at the origin) at t = - , and expands
out to infinity, as t -+ oo. 5
Note that the initial values y(O) = a, y'(0) = 0, correspond to the (T, v)-trajectory
going through (0, -a), so varying a > 0 gives all curves with A < e-1 , in addition
to the hyperbola y = v/-x2+ I when a = 1. They are symmetric w.r.t. the y-axis.
Similarly, the curves with A > e-1 can be obtained by taking the initial values
y(a) = 1, y'(a) = 0, and varying a > 0.
4.7 Contraction
Now suppose a = 0, b < 0, so by scaling the curve we may assume b = -1.
Theorem 4.7.1. There is a one-parameter family of curves which contract under the
flow with scaling function /I -F2t for t < -1 Each curve is convex, asymptotic to a
cone and symmetric w.r.t. the y-axis with k 2e-(XX constant . It comes from infinity
as t 4 -oo, and contracts to the union of the positive s-axis and the negative r/-axis,
as t -
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(a) Phase portrait. (b) Two contracting curves.
Figure 4-6: Contraction, a = 0, b = -1.
The curves appear in Figure 4-6(b).
Proof. Here k = v so the system of ODEs for r and v becomes
T' 1+ 
V 2
The phase portrait appears in Figure 4-6(a). There are no fixed points, T is increasing
and v never changes sign. The trivial solution T = s, v = 0, corresponds to X being a
(space-like) line through the origin, making the contraction vacuous. To find the other
trajectories, note that the function v2ei2_T2 = k 2e(X,x) is constant. By symmetry,
it suffices to look at trajectories with v > 0. These trajectories all have T and v going
to oo for a finite s. Similarly, when we follow the trajectories backwards, T goes to
-oo and v to oo for a finite s. Each trajectory hits both lines T = v and T = -v.
Therefore, the corresponding curve X is convex, crosses each light-like axis, has finite
Minkowski-length with k -+ oo on each end.
For a more detailed description, we consider the ODE for y as a function of x,
y"(X) = (1 - y'(x) 2 )(xy'(x) - y(X)).
The initial values y(O) = -a, y'(0) = 0, correspond to the (T, v)-trajectory going
through (0, a), so by varying a > 0 we get all contracting curves. Also, with these
initial values y is an even function of x.
Now, it is clear that y is convex, since k > 0. Put w(x) = xy'(x) - y(x). Since
W' = xy"(x) and y"(x) > 0, w has a global minimum w(0) = a. Therefore, y"(x) >
a(1 - y'(x) 2 ), so by integration we get artanhy'(x) > ax, i.e., y'(x) > tanhax, for
x > 0. Integrating again yields y(x) > Ilog cosh ax - a > x - a - l92. So the
_ 
a 
a
increasing function x - y(x) has a limit in the interval (a, a + 1g2).
Therefore, the curve X is asymptotic to a cone. Under the flow, it comes from
infinity as t -+ -oo, and contracts to the union of the positive c-axis and the negative
,2-axis, as t --+ I. Its finite length decreases under the flow. 0
In [241, Ecker proved that for every space-like curve, there exists a solution to the
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flow starting at the curve which exists for all t > 0. For the curve X, this solution
must be different from the contracting solution, which develops a singularity at t = }
This non-uniqueness should not be too surprising, as the curvature of X blows up on
each end.
4.8 Hyperbolic Rotation
Now suppose a $ 0, b = 0, so by scaling and reflecting the curve if necessary, we may
assume a = 1.
Theorem 4.8.1. There are three types of curves which move forever under a hyper-
bolic rotation with unit angular velocity.
The curves appear in Figure 4-7(b).
Proof. Here k = T so the system of ODEs for r and v becomes
fr = 1 + i-i' =12V =T.
The phase portrait appears in Figure 4-7(a). The system has no fixed points and v is
increasing. Direct calculations show that the function T2 _ V2 - 20 = (X, X) - 20 is
constant. All trajectories in the right half of the phase plane have T and v going to
oo for finite values of s. But when we follow a trajectory in the backwards direction,
three things can happen:
The trajectory crosses the v-axis. Then, by symmetry, r and v go to -cc for a
finite s. The corresponding curve X has finite Minkowski-length with the curvature
k increasing from -oo to oo, so the curve has an inflection point.
The trajectory crosses the curve rV = -1. Then T -+ oo, v -+ -cc for a finite s.
The curve X is convex, with finite Minkowski-length and k -+ oo on each end.
The trajectory gets trapped between them the v-axis and TV = -1. Then r -+ 0
and v -+ -oo, and this happens as s -+ -oo, since 0 < T' < 1. So the curve X is
convex, Minkowski-finite in one direction and Minkowski-infinite in the other, with k
increasing from 0 to oo.
To get a better description of the curves X, we look at the ODE for as a function
of 7,
C"() )= ('(K)('(7) + (M))
Here the function '(7)e-'9) is constant and by applying a hyperbolic rotation, we
can assume the constant is 1 (which corresponds to (X, X) = 29). So we are left with
the ODE
e'()=e
It is easy to see that all solutions cross the i-axis. This corresponds to the fact that
each (r, v)-trajectory crosses the line T = -v. By symmetry, it suffices to look at
curves such that (0) > 0. Each one of them blows up for a finite positive value of 77.
When we go in the negative q direction, two things can happen:
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(a) Phase portrait. (b) All three curve types.
Figure 4-7: Hyperbolic rotation, a = 1, b = 0.
The curve crosses the q axis and goes to -oo for a finite negative value of rq. It
is then of the first kind in the trichotomy above. Under the flow, it goes from the
rq-axis, as t -+ -oo, to the i-axis, as t -+ oo.
The curve is bounded from below by a nonnegative number L. The curve is of
the second kind when L > 0, and of the third kind when L = 0. Under the flow, it
goes from the q-axis, as t -+ -oo, and out to infinity, as t -+ oo. 0
4.9 Hyperbolic Rotation and Dilation
Here we assume neither a nor b is 0, so X satisfies the full equation k = a-r - bv. As
we saw earlier, the screw-dilation factor is ((2bt + 1)b, (2bt + 1 )b). The dilation is
a contraction when b < 0 and an expansion when b > 0.
Theorem 4.9.1. There are seven types of curves which move under a hyperbolic
rotation and contraction, including the exact solution
S-=(1 -2t)tanhr, t < ., with k =-tan s, - < s < z, at t = 0.
There are eighteen types of curves which move under a hyperbolic rotation and
expansion, including the exact solutions
S=(1+ 2t)tan 7, t > -. , with k = tanh s at t = 0,
e =-(1+ 2t) cothq, t > -1, with k =coths, s > 0, at t= 0.
The curves appear in Figures 4-8(a), 4-9(b), 4-10(b), and Figures 4-8(b), 4-11(b),
4-11(c), 4-12(b), 4-12(c), respectively.
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(a) (= (1 -2t) tanh 7. (b) = (1+2t) tanq, = -(1+2t) coth 7.
Figure 4-8: Hyperbolic rotation and dilation, a = b = F1.
Proof. We start with the special case a2 = b2 , where the screw-dilation is just a linear
dilation in one of the variables and 77. By scaling the curve and possibly reflecting
it across the y-axis, it suffices to consider a = b = t1. The screw-dilation factor is
(2bt + 1, 1), so under the flow the curve simply scales linearly in the a-variable. The
curves we find below are unique, up to a hyperbolic rotation and a translation in 7.
Assume a = b = -1, i.e., dilation towards the q-axis. Then k = -r + v and the
ODE for as a function of q is
This gives '(7) = - ()2 + A, and since () is increasing, we must take A > 0. By
applying a hyperbolic rotation, we can assume A = 1. The solution is C = tanh 7,
shown in Figure 4-8(a). This curve has finite Minkowski-length 7r (which decreases
under the flow) and k = -tan s, -z < s < 1. The solution to the flow is
2 2
(I - 2t) tanh q, t < }.
It goes from the C-axis, as t -+ -oo, to the q-axis, as t -
Assume a = b = 1, i.e., dilation away from the q-axis. Then k = r - v and the
ODE for C as a function of q is
="(q)
This gives C'(77) = ()2 + A. By applying a hyperbolic rotation, it suffices to look at
A=1, A=0and A= -1.
When A = 0, we just get the space-like unit hyperbola C = -1, and the motion
is the same as before (since the hyperbolic rotation is vacuous).
When A = 1, the solution is C = tan77, shown in Figure 4-8(b). It has infinite
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(a) Phase portrait. (b) All three curve types.
Figure 4-9: Hyperbolic rotation and contraction, a = 1, b = 1
Minkowski-length and k = tanh s. The solution to the flow is
S=(1 + 2t) tan 7, t > -}.
It goes from the broken line {< Oiy = = 0, -Z < 7 5 } U{ > 0, =Z1}
as t to the a-axis, as t -+ oo.
When A = -1, the solution is ( = - coth 7, i < 0, (or its reflection across the
origin), shown in Figure 4-8(b). This curve is Minkowski-finite in one direction and
Minkowski-infinite in the other, with k = coth s, s > 0. The solution is
(=-(1+ 2t) cothq, t > -}.
It goes from the broken line { =0,q < 0} U { ;> 0,q = 0}, ast - , and out to
infinity, as t -+ oo.
Now consider the case where a 2  b2 . Here we will for simplicity work with the
system in k and 1, i.e.,
k= a + k1 (4.21)1' -b + k2
where k + hl = (a - hb) (-r + hv). Note that the ODE for ( as a function of q can also
be written as
2b
-~ (() = , .(4.22)d77 a -b()
We already saw a special case of this for rotating curves (b = 0).
By scaling and reflecting the curve, we may assume a = 1. We look separately at
the cases where b < 0 and b > 0.
First assume b < 0 and write b = -#2 where # > 0. The system (4.21) then takes
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(a) Phase portrait. (b) All three curve types.
Figure 4-10: Hyperbolic rotation and contraction, a = 1, b = -2.
the form
k' = 1 + k1
'= ,2 + k2 .
The phase portrait appears in Figures 4-9(a), 4-10(a). This system behaves similarly
to the (-r, v)-system for the rotating curves, which is of course nothing but the special
case 0 = 0. There are no fixed points and I is strictly increasing. Each trajectory in
the right half-plane (k > 0) has k and 1 going to cc for a finite value of s. When we
follow a trajectory in the backwards direction, three things can happen:
The trajectory crosses the i-axis. Then, by symmetry, k and 1 go to -cc for a
finite s. The corresponding curve X has finite Minkowski-length (which decreases
under the flow) with the curvature k increasing from -oo to oo, so the curve has an
inflection point.
The trajectory crosses the curve k1 = -1. Then k -+ oo, 1 -+ -oo for a finite s.
The curve X is convex with finite Minkowski-length and k -+ cc on each end.
The trajectory gets trapped between the i-axis and k1 = -1. Then k -+ 0 and
1 -+ -co, and this happens as s -+ -oo, since 0 < k' < 1. So the curve X is
convex, Minkowski-finite in one direction and Minkowski-infinite in the other, with k
increasing from 0 to oo.
As in the case of rotating curves, each of these trajectories crosses the line k = -1,
which corresponds to X crossing the s-axis. When # > 1, each trajectory also crosses
the line k = 1, corresponding to X crossing the q-axis. However, when # < 1,
this only happens to the trajectories of the first kind above, just like in the case of
rotating curves. This difference should not be too surprising, considering that the
screw-dilation factor has the form ((1 - 20 2t W;, (1 - 20 2t7) , so the behaviour
of the a-component is quite different for # < 1 and # > 1. The curves can be seen in
Figures 4-9(b), 4-10(b).
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(b) Five curve types. (c) Three curve types.
Figure 4-11: Hyperbolic rotation and expansion, a = 1, b = }
Now, assume b > 0 and write b = 02 where # > 0. Then the system takes the
form
k' = I+ kl
l' = k2 _ 2
In the right half of the phase plane, we have a fixed point (., -), which corresponds
to X being the expanding hyperbola, making the rotation vacuous. The fixed point
is a saddle point. There are two trajectories coming into it, two coming out of it,
and between these four curves we have four families of curves, as can be seen in
the phase portraits in Figures 4-11(a), 4-12(a). So there are eight types of curves
(excluding the hyperbola). As before, the curves show different behaviour depending
on whether / < 1 or / > 1. Instead of describing each of these sixteen curve types
in detail, we refer to Figures 4-11(b), 4-11(c), 4-12(b), 4-12(c). We just mention that
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(b) Five curve types. (c) Three curve types.
Figure 4-12: Hyperbolic rotation and expansion, a = 1, b = 2.
12 +
by (4.22), when # > 1, the function ((r/)r is decreasing for 77 > 0, preventing (
from blowing up for a finite positive q. 5
4.10 Hyperbolic Rotation, Dilation and Translation
The only self-similar motion under the flow that remains to be investigated is the one
with a = b 5 0 and C = (0, c), i.e., dilation with factor (2bt + 1) in the c-variable and
translation of ' log(2bt + 1) in the ql-variable. By scaling the curve if necessary, we
may assume IbI = 1. By applying a hyperbolic rotation to X and reflecting it across
the origin if necessary, we can assume C = (0, 1).
Theorem 4.10.1. There are eight types of curves that move under a combination of
hyperbolic rotation, dilation and translation. Five of them are expanding and three
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contracting, given respectively by the equations
q I e
2 e - e +A
for different values of the constant A.
These curves appear in Figures 4-13(b) and 4-13(c).
Proof. Instead of looking separately at the cases b = 1 and b = -1, we will only
consider b = 1 and find both the space-like and time-like curves that satisfy the
corresponding equation. Reflecting the time-like curves across the i-axis then gives
the space-like curves with a = b = -1 and C = (0, 1).
Now, the ODE for as a function of 77 is
"()= ('(9)(2(() - ((/)
Direct calculations show that the function e ( j' - + 1) is constant. If we call the
constant A, we have
' = 2 - 2 + 2Ae-. (4.23)
The phase portrait of ((, ') can be seen in Figure 4-13(a). By separation of variables,
the curves are given by the integral
r=- 11d. (4.24)2 ec - ec + A
We divide the values of A into a few cases, depending on the number of zeros in the
denominator.
" When A < 0, the denominator has a single root. We get a convex space-like
curve and a convex time-like curve.
" When 0 < A < 1, the denominator has two single roots. We get two convex
space-like curves and a time-like curve with an inflection point.
" When A = 1, the denominator has a double root. We get two convex space-like
curves.
" When A > 1, the denominator has no roots. We get a space-like curve with an
inflection point.
The curvature is given by
k= - Ae-C
(2 - 2 + 2Ae-C)2
which follows from (4.4) and (4.23). The three curves at the top Figure 4-13(b) have
the same curvature limits so we consider them as being of the same type. 0
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1(a) Phase portrait of (6, i'), showing the trajectories for A = , A = 1
A = A = 0 and A = -1 (in order of decreasing '-intercept).
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(b) In order of decreasing y-intercept,
A = -1, 0,1 ,1 1 1 .
Figure 4-13: Hyperbolic rotation, dilation
on the left and right, respectively.
(c) In order of decreasing y-intercept,
A =-1, 0,2.
and translation, C = h_ and a = b = ±1
In the special case A = 0, the curves are the space-like = e2q + 1 and the time-
like = -e 2n + 1, which after reflection becomes the space-like = -e-2, + 1. Note
that in Section 4.5 we saw that the curve = e2 +1 translates with constant velocity
vector 2h+ under the flow. For this curve, the two self-similar motions turn out to
be the same (up to reparametrization) due to Theorem 4.4.1, although one of them
is defined only for t > -j and the other one for all t E R. Similarly, the self-similar2
motion of ( = -e-27+ 1 is identical (up to reparametrization) to the translation with
constant velocity vector -2h+, even though the former is only defined for t < .
The space-like solution when A = 0 comes out of the smooth curve -=2 at
time t = -1. Something similar holds for other values of A. Let AA be the biggest
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root in the denominator of (4.24) (or AA = 0 if A > 1) and take any A > AA. Then
we have a space-like solution which at time t is given by
77 = .log(2t+1)+ 1 f2+1du, > (2t+1) .2 P euu-eu±+AA
By direct calculations, it can be shown that for each ( > 0, the right hand side
converges to } log e + C(A, A), as t -+ - , where C is a constant that we can get
rid of by translating the curve in the q-variable. Hence these solutions also come out
of the curve ( = e2 7 at time t = -1. So for each A, there is a different self-similar
solution to the flow coming out of the space-like curve = e2, the one with A = 0
coinciding with the translating solution. This non-uniqueness of the flow should not
be too surprising, as this curve is Minkowski-finite in one direction where its curvature
blows up.
4.11 Other Exact Solutions
We conclude this chapter with the derivation of five simple exact solutions to the flow
that are not self-similar.
Recall that by Lemma 4.3.1, if y(x, t) is a solution in the Euclidean plane which is
analytic and even in x, then #(x, t) = y(ix, -t) is a solution in the Minkowski plane,
where i 2 = -1. We have already seen examples of this. The contracting circle in the
Euclidean plane,
X2 +y2 = -2, t < 0,
transforms into the expanding space-like hyperbola in the Minkowski plane,
--X2 +y2 = 2t, t > 0.
The downward translating Grim Reaper in the Euclidean plane,
cos x = e+ t, tER,
becomes the space-like upward translating solution in the Minkowski plane, that we
found in Section 4.5,
coshx = ell', t E R.
The same method works if the Euclidean solution is analytic and odd in x if we
are able to cancel out the extra i factor that we get. In the presence of a factor of et,
this can be done by a complex translation in t, since e2 = i. As an example, note
that by translating the Grim Reaper in the x variable, we can write it as
sin x = eY+t, t E R.
If we replace x by ix and t by -t + i7r/2 in this equation, we get the time-like upward
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translating solution in the Minkowski plane from Section 4.5,
sinh x = el", t E R.
In Section 2.9 we mentioned two non-self-similar exact solutions in the Euclidean
plane, Angenent's oval and the Grim Reaper wave, respectively given by
cos x = et cosh y, t < 0,
cos x = et sinh y, t E R.
By applying the transformations to these solutions (i.e., replacing cos x with either
cosh x or sinh x and swapping the sign of t), we get three exact space-like solutions in
the Minkowski plane. The fourth one is obtained by first reflecting Angenent's oval
across y = x, then replacing cosh x with cos x and swapping the sign of t, and finally
translating it by Z along each axis (for aesthetic reasons).
Theorem 4.11.1. The following are space-like solutions to the MCF in the Minkowski
plane:
" coshx=e-t coshy, t>O,
" coshx=e-t sinhy, tER,
" sinhx=e-t sinhy, t<O,
" siny=e- sinx, t>O.
The curves appear in Figure 4-14. Each of the first three solutions behaves like
a self-similar solution near each of the two boundaries of the time interval where it
is defined, serving as some sort of interpolation between them. This can be made
precise by comparing the Taylor approximations and looking at Figure 4-16, where
the Minkowski-lengths of the curves are shown as a function of t.
The first solution consists of a curve in the upper half-plane (and its reflection
across the x-axis) and it behaves like the expanding hyperbola y2 = 2+ 2t for t close
to 0, and like the upward translating solution cosh x = e-t+y for t close to oo. The
Minkowski-length of the curve is finite and increases with t from 0 to 7r.
The second solution behaves like the right and leftward translating solutions eT' =
e-t sinh y for t close to -oo, and like the upward translating solution cosh x = e-t+y
for t close to oo. The Minkowski-length of the curve is finite and decreases with t
down to the limit 7r.
The third solution behaves like the right and leftward translating solutions -FeF =
e-t sinh y for t close to -oo, and converges to the i-axis as t -+ 0, in a manner similar
to the screw-contracting solution x - y = -t tanh '-Y. The Minkowski-length of the
curve is finite and decreases with t down to 0.
The fourth solution is in some sense the Minkowski analogue of the Euclidean
Grim Reaper wave. It is periodic in x with period 27r and comes out of the triangle
wave at t = 0, leaving each corner like the expanding hyperbola. As t -+ oo, it
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(a) cosh x = e- cosh y for t = , 3.
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(b) cosh x = e-t sinh y for t =-4, 0, 3.
y
I L
>1
(c) sinh x e-t sinh y for t = -4, - . 1 1.
Figure 4-14: Exact non-self-similar solutions.
converges to the x-axis.
Another way to find exact solutions is to work with the PDE (2.2), i.e., kt =
k'kOO - k3 . Note that if we impose the condition ko = 0 or kt = 0, we get four familiar
exact solutions:
" k = 1, t > 0: X is the expanding hyperbola y2 _ X2 = 2t, t > 0.
" k = cosh 0: X is the translating solution cosh x = ey-t, t E R.
" k = - sinh 0, 0 < 0: X is the translating solution sinh y = et-X, t E R.
" k = e- 0 : X is the translating solution = e + t, t E R.
Now consider solutions of the form k(9, t)2 = A(9) + B(t). With this substitution,
the PDE takes the form
A"(9)A(9) - !A'(0) 2 - 2A 2 (O) + (A"(O) - 4A(0)) B(t) - 2B(t)2 - B'(t) = 0.
In order for this to hold, we need A"(0) - 4A(9) to be constant, so (after possibly
rescaling, reflecting and rotating the curve, and letting any additive constant be
95
1 o
oo0 X
Figure 4-15: The exact non-self-similar solution tanh ( = tan 7 tan 2t for t =
1 7r 7r _ 1
included in B) we have 5 possibilities: A(0) = ±e-29 , A(0) = t cosh 20, A(O) =
sinh 20. Then A"(9) - 4A(9) = 0 and A"(0)A(0) - }A'(0) 2 - 2A 2 (0) takes on the
constant values 0,0,2,2, -2, respectively. If we denote the constant by 2C, we are
left with the easily solvable ODE B'(t) = 2(C - B(t)2 ). Thus we get the following
exact solutions, where in each case, X is found by integration:
Sk 2 = e- 20 + _, t < 0: X is the solution = -2ttanhrl, t < 0.
Sk 2 = e-20 + , t > 0: X is the solution = -2t cothq , t > 0.
*k2 _--20 + _, t > 0: X is the solution =2t tanq, t > 0.
V k 2 = cosh 20 + coth 2t, t
e- sinh y, t < 0.
k 2 = cosh 20 + coth 2t, t
e- cosh y, t > 0.
k 2 = cosh 20 + tanh 2t, t
e- sinh y, t E R.
k 2 = - cosh 20 + coth 2t,
e tsin x, t > 0.
k 2 = sinh 20 + cot 2t, 0 <
tan 7 tan 2t, 0 < t < .4.
< 0: X is (after rescaling) the solution sinh x =
> 0: X is (after rescaling) the solution cosh x =
E R: X is (after rescaling) the solution cosh x =
t > 0: X is (after rescaling) the solution sin y =
t < I: X is (after rescaling) the solution tanh ( =
Note that many of these solutions correspond to the four exact Euclidean solutions
from Section 2.9 under the transformation from Lemma 4.3.2, which would have been
another way of deriving them.
We recover all our previous exact solutions in addition to one new solution:
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Figure 4-16: The Minkowski-lengths of all the finite length exact solutions as a
function of t. A: cosh x = ey-t. B: = -2t tanh 7. C: sinh x = e-t sinh y. D:
cosh x = e-t sinh y. E: cosh x = e-t cosh y. F: tanh = tan q tan(2t + 7r/2).
Theorem 4.11.2. The following is a solution to the MCF in the Minkowski plane
tanh = tanq tan 2t, 0 < t < {.
The curve appears in Figure 4-15. As t -+ 0, it comes out of the broken line
{{ 0, y = -}U { = 0, - i Z} U { ; 0, = j}, behaving like the solution
S=2t tan q as t -+ 0+. As t -, it converges to the C-axis, behaving like the solution
7= -2ttanh C as t -+ 0-. So this new solution serves as some sort of interpolation
between these two exact self-similar solutions. Moreover, it's Minkowski-length is
finite, increases from 0 to a maximum value and then decreases to 0 again.
It is interesting to see that we have a total of twelve exact solutions in the
Minkowski plane, compared to only four in the Euclidean plane (known to the author).
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