We explore the e ect of dimensionality on the \near-est neighbor" problem. We show that under a broad set of conditions (much broader than independent and identically distributed dimensions), as dimensionality increases, the distance to the nearest data point approaches the distance to the farthest data point. To provide a practical perspective, we present empirical results on both real and synthetic data sets that demonstrate that this e ect can occur for as few as 10-15 dimensions.
Introduction
In recent years, many researchers have focused on nding e cient solutions to the nearest neighbor (NN) problem, de ned as follows: Given a collection of data points and a query point in an m-dimensional metric space, nd the data point that is closest to the query point. Particular interest has centered on solving this problem in high dimensional spaces, which arise from techniques that approximate (e.g., see 24]) complex data|such as images (e.g. 15, 27, 28, 21, 28, 23, 25, 18, 3] ), sequences (e.g. 2, 1]), video (e.g. 15]), and shapes (e.g. This work was partially supported by a \David and Lucile Packard Foundation Fellowship in Science and Engineering", a \Presidential Young Investigator" award, NASA research grant NAGW-3921, ORD contract 144-ET33, and NSF grant 144-GN62. 15, 29, 25, 22] )|with long \feature" vectors. Similarity queries are performed by taking a given complex object, approximating it with a high dimensional vector to obtain the query point, and determining the data point closest to it in the underlying feature space.
This paper makes the following three contributions: 1) We show that under certain broad conditions (in terms of data and query distributions, or workload), as dimensionality increases, the distance to the nearest neighbor approaches the distance to the farthest neighbor. In other words, the contrast in distances to di erent data points becomes nonexistent. The conditions we have identi ed in which this happens are much broader than the independent and identically distributed (IID) dimensions assumption that other work assumes. Our result characterizes the problem itself, rather than speci c algorithms that address the problem. In addition, our observations apply equally to the k-nearest neighbor variant of the problem. When one combines this result with the observation that most applications of high dimensional NN are heuristics for similarity in some domain (e.g. color histograms for image similarity), serious questions are raised as to the validity of many mappings of similarity problems to high dimensional NN problems. 2) To provide a practical perspective, we present empirical results based on synthetic distributions showing that the distinction between nearest and farthest neighbors may blur with as few as 15 dimensions. In addition, we performed experiments on data from a real image database that indicate that these dimensionality e ects occur in practice (see 13] ). Our observations suggest that high-dimensional feature vector representations for multimedia similarity search must be used with caution. In particular, one must check that the workload yields a clear separation between nearest and farthest neighbors for typical queries (e.g., through sampling). We also identify special workloads for which the concept of nearest neighbor continues to be meaningful in high dimensionality, to emphasize that our observations should not be misinterpreted as saying that NN in high dimensionality is never meaningful. 3) Our results underscore the point that evaluation of a technique for nearest-neighbor search should be based on meaningful workloads. We observe that the database literature on nearest neighbor processing techniques fails to compare new techniques to linear scans. Furthermore, we can infer from their data that a linear scan almost always out-performs their techniques in high dimensionality on the examined data sets. This is unsurprising as the workloads used to evaluate these techniques are in the class of \badly behaving" workloads identi ed by our results; the proposed methods may well be e ective for appropriately chosen workloads, but this is not examined in their performance evaluation.
In summary, our results suggest that more care be taken when thinking of nearest neighbor approaches and high dimensional indexing algorithms; we supplement our theoretical results with experimental data and a careful discussion.
2 On the Signi cance of \Nearest Neighbor"
Query Point Nearest Neighbor Figure 1 : Query point and its nearest neighbor.
The NN problem involves determining the point in a data set that is nearest to a given query point (see Figure  1) . It is frequently used in Geographical Information Systems (GIS), where points are associated with some geographical location (e.g., cities). A typical NN query is: \What city is closest to my current location?"
While it is natural to ask for the nearest neighbor, there is not always a meaningful answer. For instance, consider the scenario depicted in Figure 3 . Even though there is a well-de ned nearest neighbor, the di erence in distance between the nearest neighbor and any other point in the data set is very small. Since the di erence in distance is so small, the utility of the answer in solving concrete problems (e.g. minimizing travel cost) is very low. Furthermore, consider the scenario where the position of each point is thought to lie in some circle with high con dence (see Figure 2) . Such a situation can come about either from numerical error in calculating the location, or \heuristic error", which derives from the algorithm used to deduce the point (e.g. if a at rather than a spherical map were used to determine distance). In this scenario, the determination of a nearest neighbor is impossible with any reasonable degree of con dence! While the scenario depicted in Figure 3 is very contrived for a geographical database (and for any practical two dimensional application of NN), we show that it is the norm for a broad class of data distributions in high dimensionality. To establish this, we will examine the number of points that fall into a query sphere enlarged by some factor " (see Figure 4 ). If few points fall into this enlarged sphere, it means that the data point nearest to the query point is separated from the rest of the data in a meaningful way. On the other hand, if many (let alone most!) data points fall into this enlarged sphere, di erentiating the \nearest neighbor" from these other data points is meaningless if " is small. We use the notion instability for describing this phenomenon.
De nition 1 A nearest neighbor query is unstable for a given " if the distance from the query point to most data points is less than (1 + ") times the distance from the query point to its nearest neighbor.
We show that in many situations, for any xed " > 0, as dimensionality rises, the probability that a query is unstable converges to 1. Note that the points that fall in the enlarged query region are the valid answers to the approximate nearest neighbors problem (described in 6]).
NN in High-Dimensional Spaces
This section contains our formulation of the problem, our formal analysis of the e ect of dimensionality on the meaning of the result, and some formal implications of the result that enhance understanding of our primary result.
Notational Conventions
We use the following notation in the rest of the paper:
A vector: 
Nearest Neighbor Formulation
Given a data set and a query point, we want to analyze how much the distance to the nearest neighbor differs from the distance to other data points. We do this by evaluating the number of points that are no farther away than a factor " larger than the distance between the query point and the NN, as illustrated in Figure 4 . When examining this characteristic, we assume nothing about the structure of the distance calculation. We will study this characteristic by examining the distribution of the distance between query points and data points as some variable m changes. Note that eventually, we will interpret m as dimensionality. However, nowhere in the following proof do we rely on that interpretation. One can view the proof as a convergence condition on a series of distributions (which we happen to call distance distributions) that provides us with a tool to talk formally about the \dimensionality curse".
We now introduce several terms used in stating our result formally.
De nition 3 :
m is the variable that our distance distributions may converge under (m ranges over all positive integers). 
Instability Result
Our main theoretical tool is presented below. In essence, it states that assuming the distance distribution behaves a certain way as m increases, the di erence in distance between the query point and all data points becomes negligible (i.e., the query becomes unstable). Future sections will show that the necessary behavior described in this section identi es a large class (larger than any other classes we are aware of for which the distance result is either known or can be readily inferred from known results) of workloads. More formally, we show: In summary, the above theorem says that if the precondition holds (i.e., if the distance distribution behaves a certain way as m increases), all points converge to the same distance from the query point. Thus, under these conditions, the concept of nearest neighbor is no longer meaningful.
We We explore some scenarios that satisfy Equation 2 and some that do not. We start with basic IID assumptions and then relax these assumptions in various ways. We start with two \sanity checks": we show that distances converge with IID dimensions (Section 3.5.1), and we show that Equation 2 is not satis ed when the data and queries fall on a line (Section 3.5.2). We then discuss examples involving correlated attributes and di ering variance between dimensions, to illustrate scenarios where the Weak Law of Large Numbers cannot be applied (Sections 3.5.3, 3.5.4, and 3.5.5).
IID Dimensions with Query and Data Independence
Assume the following:
The data distribution and query distribution are IID in all dimensions. All the appropriate moments are nite (i.e., up to the d2pe'th moment).
The query point is chosen independently of the data points. 
Identical Dimensions with no Independence
We use the same notation as in the previous example. In contrast to the previous case, consider the situation where all dimensions of both the query point and the data points follow identical distributions, but are completely dependent (i.e., value for dimension 1 = value for dimension 2 = : : :). Conceptually, the result is a set of data points and a query point on a diagonal line. No matter how many dimensions are added, the underlying query can actually be converted to a one-dimensional nearest neighbor problem. It is not surprising to nd that the condition of Theorem 1 is not satis ed.
Unique Dimensions with Correlation Between All Dimensions
In this example, we intentionally break many assumptions underlying the IID case. Not only is every dimension unique, but all dimensions are correlated with all other dimensions and the variance of each additional dimension increases. The following is a description of the problem.
We generate an m dimensional data point (or query point)X m = (X 1 ; : : : ; X m ) as follows:
First we take independent random variables U 1 ; : : : ; U m such that U i Uniform(0; p i). We de ne X 1 = U 1 . For all 2 i m de ne X i = U i + (X i?1 =2).
The condition of Theorem 1 is satis ed.
Variance Converging to 0
This example illustrates that there are workloads that meet the preconditions of Theorem 1, even though the variance of the distance in each added dimension converges to 0. One would expect that only some nite number of the earlier dimensions would dominate the distance. Again, this is not the case.
Suppose we choose a pointX m = (X 1 ; : : : ; X m ) such that the X i 's are independent and X i N(0; 1=i). Then the condition of Theorem 1 is satis ed.
Marginal Data and Query Distributions
Change with Dimensionality
In this example, the marginal distributions of data and queries change with dimensionality. Thus, the distance distribution as dimensionality increases cannot be described as the distance in a lower dimensionality plus some new component from the new dimension. As a result, the weak law of large numbers, which implicitly is about sums of increasing size, cannot provide insight into the behavior of this scenario. The distance distributions must be treated, as our technique suggests, as a series of random variables whose variance and expectation can be calculated and examined in terms of dimensionality.
Let the m dimensional data space S m be the boundary of an m dimensional unit hyper-cube. (i.e., S m = 0; 1] m ? (0; 1) m ). In addition, let the distribution of data points be uniform over S m . In other words, every point in S m has equal probability of being sampled as a data point. Lastly, the distribution of query points is identical to the distribution of data points.
Note that the dimensions are not independent. Even in this case, the condition of Theorem 1 is satis ed.
Meaningful Applications of High Dimensional Indexing
In this section, we place Theorem 1 in perspective, and observe that it should not be interpreted to mean that high-dimensional indexing is never meaningful. We do this by identifying scenarios that arise in practice and that are likely to have good separation between nearest and farthest neighbors.
Classi cation and Approximate Matching
To begin with, exact match and approximate match queries can be reasonable. For instance, if there is dependence between the query point and the data points such that there exists some data point which matches the query point exactly, then DMIN m = 0. Thus, assuming that most of the data points aren't duplicates, a meaningful answer can be determined. Furthermore, if the problem statement is relaxed to require that the query point be within some small distance of a data point (instead of being required to be identical to a data point), we can still call the query meaningful. Note, however, that staying within some becomes more and more di cult as m increases since we are adding terms to the sum in the distance metric. For this version of the problem to remain meaningful as dimensionality increases, the query point must be increasingly closer to some data point.
Query Point
Nearest Cluster Figure 5 : Nearest neighbor query in clustered data.
We can generalize the situation further as follows: The data consists of a set of randomly chosen points together with additional points distributed in clusters of some radius around one or more of the original points, and the query is required to fall within one of the data clusters (see Figure 5 ). This situation is the perfectly realized classi cation problem, where data naturally falls into discrete classes or clusters in some potentially high dimensional feature space. Figure 6 depicts a typical distance distribution in such a scenario. There is a cluster (the one into which the query point falls) that is closer than the others, which are all, more or less, indistinguishable in distance. Indeed, the proper response to such a query is to return all points within the closest cluster, not just the nearest point (which quickly becomes meaningless compared to other points in the cluster as dimensionality increases).
Observe however, that if we don't guarantee that the query point falls within some cluster, then the cluster from which the nearest neighbor is chosen is subject to the same meaningfulness limitations as the choice of nearest neighbor in the original version of the problem; Theorem 1 then applies to the choice of the \nearest cluster". 
Implicitly Low Dimensionality
Another possible scenario where high dimensional nearest neighbor queries are meaningful occurs when the underlying dimensionality of the data is much lower than the actual dimensionality. There has been recent work on identifying these situations (e.g. We ran experiments with one IID uniform(0,1) workload and two di erent correlated workloads. Figure 7 shows the average DMAX m =DMIN m as dimensionality increases of 1000 query points on synthetic data sets of one million tuples. The workload for the \recursive" line (described in Section 3.5.3) has correlation between every pair of dimensions and every new dimension has a larger variance. The \two degrees of freedom" workload generates query and data points on a two dimensional plane, and was generated as follows:
Let a 1 ; a 2 ; : : : and b 1 ; b 2 ; : : : be constants in (-1,1) . Let U 1 ; U 2 be independent uniform(0,1).
For all 1 i m let X i = a i U 1 + b i U 2 .
This last workload does not satisfy Equation 2. Figure 7 shows that the \two degrees of freedom" workload behaves similarly to the (one or) two dimensional uniform workload, regardless of the dimensionality. However, the recursive workload (as predicted by our theorem) was affected by dimensionality. More interestingly, even with all the correlation and changing variances, the recursive workload behaved almost the same as the IID uniform case! This graph demonstrates that our geometric intuition for nearest neighbor, which is based on one, two and three dimensions, fails us at an alarming rate as dimensionality increases. The distinction between nearest and farthest points, even at ten dimensions, is a tiny fraction of what it is in one, two, or three dimensions. For one dimension, DMAX m =DMIN m for \uniform' is on the order of 10 7 , providing plenty of contrast between the nearest object and the farthest object. At 10 dimensions, this contrast is already reduced by 6 orders of magnitude! By 20 dimensions, the farthest point is only 4 times the distance to the closest point. These empirical results suggest that NN can become unstable with as few as 10-20 dimensions. Figure 8 shows results for experiments done on a real data set. The data set was a 256 dimensional color histogram data set (one tuple per image) that was reduced to 64 dimensions by principal components analysis. There were approximately 13; 500 tuples in the data set. We examine k-NN rather than NN because this is the traditional application of data sets from image databases.
To determine the quality of answers for NN queries, we examined the percentage of queries in which at least half the data points were within some factor of the nearest neighbor. Examine the graph at median distance/k distance = 3. The graph says that for k = 1 (normal NN problem), 15% of the queries had at least half the data within a factor of 3 of the distance to the NN. For k = 10, 50% of the queries had at least half the data within a factor of 3 of the distance to the 10th nearest neighbor. It is easy to see that the e ect of changing k on the quality of the answer is most signi cant for small values of k. Does this data set provide meaningful answers to the 1-NN problem? the 10-NN problem? the 100-NN problem? Perhaps, but keep in mind that intuitively, most people would expect that the median distance/k distance ratios (on the X-axis) be more in the range of 1000-10,000.
Analyzing the Performance of a NN Processing Technique
In this section, we discuss the rami cations of our results when evaluating techniques to solve the NN problem; in particular, many high-dimensional indexing techniques have been motivated by the NN problem. An important point that we make is that all future performance evaluations of high dimensional NN queries must include a comparison to linear scans as a sanity check. First, our results indicate that while there exist situations in which high dimensional nearest neighbor queries are meaningful, they are very speci c in nature and are quite di erent from the \independent dimensions" basis that most studies in the literature (e.g., 30, 19, 14, 10, 11] ) use to evaluate techniques in a controlled manner. In the future, these NN technique evaluations should focus on those situations in which the results are meaningful. For instance, answers are meaningful when the data consists of small, well-formed clusters, and the query is guaranteed to land in or very near one of these clusters. This point if further enhanced by a corollary to Theorem 1 which shows that in the most common situations, the average performance of index structures that use convex regions to describe collections of points will deteriorate to a scan of the entire index if the condition of Theorem 1 is satis ed. 1 In terms of comparisons between NN techniques, most papers do not compare against the trivial linear scan algorithm. Given our results, which suggest that most of the data must be examined as dimensionality increases, it is not surprising to discover that at relatively few dimensions, linear scan handily beats these (complicated) indexing structures. (Linear scan of a set of sequentially arranged disk pages is much faster than unordered retrieval of the same pages; so much so that secondary indexes are ignored by query optimizers unless the query is estimated to fetch less than 10% of the data pages. Fetching a large number of data pages through a multidimensional index usually results in unordered retrieval.)
For instance, the performance study of the parallel solution to the k-nearest neighbors problem presented in 10] indicates that their solution scales more poorly than a parallel scan of the data, and never beats a parallel scan in any of the presented data.
30] provides us with information on the performance of both the SS tree and the R* tree in nding the 20 nearest neighbors. Conservatively assuming that linear scans cost 15% of a random examination of the data pages, linear scan outperforms both the SS tree and the R* tree at 10 dimensions in all cases. In 19], linear scan vastly outperforms the SR tree in all cases in this paper for the 16 dimensional synthetic data set. For a 16 dimensional real data set, the SR tree performs similarly to linear scan in a few experiments, but is usually beaten by linear scan. In 14], performance numbers are presented for NN queries where bounds are imposed on the radius used to nd the NN. While the performance in high dimensionality looks good in some cases, in trying to duplicate their results we found that the radius was such that few, if any, queries returned an answer.
While performance of these structures in high dimensionality looks very poor, it is important to keep in mind that all the reported performance studies examined situations in which the di erence in distance between the query point and the nearest neighbor di ered little from the distance to other data points. Ideally, they should be evaluated for meaningful workloads. These workloads include low dimensional spaces and clustered data/queries as described in Section 4. Some of the existing structures may, in fact, work well in appropriate situations.
7 Related Work
The Curse of Dimensionality
The term dimensionality curse is often used as a vague indication that high dimensionality causes problems in some situations. The term was rst used by Bellman in 1961 7] for combinatorial estimation of multivariate functions. An example from statistics: in 26] it is used to note that multivariate density estimation is very problematic in high dimensions.
In the area of the nearest neighbors problem it is used for indicating that a query processing technique performs worse as the dimensionality increases.
In 11, 5] it was observed that in some high dimensional cases, the estimate of NN query cost (using some index structure) can be very poor if \boundary e ects" are not taken into account. The boundary e ect is that the query region (i.e., a sphere whose center is the query point) is mainly outside the hyper-cubic data space. When one does not take into account the boundary e ect, the query cost estimate can be much higher than the actual cost. The term dimensionality curse was also used to describe this phenomenon.
In this paper, we discuss the meaning of the nearest neighbor query and not how to process such a query. Therefore, the term dimensionality curse (as used by the NN research community) is only relevant to Section 6, and not to the main results in this paper.
Computational Geometry
The nearest neighbor problem has been studied in computational geometry (e.g., 4, 5, 6, 9, 12] ). However, the usual approach is to take the number of dimensions as a constant and nd algorithms that behave well when the number of points is large enough. They observe that the problem is hard and de ne the approximate nearest neighbor problem as a weaker problem. In 6] there is an algorithm that retrieves an approximate nearest neighbor in O(log n) time for any data set. In 9] there is an algorithm that retrieves the true nearest neighbor in constant expected time under the IID dimensions assumption. However, the constants for those algorithms are exponential in dimensionality. In 6] they recommend not to use the algorithm in more than 12 dimensions. It is impractical to use the algorithm in 9] when the number of points is much lower than exponential in the number of dimensions.
Fractal Dimensions
In 17, 8, 16] it was suggested that real data sets usually have fractal properties (self-similarity, in particular) and that fractal dimensionality is a good tool in determining the performance of queries over the data set.
The following example illustrates that the fractal dimensionality of the data space from which we sample the data points may not always be a good indicator for the utility of nearest neighbor queries. Suppose the data points are sampled uniformly from the vertices of the unit hypercube. The data space is 2 m points (in m dimensions), so its fractal dimensionality is 0. However, this situation is one of the worst cases for nearest neighbor queries. (This is actually the IID Bernoulli(1=2) which is even worse than IID uniform.) When the number of data points in this scenario is close to 2 m , nearest neighbor queries become stable, but this is impractical for large m.
However, are there real data sets for which the (estimated) fractal dimensionality is low, yet there is no separation between nearest and farthest neighbors? This is an intriguing question which we intend to explore in future work. We used the technique described in 8] on two real data sets (described in 13]). However, the fractal dimensionality of those data sets could not be estimated (when we divided the space once in each dimension, most of the data points occupied di erent cells). We used the same technique on an arti cial 100 dimensional data set that has known fractal dimensionality 2 and about the same number of points as the real data sets (generated like the \two degrees of freedom" workload in Section 5, but with less data). The estimate we got for the fractal dimensionality is 1:6 (which is a good estimate). Our conclusion is that the real data sets we used are inherently high dimensional; another possible explanation is that they do not exhibit fractal behavior.
Conclusions
In this paper, we studied the e ect of dimensionality on NN queries. In particular, we identi ed a broad class of workloads for which the di erence in distance between the nearest neighbor and other points in the data set becomes negligible. This class of distributions includes distributions typically used to evaluate NN processing techniques. Many applications use NN as a heuristic (e.g., feature vectors that describe images). In such cases, query instability is an indication of a meaningless query.
To nd the dimensionality at which NN breaks down, we performed extensive simulations. The results indicated that the distinction in distance decreases fastest in the rst 20 dimensions, quickly reaching a point where the di erence in distance between a query point and the nearest and farthest data points drops below a factor of four. In addition to simulated workloads, we also examined two real data sets that behaved similarly (see 13] ).
In addition to providing intuition and examples of distributions in that class, we also discussed situations in which NN queries do not break down in high dimensionality. In particular, the ideal data sets and workloads for classi cation/clustering algorithms seem reasonable in high dimensionality. However, if the scenario is deviated from (for instance, if the query point does not lie in a cluster), the queries become meaningless.
The practical rami cations of this paper are for the following two scenarios:
Evaluating a NN workload. Make sure that the distance distribution (between a random query point and a random data point) allows for enough contrast for your application. If the distance to the nearest neighbor is not much di erent from the average distance, the nearest neighbor may not be useful (or the most \similar").
Evaluating a NN processing technique. When evaluating a NN processing technique, test it on meaningful workloads. Examples for such workloads are given in Section 4. Also, one should ensure that a new processing technique outperforms the most trivial solutions (e.g., sequential scan).
