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TRANSVERSE KRONECKER FLOWS AND CONNES’ DUALITY FOR THE
IRRATIONAL ROTATION ALGEBRA
ANNA DUWENIG AND HEATH EMERSON
Abstract. In this article we explain how a suitably chosen non-compact transversal to the
Kronecker foliation of the 2-torus can be used to invert Connes’ Poincaré duality map for
the irrational rotation algebra. This supplies a geometrically interesting cycle representing
the dual class to Connes’ Dolbeault cycle. We prove self-duality for the irrational rotation
algebra by verifying the zig-zag equations for Connes’ class and ours, thus giving a new proof
of Connes’ theorem.
1. Introduction
Two (separable) C*-algebras A and B are dual in KK if
(1.1) KK∗(A⊗D1,D2) ≅ KK∗(D1,B ⊗D2),
for all Di, by a system of isomorphisms which is natural in the obvious sense (not depending
on Di). Duality in this sense is a case of adjoint functors: A is dual to B, by definition, if
the functor KK → KK of tensoring by A is left adjoint to the one tensoring by B. Such an
adjunction is equivalent to the existence of a pair of classes
∆ ∈ KK0(A⊗B,C), ∆̂ ∈ KK0(C,B ⊗A)
satisfying the zig-zag equations:
(1.2) (1A ⊗ ∆̂) ⊗A⊗B⊗A (∆⊗ 1A) = 1A, (∆̂⊗ 1B) ⊗B⊗A⊗B (1B ⊗∆) = 1B.
The isomorphisms (1.1) are implemented by cup-cap-products with the classes ∆ and ∆̂. We
will refer to the class ∆̂ as the unit, and ∆ as the co-unit of the duality.
If X is a compact spinc-manifold, it has self-duality in KK-theory (see [3]). The diagonal
embedding δ∶X → X ×X has a normal bundle, which is isomorphic to TX and carries a cor-
responding K-orientation as a real vector bundle over X and Thom class ξ ∈ K−n(TX). Now,
using a tubular neighbourhood embedding TX ⊆ X ×X , we can consider the extension of the
Thom class to zero outside the neighbourhood, yielding a K-theory class for X×X , that is equal
by definition to ∆̂ ∈ KK+n (C,C(X ×X)).
In terms of concrete representatives, one can build one in the form of a complex a` la Segal,
supported in any chosen neighbourhood of the diagonal X ⊆ X ×X . One might think of this
cycle as a family, parameterized by the points x ∈ X , of small Bott elements, βx, supported
around the points.
The co-unit ∆ ∈ KK−n(C(X ×X),C) is represented, analytically, by first forming the Dirac
cycle for X , discussed below, consisting of the Dirac operator acting on L2-spinors on X . This
gives a cycle for KK−n(C(X),C), and pulling it back by the *-homomorphismC(X×X) → C(X)
of restriction to the diagonal results in a cycle for KK−n(C(X ×X),C).
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Duality for manifolds has important applications in K-theory (e.g. to the Lefschetz fixed-
point theorem), for these applications it is important that both duality classes ∆ and ∆̂ are
represented by concrete, geometrically defined cycles.
In the 80’s, Connes suggested that there might be C*-algebras which behave in some sense
like ‘noncommutative manifolds,’ and one possible way in which this might happen would be if
there were examples of C*-algebras (typically arising from a groupoid construction) exhibiting
KK-duality. He pointed out that the Dirac duality cycle for the 2-torus can be deformed in a
sense into a cycle and class ∆θ ∈ KK0(Aθ ⊗ Aθ,C) and verified by direct computation that it
induces duality (see [2] and [1]).
There are now several other examples of C*-algebras exhibiting this kind of K-theoretic
duality: groupoid C*-algebras arising from hyperbolic dynamical systems, crossed-products by
actions of Gromov hyperbolic groups on their boundaries, and some examples of orbifold C*-
algebras. In some cases, the Baum-Connes conjecture boils down to a form of duality between
a group C*-algebra and its classifying space, and some of these special cases are studied in [17].
For his duality for Aθ, Connes described a cycle for the K-homology class ∆θ, a spectral triple
now widely understood as of fundamental importance. But rather than describing a cycle and
class for the dual class ∆ˆ and verifying (1.2), he used explicit knowledge of the K-theory of Aθ,
of the intersection form defined by ∆θ, and the following Lemma, to produce a formula for ∆ˆ.
Lemma 1.3 ([6], Lemma 2.5). Suppose ∆, ∆̂ induce a duality between A and B as above,
x1, . . . , xn is a basis for K∗(A) ⊗Q, and xˆ1, . . . , xˆn is the dual basis for K∗(B) ⊗Q with respect
to the bilinear pairing ι∶K∗(A) ×K∗(B) → Z,
ι(x, y) ∶= (−1)∂x∂y(x⊗ˆCy)⊗ˆA⊗B∆.
Then
(1.4) ∆̂ =
n
∑
i=1
(−1)n−∂xi xˆi⊗ˆCxi.
A formula such as (1.4) is emphatically not a cycle (it is a class.) For example, plugging such
a formula into the geometric Lefschetz invariant of [6] using the classess ∆ and ∆̂ just reproduces
the homological trace, rather than giving a new, geometric trace. Despite the importance of
Connes’ example, and the numerous treatments, e.g. [6], no cycle has yet been given representing
the unit of Connes’ duality.
We are going to show in this article that there is a very geometric way to represent the co-unit
in Connes’ duality for the irrational rotation algebra Aθ, using transverse Kronecker flows in
the 2-torus.
Suppose, slighlty more generally, that we have two smooth and free R-actions on a compact
2-dimensional manifold X , and let G,G′ be their transformation groupoids. If the two actions
are transverse in the sense that their associated 1-dimensional distributions D,D′ satisfy
Dp +D′p = TpX
for all p ∈X , then the restriction of the product groupoid G ×G′ (with unit space X ×X) to the
diagonal D ⊆X ×X is an e´tale groupoid
H ∶= G × G′ ∣D,
and hence the strong Morita equivalence C∗(H) − C∗(G × G′) bimodule constructed by [16],
Theorem 2.8, is finitely generated projective as a right C∗(G × G′)-module.
Now, if N ⊆ X is a compact transversal to both actions, then C∗(G) is strongly Morita
equivalent to C∗(G∣N) and similarly for G′. Composing these Morita equivalences with the
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finitely generated projective module described above gives a finitely generated projective module
L over C∗(G∣N ) ⊗C∗(G′∣N ) and a class
[L] ∈ K0 (C∗(G∣N )⊗C∗(G′∣N)) = KK0 (C,C∗(G∣N )⊗C∗(G′∣N)) .
We apply this procedure to the situation of a Kronecker flow G = T2 ⋊θ R, and the flow
G′ = T2 ⋊g(θ) R on the 2-torus T2, where
g(θ) = aθ + b
cθ + d
for some g = [a b
c d
] ∈ GL2(Z) with g(θ) ≠ θ,
i.e. with either a ≠ d or b ≠ cθ2. The restricted groupoids G∣N and G′∣N as in the above discussion,
for N the standard transversal, give the translation action of Z on the circle T by irrational
rotation by θ, and the equivalent action by g(θ). Let
[Lg] ∈ KK0(C,Aθ ⊗Aθ)
be the class of the corresponding finitely generated projective Aθ ⊗Aθ-module.
On the other hand, any g ∈ GL2(Z) determines an automorphism of Aθ and thus a class[g] ∈ KK0(Aθ,Aθ). We are going to prove the following result:
Theorem 1.5. Let
PD ∶ KK0(C,Aθ ⊗Aθ) → KK0(Aθ,Aθ),
x↦ x⊗ˆAθ∆θ ∶= (1Aθ ⊗ x)⊗A⊗3
θ
(∆θ ⊗ 1Aθ)
be defined by cup-cap product with Connes’ class ∆θ. Then
PD([Lg]) = [g] ∈ KK0(Aθ,Aθ) for any g = [1 b0 1] , b ∈ Z ∖ {0}.
Note that a class ∆̂θ satisfies the (first) zig-zag equation for the irrational rotation algebra if
PD(∆̂θ) = 1Aθ ,
where PD is Connes’ Poincare´ duality isomorphism described above. Therefore, Theorem 1.5
yields:
Corollary 1.6. Let θ ∈ R ∖Q. If g = [ 1 b0 1 ] , b ∈ Z ∖ {0}, then the class ∆θ ∈ KK0(Aθ ⊗Aθ,C) of
Connes and the class
∆̂θ ∶= (1⊗ g−1)∗([Lg]) ∈ KK0(C,Aθ ⊗Aθ),
together satisfy the zig-zag equations. In particular, ∆̂θ is the unit of Connes’ duality, and hence
the map
f ↦ f ⊗Aθ ∆̂θ
inverts Connes’ duality map.
The proof of Theorem 1.5, which boils down to a noncommutative families index computation,
is quite intricate, and occupies most of the paper. Since we have introduced a new geometric
ingredient, we have to prove duality using Connes’ cycle and our class ∆̂θ, i.e. verify the zig-zag
equations for them, from scratch, so our duality result is essentially entirely new.
This project originated as a part of a scheme to establish a duality result for isometric, (K-)
orientation preserving actions of free abelian groups Zd on K-oriented Riemannian manifolds.
The result for Aθ is a special case that we wanted to work out first. The main obstruction
to achieving the more general result at the present time, does not lie in generalizing Connes’
Dolbeault cycle. In fact we describe in Section 2 a rather general construction, applying to
Zd-actions, that produces a cycle representing a potential duality class, and which specializes to
Connes’ cycle in the case of Aθ. The more substantial difficulty is in generalizing our construction
with transversals. We will leave this more general problem open at present.
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2. Preliminaries
2.1. Irrational rotation on the circle. In this paper, we are mainly interested in a class of
group actions, but we will use groupoid methods prolifically.
Irrational rotation on the circle T is given by the Z-action n ↦ αn where αn([x]) = [x + nθ],[x] ∈ T ∶= R/Z. The action determines a transformation groupoid Aθ ∶= T⋊θ Z with composition
rules
[x] [x−nθ] [(x−nθ)−mθ] [x] [x−(n+m)θ]
([x] , n) (α−n [x] , m) = ([x] , n +m)
Inverses are given by ([x] , n)−1 = (α−n [x] , −n).
The irrational rotation algebra Aθ is the groupoid C*-algebra of this groupoid. Equivalently,
Aθ is the crossed-product
Aθ ∶= C∗(Aθ) ≅ C(T) ⋊θ Z.
As is well-known, the irrational rotation algebra is the universal C*-algebra Aθ generated by
two unitaries U,V subject to the relation V U = e2πiθUV. Note that
A ∶=
⎧⎪⎪⎨⎪⎪⎩ ∑n,m∈Zan,mV
nUm ∣ (an,m)n,m ∈ S(Z2)
⎫⎪⎪⎬⎪⎪⎭
is a dense subalgebra, where (an,m)n,m ∈ S(Z2) if and only if for all k ∈ Z+,
sup
n,m
{(∣n∣k + ∣m∣k) ∣an,m∣} <∞.
As such, Aθ is sometimes referred to as the noncommutative torus, since the C*-algebra
C(T2) of continuous functions on the 2-torus, is generated by two commuting unitaries U,V ,
(namely, the coordinate projections).
2.2. Poincare´ duality. A KK-theoretic Poincare´ duality between two C*–algebras A and B,
determines an isomorphism between the K-theory groups of A and the K-homology groups of
B. An important motivating example comes from smooth manifold theory. If X is a smooth
compact manifold, then it is a result of Kasparov that A = C(X) is Poincare´ dual to C0(TX),
where TX is the tangent bundle. The Poincare´ duality isomorphism sends the K-theory class
defined by the symbol of an elliptic operator, to the K-homology class of the operator.
If X carries a spinc-structure, i.e. a K-orientation on its tangent bundle, then C0(TX) is KK-
equivalent to C(X) by the Thom isomorphism, and so C(X) has a self-duality of a dimension
shift of dimX . A basic example is X = T2.
Duality in this sense is an example of an adjunction of functors, and is, like with adjoint
functors in general, determined by two classes, usually called the the unit and co-unit, here
denoted ∆ and ∆ˆ respectively.
Definition 2.1. We say that two (nuclear, separable, unital) C*-algebras A,B are Poincare´
dual (with dimension shift of zero) if there exist ∆ ∈ KK0(A ⊗B,C) and ∆ˆ ∈ KK0(C,B ⊗A)
which satisfy the following so-called zig-zag equations,
∆ˆ⊗B ∆ ∶=(1A ⊗ ∆ˆ)⊗A⊗B⊗A (∆⊗ 1A) = 1A ∈ KK(A,A) and
∆ˆ⊗A∆ ∶=(∆ˆ⊗ 1B)⊗B⊗A⊗B (1B ⊗∆) = 1B ∈ KK(B,B).(2.2)
We call (∆, ∆ˆ) (Poincare´) duality pair.
There are now a number of examples of Poincare´ dual pairs of C*-algebras: see [4], [9], [7],
[10]. The first noncommutative example, a Poincare´ duality between the irrational rotation
algebra Aθ, is due to Connes (see [1]) and is the primary interest of this article.
TRANSVERSE KRONECKER FLOWS AND CONNES’ DUALITY FOR THE IRRATIONAL ROTATION ALGEBRA5
Although we have not included it in the definition, one hopes to find explicit cycles for the
classes ∆ and ∆ˆ in a Poincare´ duality. A formula for ∆ˆ of the type ∆ˆ = x ⊗C y + x′ ⊗C y′ + ⋯
where x,x′ ∈ K∗(A) and y, y′ ∈ K∗(B), and ⊗C refers to the external product in KK, does not
specify a cycle, but a class.
A. Connes has defined a cycle whose class ∆ ∈ KK0(Aθ ⊗ Aθ,C) determites the duality for
the irrational rotation algebra Aθ alluded to above, but the formula he gave for the dual class
∆ˆ ∈ KK0(C,Aθ ⊗ Aθ) = K0(Aθ ⊗ Aθ) was of this type; it is this missing cycle, representing ∆ˆ,
that this article aims to supply.
3. K-homology classes from isometric actions by abelian groups
The reference [8] defines an invariant
[G ⋉X] ∈ KKdimX−d(C(X)⋊G,C)
for any discrete group G with a smooth, d-dimensional and equivariantly K-oriented classifying
space for proper actions, acting by K-orientation-preserving diffeomorphisms of a compact man-
ifold X , and satisfying a condition related to the Baum-Connes conjecture. We called it the
Dirac class of the action. It depends both, roughly speaking, both on the geometry of X , and
on the large-scale geometry of the group G.
This ‘Dirac class’ is described topologically, and in particular its index map on K-theory is
computed in geometric terms. A basic problem of interest is to find good representatives of the
Dirac class. If
i) the action of G on X is isometric and K-orientation preserving,
ii) G admits a classifying space with a Riemannian metric of nonpositive curvature,
then there is a spectral triple representing the Dirac class, of the external product type, having
the form
D =DX⊗ˆ1 + 1⊗ˆδ∶dom(D) → L2(X,S)⊗ˆl2(G,V ),
where DX is the Dirac operator on X and δ is built from an inward-pointing vector field on the
classifying space acting by an appropriate Clifford multiplier. The space V is a finite-dimensional
Hilbert space coming from the K-orientation assumption on the group. When G = Zd is abelian,
δ is essentially invariant under both left and right translation on G, and in this case the left
C(X)⋊Zd-module structure on the Dirac cycle can be upgraded to a bimodule structure, as we
show below. We will obtain a class
∆ ∈ KKdimX−d(C(X) ⋊Zd ⊗ C(X) ⋊Zd,C).
When d = 1 and X = T with Z acting by irrational rotation, the cycle we get is equal to Connes’
quantized Dolbeault cycle, modulo the identification of Aθ with A
op
θ . Conjecturally, the class ∆
induces a duality for general isometric Zd-actions. We are only going to prove this for irrational
rotation in this paper. However, we describe here the cycle underlying ∆ explicitly for the
more general setting of Riemannian actions. To simplify the discussion of formulas, we assume
that dimX and d are both odd; similar formulas can be produced by standard Clifford algebra
manipulations, in the general case.
Let S →X be the spinor bundle of X . The assumption that Zd preserves a K-orientation on
X implies that S carries a Hermitian action of Zd. On the Hilbert space
H0 ∶= L2(X ;S)⊗ˆL2(Td, F )
with Td × F the (trivial) spinor bundle of Td with fibre F = Ck for the appropriate k, we have
the two unbounded regular operators
δ1 =DX⊗ˆ1 and δ2 = 1⊗ˆDTd .
6 ANNA DUWENIG AND HEATH EMERSON
We want to make H ∶=H0 ⊕H0 (with the standard even grading) together with
d∆ ∶= [ 0 δ1 − iδ2δ1 + iδ2 0 ]
into a cycle in KK0(A⊗A,C) where A = C(X)⋊ Zd.
Lemma 3.1. Suppose we are given an action α of Zd by isometries on a compact spinc manifold
X with spinor bundle S. On L2(X ;S)⊗ˆℓ2(Zd), define two representations ω1, ω2 of C(X) and
two unitary representations u, v of Zd by
ω1(f) (ξ ⊗ em) ∶= (α−m(f) ⋅ ξ)⊗ em
ul (ξ ⊗ em) ∶= ξ ⊗ el+m and ω2(f) (ξ ⊗ em) ∶= (f ⋅ ξ)⊗ emvl (ξ ⊗ em) ∶= (l.ξ)⊗ em−l
where f ∈ C(X), l ∈ Zd, ξ ∈ L2(X ;S), em ∈ ℓ2(Zd). Then the pairs (ω2, v) and (ω1, u) are
covariant for (C(X), α,Zd) and hence induce representations ω1 ⋊ u and ω2 ⋊ v of C(X) ⋊ Zd
on L2(X ;S)⊗ˆℓ2(Zd). These two representations commute.
The proof is straight forward. Since A = C(X) ⋊ Zd is nuclear, ω1 ⋊ u and ω2 ⋊ v combined
induce a representation of A⊗A on L2(X ;S)⊗ˆℓ2(Zd). On H0, we can represent A⊗A by
π0(a⊗ b) ∶= ((ω1 ⋊ u)(a) ⋅ (ω2 ⋊ v)(b))⊗ 1F ,
and thus on H =H0 ⊕H0, we let
π∶A ⊗A→ B(H), π(x) ∶= π0(x)⊕ π0(x).
Proposition 3.2. The triple (π,H,d∆) is a cycle.
Since d∆ is built ouf of well-known operators, the only thing to check is the following lemma.
Lemma 3.3. For all elements a of a dense ∗-subalgebra of A⊗A, the operator [π(a)⊕π(a), d∆]
extends to a bounded operator on H ⊕H.
Proof. Since
[π(a), d∆] = [ π0(a) 00 π0(a) ] [ 0 δ1−iδ2δ1+iδ2 0 ] − [ 0 δ1−iδ2δ1+iδ2 0 ] [π0(a) 00 π0(a) ]
= [ 0 [π0(a),δ1−iδ2][π0(a),δ1+iδ2] 0 ] ,
we need to check for which a both of the operators [π0(a), δi] are bounded. It turns out that it
suffices to show that the following eight are bounded operators for any f ∈ C∞(X) and l ∈ Zd:
(1) [ω1(f)⊗ 1F , δ1] and [ω2(f)⊗ 1F , δ1]
(2) [ω1(f)⊗ 1F , δ2] and [ω2(f)⊗ 1F , δ2]
(3) [ul ⊗ 1F , δ1] and [vl ⊗ 1F , δ1]
(4) [ul ⊗ 1F , δ2] and [vl ⊗ 1F , δ2]
Recall that, for ξ ∈ L2(X ;S) homogeneous, m ∈ Zd, and w ∈ F , we have
δ1(ξ ⊗ em ⊗w) = (DXξ)⊗ em ⊗w and δ2(ξ ⊗ em ⊗w) = (−1)degξ ξ ⊗ em ⊗ ϕ(m)w,
where ϕ∶Zd → GL(F ) is the multiplication operator built out of the Dirac operator DTd via
Fourier transform. Let us suppress writing ⊗1F from now on.
For the operators in (1),
[ω1(f), δ1] (ξ ⊗ em ⊗w) = [Mα−m(f),DX] (ξ)⊗ em ⊗w and
[ω2(f), δ1] (ξ ⊗ em ⊗w) = [Mf ,DX] (ξ)⊗ em ⊗w.
Since X is compact, we know that [Mf ,DX] and [Mα−m(f),DX] are bounded (independently
of m as α is isometric).
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For both (3) and (2), straight forward computations show
[ωi(f)⊗ 1F , δ2] = 0 and [ul ⊗ 1F , δ1] = 0
for i = 1,2 and any l ∈ Zd. We also have [vl ⊗ 1F , δ1] = 0 by equivariance of DX .
Lastly, we turn to the operators in (4). Since none of our operations change the degree of
the L2(X ;S)-component, any application of δ2 will render a factor of (−1)degξ, so let us instead
just write ±1 wherever that happens. We compute
ul ○ δ2(ξ ⊗ em ⊗w) = ul (± ξ ⊗ em ⊗ϕ(m)w) = ± ξ ⊗ em+l ⊗ϕ(m)w, and
δ2 ○ ul(ξ ⊗ em ⊗w) = δ2 (ξ ⊗ em+l ⊗w) = ± ξ ⊗ em+l ⊗ ϕ(m + l)w,
so that
[ul, δ2] (ξ ⊗ em) = ± ξ ⊗ em+l ⊗ (ϕ(m) −ϕ(m + l))w.
Similarly,
vl ○ δ2(ξ ⊗ em ⊗w) = vl (± ξ ⊗ em ⊗ϕ(m)w) = ± (l.ξ)⊗ em−l ⊗ ϕ(m)w, and
δ2 ○ vl(ξ ⊗ em ⊗w) = δ2 ((l.ξ)⊗ em−l ⊗w) = ± (l.ξ)⊗ em−l ⊗ϕ(m − l)w,
so that
[vl, δ2] (ξ ⊗ em) = ± (l.ξ)⊗ em−l ⊗ (ϕ(m) −ϕ(m − l))w.
As m ↦ ϕ(m) − ϕ(m ± l) is bounded for l fixed, and as ξ ↦ l.ξ is isometric, we conclude that[ul, δ2] and [vl, δ2] are both bounded. 
Specializing to the case of irrational rotation, we recover Connes’ cycle:
Lemma 3.4. On L2 ∶= L2(T ×Z), define
ω1, ω2∶C(T) → B(L2) and u, v∶Zd → U(L2)
for f ∈ C(T), k ∈ Z, ξ ∈ L2(T), en ∈ ℓ2(Z) by
ω1(f) (ξ ⊗ en) ∶= (α−n(f) ⋅ ξ)⊗ en
ω2(f) (ξ ⊗ en) ∶= (f ⋅ ξ)⊗ en and uk (ξ ⊗ en) ∶= ξ ⊗ ek+nvk (ξ ⊗ en) ∶= (k.ξ)⊗ en−k,
where k.ξ = ξ ○ α−k for ξ in the subspace C(T) ⊆ L2(T).
Then the pairs (ω1, u) and (ω2, v) are covariant for (C(T), α,Z) and hence induce representa-
tions of Aθ on L
2. Moreover, these two representations commute and thus give a representation
π of Aθ ⊗Aθ on L2, so we obtain a cycle
(L2 ⊕L2, π ⊕ π, d∆) ∈ Ψ(Aθ ⊗Aθ,C)
where
d∆ ∶= [ 0 DT − iDZDT + iDZ 0 ]
with
DT(V mUn) = 2πm ⋅ V mUn, and DZ(V mUn) = 2πn ⋅ V mUn.
Definition 3.5. We let ∆θ ∈ KK0(Aθ ⊗ Aθ,C) be the class of the cycle described in Lemma
3.4.
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4. Kronecker flow and transverse groupoids
The Kronecker flow on the 2-torus T2 for angle θ is given by the R-action on T2 = R2/Z2
defined by
βt [ xy ] = [ x+tθy+t ] .
As with irrational rotation, the corresponding transformation groupoid Bθ ∶= R×θT2 is defined
as:
[xy ] [x−tθy−t ] [ (x−tθ)−sθ(y−t)−s ] [
x
y ] [x−(t+s)θy−(t+s) ]
([ xy ] , t) ([ x−tθy−t ] , s) = ([ xy ] , t + s)
In particular, ([ xy ] , t)−1 = ([ x−tθy−t ] , −t). We denote the momentum maps of Bθ by sθ and rθ.
Orbits of the Kronecker flow are lines of slope θ in the 2-torus T2. If
X ∶= {[t,0] ∣ t ∈ R} ⊆ T2 = (Bθ)(0)
denotes the x-axis, then the associated reduction groupoid,
Rθ ∶= s−1θ (X)∩ r−1θ (X) ⊆ Bθ,
turns out to be isomorphic to Aθ: an element ([ xy ] , s) is in Rθ if and only if [y] = [0] and s ∈ Z,
and the map
(4.1)
Rθ T ×Z
([ xy ] , s) ([x], s)
is a groupoid isomorphism between Rθ and Aθ.
In particular, since X is closed and meets every orbit for irrational θ, and since the restriction
of Bθ’s range and source maps to s−1θ (X) and to r−1θ (X) are open, Example 2.7 in [16] implies
that we have an equivalence of groupoids,
Xθ ∶ Bθ ↷ s−1θ (X)↶ Aθ.
Instead of reducing Bθ to its x-axis, we could have reduced to a line of rational slope −pq , in
which case we would have gotten an equivalence between Bθ and AM(θ) where
M(θ) = mθ+n
pθ+q
for M = [m np q ] ∈ GL2(Z)
is the Mo¨bius transform of θ. An alternative approach is to change the slope on the foliated
torus instead of the rotational angle on the circle, using the following:
Lemma 4.2. For any M = [m np q ] in GL2(Z), the transformation groupoids Bθ and BM(θ) are
isomorphic via
ϕMθ ∶ Bθ Ð→ BM(θ)
([ xy ] , t) z→ (M [ xy ] , t(pθ + q))
Note that ϕNM(θ)○ϕMθ = ϕNMθ for N another such matrix and ϕ12θ = idBθ . Further, even though
M(θ) = (−M)(θ), we should note that ϕMθ ≠ ϕ−Mθ .
Definition 4.3. Let XMθ be the BM(θ) −Aθ equivalence constructed out of Xθ via ϕMθ .
Given two matrices M,N ∈ GL2(Z), then XMθ × XNθ is a groupoid equivalence between
BM(θ) × BN(θ) and Aθ × Aθ. Moreover, if M(θ) ≠ N(θ), the diagonal DM,N in T2 × T2 =(BM(θ) × BN(θ))(0) meets every orbit. Hence, BM(θ) × BN(θ) is equivalent to the reduction
groupoid
DM,N ∶= (BM(θ) ×BN(θ))DM,ND
M,N
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via r−1θ (DM,N), and all in all we have the following chain of equivalences:
DM,N ↷ r
−1
θ (DM,N) ↶ BM(θ) ×BN(θ) ↷ XMθ ×XNθ ↶ Aθ ×Aθ.
Thus, we can construct a Morita equivalence from the C*-algebra of DM,N to Aθ ⊗Aθ. It will
turn out that DM,N is an e´tale groupoid with compact unit space, so its C*-algebra is unital,
and the Morita equivalence is actually a right f.g.p. module over Aθ ⊗Aθ, i.e. corresponds to a
K-theory class.
While this description of the K-theory class is nice and geometric, we will try to find an easier
one. To this end, consider the following diagram:
(4.4)
(DM,N)(0) =DM,N (BM(θ) ×BN(θ))(0) BM(θ) × BN(θ) Aθ ×Aθ
? (Bθ ×Bθ)(0) Bθ ×Bθ Aθ ×Aθ
⊆ ⊆
XMθ ×X
N
θ
⊆ ⊆
↺
Xθ×Xθ
ϕMθ ×ϕ
N
θ
≅ ↺
The question mark represents the preimage of DM,N under ϕ
M
θ × ϕNθ , which we compute to
be
(ϕM(θ)
M−1
×ϕN(θ)
N−1
) (DM,N) = {(M−1 [ xy ] ,0,N−1 [ xy ] ,0) ∣ [ xy ] ∈ T2} .(4.5)
This justifies denoting this subset of (Bθ × Bθ)(0) by Fg for g ∶= N−1M . As far as K-theory is
concerned, the f.g.p. Aθ ⊗Aθ-module constructed out of the bottom row of Diagram 4.4,
Fg ∶= r−1θ (Fg) ∩ s−1θ (Fg) ↷ r−1θ (Fg) ↶ Bθ ×Bθ ↷ Xθ ×Xθ ↶ A,
is the same as the module constructed from the top row,
DM,N = r
−1
θ (DM,N) ∩ s−1θ (DM,N)↷ r−1θ (DM,N) ↶ BM(θ) × BN(θ) ↷ XMθ ×XNθ ↶A,
by commutativity of the diagram, and since the induced C*-isomorphism between the C*-
algebras of DM,N and Fg is unital. The clear advantage of considering Fg instead of DM,N
is that we only have to deal with the matrix g =N−1M , and not with all 8 entries of M and N .
The inequality M(θ) ≠N(θ), which we needed to construct Fg, can be rephrased to
(4.6) µ(g) ∶= (aθ + b) − (cθ + d)θ ≠ 0 where g = [ a bc d ] .
In yet again other words: Either a ≠ d or b ≠ cθ2.
We can construct the equivalence between Fg and A using Yg ∶= r−1θ (Fg) and X ∶= Xθ ×Xθ as
Fg ↷ Yg ∗B X ↶ A,
cf. 5.4 for the construction. Then, we equip Cc(Yg∗BX ) with a Cc(Fg)−Cc(A) pre-imprimitivity
bimodule structure, which can be completed to a C∗(Fg)−C∗(A) Morita equivalence bimodule
Zg. Since C
∗(Fg) is unital, and the unit acts by a compact operator on the bimodule, it
is finitely generated projective as a right C∗(A)-module, i.e. Lg ∶= ι∗(Zg) defines a class in
KK0(C,C∗(A)) where ι∶C → C∗(Fg) is the unique unital map.
Definition 4.7. We let
[Lg] ∈ KK0(C,C∗(A)) = KK0(C,Aθ ⊗Aθ)
be the class of the finitely generated projective right C∗(A)-module constructed from any g ∈
GL2(Z) satisfying Equation (4.6).
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As is well-known, any g = [ a bc d ] ∈ SL2(Z) determines an automorphism of Aθ via
U ↦ UaV b, V ↦ U cV d.
We let [g] denote its class in KK0(Aθ,Aθ).
Definition 4.8. With Lg as above, and g upper triangular, we define
∆̂θ ∶= (1⊗ g−1)∗([Lg]) ∈ KK0(C,Aθ ⊗Aθ) for g = [1 b0 1] ∈ GL2(Z) with b ≠ 0.
We are going to prove that there is a self-duality for Aθ with co-unit the class ∆θ ∈ KK0(Aθ⊗
Aθ,C) of the previous section, and the class ∆ˆθ of Definition 4.8. (In particular, as the notation
suggests, it will follow that the class (1⊗ g−1)∗([Lg]) does not depend on g.)
5. The first zig-zag equation: The module
In order to see that the pair (∆̂θ,∆θ) satisfies the zig-zag equations, we need to verify that
the cup-cap product
(5.1) (1Aθ ⊗ ∆̂θ)⊗A⊗3
θ
(∆θ ⊗ 1Aθ)
is equal to 1Aθ ∈ KK0(Aθ,Aθ). The strategy of the proof will be to lift (5.1) under Kasparov’s
descent map
j∶KKZ∗(C(T),C(T)) → KK∗(C(T) ⋊Z,C(T) ⋊ Z) = KK∗(Aθ,Aθ),
– whose definition and basic properties is given in [11] – to an equivariant cycle. Equivariant
cycles are significantly easier to analyze, which is the reason for this step. However, it is for this
step (lifting under the descent map) that the need for the element g ∈ SL2(Z) used to construct
∆ˆθ, to be upper triangular arises, as we will see.
We are first going to compute the Aθ −Aθ-module which is underlying the cup-cap product(1Aθ ⊗ ∆̂θ)⊗A⊗3
θ
(∆θ ⊗ 1Aθ). Since
(1Aθ ⊗ ∆̂θ)⊗A⊗3
θ
(∆θ ⊗ 1Aθ) = (1Aθ ⊗ (1⊗ g−1)∗([Lg]))⊗A⊗3
θ
(∆θ ⊗ 1Aθ)
= (1Aθ ⊗ [Lg])⊗A⊗3
θ
(1⊗ 1⊗ g−1)∗(∆θ ⊗ 1Aθ)
= (1Aθ ⊗ [Lg])⊗A⊗3
θ
(∆θ ⊗ [g−1])
= ((1Aθ ⊗ [Lg])⊗A⊗3
θ
(∆θ ⊗ 1Aθ))⊗Aθ [g−1],
we will first compute (1Aθ ⊗ [Lg]) ⊗A⊗3
θ
(∆θ ⊗ 1Aθ). As the module Lg and the C∗-algebra Aθ
are ungraded, the module underlying this class is comprised of two copies of
(Aθ ⊗Lg)⊗A⊗3
θ
(L2 ⊗Aθ) ,
which is all we will focus on in this section. Furthermore, it suffices to compute Lg ⊗Aθ L2,
where the balancing is over Aθ ⊗ 1 acting on the right of Lg, and Aθ acting on the left of L2 via
ω2 ⋊ v. This is because the maps
(Aθ ⊗Lg)⊗A⊗3
θ
(L2 ⊗Aθ)←→ Lg ⊗Aθ L2
defined on elementary tensors by
(a⊗Φ)⊗ (f ⊗ b)z→ Φ.Lg(1⊗ b)⊗ (ω1 ⋊ u)(a) (f)
(1⊗Φ)⊗ (f ⊗ 1)←Ð[ Φ⊗ f(5.2)
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are inverse to one another and therefore equip the right-hand side with the structure of a right-
Hilbert Aθ-bimodule as follows:
Aθ ↷ (Lg ⊗Aθ L2) ∶ ξ(Φ⊗ f) ∶= Φ⊗ (ω1 ⋊ u)(ξ) (f) ,
(Lg ⊗Aθ L2)↶ Aθ ∶ (Φ⊗ f)ξ ∶= Φ.Lg(1⊗ ξ)⊗ f,(5.3)
and with Aθ ⊗Aθ-valued inner product given by
⟨Φ⊗ f1 ∣Ψ⊗ f2⟩Lg⊗AθL2 = ⟪(1⊗Φ)⊗ (f1 ⊗ 1) ∣ (1⊗Ψ)⊗ (f2 ⊗ 1)⟫(1Aθ⊗Lg)⊗A⊗3θ (L2⊗1Aθ ) .(5.4)
Note that, since we induce this inner product on Lg ⊗Aθ L2 via the bijection, we do not need
to worry about topologies.
5.1. The balancing. In the module Lg⊗AθL2, we have the following equality for Φ ∈ Lg, ξ ∈ Aθ,
f ∈ L2:
Φ⊗ (ω2 ⋊ v)(ξ) (f) = Φ.Lg(ξ ⊗ 1)⊗ f.
For ξ = V l1Uk1 ∈ Aθ and f = z
l2 ⊗ δk2 , we have
(ω2 ⋊ v)(ξ) (f) = λ−k1l2zl2+l1 ⊗ δk2−k1 ,
where λ ∶= e2πiθ. This means, the balancing identifies the following two functions for any choice
of l1, k1 ∈ Z:
Φ⊗ (λ−k1l2 ⋅wl2+l1 ⊗ δk2−k1) ∼ (Φ.Lg(V l1Uk1 ⊗ 1))⊗ (zl2 ⊗ δk2) .
The case k2 ∶= 0, l2 ∶= 0 (and k1 replaced by −k1) yields:
Φ⊗ (zl1 ⊗ δk1) ∼ (Φ.Lg(V l1U−k1 ⊗ 1))⊗ (z0 ⊗ δ0) .
Thus, as a set, Lg ⊗Aθ L2 is simply Lg, or in other words, the maps
Cc(Yg ∗B X ) Ð→ Cc(Yg ∗B X )⊙Aθ L2 ⊆ Lg ⊗Aθ L2
Φ z→ Φ⊗ (z0 ⊗ δ0)
Φ.Lg(V lU−k ⊗ 1)←Ð[ Φ⊗ (zl ⊗ δk)
(5.5)
are mutually inverse. In the next subsection, we will study how the map (5.5) equips the left-
hand side with the structure of an A−A-pre-right-Hilbert module. If N 0g is its completion, then
Ng ∶= N 0g ⊕N 0g with the standard even grading is the Aθ −Aθ-right-Hilbert module underlying(1Aθ ⊗ [Lg])⊗A⊗3
θ
(∆θ ⊗ 1Aθ).
5.2. The left and right action. The bimodule structure on Cc(Yg ∗B X ) is induced from
Lg ⊗Aθ L2 as follows: An element Φ ∈ Cc(Yg ∗B X ) corresponds to Φ ⊗ (z0 ⊗ δ0) in Lg ⊗Aθ L2.
By Formula 5.3, the left action on Lg ⊗Aθ L2 is given by
V l1Uk1 . (Φ⊗ (z0 ⊗ δ0)) = Φ⊗ (ω1 ⋊ u)(V l1Uk1) (z0 ⊗ δ0) .
We compute
(ω1 ⋊ u)(V l1Uk1) (z0 ⊗ δ0) = ω1(zl1)uk1 (z0 ⊗ δ0) = ω1(zl1) (z0 ⊗ δk1) = λl1k1 zl1 ⊗ δk1 ,
so that
V l1Uk1 . (Φ⊗ (z0 ⊗ δ0)) = λl1k1 Φ⊗ (zl1 ⊗ δk1).
Similarly, the right action on Lg ⊗Aθ L2 is given by
(Φ⊗ (z0 ⊗ δ0)) . V l2Uk2 = Φ.Lg(1⊗ V l2Uk2)⊗ (z0 ⊗ δ0).
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Thus, by Formula 5.5 we get
Aθ ⊇ A↷ Cc(Yg ∗B X ) ∶ (V l1Uk1 ◻Φ) ∶= λl1k1 Φ.Lg(V l1U−k1 ⊗ 1),(5.6)
Cc(Yg ∗B X ) ↶ A ⊆ Aθ ∶ (Φ ◻ V l2Uk2) ∶= Φ.Lg(1⊗ V l2Uk2).(5.7)
5.3. The right-inner product. The inner product is a bit more intricate.
Proposition 5.8. For two functions Φ,Ψ ∈ Cc(Yg ∗B X), their (pre-)inner product ⟨Φ ∣Ψ⟩N 0g
with value in Cc(T ×Z) ⊆ Aθ can be computed as
⟨Φ ∣Ψ⟩N 0g ([x], k) = ∫
T
⟨Φ ∣Ψ⟩Lg ([y],0, [x], k)dy.
Proof. Because of Equation 5.4 and Formula 5.5, the pre-inner product on N 0g is given by
⟨Φ ∣Ψ⟩N 0g ∶= ⟪(1⊗Φ)⊗ ((z0 ⊗ δ0)⊗ 1) ∣ (1⊗Ψ)⊗ ((z0 ⊗ δ0)⊗ 1)⟫(Aθ⊗Lg)⊗A⊗3θ (L2⊗Aθ)
= ⟨(z0 ⊗ δ0)⊗ 1 ∣π (⟨1⊗Φ ∣1 ⊗Ψ⟩Aθ⊗LgB ) (z0 ⊗ δ0)⊗ 1⟩L
2⊗Aθ
= ⟨(z0 ⊗ δ0)⊗ 1 ∣π (1⊗ ⟨Φ ∣Ψ⟩LgAθ⊗Aθ) (z0 ⊗ δ0)⊗ 1⟩
L2⊗Aθ
.
(5.9)
We study the last line for ⟨Φ ∣Ψ⟩LgAθ⊗Aθ replaced by an elementary tensor a⊗ b:
⟨(z0 ⊗ δ0)⊗ 1 ∣π (1⊗ a⊗ b) ((z0 ⊗ δ0)⊗ 1)⟩L2⊗Aθ
= ⟨z0 ⊗ δ0 ∣ω2 ⋊ v(a)(z0 ⊗ δ0)⟩L2 ⋅ b.
We compute for a ∶= ∑n,m an,mV nUm:
ω2 ⋊v(a)(z0⊗ δ0) = ∑
n,m
an,mω2(zn)vm (z0⊗ δ0) = ∑
n,m
an,mω2(zn) (z0⊗ δ−m) = ∑
n,m
an,mz
n⊗ δ−m,
so that
⟨z0 ⊗ δ0 ∣ω2 ⋊ v(a)(z0 ⊗ δ0)⟩L2 = a0,0.
All in all,
⟨(z0 ⊗ δ0)⊗ 1 ∣π (1⊗ a⊗ b) ((z0 ⊗ δ0)⊗ 1)⟩L2⊗Aθ = a0,0 ⋅ b.
As
∫
T
(a⊗ b)([y],0, [x], k)dy = a0,0 ⋅ b([x], k),
so we have shown:
∫
T
(a⊗ b)([y],0, [x], k)dy = ⟨(z0 ⊗ δ0)⊗ 1 ∣π (1⊗ a⊗ b) ((z0 ⊗ δ0)⊗ 1)⟩L2⊗Aθ ([x], k).
We conclude more generally for ζ ∈ A⊙A that
∫
T
ζ([y],0, [x], k)dy = ⟨(z0 ⊗ δ0)⊗ 1 ∣π (1⊗ ζ) ((z0 ⊗ δ0)⊗ 1)⟩L2⊗Aθ ([x], k)
and so in particular
∫
T
⟨Φ ∣Ψ⟩Lg ([y],0, [x], k)dy = ⟨(z0 ⊗ δ0)⊗ 1 ∣π (1⊗ ⟨Φ ∣Ψ⟩Lg) ((z0 ⊗ δ0)⊗ 1)⟩L
2⊗Aθ
Eq. (5.9)
= ⟨Φ ∣Ψ⟩N 0g ([x], k),
as claimed. 
We claim that, for a sensible choice of g ∈ GL2(Z), the above constructed module N 0g comes
from descent.
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5.4. Computing the groupoid equivalence. In order for the module involved in (1Aθ ⊗
∆̂θ)⊗A⊗3
θ
(∆θ⊗1Aθ) != 1Aθ and since 1Aθ to come from an equivariant module under the descent
construction of Kasparov, we need the module Ng underlying (1Aθ ⊗ [Lg])⊗A⊗3
θ
(∆θ ⊗ 1Aθ) to
“contain a copy” of the acting group. As Ng is a completion of Cc(Yg ∗B X ), we would like to
restrict to those g which make Yg ∗B X contain a copy of Z. It will turn out that this happens
exactly when g is upper triangular.
It is now time to concretely compute the structure of the different groupoid equivalences. We
will start with finding a good description of Xθ = s−1θ (X), where X is the x-axis in T2 ⊆ Bθ:
Lemma 5.10. The bijection
s−1θ (X) T ×R
([ xy ] , s) ([x − sθ], s)
([ x+sθs ] , s) ([x], s)
together with the map from Equation 4.1, equips Xθ with the following (Bθ,Aθ)-action:
Bθ ↷ Xθ ∶ ([ x+(s+r)θs+r ] , r) .([x], s) = ([x], r + s)
Xθ ↶Aθ ∶ ([x], s).([x], k) = ([x − kθ], s + k)
To compute Yg ∗X , where Yg = r−1(F θg ) and X ∶= Xθ × Xθ, we need to restrict to elements([x, y], t1, t2, [v], s1, [w], s2) in T2 ×R2 ×T ×R ×T ×R such that
sY([x, y], t1, t2) = rX ([v], s1, [w], s2),
which means exactly
[ xy ] = [ v0 ] + (s1 + t1) [ θ1 ] = g−1 ([w0 ] + (s2 + t2) [ θ1 ]) .
Now, to go from Yg ∗X to Yg ∗B X , we need the following identification:
([x, y], t1, t2, [v], s1, [w], s2) ∼ ([x, y], t1 + t′1, t2 + t′2, [v], s1 − t′1, [w], s2 − t′2)
for any t′1, t
′
2 ∈ R. If we let
Zg ∶={([ vw ] , r1, r2) ∈ T2 ×R2 ∣g ([ v0 ] + r1 [ θ1 ]) = [w0 ] + r2 [ θ1 ]} ,
then the following are mutually inverse bijections:
Yg ∗B X Zg
[[x, y] , t1, t2, [v] , s1, [w] , s2] ([ vw ] , t1 + s1, t2 + s2)
[[v,0] + r1 [θ,1] , r1, r2, [v] ,0, [w] ,0] ([ vw ] , r1, r2)
Note that
Z[a b
c d
] = {([ vw ] , r1, r2) ∈ T2 ×R2 ∣ [ a(v+r1θ)+br1c(v+r1θ)+dr1 ] = [w+r2θr2 ]} .
Thus, if c = 0, then [dr1] = [r2] , i.e. r2 = dr1 + k for some k ∈ Z. With this restriction, we get
Z[a b
0 d
] ≅ T ×R ×Z
([ vw ] , r, r2) ↦ ([v], r, r2 − dr).(5.11)
In order to construct the Morita equivalence Zg out of the Fg −A-equivalence Zg, let us next
describe Fg. Recall from Equation (4.5) that
Fg = {([ xy ] ,0, g ([ xy ]) ,0) ∣ [ xy ] ∈ T2} ⊆ (Bθ ×Bθ)(0).
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One checks
r−1θ (Fg) = {([ xy ] , t1, g([ xy ]), t2) ∣ [ xy ] ∈ T2, t1, t2 ∈ R}
and thus
Fg = r
−1
θ (Fg) ∩ s−1θ (Fg) = {([ xy ] , t, g([ xy ]), s) ∣g([ xy ] − t [ θ1 ]) = g([ xy ]) − s [ θ1 ]}
= {([ xy ] , k+lθµ(g) , g([ xy ]), kd+l(aθ+b)µ(g) ) ∣k, l ∈ Z},
where µ(g) is as in Equation 4.6. We identify Yg ≅ T2 ×R2 via
r−1θ (Fg) Ð→ T2 ×R2
([ xy ] , t1, g ([ xy ]) , t2) z→ ([ xy ] , t1, t2)
and Fg ≅ T
2 ×Z2 via
r−1θ (Fg) ∩ s−1(Fg) Ð→ T2 ×Z2
([ xy ] , k+lθµ(g) , g([ xy ]), kd+l(aθ+b)µ(g) ) z→ ([ xy ] , k, l)
Lemma 5.12. The right action by B ∶= Bθ ×Bθ on an element ([ xy ] , t1, t2) ∈ Yg is given by
([ xy ] , t1, t2).([ xy ] − t1 [ θ1 ] , r1, g [ xy ] − t2 [ θ1 ] , r2) = ([ xy ] , t1 + r1, t2 + r2).
The left action of Fg on Yg is by
([ xy ] + k+lθµ(g) [ θ1 ] , k, l).([ xy ] , t1, t2) = ([ xy ] + k+lθµ(g) [ θ1 ] , k+lθµ(g) + t1, kd+l(aθ+b)µ(g) + t2) .
With the above, Lemma 5.10, and identification from Equation 5.11, the left and right actions
on Zg look as follows:
Fg ↷ Zg ∶ ([v,0] + ( l1+l2θ(a−d)θ+b + r) [ θ1 ] , l1, l2) .([v] , r, k) = ([v] , l1+l2θ(a−d)θ+b + r, k + l2)
Zg ↶ A ∶ ([v], r, k).([v], k1 , [av + r((a − d)θ + b) + kθ], k2) = ([v − k1θ], r + k1, k + k2 − dk1)
5.5. The concrete structure of the Morita bimodule. On Cc(Zg) ⊆ Zg for g = [ a b0 d ], we
want to define the right-Cc(A)-action by
(Φ.Lgf)(z) = ∫
sensible
ν∈A
Φ(z.ν)f(ν−1)dν.
(We write .Lg because, eventually, we will only care about ι
∗(Zg) = Lg.) For z = ([v], r, k), z.ν
makes sense exactly if ν = ([v],−k1, [av+r((a−d)θ+ b)−kθ],−k2) for some ki ∈ Z, in which case
z.ν = ([v + k1θ], r − k1, k − k2 + dk1).
The inverse of such ν in Aθ ×Aθ is ν−1 = ([v + k1θ], k1, [av + r((a − d)θ + b) + (k2 − k)θ], k2).
All in all this means:
(Φ.Lgf)([v], r, k) =∑
k1,k2∈Z
Φ([v + k1θ], r − k1, k − k2 + dk1)
f([v + k1θ], k1, [av + r((a − d)θ + b) + (k2 − k)θ], k2).
In particular, for f = V l1Uk1 ⊗ V l2Uk2 :
(Φ.LgV l1Uk1 ⊗ V l2Uk2)([v], r, k) =Φ([v + k1θ], r − k1, k − k2 + dk1)
e2πil1(v+k1θ)e2πil2(av+r((a−d)θ+b)+(k2−k)θ).
(5.13)
TRANSVERSE KRONECKER FLOWS AND CONNES’ DUALITY FOR THE IRRATIONAL ROTATION ALGEBRA15
Now that we have concrete formulas for the right-action on Lg, we can make the structure of
Ng concrete by using Formula 5.6:
(5.14)
Aθ ↷ Cc(Zg) ∶ (V l1Uk1 ◻Φ)([v], r, k) = Φ([v − k1θ], r + k1, k − dk1)e2πil1v,
Cc(Zg)↶ Aθ ∶ (Φ ◻ V l2Uk2)([v], r, k) = λl2(k2−k)Φ([v], r, k − k2)e2πil2(av+r((a−d)θ+b)).
5.6. For which g does Ng come from descent? First, let us compare the right-module
structure of N 0g as given in Formula 5.14 to the right-module structure it would have if it came
from a suitable (yet to be determined) completion of Cc(R × T). We would need that, for any
l2, k2 ∈ Z, ([v], r, k) ∈ Zg = T ×R ×Z, and Φ ∈ Cc(T ×R ×Z) that
λl2(k2−k)Φ([v], r, k − k2)e2πil2(av+r((a−d)θ+b)) != (λl2(k2−k)Φ(k − k2) ∗ zl2) ([v], r).
In other words, we need to define for φ ∈ Cc(T ×R) and f ∈ C(T)
(5.15) (φ ∗ f)([v], r) = φ([v], r)f([av + r((a − d)θ + b)]).
For the left-module structure to be coming from descent, we similarly need
Φ([v − k1θ], r + k1, k − dk1)e2πil1v != (zl1 ∗ (k1.Φ(k − k1))) ([v], r).
This shows that we need d = 1, in which case we can define for φ ∈ Cc(T × R), k1 ∈ Z, and
f ∈ C(T):
(5.16) (k1.φ) ([v], r) = φ([v − k1θ], r + k1) and (f ∗ φ) ([v], r) = f([v])φ([v], r).
Remark 5.17. Since therefore we need our matrix g = [ a b0 d ] ∈ GL2(Z) to have d = 1 in order for
the module underlying (1Aθ ⊗ [Lg])⊗A⊗3
θ
(∆θ⊗1Aθ) to come under descent from an equivariant
module, the condition in Equation 4.6 which was needed to define Zg, is now: “If a = 1, then
b ≠ 0.”
5.7. The concrete inner product of the Morita bimodule. With the assumptions from
Remark 5.17 on our matrix, the inner product is now easy to compute: evaluated at ν ∈ A =
Aθ ×Aθ, the inner product has to be defined by
⟨Φ ∣Ψ⟩Lg (ν) = ∫
sensible
γ∈Fg
Φ(γ.z)Ψ(γ.z.ν)dγ,
where z ∈ Zg is any element such that z.ν makes sense. For ν = ([v], l1, [w], l2), we can take
z = ([v], w−av(a−1)θ+b ,0)
for some choice of representatives v,w of [v,w]. For an appropriate γ ∈ Fg, we have
γ.z = ([v], k1+k2θ+w−av(a−1)θ+b , k2) ,
where k1, k2 ∈ Z are arbitrary, and then
γ.z.ν = ([v − l1θ], k1+k2θ+w−av(a−1)θ+b + l1, k2 + l2 − l1) .
All in all:
⟨Φ ∣Ψ⟩Lg ([v], l1, [w], l2) =∑
k1,k2∈Z
Φ([v], k1+k2θ+w−av(a−1)θ+b , k2)Ψ ([v − l1θ], k1+k2θ+w−av(a−1)θ+b + l1, k2 + l2 − l1) .
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Now we will use Proposition 5.8 to compute a formula for ⟨Φ ∣Ψ⟩Ng for Φ,Ψ ∈ Cc(Zg) ⊆ Ng:
⟨Φ ∣Ψ⟩Ng ([x], l) = ∫
T
∑
k1,k2∈Z
Φ([y], k1+k2θ+x−ay(a−1)θ+b , k2)Ψ ([y], k1+k2θ+x−ay(a−1)θ+b , k2 + l) dy
= ∫
R
∑
k∈Z
Φ ([r], kθ+x−ar(a−1)θ+b , k)Ψ ([r], kθ+x−ar(a−1)θ+b , k + l) dr
= ∫
R
∑
k∈Z
Φ ([a(x + kθ − r)], r(a−1)θ+b , k)Ψ ([a(x + kθ − r)], r(a−1)θ+b , k + l) dr.
For this to come from descent, we need
⟨Φ ∣Ψ⟩Ng ([x], l) !=∑
k
⟨Φ(k) ∣Ψ(k + l)⟩Ng
C(T) ([x + kθ]).
This is satisfied if we define
(5.18) ⟨φ ∣ψ⟩N0g
C(T) ([x]) ∶= ∫
R
(φψ) ([a(x − r)], r(a−1)θ+b) dr.
6. The first zig-zag equation: The operator
Theorem 6.1. Suppose g = [ a b0 1 ] ∈ GL2(Z). We define a Z-action on Cc(T ×R) by
(l.φ) ([x], r) = φ([x − lθ], r + l).
Further, we give it a right-pre-Hilbert C(T)-bimodule structure via
C(T) ↷ Cc(T ×R) ∶ (f ∗ φ) ([x], r) = f([x])φ([x], r),
Cc(T ×R)↶ C(T) ∶ (φ ∗ f)([x], r) = φ([x], r)f([ax + r((a − 1)θ + b)]),
and the pre-inner product
⟨φ ∣ψ⟩C(T) ([x]) ∶= ∫
R
(φψ) ([a(x − r)], r(a−1)θ+b) dr.
Let N±g be the completion of Cc(T ×R) with respect to this pre-inner product, and let Ng ∶=
N+g ⊕N−g be standard evenly graded.
Define the unbounded operator dNg,+ ∶ N+g →N−g by
(6.2) dNg,+ ∶= a(a−1)θ+b i ∂∂r − i ∂∂α − 2πi ⋅Mr,
let dNg,− ∶= d∗Ng,+ (see Corollary 6.8 for a formula) and define
(6.3) dNg ∶= [ 0 dNg,−dNg,+ 0 ] .
Then the following hold:
1. The pair (Ng, dNg) is a cycle in ΨZ (C(T),C(T)).
2. For
j ∶ KKZ0 (C(T),C(T))Ð→KK0(Aθ,Aθ)
the descent map, we have j(Ng, dNg) = (1Aθ ⊗ [Lg])⊗A⊗3
θ
(∆θ ⊗ 1Aθ).
In the above, Mr denotes the multiplication operator by the function r ↦ r.
To see why we defined this (pre-)Hilbert module structure, see Formula 5.16, Formula 5.15,
and Formula 5.18. The proof will take up the rest of this section: we will prove Item 1. in
Subsection 6.1 and Item 2. in Subsection 6.2.
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6.1. (Ng, dNg) is a cycle. Let us find a pair which is unitarily equivalent to (Ng, dNg) but is a
little more transparent.
Lemma 6.4. Equip Cc(R ×T) with the following structure:
Z↷ Cc(R ×T) ∶ (l ● φ)([x] , r) ∶= φ ([x − lθ] , r − l) ,
C(Tθ)↷ Cc(R ×T) ∶ (f ● φ)([x] , r) ∶= f ([a(x + r((a − 1)θ + b))])φ([x], r),
Cc(R ×T) ↶ C(Tθ) ∶ (φ ● f)([x], r) ∶= φ([x] , r)f([x]),
and
⟨φ1 ∣φ2⟩C(Tθ) ([x]) ∶= ∣(a − 1)θ + b∣∫
R
φ1φ2 ([x] , r) dr.
Let H±g be its completion with respect to this inner product. Then the standard evenly graded
Hg ∶= H+g ⊕ H−g is unitarily equivalent to Ng. Moreover, under this unitary equivalence, the
unbounded operator dNg,+ ∶ N+g → N−g becomes the unbounded operator idC(T) ⊗ dg,+, where dg,+
is the following operator on L2(R):
dg,+ ∶= 2πiMr − a(a−1)θ+b i ∂∂r with adjoint dg,− ∶= −2πiMr − a(a−1)θ+b i ∂∂r .
Proof. Let η ∶= a(a−1)θ+b and define w,w−1 ∶R × TÐ→ R ×T by
w([x], r) ∶= ([ax + aη−1r] ,−r) and w−1([x], r) ∶= ([ax + η−1r] ,−r) ,
so that w ○w−1 = w−1 ○w = id. Denote their pullbacks by
H±g ⊇ Cc(R × T) Cc(R ×T) ⊆ N±g
W −1φ ∶= φ ○w−1 Wφ ∶= φ ○w
W ∶=w∗
W−1=(w−1)∗
It is quickly checked that this induces the claimed actions on H±g .
Let us check that dg,+ is induced by W , i.e.
dg,+(φ) != (W −1 ○ dN,+ ○W )φ = (dN,+ (φ ○w)) ○w−1,
where we abused notation and stopped writing idC(T).
Note that, if Ω is a chart of T ×R, then
(6.5) (W −1 ○ ∂
∂Ωi
○W ) (φ)(p) = ∂(φ○w)
∂Ωi
∣w−1(p) = ∂(φ○w)○Ω−1∂xi ∣(Ω○w−1)(p) = ∂φ∂(Ω○w−1)i ∣p = ∂φ∂Ω˜i ∣p,
where Ω˜ ∶= Ω ○w−1. We know by a general formula that
⎡⎢⎢⎢⎢⎢⎣
∂
∂Ω˜1
∂
∂Ω˜2
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
∂Ω1
∂Ω˜1
∂Ω2
∂Ω˜1
∂Ω1
∂Ω˜2
∂Ω2
∂Ω˜2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂
∂Ω1
∂
∂Ω2
⎤⎥⎥⎥⎥⎥⎦
.
As Ω○ Ω˜−1(x, r) = (ax + aη−1r + n(x, r),−r) for some locally constant, Z-valued function n(x, r),
we have
∂Ω1
∂Ω˜i
∣p = ∂(x1○Ω○Ω˜−1)∂xi ∣Ω˜(p) = { a if i = 1,aη−1 if i = 2,
and
∂Ω2
∂Ω˜i
∣p = ∂(x2○Ω○Ω˜−1)∂xi ∣Ω˜(p) = { 0 if i = 1,−1 if i = 2,
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so that
(6.6) W −1 ○
⎡⎢⎢⎢⎢⎢⎣
∂
∂α
∂
∂r
⎤⎥⎥⎥⎥⎥⎦
○W =
⎡⎢⎢⎢⎢⎢⎣
∂
∂Ω˜1
∂
∂Ω˜2
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
∂Ω1
∂Ω˜1
∂Ω2
∂Ω˜1
∂Ω1
∂Ω˜2
∂Ω2
∂Ω˜2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂
∂Ω1
∂
∂Ω2
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
a 0
aη−1 −1
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂
∂α
∂
∂r
⎤⎥⎥⎥⎥⎥⎦
.
Moreover,
W −1 ○Mr ○W = −Mr.
We conclude
W −1 ○ dNg,+ ○W (6.2)= W −1 ○ i (η ∂∂r − ∂∂α − 2πMr) ○W
= i (η (aη−1 ∂
∂α
− ∂
∂r
) − a ∂
∂α
+ 2πMr)
= i (−η ∂
∂r
+ 2πMr) = dg,+
(6.7)
as claimed. To see that d∗g,+ = dg,−, it suffices to check ( ∂∂r)∗ = − ∂∂r and (Mr)∗ = Mr, but that
is easy.

Corollary 6.8 (of Theorem 6.9). One computes as in Equation 6.7 that
dNg,− = a(a−1)θ+b i ∂∂r − i ∂∂α + 2πi ⋅Mr.
Theorem 6.9. With
dg ∶= [ 0 dg,−dg,+ 0 ] ,
the pair (Hg, idC(T) ⊗ dg) is a cycle in ΨZ (C(Tθ),C(Tθ)).
Note that we suppressed writing the closure of the operator. In the following lemmas, we will
prove Theorem 6.9. Note first that Hg is a graded, equivariant correspondence by construction.
As idC(T) ⊗ dg makes sense for all continuously differentiable elements in Hg±, it is densely
defined, and as it only sees the R-component of a function’s domain while the right action only
sees the T-component, we see that the two commute, which proves linearity.
Lemma 6.10. The closure of the operator idC(T) ⊗ dg is odd, self-adjoint, and regular.
Proof. By construction, idC(T) ⊗ dg is odd and self-adjoint. It remains to see that d2g + 1 has
dense range. With η = a(a−1)θ+b as before, we compute
d2g = [−η2 ∂
2
∂r2
+ (2π)2Mr2 + 2πη 0
0 −η2 ∂2
∂r2
+ (2π)2Mr2 − 2πη] .(6.11)
This means we need to show that the two operators
− ∂2
∂r2
+ (2πaη−1)2Mr2 ± 2πη−1 + η−2
which make up the diagonal of η−2(d2g + 1), have dense range. Defining
p(r) ∶= (2πaη−1r)2 ± 2πη−1 + η−2,
it suffices to show that, for any ϕ ∈ Cc(R), we can find ψ ∈ C2c (R) such that
−∂2ψ
∂r2
+ p ⋅ ψ ≡ ϕ.
According to the variation of constants method, there exists a solution ψ ∈ C2(R) for any given
ϕ, and if we additionally ask for, say, ψ(t) = 0 = ∂ψ
∂r
∣r=t for t outside of supp(ϕ), then the solution
is unique. This uniqueness tells us that ψ ≡ 0 outside of the compact supp(ϕ), i.e. ψ is also
compactly supported. 
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Lemma 6.12. The operator idC(T)⊗dg is essentially equivariant, i.e. for any n ∈ Z, the operator(idC(T) ⊗ dg) −Adn(idC(T) ⊗ dg) is a bounded operator on Dom(idC(T) ⊗ dg).
Proof. For φ ∈ Cc(R ×T) ⊆Hg±, we have
l ● ∂φ
∂r
=
∂
∂r
(l ● φ),
and
l ● (Mr(−l) ● φ) ([x], r) = (Mr(−l).φ) ([x − lθ], r − l)
= (r − l) ⋅ φ([x], r).
Therefore,
dg −Adl dg = 2πi [ 0 −Mr +Mr−lMr −Mr−l 0 ] = 2πl [
0 −i
i 0
] .
Thus, for any fixed l ∈ Z, the operator (idC(T) ⊗ dg) −Adl(idC(T) ⊗ dg) is bounded. 
Lemma 6.13. The operator ((idC(T) ⊗ dg)2 + 1)−1 is compact.
Proof. Recall from Equation 6.11 that, with η = a(a−1)θ+b ,
d2g + 1 = [−η2
∂2
∂r2
+ (2π)2Mr2 + 2πη + 1 0
0 −η2 ∂2
∂r2
+ (2π)2Mr2 − 2πη + 1] .
If we define
H ∶= (2π)2Mr2 − η2 ∂2∂r2
then we can rewrite d2g + 1 as
T ∶= [H + 2πη + 1 0
0 H − 2πη + 1] .
According to [18], Lemma 9.6 and Proposition 9.8, we know that H has eigenvalues
{(2l + 1)2π∣η∣ ∶ l ∈ N0} .
whose corresponding L2-normalized eigenfunctions
ψ0(r) = ∣2η−1∣ 12 π 34 e−π∣η−1 ∣r2 ,
ψl =
1
(4lπ∣η−1 ∣) 12 (2π∣η−1∣Mr − ∂∂r )ψl−1
span a dense subspace of L2(R). We conclude that the operator T has the eigenfuctions
ψl ⊕ 0 and 0⊕ ψl.
Since {ψl ⊕ 0,0⊕ψl ∶ l ∈ N0} is an orthonormal basis of L2(R) ⊕ L2(R), we have shown that
T is diagonalizable and its eigenvalues 4π(l + 1)∣η∣ + 1 tend to infinity. This shows that T has
compact inverse T −1, and that ((idC(T)⊗dg)2 +1)−1 = 1C(T)⊗T −1 is compact as tensor product
of compact operators. 
Lemma 6.14. The subalgebra {f ∈ C(T) ∶ [idC(T) ⊗ dg, f] ∈ L(Hg)} is dense in C(T).
Proof. We need to figure out for which f the operators
Hg
+
∋ φz→ (−η ∂
∂r
+ 2πMr) (f ● φ) − f ● (−η ∂∂r + 2πMr) (φ)
Hg
−
∋ φz→ (−η ∂
∂r
− 2πMr) (f ● φ) − f ● (−η ∂∂r − 2πMr) (φ)
are bounded, where η = a(a−1)θ+b . First, note that
Mr(f ● φ) = f ● (Mrφ) ,
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as f● does not change the R-coordinate. Secondly, define
F ([x], r) ∶= f ([ax + η−1r]) ,
so that f ● φ = F ⋅ φ, and
∂(f●φ)
∂r
− f ● ∂φ
∂r
=
∂(F ⋅φ)
∂r
−F ⋅ ∂φ
∂r
=
∂F
∂r
⋅ φ.
As long as ∂F
∂r
makes sense and is bounded, this is a bounded operator of φ, so we conclude that
every differentiable f ∈ C(T) makes [idC(T) ⊗ dg, f] bounded. 
Proof of Theorem 6.9. We see by items 6.10, 6.12, 6.13, and 6.14 that (Hg, idC(T) ⊗ dg) is a
cycle. 
Corollary 6.15 (of Theorem 6.9). The pair (Ng, dNg) is also a cycle in ΨZ (C(T),C(T)), and
hence j(Ng, dNg) = (Ng,D) is a cycle in Ψ(Aθ,Aθ).
6.2. j(Ng, dNg) is the Kasparov product. For the proof of Item 2., we will be using the
Lemma following the next definition.
Definition 6.16. Suppose N1 is a right-Hilbert B-module and N2 a right-Hilbert B − C-
bimodule. For homogeneous x ∈N1, we let
Tx ∶ N2 Ð→N1 ⊗B N2, e ↦ (−1)∂(x)∂(e)x⊗ e,
the creation operator with corresponding annihilation operator T ∗x ∶ N → N2.
Lemma 6.17 (cf. [12], Thm. 13, and [14], Thm. 2.2.3). Suppose that (N1,D1) ∈ Ψ(A,B)
and (N2,D2) ∈ Ψ(B,C), and D that is an unbounded operator on N ∶= N1 ⊗B N2 such that(N ,D) ∈ Ψ(A,C). Suppose further that the following conditions hold:
1. There exists a dense subset h1 ⊆ A ⋅N1 such that for all x ∈ h1
[[D 0
0 D2
] , [ 0 Tx
T ∗x 0
]]
is a bounded operator on Dom(D ⊕D2) ⊆ N ⊕N2.
2. Either Dom(D) ⊆ Dom(D1 ⊗ 1), or for all ν ∈ R ∖ {0}, the operator (iν +D)−1 maps
C∞c (D1 ⊗ 1) ⋅N (defined using functional calculus) into Dom(D1 ⊗ 1).
3. There exists R ∈ R such that for all x ∈ Dom(D) ∩Dom(D1 ⊗ 1), we have
⟨(D1 ⊗ 1)x ∣Dx⟩ + ⟨Dx ∣ (D1 ⊗ 1)x⟩ ≥ R ⟨x ∣x⟩ .
Then (N ,D) is a representative of the Kasparov product (N1,D1) × (N2,D2).
We want to apply this to the situation
A = C ∶= Aθ, B ∶= Aθ ⊗Aθ ⊗Aθ,
N1 ∶= Aθ ⊗ [Lg] with D1 ∶= 0, N2 ∶= (L2 ⊕L2)⊗Aθ with D2 ∶= d∆θ ⊗ 1,
and our claim is that j(Ng, dNg) satisfies all properties in Theorem 6.17. We have already found
that the module Hg descends to Ng ∶= N 0g ⊕ N 0g , which can be regarded as N1 ⊗A⊗3
θ
N2, the
module underlying (1Aθ ⊗ [Lg])⊗A⊗3
θ
(∆θ ⊗ 1Aθ), via equations 5.2 and 5.5:
(6.18) (V l1Uk1 ⊗Φ)⊗B ((zl2 ⊗ δk2)⊗ V l3Uk3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈N1⊗A⊗3
θ
N±
2
≜ λl1(k1+k2) Φ.Lg(V l1+l2U−(k1+k2) ⊗ V l3Uk3)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈N±g
Therefore, we now only need to worry about the operator.
Items 2. and 3. are trivial since we chose D1 = 0. For Item 1., we will prove:
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Lemma 6.19. For any x ∈ A⊗Cc(T ×R ×Z) ⊆ Aθ ⊗Lg, the operator
[[D 0
0 D2
] , [ 0 Tx
T ∗x 0
]]
extends to a bounded operator.
First, we observe that we only need to show the creation-part:
Lemma 6.20. Suppose D ∶ Dom(D) →N and D2 ∶ Dom(D2)→N2 are two self-adjoint, densely
defined unbounded operators on right-Hilbert C∗-modules N resp. N2 over some C∗-algebra C.
If T ∈ L(N2,N ) is such that Dom(DT )∩Dom(D2) is also dense, and if the operator DT +TD2
(or DT − TD2) extends to a bounded operator, then so does T ∗D +D2T ∗ (resp. DT − TD2).
Proof. Let S ∶= T ∗D ±D2T ∗ and R ∶= DT ± TD2, so that Dom(R) = Dom(DT ) ∩Dom(D2) is
dense by assumption. We claim that R∗ extends S.
Let ξ ∈ N be an element of Dom(S), that is ξ ∈ Dom(D) and T ∗ξ ∈ Dom(D2). In order for ξ
to be in Dom(R∗), we need that the map
N2 ⊇ Dom(R) ∋ ζ z→ ⟨Rζ ∣ ξ⟩NC ∈ C
is bounded. We compute for ζ ∈ Dom(R)
⟨Rζ ∣ ξ⟩NC = ⟨DTζ ∣ ξ⟩NC ± ⟨TD2ζ ∣ ξ⟩NC
= ⟨Tζ ∣Dξ⟩NC ± ⟨D2ζ ∣T ∗ξ⟩N2C
= ⟨ζ ∣T ∗Dξ⟩N2C ± ⟨ζ ∣D2T ∗ξ⟩N2C
= ⟨ζ ∣Sξ⟩N2C .
As Sξ is a fixed element of N2, the map ζ ↦ ⟨Rζ ∣ ξ⟩NC = ⟨ζ ∣Sξ⟩N2C is bounded. We have shown
Dom(S) ⊆ Dom(R∗) and also that for any ζ ∈ Dom(R) and ξ ∈ Dom(S),
⟨ζ ∣Sξ⟩N2C = ⟨Rζ ∣ ξ⟩NC = ⟨ζ ∣R∗ξ⟩N2C .
We know that this property uniquely defines R∗ξ since Dom(R) is dense, and hence R∗ξ = Sξ
on Dom(S). In other words, R∗ extends S.
We now only need to see that R∗ is defined everywhere (which then makes it a bounded
operator), so that S indeed has a bounded extension: let R be the assumed bounded extension
of R. Then for ξ ∈ N and ζ ∈ Dom(R), we have
∥⟨Rζ ∣ ξ⟩NC ∥ ≤ ∥Rζ∥ ⋅ ∥ξ∥ ≤ ∥R∥ ⋅ ∥ζ∥ ⋅ ∥ξ∥ .
Therefore, the map
Dom(R) ∋ ζ z→ ⟨Rζ ∣ ξ⟩NC ∈ C
is a bounded operator for any ξ ∈ N , which means N ⊆ Dom(R∗), so R∗ is defined everywhere.

Proof of Theorem 6.19. Since N1 = Aθ⊗ [Lg] is ungraded, we know that e ∈N2 = (L2⊕L2)⊗Aθ
is even if and only if x ⊗ e is even in Ng. Therefore Tx and its adjoint T ∗x are even operators,
and hence so is
[ 0 TxT ∗x 0 ] ∶ Ng ⊕N2 Ð→Ng ⊕N2.
(The off-diagonality has nothing to do with the parity at this point!) As D and D2 are odd
operators, so is
[D 00 D2 ] ∶ Ng ⊕N2 Ð→Ng ⊕N2.
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Thus, the graded commutator in Item 1. is the standard commutator. We therefore need to
show that
[ 0 DTx−TxD2D2T ∗x−T ∗xD 0 ] has a bounded extension.
By Lemma 6.20, it suffices to check that DTx − TxD2 has a bounded extension.
We compute for a spanning element ξ = (zl2 ⊗ δk2)⊗ V l3Uk3 of (L2)± ⊗Aθ:
D2ξ = (dL2,± ⊗ 1) (zl2 ⊗ δk2)⊗ V l3Uk3 = dL2,±(zl2 ⊗ δk2)⊗ V l3Uk3
= (δT ± iδZ)(zl2 ⊗ δk2)⊗ V l3Uk3 = 2π(l2 ± ik2)(zl2 ⊗ δk2)⊗ V l3Uk3
= 2π(l2 ± ik2)ξ.
In particular, if x ∈ Aθ ⊗ Lg, then Tx(D2ξ) = 2π(l2 ± ik2)Txξ. For a spanning element x =
V l1Uk1 ⊗Φ in A⊗Cc(T ×R ×Z) ⊆ Aθ ⊗Lg, we have
Txξ = (V l1Uk1 ⊗Φ)⊗B ((zl2 ⊗ δk2)⊗ V l3Uk3) .
In N ±g , Txξ corresponds to the function in Cc(T ×R ×Z) given by
χ
l2,l3
k2,k3
∶= χ ∶= λl1(k1+k2)Φ.LgV l1+l2U−(k1+k2) ⊗ V l3Uk3 ,
where .Lg is the right-action on Lg; see Equation 6.18. Similarly, Tx(D2ξ) corresponds to the
function
2π(l2 ± ik2)χ in N ±g .
With this notation, our claim is now that
(zl2 ⊗ δk2)⊗ V l3Uk3 = ξ z→ (DTx − TxD2)ξ = (D − 2π(l2 ± ik2))χl2,l3k2,k3
is a bounded operator for any fixed x = V l1Uk1 ⊗Φ. Note that factors of l1 or k1 and derivatives
of Φ are not what we need to worry about since those are fixed entities from the fixed element x;
this is also why the notation χl2,l3k2,k3 does not reflect the dependency on those entities. Instead,
we need to worry about l2, l3, k2, k3, which are the indices of ξ. Further, it suffices to consider
ξ ∈ (L2)+ ⊗Aθ even; the computation for odd ξ is identical by construction.
By Equation 5.13, the formula for χ is given by
χ([v], r, k) = Φ([v − (k1 + k2)θ], r + k1 + k2, k − k3 − k1 − k2)(6.21)
⋅ λ−l2(k1+k2)+l3(k3−k)e2πi(l1+l2+al3)ve2πil3((a−1)θ+b)r.(6.22)
To ease notation, let
f ∶= fk2,k3([v], r, k) ∶= ([v − (k1 + k2)θ], r + k1 + k2, k − k3 − k1 − k2)
and
ε ∶= εl2,l3k2,k3([v], r, k) ∶= λ−l2(k1+k2)+l3(k3−k)e2πi(l1+l2+al3)ve2πil3((a−1)θ+b)r,
so that
χ = Txξ = Tx ((zl2 ⊗ δk2)⊗ V l3Uk3) = εl2,l3k2,k3 ⋅ (Φ ○ fk2,k3).
With η = a(a−1)θ+b as before, we have
(Dχ)([v], r, k) = i (η ∂χ(⋅,⋅,k)
∂r
− ∂χ(⋅,⋅,k)
∂α
− 2πMrχ(⋅, ⋅, k)) ([v], r).
In the following, we will suppress writing (⋅, ⋅, k). As χ = ε ⋅ (Φ ○ f) with ε, f defined above, we
have
∂χ
∂r
=
∂ε
∂r
⋅ (Φ ○ f) + ε ⋅ ∂(Φ○f)
∂r
= ε ⋅ (2πil3((a − 1)θ + b)(Φ ○ f)+ ∂Φ∂r ○ f) = 2πil3((a − 1)θ + b)χ + ε ⋅ ∂Φ∂r ○ f
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and similarly
∂χ
∂α
= ε ⋅ (2πi(l1 + l2 + al3)(Φ ○ f) + ∂Φ∂α ○ f) = 2πi(l1 + l2 + al3)χ + ε ⋅ ∂Φ∂α ○ f.
Therefore,
DTxξ =Dχ = (−2πl3((a − 1)θ + b)η + 2π(l1 + l2 + al3) − 2πiMr) (χ)
+ iε ⋅ (η ∂Φ
∂r
− ∂Φ
∂α
) ○ f
= (2π(l1 + l2) − 2πiMr) (χ) + iε ⋅ (η ∂Φ∂r − ∂Φ∂α ) ○ f
Now, ε = εl2,l3k2,k3 is T-valued, f = fk2,k3 only translates the entries in T×R×Z, and Φ is a fixed
function with compact support, so its derivatives are bounded. Moreover, l1 is a fixed number,
and so we conclude all in all that
DTxξ = (2πl2 − 2πiMr) (χ) + (some bounded operator)(ξ).
In particular, to determine whether
ξ z→ (DTx − TxD2)ξ(6.23)
is bounded, we see from Tx(D2ξ) = 2π(l2 + ik2)χ that it suffices to check if
(zl2 ⊗ δk2)⊗ V l3Uk3 = ξ z→ (Mr + k2)Txξ
is bounded. Since Φ ∈ Cc(T ×R × Z) ⊆ Lg is compactly supported, we know that it vanishes for
r outside some ball in R; say, for r with ∣r − k1∣ > R ≥ 0 (again, k1 is a fixed number associated
to x, so this is legitimate). Recall that Txξ = ε ⋅ (Φ ○ f). As the R-coordinate function of f is
given by
fR([v], r, k) = r + k1 + k2,
we conclude that, if r is such that ∣r + k2∣ > R, then
(Txξ)(⋅, r, ⋅) = (ε ⋅ (Φ ○ f)) (⋅, r, ⋅) ≡ 0.
In other words, for any ([v], r, k) ∈ T ×R ×Z,
∣(r + k2) ⋅ Txξ([v], r, k)∣ ≤ R ⋅ ∣Txξ([v], r, k)∣,
so that
(zl2 ⊗ δk2)⊗ V l3Uk3 = ξ z→ − 2πi (Mr + k2)Txξ
is a bounded operator, as claimed. 
7. A homotopy of Dirac-Schro¨dinger operators
Let us first summarize the results of the previous section for the case g = τb, where τ = [ 1 10 1 ]
and b ∈ Z∖{0}, c.f. Lemma 6.4. In the following, we will replace the subscript-g by a subscript-b,
or drop it completely.
Synopsis 7.1. Let Lb be the finitely generated projective module over Aθ ⊗Aθ defined by the
Kronecker flows with θ and τb(θ) = θ+b for b ∈ Z∖{0}, [Lb] ∈ KK0(C,Aθ⊗Aθ) its class. Then the
cup-cap product (1Aθ⊗[Lb])⊗ˆA⊗3
θ
(∆θ⊗1Aθ) is represented by j[(Hb, idC(T)⊗d)]) ∈ KK0(Aθ,Aθ),
where (Hb, idC(T) ⊗ d) is the cycle for KKZ0 (C(T),C(T)) consisting of the following data.
● The module consists of two copies of C(T)⊗L2(R), evenly graded, and equipped with
its standard right C(T)-Hilbert module structure. The left action is ‘twisted’ by b, so
that the left action of f ∈ C(T) on C(T)⊗L2(R) is by multiplication by the continuous
periodic function
(7.2) fb([x], r) ∶= f ([x + br]) .
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● The action of the group Z is given by
(7.3) (l ⋅ φ)([x], r) = φ ([x − lθ] , r − l) , φ ∈ C(T)⊗L2(R).
● The operator in unbounded form is idC(T) ⊗ d where d is the following self-adjoint
operator on L2(R)⊕L2(R):
(7.4) d = [ 0 d−d+ 0 ] , d+ = 2πi ⋅Mr − ib ∂∂r
with r denoting multiplication by r.
7.1. KK0(C,C). The argument described below was explained by Lu¨ck and Rosenberg in [13].
For λ ∈ R, let
(7.5) dλ = [ 0 dλ,−dλ,+ 0 ] = [
0 λMr − ∂∂r
λMr + ∂∂r 0
] .
Lemma 7.6. Assume λ > 0. The spectrum of dλ is 2λZ, and dλ is orthogonally diagonalizable
with eigenspaces all of multiplicity 1. The kernel of dλ is spanned by the unit vector ψ0,λ ⊕ 0
where
(7.7) ψ0,λ(r) = ( λ√π)
1
2 ⋅ e−λr22 ,
and the Fredholm index of dλ is 1.
For each λ, let prλ be projection to the kernel of dλ. It is the integral operator on L
2(R)
with kernel
(7.8) kλ(r1, r2) ∶= ( λ√
π
) ⋅ e−λ⋅( r
2
1
+r2
2
2
)
.
Since the minimal nonzero eigenvalue of dλ has a distance ∣2λ∣ to the origin, we obtain the part
a) of the following
Lemma 7.9. With dλ as above and f(dλ) ∈ L(L2(R)⊕2) the operator obtained from f ∈ C0(R)
by functional calculus, we have
a) limλ→+∞ ∥f(dλ) − f(0) ⋅ prλ∥ = 0, and
b) f(dλ) ∈ K(L2(R)⊕2).
Further, if χ ∈ Cb(R) is a normalizing function, and ǫ is the (Borel measurable) sign function
on R,
ǫ(r) ∶= r∣r∣ ,
acting as a multiplication operator on L2(R), then
(7.10) χ(dλ)→ ǫ for λ→ +∞
in the strong operator topology.
The proof of the last claim is carried out in [13], p. 582-583.
We are going to construct a right Hilbert C([1,+∞])-module by specifying a continuous
family of Hilbert spaces, parameterized by [1,+∞].
Definition 7.11. Define a family {Hλ}λ = {H+λ ⊕ H−λ}λ∈[1,+∞] of Hilbert spaces by setting
H−λ ∶= L2(R) for all λ ∈ [1,+∞], and
H+λ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
L2(R) if 1 ≤ λ <∞,
L2(R)⊕C if λ =∞.
We let δ0 = (0,1) ∈H+∞ = L2(R)⊕C. Intuitively, δ0 is a Dirac-delta distribution at 0, which we
have added to L2(R), as a unit vector, orthogonal to L2(R). To endow this field with a structure
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of continuous field, we only need be concerned about the point ∞: We declare a section ξ of
the field {H+λ}λ∈[1,+∞] with value f + zδ0 at λ = +∞, f ∈ L2(R) and z ∈ C, to be continuous at
infinity if
(7.12) ∥ξ(λ) − (f + zψ0,λ)∥L2(R) → 0 as λ→ +∞,
where ψ0,λ ∈ L
2(R) is the normalized 0-eigenvector of dλ as defined in Equation (7.7).
Let E+ denote the right Hilbert C([1,+∞])-module of sections of this continuous field, and
E− the sections of the constant field {H−λ}λ∈[1,+∞] = {L2(R)}λ∈[1,+∞]. We let E ∶= E+ ⊕ E−.
Any element of E+ consists, first of all, of a continuous family of vectors ξλ in L2(R) to points
λ ∈ [1,+∞), for example
ξλ (r) ∶= ( λ√π)
1
2 ⋅ e−λr22 .(7.13)
If we assign ξ∞ ∶= δ0, then this particular family is deemed to be continuous at infinity and
hence an element of E+. Other families which are admitted are those asymptotic to the above
family and those which converge to a vector in L2(R) ⊕ {0} as λ approaches infinity. Finally,
we allow linear combinations of these types of families.
We now describe a continuous family of self-adjoint, grading-reversing operators
Fλ∶Hλ →Hλ
for λ ∈ [1,+∞]. For finite λ, set
Fλ ∶= χ(dλ), where dλ = [ 0 λMr − ∂∂r
λMr + ∂∂r 0
] as before.
This odd, self-adjoint operator has the form
Fλ = [ 0 G∗λGλ 0 ]
for suitable Gλ, and it has spectrum
0,±2λ,±3λ, . . .
The index of Fλ is, by the definitions, the difference of dimensions of the kernel of Gλ and its
cokernel (the kernel of G∗λ), and it is therefore 1. See also our discussion in Lemma 7.6.
At infinity, we have H∞ = (L2(R) ⊕ C) ⊕ L2(R) with the first summand L2(R) ⊕C graded
even and the second summand L2(R) graded odd. We let
G∞∶L2(R)⊕C→ L2(R)
be multiplication by the sign function ǫ on the summand L2(R), and zero on the C-summand.
Thus, the operator G∗
∞
∶L2(R) → L2(R) ⊕ C is multiplication by ǫ on L2(R), followed by the
inclusion into L2(R) ⊕ C by zero in the second summand. The operator F∞ will then be the
odd, self-adjoint operator on H∞ given by the matrix
F∞ ∶= [ 0 G∗∞G∞ 0 ] .
This is the correct choice in order to make (Fλ)λ a continuous family, i.e. an adjointable operator
on E , because of (7.10) in Lemma 7.9. Note that the operator L2(R)→ L2(R) of multiplication
by ǫ has no kernel. Since, however, G∞ kills the second summand C of L
2(R)⊕C, the operator
G∞ has a 1-dimensional kernel. The cokernel of G∞ is clearly trivial, and therefore G∞ (and
F∞) also has index 1.
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The family of operators {Fλ}λ∈[1,+∞] induces an odd, self-adjoint operator F on the sections E
of the field {Hλ}λ∈[1,+∞]. In other words, we have constructed a Z/2-graded Hilbert C([1,+∞])-
module E and an odd, self-adjoint operator F on E . Further, 1 − F 2 is compact: for finite
λ,
1 −F 2λ = (1 − χ2)(dλ)
is compact by part b) in Lemma 7.9. Furthermore, by a) of the same lemma, we have
∥(1 −F 2λ) − (1 − χ2)(0) ⋅ prλ∥ = ∥1 −F 2λ − prλ∥→ 0 for λ→∞.
As
1 −F 2
∞
= (0⊕ 1)⊕ 0 on (L2(R)⊕C)⊕L2(R),
we see that 1−F 21 is asymptotic to Θξ,ξ, the rank-one operator corresponding to the continuous
section described in Equation 7.13, so 1 −F 2 is compact as well.
This gives a homotopy of KK0(C,C)-cycles between (L2(R)⊕L2(R), dλ) for any finite λ on
the one hand, and the sum of the cycle (C⊕ 0,0) with the degenerate cycle
(L2(R)⊕L2(R), [ 0 ǫǫ 0 ])
on the other hand. (Here, both C⊕ 0 and L2(R)⊕L2(R) are Z/2-graded with their respective
first summand even and second odd, and ǫ is the sign function as before.) In particular, if
1 ≤ λ <∞, then the cycle (L2(R)⊕L2(R), dλ) represents the class [1C] ∈ KK0(C,C).
7.2. KK0(C(T),C). We are going to “jazz up” the above homotopy. On the same field of
Hilbert spaces, see Definition 7.11, define a representation νλ = ν
+
λ ⊕ ν−λ of C(T) as follows: Let
Mf denote the operator by pointwise multiplication by f ∈ C(T) as an operator on L2(R) where
we think of f as periodic function (later, we will also use Mf to denote the operator on C(T)).
Let
ν−
∞
(f) = ν±λ(f) = Mf for λ <∞
and
ν+
∞
(f) = Mf ⊕ f([0]) ∈ L(H+∞) = L(L2(R)⊕C).
In other words: f acts on all factors of L2(R) by multiplication by f , and on the exceptional
factor C by multiplication by the number ev0(f) ∶= f([0]). In this way, the field {Hλ}λ∈[1,+∞]
of Hilbert spaces has fibrewise a C(T)-module structure.
Lemma 7.14. The family of KK0(C(T),C)-cycles
{(νλ,Hλ, Fλ)}λ∈[1,+∞]
described above, is continuous and defines a homotopy between any of the cycles
(νλ,Hλ, Fλ) = (M,L2(R)⊕L2(R), Fλ)
for finite λ on the one hand, and the direct sum of the cycle
(C⊕ 0, ev0,0)
and a degenerate KK0(C(T),C)-cycle on the other hand. In particular, for any finite λ,
[(M,Hλ, Fλ)] = [ev0] ∈ KK0(C(T),C),
where ev0∶C(T) → C is the *-homomorphism of evaluation of functions at [0] ∈ T.
The main thing to check is that, if f is a smooth, periodic function on R, then the commutator[dλ,Mf ] is bounded in norm by ∥f ′∥ independently of λ. Then it follows that
lim
λ→+∞
∥[Fλ, f]∥ = 0,
see [5], Chapter 7, Lemma 7.6, or [13], p. 584-586. This proves continuity of the family at
infinity, i.e. F is an adjointable operator on the module of sections.
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Remark 7.15. Instead of choosing M in the definition of νλ, we could have chosen the represen-
tation of C(T) on L2(R) given by
(fφ)(r) = f([−r])φ(r).
If we let νλ denote the modified representation, then we get a result analogous to Lemma 7.14:
[(νλ,Hλ, Fλ)] = [ev0] ∈ KK0(C(T),C).
Remark 7.16. The operator dλ defined in Equation (7.5) and featuring centrally in the homotopy
constructed above, depends on a reference point in R chosen, namely 0, with respect to which
the coordinate function r on R is an odd function. More generally, for any t ∈ R and λ ∈ [1,+∞),
the operator
dtλ ∶= [ 0 λ(r − t) −
∂
∂r
λ(r − t) + ∂
∂r
0
]
behaves in an analogous manner to dλ, except the reference point has been changed. For instance,
the kernel of dtλ is spanned by the unit vector
ψt0,λ(r) = ( λ√π)
1
2 ⋅ e−λ(r−t)
2
2
and the corresponding cycle
(M,L2(R)⊕L2(R), dtλ)
for KK0(C(T),C) can be connected by a homotopy to the direct sum of a degenerate and the
evaluation homomorphism
evt∶C(T) → C, evt(f) = f([t]),
using precisely the same proof method as that sketched above, just that this time,
ν+
∞
(f) = Mf ⊕ f([t]) ∈ L(L2(R)⊕C).
This observation will be used in the next section.
7.3. KK0(C(T),C(T)). Lemma 7.14 misses our target slightly: the cycle (Hg, idC(T) ⊗ d) that
we are interested in determines a class in KKZ0(C(T),C(T)) (not in K-homology), and further
its left action is ‘twisted’ by b. But all of the relevant techniques have already been used in
proving the Lemma.
To hit our target exactly, let {Hλ ∶= C(T) ⊗ Hλ}λ∈[1,+∞] be the family of right Hilbert
C(T)-modules obtained by tensoring the field {Hλ}λ∈[1,+∞] of Hilbert spaces with C(T). The
resulting Hilbert C(T)-module H of sections contains a C(T)-linear closed submodule of rank
one generated by the unit vector 1⊗ δ0 spanning the kernel of idC(T)⊗F∞. Let {F˜λ}λ∈[1,+∞] be
the field of operators F˜λ ∶= idC(T)⊗Fλ. Similarly to νλ before, we define a field of representations
ρλ = ρ
+
λ ⊕ ρ−λ of C(T) on {Hλ}λ for an arbitrary but fixed b ∈ Z ∖ {0}: For f ∈ C(T), recall that
we defined fb ∈ C(T ×R) in Equation (7.2) by
fb([x], r) ∶= f ([x + br]) .
We define the operators
ρ−
∞
(f) = ρ±λ(f) = Mfb ∈ L(C(T)⊗L2(R)) for λ <∞,
and
ρ+
∞
(f) = Mfb ⊕Mf ∈ L(H+∞) = L((C(T)⊗L2(R))⊕C(T)).
In other words, we have a constant field of representations
C(T) → C(T ×R) ⊆ L (C(T)⊗Hλ) = L (Hλ)
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where the first map sends f ∈ C(T) to fb ∈ C(T ×R). And on the exceptional summand C(T)
in H∞ (replacing the former exceptional summand of C in H∞), we let f act by multiplication
by f itself.
Since
ev0(fb([x], ⋅)) = f([x]),
our work above implies the following, which we rephrase slightly in the language of Theorem
6.9.
Corollary 7.17. For b ∈ Z ∖ {0}, the cycle (Hb, idC(T) ⊗ d) in KK0(C(T),C(T)) of Synopsis
7.1 (after forgetting the Z-action), is homotopic to the sum of a degenerate and the identity
morphism 1C(T) in KK0(C(T),C(T)). That is, the forgetful map
KKZ(C(T),C(T)) → KK(C(T),C(T))
maps the class of (Hb, idC(T)⊗d) to the class [1C(T)]. In particular, [(Hb, idC(T)⊗d)] is invertible
in KKZ(C(T),C(T)).
It follows that the twisted class
(1Aθ ⊗ [Lb])⊗ˆAθ(∆θ ⊗ 1Aθ) ∈ KK0(Aθ,Aθ)
is invertible since it is the image under descent of the invertible class [(Hb, idC(T) ⊗ d)].
For the claim of invertibility of the pre-descent class, see [15]. The corollary in particular says
that the class in KK0(C(T),C(T)) which is obtained by forgetting the Z-action of the cycle(Hb, idC(T) ⊗ d), does not depend on b ∈ Z ∖ {0} which was used to define the twist in the cycle.
The b will appear with a more precise calculation of (1Aθ ⊗ [Lb])⊗ˆAθ(∆θ ⊗ 1Aθ) ∈ KK0(Aθ,Aθ),
which will require use of Z-equivariant Bott Periodicity.
8. Conclusion of the proof
As with most duality results, the proof will conclude with an application of Bott Periodicity,
which is what underlies the following result of Kasparov:
Recall Kasparov’s bivariant category RKKZ
∗
(R; ⋅ , ⋅ ). The objects are Z-C*-algebras and the
morphisms A→ B are the elements of the abelian group
RKKZ
∗
(R;A,B),
which is the quotient of the set of cycles (E , F ) for KKZ
∗
(C0(R)⊗A,C0(R)⊗B) for which the
left and right actions of C0(R) on the module E are equal. Such a cycle can be considered as a
family (Et, Ft)t∈R of KK∗(A,B)-cycles which is essentially equivariant in the sense that, for all
t ∈ R, any integer l maps Et to Et+l and
(8.1) (−l) ○ Ft+l ○ l − Ft
is a compact operator on Et.
Let
p∗R∶KKZ∗(A,B) → RKKZ∗(R;A,B)
be Kasparov’s inflation map, which (on cycles) associates to a cycle for KK∗(A,B) the corre-
sponding constant field of cycles over R. The inflation map converts analytic problems into
topological problems, as we shall see shortly in connection with our own problems.
The group KKZ(A,B) is rather difficult to describe, and usually requires analysis and ge-
ometry to do so. For instance, if A = C and B = C0(Z), then KKZ∗(A,B) is the K-theory of
the stable Higson corona of Z, while the group RKKZ
∗
(R;A,B) is naturally isomorphic to the
K-theory of R.
The following result follows from the Dirac-dual-Dirac method.
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Lemma 8.2 (see [7], Theorem 54). p∗
R
is an isomorphism for all A,B.
We will be setting A = B = C(T) in the following, and apply the inflation map to the class of
the equivariant cycle (Hb, idC(T) ⊗ d) of Lemma 6.4; recall that said cycle was built using
τb ∈ GL2(Z) ∖ {1} where τ = [ 1 10 1 ] and b ∈ Z ∖ {0}.
Definition 8.3. The b-twist τ̂b ∈ RKKZ0(R;C(T),C(T)) is the class of the bundle of *-homomorphisms
αt∶C(T) → C(T), αt(f)([x]) ∶= f([x + bt]),
where the action by Z on R is by translation and on C(T) is by irrational rotation.
Lemma 8.4. Let (Hb, idC(T) ⊗ d) be the cycle for KKZ0 (C(T),C(T)) of Synopsis 7.1. Then
p∗R([(Hb, idC(T) ⊗ d)] = τ̂b ∈ RKKZ0(R;C(T),C(T)).
Proof. As explained at the beginning of this section, p∗
R
([(Hb, idC(T)⊗d)] is the constant bundle
which consists, for each t ∈ R, of the cycle described in Synopsis 7.1.
First, we will modify the operator
d = [ 0 d−d+ 0 ] , d+ = 2πi ⋅Mr − ib ∂∂r ,
on L2(R)⊕L2(R) from Equation (7.4) by changing the reference point t = 0; we do this to turn
our family over R, which is essentially Z-equivariant in the sense of Equation (8.1), Z-equivariant
on the nose in order to then apply the Lu¨ck-Rosenberg technique. So consider a left translation
unitary Ut with t ∈ R. Then
Ut ○ d+ ○U−t = 2πi ⋅Mr−t − ib ∂∂r =∶ dt+,
and a similar statement holds for d− and hence for d. We should point out that Mr−t is multi-
plication by the function r ↦ r − t. We thus obtain a family of operators dt on L2(R)⊕L2(R),
all unitary conjugates and bounded perturbations of each other since
d − dt = d −Ut ○ d ○U−t = 2πi ⋅ t.
But as a family, it is equivariant with respect to the Z-action on C(T) ⊗ L2(R) defined in
Equation (7.3): for all t ∈ R and l ∈ Z, we have
l ○ dt ○ (−l) = dt+l.
We now tensor dt by the identity on C(T) to obtain a family
{(Hb, idC(T) ⊗ dt)}t
of cycles for KKZ0 (C(T),C(T)), in which only the operator is varying with t ∈ R while the
modules Hb stay constant. This describes a cycle that is a bounded perturbation of the constant
cycle which represents p∗
R
[(Hb, idC(T) ⊗ d)]. In particular,
p∗R ([(Hb, idC(T) ⊗ d)]) = [(Hb, idC(T) ⊗ dtλ)t∈R] ∈ RKKZ0 (R;C(T),C(T)) .
We now construct a homotopy (with parameter λ) a` la Lu¨ck-Rosenberg. For any fixed t ∈ R,
we rescale dt by replacing dt
+
by
dt
+,λ ∶= 2πi ⋅ λMr−t − ib ∂∂r for λ ∈ [1,+∞)
and similarly modify dt
−
to obtain a family of operators dtλ on L
2(R)⊕L2(R). When λ → +∞,
dtλ converges in a distributional sense to a Dirac point mass located at the point t ∈ R. This
homotopy can be carried out uniformly in t, and is Z-equivariant on the nose.
We, again, tensor all of this data with C(T) to obtain a family (in t, the parameter coming
from RKK, and in λ, our homotopy parameter) of KK0(C(T),C(T))-cycles. The right Hilbert
C(T)-modules in this family are all constantly equal to C(T) ⊗ (L2(R) ⊕ L2(R)). The left
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C(T)-module structure is also constant, and is given by the twisting representation (7.2), and
the family of operators is {idC(T) ⊗ dtλ}t∈R.
We can think of a cycle in KK0 (C(T),C(T)) as a continuous bundle over T of KK0(C(T),C)-
cycles; for example, the identity 1C(T) corresponds to the bundle of 1-dimensional Hilbert spaces
C, on which C(T) acts by point evaluations at the different points of T.
From this perspective, any of our cycles (Hb, idC(T) ⊗ dtλ) for fixed t ∈ R and λ ∈ [1,+∞) can
be thought of as the following bundle of KK0(C(T),C)-cycles over T: At [x] ∈ T, the Hilbert
space is L2(R)⊕L2(R) with the left, twisted action of f ∈ C(T) by the multiplication operator
Mf[x] , where
f[x](r) ∶= f([x + br]).
As we have already discussed in Lemma 7.14, the Lu¨ck–Rosenberg homotopy is compatible with
the action of periodic functions. Thus, for any fixed t ∈ R, the parameter λ exhibits a homotopy
between the KK0(C(T),C)-cycle just described on the one hand, and the direct sum of a
degenerate and of the cycle (C⊕0,0) with left C(T)-action by the evaluation ∗-homomorphism
evt∶C(T) → C,
at λ = +∞ on the other hand. We have thus proved that
[(Hb, idC(T) ⊗ dtλ)] = [evt] ∈ KKZ0(C(T),C(T))
and hence
p∗R ([(Hb, idC(T) ⊗ d)]) = [(Hb, idC(T) ⊗ dtλ)t∈R] = [(evt)t∈R] ∈ RKKZ0(R;C(T),C(T)).
Since
evt(f[x]) = f([x + bt]) = αt(f)([x]),
we see that
[(evt)t∈R] = [τ̂b],
which yields the result. 
We conclude by recalling that a small variant of Kasparov’s descent map is a natural map
(8.5) RKKZ
∗
(R;C(T),C(T)) RKK∗ (T;C(R ×Z T),C(R ×Z T))λZ
which is similar to the usual ‘descent,’ but contains a bimodule construction as well. It is routine
to compute. The proof that
(1Aθ ⊗ [Lb])⊗A⊗3
θ
(∆θ ⊗ 1Aθ) = [τb]
with τb = [ 1 b0 1 ], and hence the duality theorem, then follows from the following
Lemma 8.6. Kasparov’s map (8.5) for ∗ = 0, followed by the forgetful map, sends [τ̂b] to [τb],
the class of the homeomorphism of T ×Z R induced by the matrix τb. Further, if we identify
T ×Z R with T2 via
[[x], t] ϕz→ [x + tθ, t],
then
ϕ ○ τb ○ϕ−1 = τb,
and thus
ϕ∗(ϕ−1)∗µ([τ̂b]) = [τb] ∈ KK0(C(T2),C(T2)).
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Conjugating by the Dirac KK-equivalence between Aθ and C(T ×Z R) gives a commutative
diagram
KKZ0 (C(T),C(T)) KK0 (Aθ,Aθ)
[(Hb, idC(T) ⊗ d)] (1Aθ ⊗ [Lb])⊗A⊗3
θ
(∆θ ⊗ 1Aθ)
[τ̂b] [τb]
RKKZ0 (R;C(T),C(T)) KK0 (C(T ×Z R),C(T ×Z R))
Kasparov’s usual descent map j
p∗
R
≅ Dirac≅
forgetful ○ λZ
Since Dirac equivalence is SL2(Z)-equivariant, the Lemma implies that
j([(Hb, idC(T) ⊗ d)]) = [τb] ∈ KK0(Aθ,Aθ),
as required.
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