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Abstract
Determining a malfunctioning component in a processor network gives the motivation for
locating–dominating sets. It is shown that the smallest possible density of a locating–dominating
set in the king grid equals 1/5 and in the hexagonal mesh 1/3. Moreover, we discuss a natural
modification of locating–dominating sets.
© 2004 Elsevier Ltd. All rights reserved.
1. Introduction
Let G = (V , E) be a connected undirected graph. We denote by d(u, v) the (graphic)
distance between the vertices u and v, i.e., the number of edges in any shortest path from
u to v. The ball Br (v) of radius r centered at a vertex v consists of all the vertices within
distance r from v. If the graph is regular, we set B1 = |B1(v)|. A vertex u covers v (and
vice versa) if d(u, v) ≤ 1.
A subset C ⊆ V is called a code and its elements are codewords. For a code C and for
any v ∈ V , let us write
I (v) = B1(v) ∩ C.
This is called the I -set of v.
A code C is called a locating–dominating set if the sets I (v) are non-empty and
I (v) = I (u) for all v, u ∈ V \ C , v = u.
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Locating–dominating sets are studied, for example, in [6,1–5,7,8,11,14–18]; see also
the Web site [13].
As an illustration, consider the problem of finding a malfunctioning processor in a
processor network. The network is modeled by a graph G = (V , E) where V is the set
of processors and E is the set of bidirectional communication links between them. We
choose a subset C of processors. Each processor in C performs the following test. If a
processor, say c ∈ C , is itself malfunctioning, then it sends a 2 to a host, but if c is fine,
then it checks the processors in its neighborhood B1(c) \ {c} and sends a 1 if it detects a
faulty processor, and a 0 if everything is fine. Provided that C is a locating–dominating set
and there is at most one malfunctioning processor, the host can locate the faulty processor
in the system by looking at the transmitted signals.
The graphs considered here are the following four infinite grids:
• The square grid, where V = Z2 and two vertices are adjacent if their Euclidean distance
equals 1 (see Fig. 5(a)). Denote by Qn the set of vertices (i, j) ∈ Z2 with |i | ≤ n and
| j | ≤ n. Clearly, |Qn | = (2n + 1)2. The density of a code C ⊆ Z2 in the square is
defined to be
D(C) = lim sup
n→∞
|C ∩ Qn |
|Qn| .
• The king grid (see Fig. 4), where V = Z2 and two vertices are adjacent if their
Euclidean distance equals 1 or
√
2. The density of a code in the king grid is defined
exactly as in the square grid.
• The triangular grid (see Fig. 5(c)), where the vertex set is
V =
{
i(1, 0)+ j
(
1
2
,
√
3
2
)
| i, j ∈ Z
}
and two vertices are adjacent if their Euclidean distance is 1. We write
v(i, j) = i(1, 0)+ j
(
1
2
,
√
3
2
)
.
Denote by Tn the set of vertices v(i, j) with |i | ≤ n and | j | ≤ n. The density of a code
C in T is defined to be
D(C) = lim sup
n→∞
|C ∩ Tn|
|Tn| .
• The hexagonal mesh is defined as follows. The graphs H1 and H2 are shown in Fig. 1
and a graph Hn, n ≥ 3, is obtained by continuing the sequence of these two graphs
by adding another layer of hexagons around Hn−1. The graph Hn consists of 8n2 + 8n
vertices, H1 ⊆ H2 ⊆ H3 . . ., and the union of the graphs Hn, n ≥ 1, is the (infinite)
hexagonal mesh. We define the density of a code C in the hexagonal mesh as
D(C) = lim sup
n→∞
|C ∩ Hn|
|Hn| ,
where, with a slight abuse of notation, Hn also denotes the vertex set of the graph Hn.
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Fig. 1. The graphs H1 and H2. The origin is denoted by 0.
Of course, one would like to have a density as small as possible for the code, which
performs the test in a processor network. If a locating–dominating set has the smallest
possible density, it is called optimal.
The smallest possible density of a locating–dominating set equals 3/10 in the square
grid (see [18]) and 13/57 in the triangular grid (see [9]). In this paper, we show that the
smallest possible density of a locating–dominating set equals 1/5 in the king grid and
1/3 in the hexagonal mesh. Furthermore, in the last section, we generalize the concept of
locating–dominating sets in a natural way and give the corresponding optimal densities.
Consult [12] and the numerous references in [10] and the previously cited Web site for a
problem closely related to locating–dominating sets, where the code (an identifying code)
must satisfy I (u) = I (v) for all u, v ∈ V , u = v.
2. The king grid
In this section, we show that the smallest possible density of a locating–dominating set
in the (infinite) king grid equals 1/5.
Assume that C is a locating–dominating set in the king grid. For every codeword c ∈ C ,
we define (see [18]) the share of c as
s(c) =
∑
v∈B1(c)
1
|I (v)| .
A codeword c is called isolated if I (c) = {c}.
Example 1. We check that if c is a non-isolated codeword, then s(c) < 5. Label vertices
as in Fig. 2, and assume that c is the vertex c3. Because c is a non-isolated codeword, at
least one of its eight neighbours is also a codeword, and |I (c)| ≥ 2. Moreover, because C
is a locating–dominating set, there can be at most one non-codeword x ∈ B1(c) such that
|I (x)| = 1. Consequently,
s(c) ≤ 1 + 8 · 1
2
.
We show that the inequality is in fact always strict. By symmetry, we can assume that at
least one of the vertices b3 and b4 is a codeword. If b3 is a codeword, then {b3, c3} ⊆ I (b4)
and {b3, c3} ⊆ I (c4), and at least one of the sets I (b4) and I (c4) must contain more than
two codewords: if b4 is in the code, then |I (b4)| ≥ 3; if c4 is in the code, then |I (c4)| ≥ 3;
if neither b4 nor c4 belongs to C , then the fact that I (b4) = I (c4) implies that at least one
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Fig. 2. Four constellations.
of the sets I (b4) and I (c4) has more than two codewords. Similarly, if b4 is a codeword,
then we conclude that at least one of the sets I (b3) and I (c4) contains more than two
codewords. The fact that there is at least one I -set with cardinality at least three together
with what we already knew shows that s(c) < 5. 
Assume that c is an isolated codeword with s(c) > 5. Then s(c) > 1 + 8 · 12 , and
therefore c must have a non-codeword neighbor u such that I (u) = {c}.
If u is at Euclidean distance
√
2 from c, then (apart from rotation) the neighborhood
around c must be as in Constellation 1 (see Fig. 2), where c is the middle point c3 and
u = d4. Indeed, c itself does not have codeword neighbors, and the only codeword
neighbor of d4 is c, and because I (c4) = I (d4), the vertex b5 must be a codeword,
and similarly e2 must be a codeword. Because I (b4) = I (c4), we know that |I (b4)| ≥ 3,
and similarly |I (d2)| ≥ 3. But b4 and d2 must be the only points whose I -sets contain
at least three elements; otherwise s(c) ≤ 5. Consequently, a2, a3, b1, and c1 are all non-
codewords, and we see that there is only one way of completing the picture.
If u is at Euclidean distance 1 from c, then a similar reasoning shows that (again apart
from rotation) there are only three different possible neighborhoods for c and these are
shown as Constellations 2–4 in Fig. 2. In all of them c is the point c3, and u is the point
c4. Then b3 must be covered by another codeword, and hence at least one of the points
a2, a3, and a4 is in the code, and consequently at least one of the points b2, b3, and b4 is
covered by at least three codewords. By symmetry, at least one of the points d2, d3, and
d4 must be covered by at least three codewords. Again, there cannot be a third such point
in B1(c). Consequently, at most one of the points b1, c1, and d1 is a codeword. Because
I (c2) = I (c4), we know that hence exactly one of them is a codeword. The three cases
result in Constellations 2, 3, and 4.
We will return to these constellations in Lemma 2.
We next devise an averaging process for the shares of codewords. We express it in terms
of a voting scheme.
In Fig. 3 open circles denote non-codewords and black dots codewords, the x’s denote
vertices which can be either codewords or non-codewords. The points that may give votes
are denoted by circling them. The squared and doubly squared points are possible recipients
of votes. We apply the following rule:
The voting rule: Assume that c is a non-isolated codeword, and v is an isolated
codeword. If, using translations and rotations, a pattern in Fig. 3 can be transformed
so that c coincides with a circled codeword, and v coincides with a doubly squared
222 I. Honkala, T. Laihonen / European Journal of Combinatorics 27 (2006) 218–227
Fig. 3. The voting rule. Open circles denote non-codewords and black dots codewords; the x’s denote vertices
which can be either codewords or non-codewords. The points that may give votes are denoted by circling them.
The squared and doubly squared points are possible recipients of votes.
point, and the neighborhood around c is as in the resulting pattern, then c gives 1/6
vote to v. If this is not possible, but using rotations and translations a pattern in Fig. 3
can be transformed so that c coincides with a circled codeword, and v coincides with
a squared codeword, and the neighborhood around c is as in the resulting pattern,
then c gives 1/12 vote to v.
In Pattern 2 we must remember that only non-isolated codewords are allowed to
vote. Notice also that at most one of the squared points in Pattern 3 can be an isolated
codeword.
Lemma 1. Every non-isolated codeword c gives at most 5 − s(c) votes.
Proof. Assume first that none of the four neighbors of c at Euclidean distance 1 from c
are codewords. Then Pattern 1 does not fit. Without loss of generality, c is the point c3.
Isolated points do not give votes, so assume that at least one of the points b2, b4, d2, and
d4 is in the code. Consider five cases:
(i) Assume first that exactly one of the points b2, b4, d2, and d4—say b2—is in the
code. Then s(c) ≤ 29/6. Pattern 3 fits at most twice. If Pattern 2 does not fit, then
we are done, because the number of votes given by c is at most 2 · 1/12 ≤ 5 − 29/6.
However, Pattern 2 may fit, even in two ways. If the does fit and gives 1/6 vote to c6,
then e4 is a codeword and hence d3 or d4 is covered at least three times; if Pattern 2
fits and gives 1/6 vote to f 3, then, d5 is a codeword, and hence c4 or d4 is covered at
least three times. Anyway, we see that if Pattern 2 fits, then s(c) ≤ 28/6. If Pattern 2
fits twice, then a4, d1, d5, and e4 are all codewords, and hence s(c) ≤ 4. Since each
application of Pattern 2 gives at most 1/6 vote, we are done.
(ii) Assume then that exactly two of the points b2, b4, d2, and d4 are codewords, and
the codewords are diagonally opposite—say, the points b2 and d4. The s(c) ≤ 9/2.
Pattern 3 fits in at most four ways, and Pattern 2 does not fit, and therefore c gives at
most 1/3 vote.
(iii) Assume then that exactly two of the points b2, b4, d2, and d4 are codewords, but
they are not diagonally opposite—say, the two codewords are b2 and d2. Then
s(c) ≤ 14/3. Pattern 3 fits in at most four ways. If Pattern 2 does not fit, we are
done. If Pattern 2 does fit, then it may give 1/6 vote to c6. But then a4 and e4 must
be codewords, and s(c) ≤ 13/3.
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(iv) Assume then that exactly three of the points b2, b4, d2, and d4 are in the code. Then
s(c) ≤ 53/12. Now Pattern 2 does not fit, but Pattern 3 may fit in at most six ways,
and all in all c gives at most 1/2 vote.
(v) If, finally, b2, b4, d2, and d4 are all in the code, then s(c) ≤ 53/15. Pattern 2 does
not fit, and Pattern 3 fits at most eight times, and therefore all in all c gives at most
2/3 vote.
Assume that exactly one of the four neighbors of c at Euclidean distance 1 is a
codeword. Without loss of generality c is the point b2, and c2 is also in the code. There are
three cases: (i) If a1 and a3 are both in the code, then s(c) ≤ 15/4, and Pattern 1 fits at
most once, Pattern 2 does not fit, and Pattern 3 fits at most four times; all in all c gives at
most 2/3 vote. (ii) If exactly one of a1 and a3 is in the code, then s(c) ≤ 13/3, and Pattern
1 fits at most once, Pattern 2 does not fit, and Pattern 3 fits at most twice. (iii) If neither a1
nor a3 is in the code, then s(c) ≤ 9/2, Pattern 1 fits at most once, Pattern 2 fits at most
once, and Pattern 3 does not fit; all in all c gives at most 1/2 vote.
Assume that exactly two of the four neighbors of c at Euclidean distance 1 are
codewords. If they are on opposite sides of c, none of the three patterns fit; so assume
that their Euclidean distance is
√
2. Then s(c) ≤ 4. Pattern 2 does not fit, Pattern 3 fits in
at most two different ways, and likewise Pattern 1: all in all c gives at most 5/6 vote.
Assume that at least three of the four neighbors of c at Euclidean distance 1 are
codewords. Then s(c) ≤ 19/6. Now neither Pattern 2 nor Pattern 3 fits, and Pattern 1
fits in at most one way: hence c gives at most 1/3 vote. 
If c is an isolated codeword, and there exists an isolated codeword c′ such that its
Euclidean distance to c is 3 and the two other vertices in the line segment connecting c
and c′ are non-codewords that are covered by one codeword each, then we say that c is
special and c′ is the associate of c. Clearly, c cannot have more than one associate, and c′
is also special and c is the associate of c′.
Lemma 2. Assume that c is an isolated codeword with s(c) > 5 and that c gets fewer
than s(c) − 5 votes. Then c is special, and together c and its associate c′ get at least
s(c) + s(c′) − 10 votes.
Proof. Assume that c is an isolated codeword with s(c) > 5.
We first show that s(c) − 5 ≤ 1/6. Assume that c is the point c3. Then both b3 and
d3 (or both c2 and c4, a symmetrical case) are covered by at least two codewords. Then
at least one of the points a2, a3, and a4 is a codeword, and always at least one of the
points b2, b3, and b4 must be covered by at least three codewords. Similarly, at least one
of the points d2, d3, and d4 must be covered by at least three codewords. Consequently,
s(c) ≤ 31/6.
If c is as in Constellation 1, 3, or 4, it is clear that c gets at least 1/6 vote (using Patterns
1 and 3). Assume that c is as in Constellation 2. Then c gets at least 1/6 vote unless a6, b6,
d6, and e6 are all non-codewords. Because c5 must be covered, c6 is then a codeword. If at
least one of the vertices b7, c7, and d7 is a codeword, then c6 is a non-isolated codeword
and gives 1/6 vote to c; so assume that b7, c7, and d7 are all non-codewords. In particular,
we have shown that c is special and its associate c′ is the point c6. Because I (b5) = I (b6),
we know that a7 is a codeword. Similarly, e7 is a codeword. If c8 is a codeword,
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Fig. 4. Two optimal locating–dominating sets in the king grid. The black circles denote the codewords and the
open circles stand for the non-codewords. The dashed line shows a tile.
then s(c′) ≤ 5 − 1/6, and there is nothing to prove; so assume that c8 is not a codeword.
Because I (c5) = I (c7), at least one of the points b8 and d8 is a codeword. Anyway, c′
gets at least 1/6 vote, and s(c′) ≤ 5, so we are again done. 
Theorem 1. The smallest possible density of a locating–dominating set in the infinite king
grid is 1/5.
Proof. Fig. 4 gives two locating–dominating sets with density 1/5.
Assume therefore that C is any locating–dominating set in the king grid. If an isolated
codeword c gets k votes in all, we write m(c) = −k; if a non-isolated codeword c gives k
votes in all, we write m(c) = k. Then, by Lemmas 1 and 2, we get
5|C ∩ Qn | + |Qn+3 \ Qn| ≥
∑
c∈C∩Qn
(s(c) + m(c)), (1)
because there are at most |Qn+3 \ Qn| special codewords in Qn whose associates are not
in Qn . Furthermore,∑
c∈C∩Qn
s(c) ≥ |Qn−1|, (2)
because each vertex v ∈ Qn−1 with |I (v)| = i contributes 1/ i to s(c) for each of the i
codewords c ∈ B1(v). Finally,∑
c∈C∩Qn
m(c) ≥ −5|Qn+3 \ Qn |, (3)
because the votes between codewords in Qn cancel each other and 5|Qn+3 \ Qn | gives
a rough upper bound on the number of votes that the codewords in Qn can receive from
outside Qn . Combining (1), (2) and (3) we get
|C ∩ Qn |
|Qn | ≥
1
5
− 8(19n + 36)
5(2n + 1)2 ,
from which the lower bound on the density follows. 
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3. A modification
In this section, we discuss a natural modification of locating–dominating sets. As
explained in the introduction, a processor, say c ∈ C , performed its test dividing the ball
B1(c) into two parts, namely, {c} and B1(c) \ {c}.
Suppose we can use a different division of the ball, say B1(c) = A1(c) ∪ A2(c). A
processor of a code performs the test so that it checks the processors in A2(c) and sends to
the host a 2 if it found a malfunctioning processor there, and if it did not then it examines
A1(c) and transmits a 1 if there is a faulty processor in A1(c) and a 0 if not. Clearly, we
can assume that A1(c) ∩ A2(c) = ∅, and we do this from now on for all c ∈ C . Provided
that there is at most one malfunctioning processor, the host can find it if the code C ⊆ V
satisfies the following
Property A. The sets J (x) = {(c, i) | x ∈ Ai (c), c ∈ C, i ∈ {1, 2}} are non-empty and
J (x) = J (y) for x, y ∈ V , x = y.
How small can we make the density if we are allowed to choose the divisions of the
balls arbitrarily?
Theorem 2. The smallest possible density of a code satisfying Property A in the square
grid equals 2/7, in the king grid 2/11, in the triangular grid 2/9, and in the hexagonal
mesh 1/3.
Proof. We fix one of the four graphs and take accordingly Rn to be Qn , Tn , or Hn. Let
C ⊆ V and for all c ∈ C let B1(c) = A1(c)∪ A2(c) (the balls depend on the graph) where
A1(c) ∩ A2(c) = ∅. Suppose C satisfies Property A. Let us count in two ways the number
N of pairs (c, x) such that x ∈ A1(c) or x ∈ A2(c) where c ∈ C ∩ Rn and x ∈ Rn . We have
B1 · |C ∩ Rn | ≥ N ≥
∑
x∈Rn−1
|J (x)|.
Notice that each element in J (x), x ∈ Rn−1, gives a (new) sought pair because A1(c) and
A2(c) are disjoint for each c ∈ C . Observing that there can be at most 2|C ∩ Rn | vertices
x ∈ Rn−1 such that |J (x)| = 1 (for others |J (x)| ≥ 2), we obtain
B1 · |C ∩ Rn | ≥ 2|Rn−1| − 2|C ∩ Rn |
giving
|C ∩ Rn|
|Rn| ≥
2
B1 + 2 ·
|Rn−1|
|Rn | .
Since |Rn−1|/|Rn| tends to 1 as n grows, the density in the chosen graph can be bounded
below by 2/(B1 + 2).
Let us choose the codes as in Fig. 5 and the sets A1(c) and A2(c) accordingly as follows
(writing c = (i, j) in the first two cases and c = v(i, j) in the third):
(a) in the square grid
A1((i, j)) = (i, j) + {(−1, 0), (0, 0), (1, 0)} and
A2((i, j)) = (i, j) + {(0,−1), (0, 1)},
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Fig. 5. Black circles denote the codewords. Optimal constructions for (a) the square grid, (b) the king grid, (c) the
triangular grid, and (d) the hexagonal mesh.
(b) in the king grid,
A1((i, j)) = (i, j) + {(−1, 0), (0, 1), (1, 0), (0,−1)} and
A2((i, j)) = (i, j) + {(0, 0), (−1,−1), (−1, 1), (1, 1), (1,−1)},
(c) in the triangular grid,
A1(v(i, j)) = v(i, j) + {v(−1, 0), v(−1, 1), v(1, 0), v(1,−1)} and
A2(v(i, j)) = v(i, j) + {v(0, 0), v(0,−1), v(0, 1)},
(d) in the hexagonal mesh,
A1(c) = B1(c) \ {c} and A2(c) = {c} for all codewords c.
It is easy to check that Property A is satisfied and the lower bound 2/(B1 + 2) on the
density is achieved. 
Although Property A permits each codeword of C to have an individual division of its
ball, all the codewords of the optimal codes in Fig. 5 have the same division of the ball!
Observe that for the hexagonal mesh (the case (d) above) we divided the ball as in
the case of locating–dominating sets, so we get the following corollary. Apart from the
hexagonal mesh, the new division allows lower densities of codes than in the case of
locating–dominating sets.
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Corollary 1. In the hexagonal mesh the optimal density of a locating–dominating set
equals 1/3.
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