The microscopic low-frequency dynamics of glassy selenium is investigated by means of the concurrent use of neutron inelastic scattering and computer simulations. A separation of the dynamic response in terms of intra-and interchain processes is achieved from the analysis of the simulation results. The S(Q, E) dynamic structure factors are analyzed in terms of the frequency moments or from a model scattering law, and the wave-vector dependence of the relevant quantities is established. Finally, the anomalous behavior of the heat capacity at moderately low temperatures is shown to be originated by mostly interchain interactions.
I. INTRODUCTION
The interest in studies on the thermal and transport properties of glassy selenium stems from its technological importance in semi-or photoconducting devices, as well as for being one of the best-studied materials where the universal anomalies that characterize the glassy state have been studied in detail. However, the complicated atomic entanglements present in the liquid and glassy phases have precluded any microscopic analysis on the origin of the dynamic anomalies found by experimental means. 2 In this respect, some of the ideas advanced more than a decade ago by Lucovsky and others~on the origin of the different dynamical behavior in glassy and polycrystalline selenium remain to be assessed. This situation contrasts with the wealth of experimental data measured either in the hydrodynamic limit or using microscopic probes such as neutron scattering but actually analyzed in phenomenological or mesoscopic terms. 4 Although a number of studies regarding the detailed dynamics of model glassy solids at microscopic scales have appeared, 5 6 most of the published results concern computer (Lennard-Jones) glasses, which by their very nature lack any physical realization. On the other hand, an approach based upon the concurrent use of inelastic neutron scattering (INS), computer molecular-dynamics (MD) simulations for the glass and liquid phases, as well as lattice dynamics (LD) calculations for the polycrystalline reference state has been successfully employed for the assignment of the dynamic anomalies observed by INS (Ref. 7) and calorimetric meanss in real glasses composed by small molecular units. The comparison between experiment and computer simulations enables one on the one hand to assess the quality of the interparticle, e8'ective potential used in the calculation, and, on the other hand it provides access to magnitudes hardly amenable to experimental measurement. From comparison between the LD results calculated for a polycrystal with experimental and MD data, a correlation between the excitations characteristic of the harmonic solid and those observed in the glass phase can be established.
The aims of the present work are twofold. First, to illustrate how such an approach can be used to analyze the finite-frequency features in the S(Q, E) dynamic structure factor, and in particular to separate the lowfrequency contributions into those arising from individual chain (torsional) motions, and those originated from interchain interactions. Such a distinction is indispensable since a proper account of the very often complicated internal dynamics of the glass-forming entities appears as a prerequisite before a fundamental understanding on the universal origin of the low-frequency anomalies in glasses of widely varying chemical composition can be achieved.
On the other hand, and up to the authors' knowledge, 0163-1829/93/48(1) 
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S,(E,, r, ) = n(E)C, (Q) 4En, r, Fig. 2 , where it can be seen that such a relatively simple approximation gives an adequate account of the inelastic intensities for the specified range of frequencies. The most remarkable characteristics of the MD spectra for the referred range of wave vectors are the presence of a finite-frequency peak of relatively small intensity located at about 2 meV and the strong, broad background of excitations which extends up to about 20 meV. The experimental spectra were also analyzed on the same terms, and the relevant frequency and damping parameters will be discussed below.
III. R,ESU'LTS
A. Ceneralized Fig. 3(a) . Some systematic differences between the low-frequency tail of Phillips et al. and that calculated from the MD and present experimental results are noticeable. However, the relatively low-energy resolution of the present experiment as well as possible inaccuracies of the used potential at low frequencies hinder any more detailed comparison. The most remarkable feature that arises from such a decomposition of the Z(E) in terms of the c.m. and total functions lies in the close resemblance of the spectra calculated within the incoherent approximation from the c.m. component, with the inelastic feature observed in the experimental spectra measured in higher-resolution experiments as it is illustrated in Fig. 
3(a).
The shape of the total Z(E) function agrees in general terms with those derived from experimental means~t he presence of a double peak structure in the bondstretching contour being one of the most noticeable differences. It is difBcult to perform a quantitative comparison between experiment and calculation since resolution effects at these relatively large energy transfers become important in time-of-flight spectroscopy. In any case, it is worth noting that both experiment and calculation show approximately the same width for this spectral band. The maximum of the higher energy peak on the other hand matches the position of that reported by Gompf. ii
To provide an indication of the contributions arising from difFerent atomic motions to the total amplitude entering the Debye-Wailer factor, the integral over Z(E) (see below) was evaluated using as upper limits the value of 6 meV which bounds all the acoustic and the lower lying optic modes, 10 meV which is the boundary of the first prominent band, and 18 meV which marks the gap edge. Fig. 3(b) , both the total Z(E) and the c.m. function give rise to C(T)/Ts curves, showing a well-defined maximum at a temperature which is in agreement with the experimental values. is A noticeable excess is clearly seen in Fig. 3(b) with respect to the experimental value, which may be a consequence of the inability of the model potential to deal with very lowfrequency excitations. On the other hand, and as can easily be seen from the graph, the c.m. contribution to the total C(T) becomes the relevant one at temperatures below 10 K. If such an identification is carried out, a value not far from the one reported in Refs. 4 and 20, = 0.025 A for T = 100 K which corresponds to an estimation from the experimental spectra, is found. Further support for this interpretation comes from the fact that h, h(Q) approaches unity at low Q, contrary to the total function which is bounded below unity for all of the explored Q range. As can also be seen from the graph, the presence of a double peak structure in the total h(Q) function is also borne out from the experimental measurement where, on the other hand, it shows a more marked character, and further comments regarding this topic are deferred to the discussion section.
The value calculated for the mean atomic displacement can also be compared with that calculated from integration of the simulated Z(E) density of states since 2. Einite The crystal data show a strikingly smooth behavior up to 1 A i. In the long-wavelength limit, the straight line depicting the cLiQ hydrodynamic sound and~( Q) for the polycrystal basically coincide up to wave vectors about Q = 0.3 A, something which allows the identification of such a peak in the polycrystalline spectra as arising from soundwave excitations. The phase and group velocity dispersions, also shown in the graph, give additional support to the assignment of such a peak. A maximum of the phase velocity dispersion is clearly seen in the glass (i.e. , "positive dispersion" in hydrodynamical terms) whereas the crystal data linearly extrapolates to the hydrodynamic limit. The presence of such maxima in the curve corresponding to the glass can be easily explained if the increasing weight of the opticlike modes as the wave vector is increased towards Q&/2 is accounted for. It is also interesting to note the difference between the momentum-transfer value corresponding to zero group velocity in the polycrystal and glass which, in the first case, coincides with the zone boundary, and may serve to indicate the existence of a pseudozone boundary in the glass in a dynamical sense.
On the other hand, the cu (Q) curve corresponding to the MD data shows, for momentum transfers above Q = 0.49 A, excitation energies high above those corresponding to the hydrodynamic limit and at Q = 1 A.
is shifted towards frequencies which are far higher than what could, in principle, be expected, since both real and simulated glasses behave elastically as softer bodies than the crystal.
However, from an inspection of the graph showing the phase velocities for both states, it is clear that, although both curves approach the hydrodynamic limit correctly, the presence of optic-like excitations in the glass at low-Q values is far more important than in its crystalline correlate.
In order to describe the wave-vector-dependent Our aim here is to provide a comparison between the frequency moments of the S,h(Q, E) dynamic structure factor associated with the single-chain dynamic response and those calculated from the total atom-atom function. Such a comparison is shown in Fig. 8 , where it can be seen how the square root of the p, z(Q) reduced second frequency moments for the polycrystal approach the correct hydro- Same symbols are used. The crystal data are approximated by a straight line which leads to a value close to the hydrodynamic limit. The glass data are joined by a smooth curve which is drawn as a guide to the eye. close value of the p2(Q) energies with that corresponding to the peak maxima of the low-frequency feature found in the glass spectra using higher-energy resolution. 4 Fig. 9 , as well as with the frequency a~(Q) which corresponds to the maxirnum of the J~(Q, E) autocorrelation calculated from the fitted functions. As can be seen from the graph, the frequencies of the two oscillator functions are a relatively well-separated exception made of the region of momentum transfers located about Q". On the other hand, due to both statistical inaccuracies and ill conditioning of the fitting problem, no consistent dependence with the wave vectors was found for Ei, I'&, The data point at Q = 1.5 A represents a particularly difFicult case since the frequencies of the two oscillators become rather close.
A remarkable dependence with the wave vectors was also found for the damping terms as exemplified in Fig.   9 . Nearly a quadratic dependence with momentumtransfers was found for Q values up to about 1 A. regarding the damping term characteristic of the broad inelastic response. A deep minimum was also found for both the damping and the u2 bare frequency, and beyond such momentum transfer the dominant contribution to E2 comes from the damping terms. The parabolic dependence of the damping terms at low wave vectors as well as the presence of a well-defined maximum was also noticed in the analysis of the spectral response of another glass,~'~4 although no consistent explanation for this behaviour seems to be presently available.~5
The difficulty in analyzing the damping coefficients lies in the fact that a substantial part of the broadening does not arise from finite-lifetime effects (i.e., "homogeneous broadening" ) but has its origin on the continuum of frequencies brought about by the topological disorder of the glass (i.e. , "inhomogeneous broadening" ). Up 
