Introduction {#Sec1}
============

Studying quantum multiparameter estimation has recently been of significant interest^[@CR1]--[@CR14]^. While quantum resources allow for surpassing measurement limits set by classical physics^[@CR15]--[@CR17]^, it is important to consider fundamental measurement limits set by quantum mechanics. Although quantum estimation of a single parameter captures many scenarios^[@CR18]^, the practically more relevant problem of estimating multiple parameters simultaneously has started drawing more attention, mainly because unlike in quantum single-parameter estimation case, quantum measurements required to attain multiparameter bounds do not necessarily commute^[@CR5],[@CR19]--[@CR21]^.

Multiparameter estimation using a pure (i.e. noiseless) probe state under unitary (i.e. noiseless) evolution has been studied, e.g. in ref.^[@CR5]^. This work, like most in the literature, used symmetric logarithmic derivatives (SLDs), as used by Helstrom^[@CR19]^, to define the quantum Fisher information matrix (QFIM)^[@CR22]^. Then, the estimation error covariance (that is the multiparameter counterpart to the mean-squared estimation error in single parameter estimation) is lower-bounded by the inverse of the QFIM and the bound is called a quantum Cramér-Rao bound (QCRB)^[@CR23]^. Such a QFIM for a probe with multiple particles under unitary evolution via one particle Hamiltonians^[@CR5],[@CR23],[@CR24]^ was shown to depend only on the one- and two-particle reduced density operators^[@CR24]^ of the probe state. However, when the initial probe state is mixed (i.e. noisy) but the quantum channel is unitary, even for single parameter estimation, only an upper bound to such an SLD-based QFIM (and therefore, a lower bound to the corresponding QCRB) can be explicitly established in general^[@CR25],[@CR26]^. Although noiseless quantum parameter estimation has been studied extensively and is well understood, it is important to study and better understand fundamental quantum estimation limits in more practical noisy situations^[@CR2],[@CR22],[@CR26]--[@CR50]^.

In this article, we present a multiparameter QCRB for a noisy initial state evolving unitarily, based on anti-symmetric logarithmic derivatives (ALDs)^[@CR51],[@CR52]^, that lend a convenient way to study noisy quantum metrology. Moreover, we use a similar ALD-approach to present an upper bound to the QFIM (like in refs ^[@CR22],[@CR26]^) for the case of impure initial states under arbitrary evolution. That is, we consider a noisy quantum channel and a mixed intial probe state and define a quantum lower bound for the estimation error covariance in this general-most case. Such bounds for an *N*-particle probe state depend on the one- and two-particle reduced density operators only, similar to the case of pure state evolving unitarily in ref. ^[@CR5]^. We also provide conditions and accordingly measurements that allow to attain these bounds.

Our results here are fundamentally profound because of several reasons. Firstly, the tight bounds presented here are explicitly computable (e.g. in terms of the Kraus operators of a noisy channel), without any knowledge of the eigenvalues and the eigenvectors of the evolved probe state^[@CR20],[@CR27]^ and are not known to be possible for these most general noisy cases using the conventional SLD-approach. A similar bound with SLDs was obtained for single parameter estimation earlier^[@CR26],[@CR31],[@CR53]^, but it was not considered tight being an upper bound to the SLD QFI, and accordingly a tighter bound, linear in the number *N* of resources was considered. Secondly, our bounds are such that the quantum enhancement to the estimation precision is provided by the two-particle reduced density matrices of the probe state and the attainability of the quantum enhancement is determined solely by the one-particle reduced density matrices of the probe state, when the channel is characterized by one-particle evolution operators, even in the presence of noise, similar to the noiseless case from ref. ^[@CR5]^. Thirdly, the results here suggest that the Heisenberg scaling of 1/*N* in the estimation precision, with *N* number of resources, is achievable even in the presence of noise. Moreover, some noise in the quantum channel or the initial probe state can act as a feature rather than a bug, since we see that there are situations when it is not possible to attain the Heisenberg limit in the absence of noise in the channel or the initial state, but it is possible in the presence of noise in the channel or the initial state. However, too much noise in the initial state or the channel harms the quantum advantage achievable with *N* parallel resources.

Furthermore, we show that the Heisenberg precision limit can be beaten with noise in the quantum channel. The best achievable precision limit for non-unitary channel is then determined by two-particle reduced density operators of the evolved probe state being maximally entangled and one-particle reduced density operators being maximally mixed, and corresponds to a precision scaling of 1/*N*^2^, attained with one-particle evolution operators for the channel. Further, using *γ*-particle (instead of one-particle) evolution operators for a noisy channel, where *γ* \> 1, the best precision scaling achievable is 1/*N*^2*γ*^, that is otherwise known as achievable with 2*γ*-particle evolution operators of a noiseless channel.

Before we proceed, it is important to explicitly point out why the non-standard ALD-approach instead of the standard SLD-approach is adopted in this paper. The way we choose the ALDs in this article, it turns out that the ALD-based QFIM is an upper bound to the standard SLD-based QFIM for the multiparameter noiseless channel case. As already pointed out, such an upper bound to the SLD QFIM for single parameter estimation has been obtained earlier, but it was not considered a tight bound, since beating the SLD QFIM would mean that the Heisenberg limit would be beaten. However, we show here that such an upper bound to the SLD QFIM can be tight too, but the use of ALD-approach indicates that the Heisenberg limit is not beaten for the noiseless channel case. Thus, the QFIM obtained here for the noiseless channel case cannot be obtained using the SLD-approach and the corresponding equivalent bound obtained using SLDs would seem to beat the Heisenberg limit. Moreover, for the multiparameter noisy channel case, the upper bound to the ALD QFIM here cannot be obtained using SLDs, since it would be an upper bound to the aforementioned upper bound to the SLD QFIM, which, therefore, for single parameter estimation^[@CR26]^ was considered even looser. We show that such an upper bound to the ALD QFIM can also be tight, implying that the Heisenberg limit can be beaten. It is unlikely that there exists some other logarithmic derivative for which the QFIM would be the upper bound to the ALD QFIM, suggesting that the Heisenberg limit is still not beaten.

Multiparameter Quantum Cramér-Rao Bound {#Sec2}
=======================================

An experiment for estimation of some unknown parameters corresponding to a quantum process involves three stages. First, a probe state is prepared in an initial state, comprising *N* number of resources, and evolves under the action of the quantum process. The second stage involves choosing a suitable measurement, applied to the evolved probe state. The final step involves associating, through an estimator, each experimental result with an estimation of the parameters^[@CR26]^. The Heisenberg limit to the estimation precision is then the precision scaling of 1/*N*.
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Then, the estimation error covariance is$$\documentclass[12pt]{minimal}
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Then, for unbiased estimators, the above covariance satisfies the Cramér-Rao inequality:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\nu V\,[\mathop{{\boldsymbol{\theta }}}\limits^{ \sim }(m)]\ge {[{J}_{C}({\boldsymbol{\theta }})]}^{-1},$$\end{document}$$where *ν* is the number of times the overall experiment is repeated and *J*~*C*~(***θ***) is the classical Fisher Information Matrix (FIM), given by$$\documentclass[12pt]{minimal}
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Further, the maximisation of the FIM over all possible POVMs yields the quantum Fisher Information Matrix (QFIM), *J*~*Q*~(***θ***), which is determined from^[@CR51],[@CR52]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{L}}_{k}$$\end{document}$ is an operator. The QFIM *J*~*Q*~(***θ***) is then^[@CR51]^:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$${\hat{L}}_{k}$$\end{document}$ was taken to be Hermitian by Helstrom^[@CR19]^, in which case it is called the symmetric logarithmic derivative (SLD). In general, $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{L}}_{k}$$\end{document}$ is anti-Hermitian, such that $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{L}}_{k}^{\dagger }=-\,{\hat{L}}_{k}$$\end{document}$^[@CR51],[@CR52]^, in which case it is called the anti-symmetric logarithmic derivative (ALD). Thus, ([6](#Equ6){ref-type=""}) defines a certain family of logarithmic derivatives, satisfying $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{Tr}}\,[\hat{\rho }({\boldsymbol{\theta }}){\hat{L}}_{k}]=0$$\end{document}$, such that a Hermitian $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{L}}_{k}$$\end{document}$ is an SLD and an anti-Hermitian $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{L}}_{k}$$\end{document}$ is an ALD^[@CR52]^. Although ref. ^[@CR51]^ considered a different (Bayesian waveform-) estimation problem, ([7](#Equ7){ref-type=""}) can be similarly proven here. See Methods section.

Although the classical Cramér-Rao bound (i.e. the first inequality in ([7](#Equ7){ref-type=""})) can always be saturated, e.g. by a maximum likelihood estimator^[@CR54]^, the QCRB (i.e. the second inequality in ([7](#Equ7){ref-type=""})) for SLDs are not known to be attainable in general. We claim that an ALD-based QCRB of the form ([7](#Equ7){ref-type=""}) can be saturated (i.e. attained), when the QFIM is not rank deficient and the expectation of the commutator of every pair of the ALDs vanishes, similar to the case of SLD-based QCRB^[@CR5],[@CR55],[@CR56]^:$$\documentclass[12pt]{minimal}
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See Methods section. The above condition is trivially true for single parameter estimation. Then, the set of POVMs of cardinality *q* + 2, comprising the following *q* + 1 elements,$$\documentclass[12pt]{minimal}
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The QFIM for One-Particle Hamiltonians {#Sec3}
======================================

Let us now consider that the unitary evolution is $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{\rho }$$\end{document}$ comprises *N* particles evolving under the one-particle Hamiltonian $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{h}}^{[n]}={\sum }_{k=1}^{q}\,{\theta }_{k}{\hat{h}}_{k}^{[n]}$$\end{document}$ for *n* = 1, ..., *N*, such that^[@CR5]^:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hat{H}({\boldsymbol{\theta }})=\sum _{n=1}^{N}\,{\hat{h}}^{[n]}=\sum _{k=1}^{q}\,{\theta }_{k}\,\sum _{n=1}^{N}\,{\hat{h}}_{k}^{[n]}\equiv \sum _{k=1}^{q}\,{\theta }_{k}{\hat{H}}_{k}.$$\end{document}$$
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Then, we have$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{{\rm{\partial }}}{{\rm{\partial }}{\theta }_{k}}\hat{\rho }({\boldsymbol{\theta }})=\frac{{\rm{\partial }}}{{\rm{\partial }}{\theta }_{k}}(\hat{U}({\boldsymbol{\theta }})\hat{\rho }{\hat{U}}^{\dagger }({\boldsymbol{\theta }}))=-\,i\,[{\hat{M}}_{k}({\boldsymbol{\theta }}),\hat{\rho }({\boldsymbol{\theta }})],$$\end{document}$$where$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{M}}_{k}({\boldsymbol{\theta }})=i\frac{\partial \hat{U}({\boldsymbol{\theta }})}{\partial {\theta }_{k}}{\hat{U}}^{\dagger }({\boldsymbol{\theta }})=\hat{U}({\boldsymbol{\theta }}){\hat{A}}_{k}({\boldsymbol{\theta }}){\hat{U}}^{\dagger }({\boldsymbol{\theta }}),$$\end{document}$$with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{A}}_{k}({\boldsymbol{\theta }})={\int }_{0}^{1}\,d\alpha {e}^{i\alpha \hat{H}({\boldsymbol{\theta }})}{\hat{H}}_{k}{e}^{-i\alpha \hat{H}({\boldsymbol{\theta }})}$$\end{document}$. We choose the operator $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{L}}_{k}$$\end{document}$ as the anti-Hermitian, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{L}}_{k}=-\,2i{\rm{\Delta }}{\hat{M}}_{k}$$\end{document}$, where$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\rm{\Delta }}{\hat{M}}_{k}\equiv {\hat{M}}_{k}({\boldsymbol{\theta }})-{\rm{T}}{\rm{r}}\,({\hat{M}}_{k}({\boldsymbol{\theta }})\hat{\rho }({\boldsymbol{\theta }})).$$\end{document}$$

The QFIM from ([6](#Equ6){ref-type=""}) then takes the form:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{\rho }}^{[2]}$$\end{document}$ are maximally mixed, the Heisenberg scaling is lost, i.e. too much quantum correlations harm the quantum advantage with *N* parallel resources^[@CR5],[@CR58]^. Thus, any quantum enhancement to the estimation precision is provided by the two-particle reduced density matrices of the probe state.
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Estimating a Magnetic Field in Three Dimensions {#Sec4}
===============================================

Now consider the task of estimating the components of a magnetic field in three dimensions simultaneously using two-level systems. The Hamilton operator for this system is given by $\documentclass[12pt]{minimal}
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                \begin{document}$$\{{\hat{\sigma }}_{k}\}$$\end{document}$ are the unnormalized Pauli operators, and *θ*~*k*~ = *μB*~*k*~/2^[@CR5]^.

Start with a Greenberger-Horne-Zeilinger (GHZ) type pure state $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{\rho }}^{N}$$\end{document}$, obtained from the above pure state in the presence of local dephasing, described using two single-particle Kraus operators^[@CR24]^,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$${\hat{E}}_{1}$$\end{document}$ need not be local dephasing operators), can be non-zero. This implies that it is possible to achieve the Heisenberg scaling with the presence of noise in the initial probe state, even when such a scaling cannot be achieved in the absence of noise in the initial state. This is because mixed separable states can be as nonclassical as entangled pure states^[@CR60]^. Thus, noise in the initial probe state can act as a feature rather than a bug in attaining the Heisenberg limit. Note though that it is unlikely for all the terms $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{Tr}}\,[{\hat{b}}_{j}{\hat{b}}_{k}]$$\end{document}$ to be zero, since that would mean that the QFIM *J*~*Q*~ is zero for the pure state case from ref. ^[@CR5]^. However, even when some or all of the terms $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{Tr}}\,[{\hat{f}}_{j}{\hat{f}}_{k}]$$\end{document}$ to be such that the QFIM *J*~*Q*~ for the mixed state case considered here is larger than that for the pure state case from ref. ^[@CR5]^. This is because mixed entangled states can be more nonclassical than pure entangled states^[@CR60]^. Thus, noise in the initial probe state can allow for better estimation precision than the case of no noise in the initial state.

Although noise is known to reduce quantum correlations in a system in most cases^[@CR24],[@CR61]^, noise can also introduce or increase quantum correlations in a system^[@CR62]--[@CR65]^. For example, local dephasing considered in this section is a local unital noise^[@CR64]^, that mostly decreases quantum correlations. Instead, if local non-unital noise, such as local dissipation^[@CR65]^ as represented by the following single-particle Kraus operators^[@CR24]^, is used to obtain the initial mixed probe state from a classically correlated separable state, the mixed state so obtained can have quantum correlations, that may be activated into entanglement, allowing for better estimation precision^[@CR66]--[@CR69]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{E}}_{0}=[\begin{array}{cc}1 & 0\\ 0 & \sqrt{1-{e}^{-2\kappa }}\end{array}],\,{\hat{E}}_{1}=[\begin{array}{cc}0 & {e}^{-\kappa }\\ 0 & 0\end{array}],$$\end{document}$$where *κ* is a constant causing amplitude damping. This is why ancilla-assisted schemes of ref.^[@CR31]^ yielded scaling better than that without ancillas for amplitude damping.
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                \begin{document}$${\sum }_{t=1}^{3}\,({\sum }_{r=0}^{1}\,{\hat{E}}_{r}{\hat{\sigma }}_{t}{\hat{E}}_{r}\otimes {\sum }_{s=0}^{1}\,{\hat{E}}_{s}{\hat{\sigma }}_{t}{\hat{E}}_{s})$$\end{document}$ would be zero in ([23](#Equ23){ref-type=""}), such that the best scaling achievable is $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\sqrt{N}$$\end{document}$. Thus, unlike the conventional wisdom that any amount of noise is harmful, we see that some amount of noise in the initial probe state can be useful and provides a quantum advantage through its quantum correlations, but a lot of noise is harmful because of too much quantum correlations in the state.

Noisy Quantum Channel {#Sec5}
=====================

We consider a general noisy quantum channel that allows the state $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})$$\end{document}$ be the Kraus operators that describe the dynamical evolution of the system. The state of the system after the evolution is^[@CR22],[@CR26]^$$\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{\rho }({\boldsymbol{\theta }})=\sum _{l}\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})\hat{\rho }{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }}),$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{U}}_{SB}({\boldsymbol{\theta }})$$\end{document}$ in a bigger space, comprising the system *S* and some vacuum state ancillary bath *B*. The evolved state in *S* + *B* space is given by$$\documentclass[12pt]{minimal}
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Then, following from ([13](#Equ13){ref-type=""}), ([14](#Equ14){ref-type=""}), ([15](#Equ15){ref-type=""}) for the noiseless *S* + *B* space, we get$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{c}\frac{{\rm{\partial }}}{{\rm{\partial }}{\theta }_{k}}{\hat{\rho }}_{SB}({\boldsymbol{\theta }})=-\,i[{\hat{M}}_{k}({\boldsymbol{\theta }}),{\hat{\rho }}_{SB}({\boldsymbol{\theta }})]=\frac{1}{2}\,({\hat{L}}_{k}{\hat{\rho }}_{SB}({\boldsymbol{\theta }})+{\hat{\rho }}_{SB}({\boldsymbol{\theta }}){\hat{L}}_{k}^{\dagger }),\end{array}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{M}}_{k}({\boldsymbol{\theta }})\equiv i\frac{\partial {\hat{U}}_{SB}({\boldsymbol{\theta }})}{\partial {\theta }_{k}}{\hat{U}}_{SB}^{\dagger }({\boldsymbol{\theta }})$$\end{document}$, and $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }}{\hat{M}}_{k}\equiv {\hat{M}}_{k}({\boldsymbol{\theta }})-{\rm{Tr}}\,({\hat{M}}_{k}({\boldsymbol{\theta }}){\hat{\rho }}_{SB}({\boldsymbol{\theta }}))$$\end{document}$. Then, the QFIM from ([6](#Equ6){ref-type=""}) for $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{\rho }}_{SB}({\boldsymbol{\theta }})$$\end{document}$ takes the form:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{ccc}{J}_{Q}^{jk} & = & 4{\rm{R}}{\rm{e}}\,[{\rm{T}}{\rm{r}}\,({\hat{H}}_{1}^{jk}({\boldsymbol{\theta }})\,(\hat{\rho }\otimes |0\rangle \langle 0|))\,-\,{\rm{T}}{\rm{r}}\,({\hat{H}}_{2}^{j}({\boldsymbol{\theta }})\,(\hat{\rho }\otimes |0\rangle \langle 0|))\,{\rm{T}}{\rm{r}}\,({\hat{H}}_{2}^{k}({\boldsymbol{\theta }})\,(\hat{\rho }\otimes |0\rangle \langle 0|))],\end{array}$$\end{document}$$where$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}{\hat{H}}_{1}^{jk}({\boldsymbol{\theta }}) & = & \frac{\partial {\hat{U}}_{SB}^{\dagger }({\boldsymbol{\theta }})}{\partial {\theta }_{j}}\frac{\partial {\hat{U}}_{SB}({\boldsymbol{\theta }})}{\partial {\theta }_{k}},\\ {\hat{H}}_{2}^{k}({\boldsymbol{\theta }}) & = & i\frac{\partial {\hat{U}}_{SB}^{\dagger }({\boldsymbol{\theta }})}{\partial {\theta }_{k}}{\hat{U}}_{SB}({\boldsymbol{\theta }}).\end{array}$$\end{document}$$

However, when only the system *S* is monitored but the bath *B* is not monitored, we recover ([27](#Equ27){ref-type=""}) from ([28](#Equ28){ref-type=""}) by taking a partial trace with respect to *B*: $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{Tr}}}_{B}\,({\hat{\rho }}_{SB}({\boldsymbol{\theta }}))=\hat{\rho }({\boldsymbol{\theta }})$$\end{document}$. Then, if we trace out the bath *B* before having the traces in ([30](#Equ30){ref-type=""}), we obtain an upper bound (like those obtained in refs ^[@CR22],[@CR26]^) to the QFIM in ([6](#Equ6){ref-type=""}) for $\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{Q}^{jk}=4\,{\rm{R}}{\rm{e}}\,[{\rm{T}}{\rm{r}}\,({\hat{K}}_{1}^{jk}({\boldsymbol{\theta }})\hat{\rho })-{\rm{T}}{\rm{r}}\,({\hat{K}}_{2}^{j}({\boldsymbol{\theta }})\hat{\rho })\,{\rm{T}}{\rm{r}}\,({\hat{K}}_{2}^{k}({\boldsymbol{\theta }})\hat{\rho })],$$\end{document}$$where$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}{\hat{K}}_{1}^{jk}({\boldsymbol{\theta }}) & = & \sum _{l}\,\frac{\partial {\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})}{\partial {\theta }_{j}}\frac{\partial {\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{\partial {\theta }_{k}},\\ {\hat{K}}_{2}^{k}({\boldsymbol{\theta }}) & = & i\,\sum _{p}\,\frac{\partial {\hat{{\rm{\Pi }}}}_{p}^{\dagger }({\boldsymbol{\theta }})}{\partial {\theta }_{k}}{\hat{{\rm{\Pi }}}}_{p}({\boldsymbol{\theta }}),\end{array}$$\end{document}$$such that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{ccc}{\hat{K}}_{1}^{jk}({\boldsymbol{\theta }})\hat{\rho } & = & {{\rm{T}}{\rm{r}}}_{B}\,[{\hat{H}}_{1}^{jk}({\boldsymbol{\theta }})\,(\hat{\rho }\otimes |0\rangle \langle 0|)],\\ {\hat{K}}_{2}^{k}({\boldsymbol{\theta }})\hat{\rho } & = & {{\rm{T}}{\rm{r}}}_{B}\,[{\hat{H}}_{2}^{k}({\boldsymbol{\theta }})\,(\hat{\rho }\otimes |0\rangle \langle 0|)].\end{array}$$\end{document}$$

We prove in Section [IV](#MOESM1){ref-type="media"} of Supplementary Information that *C*~*Q*~ from ([32](#Equ32){ref-type=""}) is an upper bound to the QFIM *J*~*Q*~ from ([6](#Equ6){ref-type=""}) for $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{\rho }({\boldsymbol{\theta }})$$\end{document}$. An outline of the proof is given in the Methods section.

One may compare these results with those in ref.^[@CR22]^, where initially pure states in different modes were assumed to evolve independently. We made no such assumption and our initial state is mixed, and so our results are more general. Also, we consider estimation of multiple parameters, as opposed to single parameter estimation studied in ref.^[@CR26]^. Our upper bound to the QFIM is relevant, since there are an infinitude of Kraus representations $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})$$\end{document}$ of the channel that make the bound to equal the QFIM^[@CR26]^.

Now, we claim that ([32](#Equ32){ref-type=""}) is saturated, when the following condition is satisfied:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{I}}{\rm{m}}\,[\sum _{l}\,{\rm{T}}{\rm{r}}\,\{(\frac{{\rm{\partial }}{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{j}}\frac{{\rm{\partial }}{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{k}})\,\hat{\rho }\}]=0\,{\rm{\forall }}j,k,$$\end{document}$$which is obtained from ([8](#Equ8){ref-type=""}) for *S* + *B* space, by tracing out *B* (see Methods section). That is, the bound ([32](#Equ32){ref-type=""}) is saturated, when the expectation, with respect to the initial probe state, of the commutator of every pair of the derivatives of the channel Kraus operator and its adjoint vanishes. Clearly, when the above condition is satisfied, it is possible to attain the elusive Heisenberg limit even in the most general noisy estimation scenario. One can observe that the above condition is trivially true for single parameter estimation.

Then, the set of POVMs of cardinality *q* + 2, comprising the following *q* + 1 elements,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{ccc}{\hat{P}}_{0} & = & \hat{\rho }({\boldsymbol{\theta }})=\sum _{l}\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})\hat{\rho }{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }}),\\ {\hat{P}}_{m} & = & \frac{{\rm{\partial }}\hat{\rho }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}=\sum _{l}\,[\frac{{\rm{\partial }}{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}\hat{\rho }{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})\,+\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})\hat{\rho }\frac{{\rm{\partial }}{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}]\,{\rm{\forall }}m=1,\ldots ,q,\end{array}$$\end{document}$$along with one element accounting for normalisation, saturates ([32](#Equ32){ref-type=""}) (see Methods section).

Upper Bound to the QFIM for *N* Particles Evolving through Noisy Channel {#Sec6}
========================================================================

Consider that the probe comprising *N* particles evolves not necessarily unitarily. Then, the QFIM ([16](#Equ16){ref-type=""}) is for unitary evolution of a probe comprising more than *N* particles in *S* + *B* space. The evolution of the probe comprising *N* particles in *S* space alone is described here by some unital Kraus operators $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})=\frac{1}{\sqrt{L}}{e}^{-i{\hat{G}}_{l}({\boldsymbol{\theta }})}$$\end{document}$, where *l* = 1, ..., *L*, $\documentclass[12pt]{minimal}
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                \begin{document}$${\sum }_{l}\,{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }}){\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})={\sum }_{l}\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }}){\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})=1$$\end{document}$, and$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{G}}_{l}({\boldsymbol{\theta }})=\sum _{n=1}^{N}\,{\hat{\pi }}_{{l}_{n}}^{[n]}=\sum _{k=1}^{q}\,{\theta }_{k}\,\sum _{n=1}^{N}\,{\hat{\pi }}_{{l}_{n}k}^{[n]}\equiv \sum _{k=1}^{q}\,{\theta }_{k}{\hat{G}}_{lk}.$$\end{document}$$
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                \begin{document}$${\hat{G}}_{lk}$$\end{document}$ do not depend on ***θ*** and do not generally commute with each other. Then, as with unitary operators considered earlier,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial {\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{\partial {\theta }_{k}}=\frac{-i}{L\sqrt{L}}\,{\int }_{0}^{1}\,d\alpha {e}^{-i(1-\alpha ){\hat{G}}_{l}({\boldsymbol{\theta }})}\frac{\partial {\hat{G}}_{l}({\boldsymbol{\theta }})}{\partial {\theta }_{k}}{e}^{-i\alpha {\hat{G}}_{l}({\boldsymbol{\theta }})}.$$\end{document}$$
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                \begin{document}$$i\,{\sum }_{l}\,\frac{\partial {\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{\partial {\theta }_{k}}{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})$$\end{document}$ = $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\sum }_{l}\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }}){\hat{B}}_{lk}({\boldsymbol{\theta }}){\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})$$\end{document}$, where $\documentclass[12pt]{minimal}
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Tracing out the bath *B*, we get (see Section [X](#MOESM1){ref-type="media"} of Supplementary Information to understand why an extra 1/*L* does not arise below):$$\documentclass[12pt]{minimal}
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Then, we get the desired upper bound *C*~*Q*~ to the QFIM from ([16](#Equ16){ref-type=""}) as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{Q}^{jk,[2]}$$\end{document}$ depends on two-particle reduced density matrix on subsystems *n*, *m*.

Further, if we restrict ourselves to only permutationally invariant states, the upper bound to the QFIM from ([18](#Equ18){ref-type=""}) is as follows:$$\documentclass[12pt]{minimal}
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Clearly, when the two-particle reduced density matrix of the initial probe state is a product state, we get $\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{Q}^{jk,[2]}=0$$\end{document}$. Thus, a precision scaling of 1/*N* cannot be achieved, when there are no correlations or too much quantum correlations in the initial state, like in unitary channel case. Thus, any quantum enhancement to the estimation precision is provided by the two-particle reduced density matrices of the probe state.
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                \begin{document}$${\sum }_{{l}_{n},{l}_{m}}\,{\rm{Tr}}\,[{\hat{\rho }}^{[n,m]}\,({\hat{d}}_{{l}_{n}j}^{[n]}\otimes {\hat{d}}_{{l}_{m}k}^{[m]})]\in {\mathbb{R}}$$\end{document}$. Hence, the attainability of the quantum enhancement to the estimation precision is determined solely by the one-particle reduced density matrices of the probe state.

Consider the magnetic field example again here in the context of noisy channel. The same permutationally invariant mixed input probe state is used. Thus, the first and second order marginals are the same. Moreover, for the purposes of this example here, each Pauli operator $\documentclass[12pt]{minimal}
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One can verify that such a decomposition for each Pauli operator $\documentclass[12pt]{minimal}
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Define $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{g}}_{lj}={\sum }_{r=0}^{1}\,{\hat{E}}_{r}{\hat{d}}_{lj}{\hat{E}}_{r}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{g}}_{pk}={\sum }_{s=0}^{1}\,{\hat{E}}_{s}{\hat{d}}_{pk}{\hat{E}}_{s}$$\end{document}$.

Thus, from ([44](#Equ44){ref-type=""}), ([49](#Equ49){ref-type=""}) and ([50](#Equ50){ref-type=""}), we get:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{ccc}{C}_{Q}^{jk} & = & N\,\sum _{l,p}\,{\rm{R}}{\rm{e}}\,[2\,{\rm{T}}{\rm{r}}\,[{\hat{d}}_{lj}{\hat{d}}_{lk}]-{\rm{T}}{\rm{r}}\,[{\hat{d}}_{lj}]\,{\rm{T}}{\rm{r}}\,[{\hat{d}}_{pk}]]\,+\,\frac{2N(N-1)}{3}\,\sum _{l,p}\,{\rm{R}}{\rm{e}}\,[{\rm{T}}{\rm{r}}\,[{\hat{g}}_{lj}{\hat{g}}_{pk}]],\end{array}$$\end{document}$$where all the quantities may be explicitly calculated.
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                \begin{document}$${\hat{E}}_{1}$$\end{document}$ need not be local dephasing operators) can be non-zero, such that it is possible to achieve the Heisenberg limit with the presence of noise in the initial probe state, even when it cannot be achieved in the absence of noise in the initial probe state. Moreover, when the terms $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{E}}_{1}$$\end{document}$ for local dissipation, is larger than that without noise in the initial probe state, so that the estimation precision can be better with noise in the initial probe state than that without noise in the initial state.

We next consider the more general situation, where the noisy channel need not be necessarily unital, and illustrate that the presence of noise in the channel can actually serve as a feature rather than a bug, since even when the Heisenberg precision scaling cannot be achieved with a unitary channel, it is possible to attain the Heisenberg scaling, and in fact, even beat it with a noisy channel.

Noise in Channel as a Feature rather than a Bug {#Sec7}
===============================================

We now look at the utility of the presence of noise in a general channel in achieving or even beating the Heisenberg precision limit.

Consider first the case of a mixed probe state, comprising *N* particles, evolving through a unitary channel, and that the *N* particles of the probe undergo *N* independent ***θ***-dependent unitary evolutions, i.e. the unitary operator of the channel is a product of *N* independent unitary operators $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{U}({\boldsymbol{\theta }})={\otimes }_{n=1}^{N}\,{\hat{U}}_{(n)}({\boldsymbol{\theta }})$$\end{document}$.

Then, the QFIM takes the form as in ([30](#Equ30){ref-type=""}) as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$${J}_{Q}^{jk,[n,m]}$$\end{document}$ is of O(*N*^2^), as they involve *N* and *N*(*N* − 1)/2 terms, respectively. Then, the term $\documentclass[12pt]{minimal}
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                \begin{document}$${J}_{Q}^{jk,[n,m]}$$\end{document}$ should be non-zero, implying that quantum correlations amongst the particles play a role in attaining the Heisenberg scaling of 1/*N*. As observed earlier, if the probe state is a product state, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$${J}_{Q}^{jk,[n,m]}=0$$\end{document}$, such that the Heisenberg scaling is lost and the covariance scales as $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{\rho }}^{[n,m]}$$\end{document}$ are maximally mixed, the Heisenberg scaling is lost again and the best scaling for the covariance is $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\sqrt{N}$$\end{document}$, implying that too much quantum correlations harms the quantum advantage with *N* parallel resources. Classical correlations in the initial probe state cannot be converted into quantum correlations by a unitary channel and cannot allow for an advantage over the scaling $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\sqrt{N}$$\end{document}$. Thus, any quantum enhancement to the estimation precision is provided by the two-particle reduced density matrices of the probe state. Notice that the saturability condition ([8](#Equ8){ref-type=""}) here yields:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{U}}_{(n/m)}^{\dagger }({\boldsymbol{\theta }}){\hat{U}}_{(n/m)}({\boldsymbol{\theta }})={1}_{2}\,{\rm{\forall }}n,m$$\end{document}$. Clearly, the attainability of the quantum enhancement to the estimation precision is determined solely by the one-particle reduced density matrices of the initial mixed probe state.

Next, consider the case of a mixed initial probe state, comprising *N* particles, evolving through a noisy quantum channel, and that the *N* particles of the initial probe state undergo *N* independent ***θ***-dependent evolutions, i.e. the Kraus operator of the noisy quantum channel is a product of *N* independent Kraus operators $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})={\otimes }_{n=1}^{N}\,{\hat{{\rm{\Pi }}}}_{{l}_{n}}^{(n)}({\boldsymbol{\theta }})$$\end{document}$, where we have *l* = (*l*~1~, *l*~2~, ..., *l*~*N*~).

Then, ([32](#Equ32){ref-type=""}) takes the form:$$\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{Q}^{jk,[n,m]}$$\end{document}$ is of O(*N*^2^), as they involve *N* and *N*(*N* − 1)/2 terms, respectively. Then, the term $\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{Q}^{jk,[n,m]}$$\end{document}$ should be non-zero, implying that quantum correlations amongst the particles play a role in attaining the Heisenberg scaling of 1/*N* or better. Now, if the initial probe state is separable but not a product state, then that leads to $\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{Q}^{jk,[n,m]}\ne 0$$\end{document}$. This is because, as noted earlier, although noise is widely known to reduce quantum correlations in a system in most cases^[@CR24],[@CR61]^, noise can also introduce or increase quantum correlations in a system^[@CR62]--[@CR65]^, that may then be activated into entanglement^[@CR60],[@CR69]^. Even without quantum correlations between the particles of the initial probe state, an estimation precision scaling of 1/*N* or better can be achieved, when the initial probe state has classical correlations, that can be converted into quantum correlations by non-unital noise in the channel, unlike in cases of mixed state evolving unitarily or unitally considered earlier. Thus, noise in the quantum channel can act as a feature rather than a bug, since we see that the estimation precision that can be achieved with a noisy channel in some situations is impossible with a noiseless unitary channel. However, if both $\documentclass[12pt]{minimal}
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Moreover, if there exists some Kraus representation $\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{Q}^{jk,[n,m]}=0$$\end{document}$, then the covariance scales as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$1/\sqrt{N}$$\end{document}$ at best, even when the particles of the initial probe state are entangled. Extending the argument from ref.^[@CR26]^ to the multiparameter case, the covariance also scales as $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\sqrt{N}$$\end{document}$ at most, even in the presence of feedback control. Thus, any quantum enhancement to the estimation precision is provided by the two-particle reduced density matrices of the initial probe state.

Notice that the saturability condition ([35](#Equ35){ref-type=""}) here becomes:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\sum }_{{l}_{n}/{l}_{m}}\,{\hat{{\rm{\Pi }}}}_{{l}_{n}/{l}_{m}}^{(n/m)\dagger }({\boldsymbol{\theta }}){\hat{{\rm{\Pi }}}}_{{l}_{n}/{l}_{m}}^{(n/m)}({\boldsymbol{\theta }})={1}_{2}\,{\rm{\forall }}n,m$$\end{document}$. Clearly, the attainability of the quantum enhancement to the estimation precision is determined solely by the one-particle reduced density matrices of the probe state.

Now, in terms of the evolved probe state $\documentclass[12pt]{minimal}
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Clearly, if the final probe state is a product state, we get $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\sqrt{N}$$\end{document}$ can be attained at best. This implies that noise in the channel should introduce quantum correlations between the particles of the probe state, in order to provide quantum advantage in achieving an estimation precision scaling of 1/*N* or better. Also, if both $\documentclass[12pt]{minimal}
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                \begin{document}$${C}_{Q}^{jk,[n,m]}=0$$\end{document}$. This implies that a lot of noise in the channel can introduce too much quantum correlations between the particles of the probe state, such that a best precision scaling of $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\sqrt{N}$$\end{document}$ can be achieved. Thus, some amount of noise in the quantum channel can act as a feature rather than a bug by introducing quantum correlations into the system, but excessive noise destroys the achievable quantum advantage with *N* parallel resources.

Beating the Heisenberg Limit {#Sec8}
============================

We show in Section [X](#MOESM1){ref-type="media"} of Supplementary Information that unless the following condition is also satisfied by the channel Kraus operators:$$\documentclass[12pt]{minimal}
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However, since the Heisenberg limit is not ultimate, e.g. see refs^[@CR70]--[@CR83]^, although this has sparked some controversy^[@CR84]--[@CR90]^, now the question is what is the fundamental ultimate quantum limit to the achievable estimation precision in the presence of optimal amount of noise in a non-unitary quantum channel. In other words, what should the quantity *C*~*Q*~ look like when the precision achievable is maximum in a non-unitary channel. It is fairly easy to see that for optimal quantity of noise in the channel, the two-particle reduced density operators of the evolved probe state should be a maximally entangled mixed state (MEMS) and the one-particle reduced density operators of the evolved probe state should be a maximally mixed state^[@CR91]--[@CR93]^. Therefore, we must have the reduced density operators of the evolved probe state as: $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{\rho }}^{[n]}({\boldsymbol{\theta }})={1}_{2}/2$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{\rho }}_{MEMS}^{[n,m]}({\boldsymbol{\theta }})\ne {\hat{\rho }}^{[n]}({\boldsymbol{\theta }})\otimes {\hat{\rho }}^{[m]}({\boldsymbol{\theta }})$$\end{document}$.

Then, the fundamental quantum limit to the achievable estimation precision in a noisy channel is given by the following:$$\documentclass[12pt]{minimal}
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Note, however, that in order for entanglement to be activated from the quantum correlations in the probe state, multi-particle unitary maps (such as CNOT gates) are required^[@CR60],[@CR69]^, if there was no entanglement in the initial probe state already or any entanglement in the initial probe state vanishes even if leaving the probe state maximally discordant. The Kraus representation of the channel is non-unique and is invariant under arbitrary unitary maps and so the above equations are invariant under addition of such unitary maps. But unless the quantum correlations are activated into entanglement, the above best estimation precision cannot be achieved. Thus, the active ancilla-assisted scheme from ref.^[@CR31]^ can be strictly better than the passive ancilla-assisted scheme, since mixed entangled states can be more nonclassical than mixed separable states^[@CR60]^. Note that a unitary operator is also a Kraus operator, and the identity operator is trivially unitary.

Now, without the additional unitary maps, that can activate entanglement from quantum correlations in the probe state, the best estimation precision limit is determined by the two-particle reduced density matrices of the evolved probe state being separable and maximally discordant (MDMS)^[@CR94]^, i.e. the two-particle reduced density matrices having maximal dissonance^[@CR95]^. Therefore, we must have $\documentclass[12pt]{minimal}
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Next, with the additional unitary maps and entanglement activated from the quantum correlations in the probe state, since the super-Heisenberg limit is obtained for the two-particle reduced density operators of the evolved probe state being maximally entangled and the one-particle reduced density operators being maximally mixed, the super-Heisenberg limit corresponds to a precision scaling of 1/*N*^2^ for maximal pairwise quantum correlations including entanglement amongst the final probe particles^[@CR74]^. This is because mixed entangled bipartite states can be twice as nonclassical as maximally entangled bipartite pure states^[@CR60]^.

Note that the precision scaling that could be achieved, e.g. in ref. ^[@CR74]^, using two-particle Hamiltonians for a unitary channel, is achieved using one-particle Kraus operators for a noisy channel here, i.e. local noise inducing quantum correlations including entanglement amongst the two particles^[@CR64],[@CR65]^. Notice that we did not get precision scaling better than 1/*N* when we studied the unitary channel case in this paper, since we considered only one-particle Hamiltonians. If we further considered *γ*-particle (instead of one-particle) Kraus operators for the noisy channel case here, with *γ* \> 1, each set of Kraus operators can generate quantum correlations including entanglement induced by a common bath amongst the *γ* particles^[@CR62],[@CR63]^. Then, the best super-Heisenberg precision scaling of 1/*N*^2*γ*^ may be attained, that is known to be only attainable using 2*γ*-particle Hamiltonians for a unitary channel. For example, using three-particle Kraus operators for a noisy channel, the best precision scaling of 1/*N*^6^ can be achieved, that is otherwise known to be possible with six-particle Hamiltonians for a unitary channel. This is again because mixed entangled states can be twice as nonclassical as pure entangled states^[@CR60]^.

Considering again one-particle Kraus operators for the noisy channel, although the quantum Cramér-Rao bound (QCRB) can be beaten in the system space, the QCRB for the enlarged system plus bath space, for which the evolution is unitary, is not beaten. This also holds for multi-particle Kraus operators for the channel, where entanglement is induced by common baths. This implies that the estimation in the system space alone is not unbiased, when the QCRB, and therefore, the Heisenberg limit are beaten^[@CR23],[@CR85]^. However, when the estimation involving measurements beats the QCRB, and therefore, the Heisenberg limit, it does not violate Robertson's generalized formulation of Heisenberg's uncertainty relation^[@CR23],[@CR24],[@CR96]^, that does not include the measurement process. Note that the QCRB can be derived from the general Heisenberg's uncertainty relation, upon considering that the estimator is unbiased^[@CR23]^. Thus, beating the QCRB implies that the estimator bias is no longer zero (also see Section [I](#MOESM1){ref-type="media"} of Supplementary Information), but does not violate the general Heisenberg's uncertainty principle. Nonetheless, without including measurements, it is noteworthy that entanglement amongst the particles of a state allows for lower bounds for the dispersions of non-commuting observables than that furnished by the traditional Heisenberg's uncertainty relation, originally derived for one particle^[@CR97]^.

Finally, note that the super-Heisenberg limit will not necessarily be strictly less than the Heisenberg limit, such as when there are quantum correlations without entanglement in the evolved probe state. Moreover, if the two-particle reduced density matrices of the initial probe state are already maximally entangled, the super-Heisenberg limit will equal the Heisenberg limit. This is because it is only entanglement generated in the channel, i.e. in the evolution stage, that can contribute to a precision scaling better than the Heisenberg limit, and entanglement in the preparation and measurement stages are inessential^[@CR72]^. Furthermore, the Heisenberg limit is not beaten, when the Kraus operators of the channel satisfy the condition ([53](#Equ53){ref-type=""}). When the QCRB and the Heisenberg limit are not beaten, the estimator in the *S* space alone will be unbiased. Otherwise, when they are beaten, the estimator in the *S* space alone will be biased and may be of limited interest in practice.

The upper bound ([32](#Equ32){ref-type=""}) to the QFIM reduces to the following actual QFIM, when ([53](#Equ53){ref-type=""}) is satisfied:$$\documentclass[12pt]{minimal}
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This was the case for unital channel of the form considered earlier. Notice that if the initial probe state is maximally mixed, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{\rho }({\boldsymbol{\theta }})={1}_{{2}^{N}}/{2}^{N}$$\end{document}$ too in that section. This is why quantum correlations are reduced, and cannot be created from any classical correlation in the probe state by the noise in a unital channel^[@CR64]^, and so the QCRB and the Heisenberg limit are not beaten and the estimator remains unbiased. When there are no correlations or too much quantum correlations in the two-particle reduced density matrix of the initial probe state, the best achievable precision scaling is $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\sqrt{N}$$\end{document}$ with a unital channel, like the unitary channel case. Thus, as long as ([53](#Equ53){ref-type=""}) is satisfied, a noisy channel can at best attain the Heisenberg limit but not beat it, so that the estimator remains unbiased. However, ([53](#Equ53){ref-type=""}) will not be satisfied by non-unital channels, such as local dissipation of the form mentioned earlier, so that quantum correlations can be created from classical correlations in the probe state by noise in the channel. Notice that in this case, if the initial probe state is maximally mixed, the evolved state will not be maximally mixed. Thus, it may be possible to beat the Heisenberg limit with non-unital channels, and the estimator would be biased when the Heisenberg limit is beaten.

Moreover, the fact that dissonance is more robust to decoherence than entanglement^[@CR98]^ suggests that it is more probable to attain the Heisenberg limit with a mixed state input than a pure entangled state input to a unital channel. In fact, it may not be possible at all to attain the Heisenberg limit with an input pure entangled state because of entanglement sudden death^[@CR99],[@CR100]^. Furthermore, since dissonance can grow and give rise to entanglement in the presence of dissipation, it is more probable to attain or surpass the Heisenberg limit with a mixed state input than a pure entangled state input to a non-unital channel. In fact, it is never possible to attain or surpass the Heisenberg limit with an input pure entangled state because of no initial classical correlations and entanglement sudden death. On the other hand, the fact that entanglement is the intrinsic and minimal discord capturing nonlocal quantum correlations, as opposed to dissonance, which is the extrinsic discord capturing local quantum correlations that cannot be shared^[@CR101],[@CR102]^, is the reason why the Heisenberg limit can be surpassed only when entanglement and not just dissonance is generated in a non-unital channel fed with an input mixed probe state.

In summary, it may appear that noisy quantum states or channels may require the same or less resources to achieve as much as noiseless quantum states or channels, by exploiting additional resources from the environment. That is why, the overall resources required by the noisy cases in the enlarged noiseless system plus bath space are the same as those known to be required by the noiseless cases in the system space alone. However, any channel can be expressed by Kraus operators, which has the same effect as performing a measurement and discarding the result. To have a measurement on a pure state that is the same as the measurement of the pure state after noise, one would just need to have a POVM that combines the POVM elements used for the mixed state with the Kraus operators of the channel, without requiring any extra resource. Thus, a precision scaling of 1/*N*^2*γ*^ can, in principle, be achieved with a pure initial probe state evolving through a unitary channel, described by *γ*-particle Hamiltonians, by using a POVM, that combines the POVM elements used here with the *γ*-particle Kraus operators of the noisy channel and the Kraus operators used to prepare the initial mixed probe state considered here. Thus, entangling measurements^[@CR11]^ may also contribute to a precision scaling surpassing the Heisenberg limit, unlike as noted earlier. Similarly, a precision scaling of 1/*N*^2*γ*^ can, in principle, be also achieved with a mixed initial probe state evolving through a unitary channel, described by *γ*-particle Hamiltonians, by using a POVM, that combines the POVM elements used here with the *γ*-particle Kraus operators of the noisy channel considered here. But using entangling measurements with our noisy channel, it is possible to obtain even better precision scaling, so the noisy case is still superior.

Nonetheless, although it may likewise seem that it should be possible too to achieve a precision scaling of 1/*N*^2*γ*^ with a pure initial probe state evolving through the noisy channel, described by *γ*-particle Kraus operators, by using a POVM, obtained by combining the POVM elements used here with the Kraus operators used to prepare the initial mixed probe state from the pure state, that is not true even if the initial pure probe state is maximally entangled and/or if the channel is non-unital. This is because of no initial classical or local quantum correlations in the probe state and sudden death of any entanglement in the probe state caused by the noise in the channel, as discussed earlier. This is the distinct important advantage, unique to mixed state metrology^[@CR69]^.

Conclusion {#Sec9}
==========

We studied fundamental quantum limits in noisy quantum multiparameter estimation using a quantum Fisher information matrix (QFIM) defined in terms of anti-symmetric logarithmic derivatives (ALDs), that lend a convenient way to study noisy metrology. We presented a QFIM for multiparameter estimation using a mixed probe state evolving unitarily. We then considered a mixed state evolving via a noisy channel, and presented an upper bound to the QFIM for this general-most case.

We found that the bounds are such that the quantum enhancement in the estimation precision is provided by the two-particle reduced density matrices and the attainability of the quantum enhancement is solely determined by the one-particle reduced density matrices of the initial probe state, when the channel is described by one-particle evolution operators. We showed conditions and accordingly measurements to saturate these explicitly computable bounds (e.g. in terms of the Kraus operators of the channel), not known to exist with conventional symmetric logarithmic derivatives (SLDs) for these general-most cases. We saw that the Heisenberg limit can be achieved even in these most general noisy cases.

Moreover, for the most part of the past century since the inception of quantum physics, weird quantum phenomena, such as superposition and entanglement, were perceived as bugs, until the 80s when the scientists started to exploit them as features^[@CR103]^. Today, the biggest hurdle to quantum technologies, e.g. in building a scalable quantum computer, is noise. The results here suggest that some noise in the initial probe state or the quantum channel can actually serve as a feature rather than a bug, because we saw that the achievable estimation precision scaling in the presence of noise is not possible in the absence of any noise in the initial probe state or the quantum channel. Noise in the initial probe state or the channel provides with a quantum advantage by introducing quantum correlations into the system. However, too much noise in the initial probe state or the channel is detrimental, since it introduces too much quantum correlations into the system, and, in turn, harms the quantum advantage achievable with *N* parallel resources.

Furthermore, we found that it is possible to beat the Heisenberg limit by exploiting the noise in the quantum channel. The fundamental super-Heisenberg precision limit for non-unitary channel is then determined by two-particle reduced density operators of the evolved probe state being maximally entangled and one-particle reduced density operators being maximally mixed, and corresponds to a precision scaling of 1/*N*^2^, achieved with one-particle Kraus operators. Further, using *γ*-particle (instead of one-particle) Kraus operators for a noisy channel, where *γ* \> 1, the best scaling of 1/*N*^2*γ*^ can be attained, that is known to be only possible with 2*γ*-particle Hamiltonians for a noiseless channel. Such a precision scaling can be achieved with an initial pure or mixed probe state evolving through a unitary channel without requiring additional resources, but not with an initial pure probe state evolving through a noisy channel.

Methods {#Sec10}
=======
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Here, we provide an outline of the proof for ([7](#Equ7){ref-type=""}), adapted from ref.^[@CR51]^ for our case here. Please see Section [I](#MOESM1){ref-type="media"} of Supplementary Information.

Differentiating ([1](#Equ1){ref-type=""}) with respect to *θ*~*k*~, we get$$\documentclass[12pt]{minimal}
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For arbitrary real column vectors ***u***, ***v*** and ***w***, following ref. ^[@CR51]^, since *ν* ≥ 1, we get $\documentclass[12pt]{minimal}
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Condition to saturate ALD-based QCRB {#Sec12}
------------------------------------

Here, we provide an outline of the proof that the ALD-based QCRB ([7](#Equ7){ref-type=""}) can be saturated when ([8](#Equ8){ref-type=""}) is satisfied for every pair of ALDs. The proof is directly adapted from ref. ^[@CR56]^ for ALDs. Please see Section [II](#MOESM1){ref-type="media"} of Supplementary Information for the full proof.

The proof relies on the fact that it is enough to show that the QFIM bound is equivalent to the Holevo bound when ([8](#Equ8){ref-type=""}) is satisfied, because the Holevo bound is a tighter bound, known to be asymptotically saturable.

Given the anti-Hermitian operators $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{L}}_{k}$$\end{document}$ satisfying ([5](#Equ5){ref-type=""}) and the QFIM *J*~*Q*~ from ([6](#Equ6){ref-type=""}), the bound ([7](#Equ7){ref-type=""}) implies that for a given positive definite cost matrix *G*, the estimation cost is bounded by^[@CR56],[@CR104]^:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\rm{t}}{\rm{r}}\,(G\nu V\,[\mathop{{\boldsymbol{\theta }}}\limits^{ \sim }(m)])\ge {\rm{t}}{\rm{r}}\,(G{J}_{Q}^{-1})=\mathop{min}\limits_{\{{\hat{X}}_{j}\}}\,{\rm{t}}{\rm{r}}\,(G{\rm{R}}{\rm{e}}W),$$\end{document}$$where tr denotes the trace of a matrix in distinction from Tr for an operator. Then, the achievable estimation uncertainty is lower-bounded by the Holevo Cramér-Rao bound^[@CR56],[@CR104]^:$$\documentclass[12pt]{minimal}
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POVM to saturate ALD-based QCRB {#Sec13}
-------------------------------

Here, we provide an outline of the proof that the set of POVMs from ([9](#Equ9){ref-type=""}) indeed saturates the ALD-based QCRB ([7](#Equ7){ref-type=""}), if the condition ([8](#Equ8){ref-type=""}) holds for every pair of ALDs.
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However, considering our initial state is not pure, we can purify it by extending the system *S* space, introducing ancillas *S*′, and can then apply ([59](#Equ59){ref-type=""}) to the pure state in the initial enlarged space *S* + *S*′. Since the operators $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hat{U}({\boldsymbol{\theta }})$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{\partial \hat{U}({\boldsymbol{\theta }})}{\partial {\theta }_{k}}$$\end{document}$ do not act on *S*′ (e.g. see ref.^[@CR26]^), the set of POVMs $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{{\hat{P}}_{m1}\}$$\end{document}$ can saturate the ALD-based QCRB in the *S* + *S*′ space, if the set of POVMs $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{{\hat{P}}_{m2}\}$$\end{document}$ of cardinality *q* + 2, comprising the *q* + 1 elements,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{array}{ccc}{\hat{P}}_{0} & = & \hat{U}({\boldsymbol{\theta }})\hat{\rho }{\hat{U}}^{\dagger }({\boldsymbol{\theta }}),\\ {\hat{P}}_{m} & = & \frac{{\rm{\partial }}\hat{U}({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}\hat{\rho }{\hat{U}}^{\dagger }({\boldsymbol{\theta }})+\hat{U}({\boldsymbol{\theta }})\hat{\rho }\frac{{\rm{\partial }}{\hat{U}}^{\dagger }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}\,{\rm{\forall }}m=1,\ldots ,q,\end{array}$$\end{document}$$along with one element that accounts for the normalisation, saturates the ALD-based QCRB in the *S* space, provided ([8](#Equ8){ref-type=""}) is satisfied for every pair of ALDs. Please see Section [VI](#MOESM1){ref-type="media"} of Supplementary Information.

Outline of the proof for *C*~*Q*~(***θ***) ≥ *J*~*Q*~(***θ***) {#Sec14}
--------------------------------------------------------------

Here, we provide an outline of the proof for *C*~*Q*~(***θ***) ≥ *J*~*Q*~(***θ***) for $\documentclass[12pt]{minimal}
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The Bures metric *d*~*B*~ and Bures distance *D*~*B*~ are defined and related to the fidelity *F* as follows^[@CR28],[@CR105]^:$$\documentclass[12pt]{minimal}
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Now, since fidelity is non-decreasing with respect to partial trace^[@CR24],[@CR106],[@CR108],[@CR109]^, we have:$$\documentclass[12pt]{minimal}
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Clearly, from ([62](#Equ62){ref-type=""}) and ([63](#Equ63){ref-type=""}), we have (like in ref.^[@CR22]^):$$\documentclass[12pt]{minimal}
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Extending the argument from ref. ^[@CR26]^ to the multiparameter case, the equality in ([64](#Equ64){ref-type=""}) is achieved by minimizing *C*~*Q*~(***θ***) over all Kraus representations of the quantum channel. Hence, there exist an infinitude of Kraus representations of the quantum channel that lead to *C*~*Q*~(***θ***) = *J*~*Q*~(***θ***). An alternative argument for ([64](#Equ64){ref-type=""}) to hold is that quantum Fisher information (for both single and multiparameter cases) is non-increasing with respect to partial trace^[@CR31],[@CR110]^.

Condition and POVM to saturate Upper Bound to QFIM {#Sec15}
--------------------------------------------------

Here, we provide an outline of the proof that the upper bound ([32](#Equ32){ref-type=""}) to the QFIM may be saturated, if the condition ([35](#Equ35){ref-type=""}) holds.
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\hat{\rho }=|\psi \rangle \langle \psi |$$\end{document}$, then the unitary evolution $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\hat{U}}_{SB}({\boldsymbol{\theta }})$$\end{document}$ in the *S* + *B* space can be considered equivalent to the output impure state $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\sum }_{l}\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})|\psi \rangle \langle \psi |{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})$$\end{document}$ of the noisy channel in the system *S* space, subsequently purified by extending the *S* space, introducing ancillas *B*. Then, ([8](#Equ8){ref-type=""}) implies that the condition$$\documentclass[12pt]{minimal}
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However, even when our initial probe state is impure, we can purify it by extending the system *S* space, introducing ancillas *S*′, and can then apply ([35](#Equ35){ref-type=""}) to the pure state in the initial enlarged space *S* + *S*′. Since the operators $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial {\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{\partial {\theta }_{k}}$$\end{document}$ do not act on *S*′, we must have ([35](#Equ35){ref-type=""}) to saturate the upper bound ([32](#Equ32){ref-type=""}) to the QFIM in the *S* space. Please see Section [VII](#MOESM1){ref-type="media"} of Supplementary Information.

Next, we prove that the set of POVMs from ([36](#Equ36){ref-type=""}) indeed saturates the upper bound ([32](#Equ32){ref-type=""}) to the QFIM, if the condition ([35](#Equ35){ref-type=""}) holds.

Consider again that our initial probe state is pure, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{ccc}{\hat{P}}_{0} & = & {\hat{U}}_{SB}({\boldsymbol{\theta }})|\psi \rangle \langle \psi |{\hat{U}}_{SB}^{\dagger }({\boldsymbol{\theta }}),\\ {\hat{P}}_{m} & = & \frac{{\rm{\partial }}{\hat{U}}_{SB}({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}|\psi \rangle \langle \psi |\frac{{\rm{\partial }}{\hat{U}}_{SB}^{\dagger }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}\,{\rm{\forall }}m=1,\ldots ,q,\end{array}$$\end{document}$$together with one element that accounts for the normalisation, saturates the ALD-based QCRB in the final *S* + *B* space, provided ([65](#Equ65){ref-type=""}) is satisfied. Now, since the operators $\documentclass[12pt]{minimal}
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Further, when the initial probe state in *S* space is impure, we can apply ([67](#Equ67){ref-type=""}) to the pure state in the initial enlarged space *S* + *S*′. Since the operators $\documentclass[12pt]{minimal}
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                \begin{document}$$\{{\hat{P}}_{n2}\}$$\end{document}$ can saturate the upper bound ([32](#Equ32){ref-type=""}) to the QFIM in the *S* + *S*′ space, if the set of POVMs $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{{\hat{P}}_{n3}\}$$\end{document}$ of cardinality *q* + 2, comprising the *q* + 1 elements,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{ccc}{\hat{P}}_{0} & = & \hat{\rho }({\boldsymbol{\theta }})=\sum _{l}\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})\hat{\rho }{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }}),\\ {\hat{P}}_{m} & = & \frac{{\rm{\partial }}\hat{\rho }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}=\sum _{l}\,[\frac{{\rm{\partial }}{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}\hat{\rho }{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})\\  &  & +\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})\hat{\rho }\frac{{\rm{\partial }}{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{m}}]\,{\rm{\forall }}m=1,\ldots ,q,\end{array}$$\end{document}$$along with one element that accounts for the normalisation, saturates the upper bound ([32](#Equ32){ref-type=""}) to the QFIM in the *S* space, when ([35](#Equ35){ref-type=""}) is satisfied. Please see Section [IX](#MOESM1){ref-type="media"} of Supplementary Information.

Beating the Heisenberg Limit with Noise in Channel {#Sec16}
--------------------------------------------------

Here, we provide an outline of the proof that the Heisenberg limit can be beaten with a non-unital channel, when ([35](#Equ35){ref-type=""}) is satisfied. Please see Section [X](#MOESM1){ref-type="media"} of Supplementary Information for the full proof.
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                \begin{document}$$\begin{array}{cccc} & \hat{\rho }({\boldsymbol{\theta }}) & = & \sum _{l}\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})\hat{\rho }{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})\\ \Rightarrow  & \frac{{\rm{\partial }}\hat{\rho }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{k}} & = & \sum _{l}[\frac{{\rm{\partial }}{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{k}}\hat{\rho }{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})+{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})\hat{\rho }\frac{{\rm{\partial }}{\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})}{{\rm{\partial }}{\theta }_{k}}].\end{array}$$\end{document}$$

Next, ([35](#Equ35){ref-type=""}) saturates an ALD-based QCRB, corresponding to:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{O}}_{k}=2\,{\sum }_{l}\,\frac{\partial {\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }})}{\partial {\theta }_{k}}$$\end{document}$. Strictly speaking, this is not a valid ALD, since it is not a function of the probe state. Moreover, ([70](#Equ70){ref-type=""}) is not expressed in terms of the evolved probe state. However, it suffices to consider the above for our proof here for simplicity without loss of generality.

Assume that when ([35](#Equ35){ref-type=""}) is satisfied, the upper bound ([32](#Equ32){ref-type=""}) to the QFIM equals the actual QFIM. This is possible, when we have:$$\documentclass[12pt]{minimal}
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Now, the above requires the following condition to be satisfied:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\sum }_{l}\,{\hat{{\rm{\Pi }}}}_{l}({\boldsymbol{\theta }}){\hat{{\rm{\Pi }}}}_{l}^{\dagger }({\boldsymbol{\theta }})=1$$\end{document}$, i.e. when the channel is unital. Thus, for unital channels the upper bound ([32](#Equ32){ref-type=""}) to the QFIM equals the actual QFIM. Hence, if the channel is non-unital, the upper bound ([32](#Equ32){ref-type=""}) to the QFIM can be strictly larger than the actual QFIM, so that the Heisenberg limit is beaten.
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