In this paper we introduce a new distribution, called the modified slash Lindley distribution, which can be seen as an extension of the Lindley distribution. We show that this new distribution provides more flexibility in terms of kurtosis and skewness than the Lindley distribution. We derive moments and some basic properties for the new distribution. Moment estimators and maximum likelihood estimators are calculated using numerical procedures. We carry out a simulation study for the maximum likelihood estimators. A fit of the proposed model indicates good performance when compared with other less flexible models.
Introduction
The Lindley distribution was introduced by Lindley [1] with the density function given by
We denote this by writing ∼ ( ), where is the shape parameter. The corresponding cumulative distribution function (c.d.f.) is
The properties of the Lindley distribution are studied in detail by Ghitany et al. [2] . Jodrá [3] uses the Lambert function for the generation of random variables with Lindley or Poisson-Lindley distributions. Ghitany et al. [4] propose the power Lindley (PL) distribution generated from a random variable ∼ ( ) raised to the power 1/ ; that is, if = We denote this by writing ∼ PL( , ). The half-normal distribution is suitable for fitting positive data. We say that a random variable follows a half-normal distribution with scale parameter if its density function is given by
where (⋅) represents the density function of the standard normal distribution; we denote this by writing ∼ HN( ). Olmos et al. [5] introduce a new distribution suitable for fitting positive data called the slash half-normal distribution, which is a distribution with right-tails heavier than the HN distribution. It is obtained as a particular case when the shape parameter tends to infinity. We say that a random variable follows a slash half-normal (SHN) distribution with scale parameter and kurtosis parameter if its density function is given by
We denote this by writing ∼ SHN( , ).
In the study of symmetric distributions with heavy tails, Reyes et al. [6] introduce a modification of the class of standard slash distributions, which will be called modified 2 Journal of Probability and Statistics slash (MS) distribution and is described as follows: We will say that has MS distribution with parameter > 0 if it can be expressed as
where ∼ (0, 1) and ∼ Exp(2) for > 0. Here and are independent random variables, denoted by ∼ MS (0, 1, ) ; the density function of has heavier tails than the standard slash distribution and in consequence has higher kurtosis. When → ∞ we obtain the standard normal distribution. The density function of the variable ∼ MS(0, 1, ) is given by
where is kurtosis parameter; see Reyes et al. [6] for more details. Using the same idea, Reyes et al. [7] extend the skewnormal model and Reyes et al. [8] extend the BirnbaumSaunders model. Gui [9] introduces the slash Lindley (SL) distribution and applies it to data on precipitation and plasma ferritin concentration. Gui et al. [10] introduce the LindleyPoisson (LP) distribution and apply it to lifetime data. The focus of this paper is the introduction of a new distribution called modified slash Lindley (MSL) distribution. Because of its mixed approach, the newly constructed distribution will have heavier tails than its parent Lindley distribution and hence will be more suitable for modeling positive data sets that may have heavy tails and/or outliers. This new distribution is quite appropriate for modelling positive data with very atypical observations (outliers); as we can see in the application, the MSL distribution MSL better models data on the survival cancer patients with atypical remission times.
The paper is organized as follows. Section 2 is devoted to the development of a stochastic representation for the MSL distribution and its use for density function derivation and also the derivation of its moments, asymmetry and kurtosis coefficients. In Section 3, the inference is discussed for the MSL distribution using the method of moments estimators and maximum likelihood estimation. We also present an illustrative example with real data on survival times. This example shows that the proposed distribution is a very appropriate model for this data set.
MSL Distribution
In this section we consider a stochastic representation, the density function (with some graphical representations), and properties of the modified slash Lindley distribution.
Stochastic Representation.
The stochastic representation of the new distribution is given as
where ∼ ( ) and ∼ Exp(2) are independent random variables with > 0, > 0. We called the distribution of the MSL distribution, and we use the notation ∼ MSL( , ).
Density Function.
The following result shows that the density function of the random variable MSL can be generated using the stochastic representation in (8).
Proposition 1. Let ∼ ( , ). Then, the density function of is given by
with > 0 and > 0.
Proof. Using the stochastic representation in (8) and from the Jacobian transformation approach it follows that
Hence,
By marginalizing, the result follows immediately.
The following proposition shows that the MSL distribution results from a mixture of the LI distribution on the scale parameter −1/ and shape parameter , and the exponential distribution with parameter equals two.
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In Figure 1 , we illustrate the behavior of the density function of the MSL distribution.
Moments

Proposition 3. If ∼ ( , ), the th moment of is given by
Proof. From the stochastic representation given in (8) , in which ∼ ( ) and ∼ Exp(2) are independent random variables, we have
from which both expectations are known.
Remark 4.
In Figure 1 it is observed that when parameter is less than 1, the distribution is unimodal; see Figure 1 (a).
Corollary 5. Let ∼ ( , ). Then it follows that
Proof. It is a direct consequence of Proposition 3. Proof. The result is obtained by using the following skewness and kurtosis coefficients
Corollary 6. Let ∼ ( , ). Then the skewness coefficient is
In Figure 2 , we illustrate the behavior of the asymmetry and kurtosis of the MSL distribution as a function of and .
Remark 7.
It can be seen that for small values of the parameter the asymmetry and kurtosis coefficients are high. Also, for high values of the parameter the asymmetry and kurtosis coefficients tend to the coefficients of the distribution.
Inference
In this section, we study the parameter estimation of the new model using the maximum likelihood and moments approach. . Let 1 , 2 , . . . , be a random sample from the MSL( , ) distribution that has density function given by (9) . Then using (15) and (16) and replacing by ( ) and 2 by ( 2 ) we have the following system:
Method of Moments Estimation
Using an appropriate numerical method we solve the equation system for and . Hence we obtain the moment estimatorŝ= (̂,̂) of = ( , ).
Journal of Probability and Statistics 5
In the following proposition the asymptotic convergence of these estimators is presented. 
where
− ( 4 2 + 20 + 12
where ( ) = ( 1 ( ), 2 ( )), ( ) = ( )/ ( ), and (⋅) is the function digamma and = 2 / , with = 1, 2.
Proof. It follows directly by using standard large sample theory results for moment estimators, as discussed for example, in Sen and Singer [11] .
Maximum Likelihood Estimation.
We will now discuss maximum likelihood estimation. Given a random sample 1 , . . . , from the distribution of MSL( , ), the log likelihood function can be written as ℓ ( , ) = log (2) + 2 log ( ) − log ( + 1)
and hence the maximum likelihood equation is given by
where the expressions for 1 ( ) and 2 ( ) should be given
Solutions for (26) can be obtained using numerical procedures such as the Newton-Raphson procedure.
Simulation Study.
By using the representation considered by Ghitany et al. [2] to generate random numbers of a random variable and the representation given in (8) , it is possible to generate random numbers for the MSL( , ) distribution, leading to the following algorithm:
(1) Simulate ∼ Exp( ).
(2) Simulate ∼ Gamma(2, ). It then follows that ∼ MSL( , ). Table 1 shows the results of simulations studies illustrating the behavior of the MLEs for 1000 generated samples of sizes 50, 100, 150, and 200 from population distributed as MSL( , ). For each sample generated, MLEs were computed numerically using a Newton-Raphson procedure. Means and standard deviations (SD) are reported. It is observed that the bias becomes smaller as the sample size increases, as one would expect.
An Illustrative Example with a Real Data Set.
We consider here a data set representing the remission times (in months) of a random sample of 128 bladder cancer patients as reported in Lee and Wang [12] . The data are as follows: 0. Tables 2 and 3 . We compare these results with those of the SL, SHN, LP, and PL models, indicating the corresponding standard errors in parentheses.
Using the results from Section 3.1, moment estimators were computed leading to the following values (standard errors in parentheses):̂= 0.446 (0.063) and̂= 2.024 (0.007); these were used as initial estimates for the maximum likelihood approach.
We calculated the Akaike information criterion AIC (see Akaike [13] ) and the Bayesian information criterion BIC (see Schwarz [14] ). These criteria reveal that the MSL model presents the best fit for the data set studied.
The left side of Figure 3 shows the boxplot of these data. The graphs of the QQ plots for the remission times data calculated with the MSL model fitted with the maximum 8 Journal of Probability and Statistics likelihood estimates of the parameters; these are shown in Figure 3 compared with the SL, SHN, LP, and PL models. Figure 4 shows the empirical c.d.f. with the c.d.f. estimated by MSL, SL, SHN, LP, and PL; these also show the good agreement of the MSL model for the remission times data set.
Discussion
We introduce a new distribution with positive support based on the distribution, called Modified Slash Lindley distribution. It is generated as the quotient of two independent random variables, one being a Lindley distribution and the other a power of the exponential distribution. The Lindley distribution is a special case. Moments estimators are computed which can be used for initializing maximum likelihood estimation using Newton-Raphson. By computing the asymmetry and kurtosis coefficients we have illustrated that MSL is able to accommodate data with higher kurtosis. We present an illustration with a real data set where we show that the MSL distribution provides a better fit to data than the SL, SHN, LP, and PL distributions.
