In previous work, we have shown the possibility to automatically discriminate between legitimate software and spyware-associated software by performing supervised learning of end user license agreements (EULAs). However, the amount of false positives (spyware classified as legitimate software) was too large for practical use. In this study, the false positives problem is addressed by removing noisy EULAs, which are identified by performing similarity analysis of the previously studied EULAs. Two candidate similarity analysis methods for this purpose are experimentally compared: cosine similarity assessment in conjunction with latent semantic analysis (LSA) and normalized compression distance (NCD). The results show that the number of false positives can be reduced significantly by removing noise identified by either method. However, the experimental results also indicate subtle performance differences between LSA and NCD. To improve the performance even further and to decrease the large number of attributes, the categorical proportional difference (CPD) feature selection algorithm was applied. CPD managed to greatly reduce the number of attributes while at the same time increase classification performance on the original data set, as well as on the LSA-and NCD-based data sets.
Introduction
The amount of spyware has increased dramatically due to the high value for marketing companies of the information that is collected. Spyware is designed to collect user information for marketing campaigns without the informed consent of the user. This type of software is commonly distributed by bundling it with popular applications available for free download. A spyware application is typically difficult to remove once it has been installed, and it can seriously degrade system performance and compromise the privacy of the user [5] . The motivation for conducting this study is that spyware is privacy intrusive and affects system performance. Moreover, spyware is difficult to detect and most users do not have the time or the experience needed to identify possible spyware inclusions from reading the end user license agreements that accompany most software installers.
Previous work has investigated the relationship between the contents of end user license agreements (EULAs) and the legitimacy of the associated software applications [26, 27] . In the most recent study, a data set was generated from 996 EULA instances of legitimate (good) and spyware-associated (bad) software. The experimental results showed that a majority of the evaluated supervised learning algorithms significantly outperformed a baseline classifier, indicating the feasibility of the approach. Furthermore, it was determined that bag-of-words was a suitable data model for the learning task.
However, the results obtained when conducting the previous experiments also indicated that the amount of false positives (spyware classified as legitimate software) was too great for practical use. Since most software is not associated with spyware, the detector has to operate in a skewed environment, with many more good than bad instances. Due to the base rate fallacy, the false positives suppression capability of the classifier dominates its effectiveness, much as in the computer security classification task of intrusion detection [2] . The false positives problem is a general problem in data mining, but there is no universal or general solution to the problem. However, there are some approaches that are commonly applied; for example, it is possible to address the class imbalance problem by increasing the number of training instances in order to reduce the number of false positives in some situations [44] . This is not a realistic option in our case, since it is difficult to obtain more spyware instances in order to reduce the imbalance. Instead, we focus on removing noisy examples contained in the data.
The innovation presented in this paper is that we address the problem of false positives by providing means for automatically removing instances of EULAs that even human experts cannot distinguish as belonging to either spyware or legitimate software. Thus providing the learning algorithm with less "confusing" data.
Aim and scope
In the present study, the EULA classification task is further examined by investigating two approaches for decreasing the number of false positives. The aim is to experimentally compare latent semantic analysis (LSA) in conjunction with cosine similarity (CS), with normalized compression distance (NCD) applied to the problem of noisy EULA detection. Additionally, we investigate whether the categorical proportional difference (CPD) feature selection method can increase the classification performance further, while at the same time decreasing the number of attributes. The informal hypothesis is that the noisy cases identified by either method will, with some variation, match the borderline cases identified by the human examiner.
If the informal hypothesis is accepted, it could be argued that the removal of the noisy EULAs is justified. To expand on this notion, if the identification performed by a human domain expert is consistent with the identification of an automatic approach, the automatic approach may be regarded as an appropriate way of decreasing the number of false positives. The formal hypothesis is then that, once these noisy EULAs are removed, the false positive rate is significantly lower than the false positive rate on the original data set.
The informal hypothesis is difficult to test and would require extensive manual examinations of EULAs, not to mention an human expertise in information security in general and EULA analysis in particular. Hence, in the present study, we will describe a small case study on manual examination but we will focus on the formal hypothesis and work under the assumption that the informal hypothesis is true.
Related work
Similarity detection and search is a heavily researched area since a larger number of applications, e.g., document comparison, object recognition, and so on, depend on this functionality. However, the objectives and requirements can be quite different between these applications. Typically, most similarity-based search methods depend on an indexing method and an index structure. For example, Zhang and Alhajj [43] compare different graph-based index structures for similarity search in high-dimensional metric spaces. However, in relation to the problems studied by Zhang and Alhajj, the EULA classification problem may be regarded as quite small in terms of dimensionality.
Noise reduction has been researched extensively, especially with regard to finding remedies for specific classes of problems. Recently, a thorough review of noise reduction approaches for instance-based learning algorithms has been carried out [10] . This review identifies problems associated specifically with instance-based learners and presents an approach, based on case-based reasoning, to detect instances that are either contributing negatively or positively to a particular case or problem. However, a majority of these recent approaches only focus on remedies for instance-based learning algorithms, which means that they would apply only to a small subset of the algorithms we study. Moreover, our recent work on EULA analysis has shown that instance-based algorithms do not seem to be particularly useful for the task of EULA classification.
LSA was introduced by Deerwater et al. [9] as a method for automatic indexing and retrieval, based on singular-value decomposition. It has been studied extensively during the last two decades. Berry et al. described how LSA can be used for intelligent information retrieval and demonstrated its applicability over then-standard lexical methods [4] .
Hofmann highlighted some possible issues of LSA for certain applications and presented a new method, based on LSA, called probabilistic latent semantic indexing (PLSA) [20] . PLSA was claimed to have a solid statistical foundation and to define a proper generative data model. Moreover, Hofmann's experiments indicated performance gains over LSA when using PLSA. Nevertheless, LSA remains the most popular of the two and is a widely applied indexing and retrieval method with successful use in, for example: web applications [25] and spam filtering [17] .
NCD was introduced by Cilibrasi [8] , and its applicability to various problems such as clustering and classification was demonstrated. NCD has been experimentally evaluated on a number of problems, including: classification of biological sequences and structures [15] , novelty detection in patient histories [13] , mining of sequential data [23] , and even static analysis of source code [3] . It has also been evaluated in terms of the impact of information distortion on the compression [19] .
It is our firm belief that there has been no attempts to develop methods for detecting noisy or duplicate end user license agreement text documents before, simply because the research on the basic problem of using EULAs to distinguish between spyware and legitimate software has started rather recently. However, we argue that LSA and NCD are two good candidates to compare as a starting point of this direction of research since they have been shown to be very successful at similar tasks. For example, NCD has been shown to work well for the problems of similarity analysis and document clustering [8, 19, 37] . LSA-based reflection of human knowledge has been established as adequate in a several ways. For example, it has been shown to mimic human word sorting and category judgments [24] , which is quite relevant for the studied problem. Furthermore, LSA has been used to cluster other types of natural language-based text with good performance [12] .
The contribution of this study is thus that we identify the problem of noisy EULAs in the context of EULA-based spyware detection and that we provide a comparison of two good candidates for conducting the task of noisy EULA removal. It is not the aim of the presented study to investigate how to best find duplicate EULAs. However, for reasons that will be presented later, the task of identifying duplicates in data sets is related to the detection of noise. There are many reliable studies on duplicate document detection. For example, refer to the study by Ye et al. on large-scale duplicate document detection [42] , which is focused on shingling-based algorithms as opposed to the presented study, which focuses on term-based algorithms.
Outline
The remainder of this paper is organized as follows: in Sect. 2, a more extensive background to the studied problem is provided. Section 4 gives a detailed description of the approach to address the problem. The subsequent sections introduce the suggested similarity assessment methods. In Sect. 5, the experimental procedure is presented. The results of the experiments are then analyzed in Sect. 6. The last section includes conclusions and pointers to future work.
Background
From now on, the terms bad and good are used to signify spyware-associated and legitimate applications, respectively. The distributors of bad software usually try to disguise it as good in an attempt to reach as many users as possible. However, to avoid legal repercussions, they are required to mention in the end user license agreement (EULA) that spyware will indeed be installed. For obvious reasons, this information is given in a way most users find difficult to understand. (Even EULAs for legitimate software can be hard to comprehend due to their length and their extensive use of legal terminology [18] .) If the distributors do not mention in the EULA that unwanted applications or behavior is installed then detecting it is outside the scope of this study as we study the EULA specifically for signs of spyware.
Consequently, we recognize the need for an efficient method for helping users to distinguish between good and bad software during the installation process. If spyware is detected through such a method, users can be warned about the potentially hazardous behavior of the application and avoid installing it.
Anti-virus techniques
Anti-virus techniques are used for removing malicious software (malware) such as computer viruses and worms. Malware is illegal in many countries but the same is not necessarily true for spyware. The reason for this is that spyware resides in a gray zone between what is considered legal or illegal. Thus, the actions of a piece of spyware can be interpreted as either legal or illegal depending on who you ask; what one individual regards as spyware could be considered a legitimate business application by another individual. Because of this, it is difficult to define spyware and many anti-virus companies do not categorize questionable applications as spyware, since that exposes them to possible lawsuits from the application vendors.
Previous studies on EULA classification
In a pilot study [26] , we investigated whether it was possible to take advantage of the fact that the installation of bad software has to be mentioned in the EULA. We addressed this problem by applying supervised learning algorithms to classify EULAs of both good and bad applications, in order to detect if the associated software hosts spyware. The results indicated that the approach was feasible. However, the amount of experimental data was limited (the data set featured 100 EULAs in total).
In a later study, we collected 996 EULAs (900 good, 96 bad) and the experimental results were quite promising: EULA-based spyware detection seems to be a feasible approach to alert users before the installation of downloaded applications [27] .
2.3 The EULA classification task EULA classification, as a problem, is quite analogous to that of spam classification, i.e., to distinguish between unsolicited commercial email (spam) and legitimate email. Suppose that we have a collection, I , of EULAs, each labeled either good or bad. The set of possible classes is thus C = {good, bad}.
We would like to approximate the unknown target function, f : I × C = {1, 0}. The value of f (i, c) is equal to 1 if the EULA, i, belongs to the class c or zero otherwise. It is now possible to define a classifier as an approximation function, a : I × C = {1, 0}. The objective of the learning task is to generate a classifier that produces results as close to that of F as possible.
Theoretically, the goal is to generate a classifier, a, where ∀i(
, that is, a classifier that achieves a globally optimal classification accuracy. This goal is unreachable in practice, however. It is at least impossible to know whether the goal has been met since one does not have access to all possible instances. In practice, one therefore has to assume that, if a certain classification performance is estimated reliably on I , and I is regarded as a good representation of the complete set of definable instances, then that level of performance may be expected for the complete set (or at least within reasonable proximity).
Data representation

Pre-similarity analysis
The raw data set consists of 996 ASCII text documents. 1 The size of these documents range from 1 to 35 KB (good EULAs) and from 2 to 56 KB (bad EULAs), respectively.
In general, the bad EULA documents are definitely of greater size than the good EULA documents: 21 out of the 96 bad EULAs have a file size that is greater than 20 KB. By comparison, only 4 out of 900 good EULAs are larger than 20 KB. The raw EULA documents have not been modified in any way. The text featured in each document has been copied and pasted from an actual software product installation wizard, as described in previous work on EULA classification [27] .
Post-similarity analysis
The bag-of-words model is a common model to use in order to represent documents as feature vectors [14] . In fact, it has been found in several experiments that more sophisticated representations do not yield any significant increase in effectiveness [34] , although there are some recent approaches that have shown promise. For example, Wang automatically constructed a thesaurus of concepts from Wikipedia and introduced a unified framework to expand the bag-of-words representation with semantic relations [39] . More research is needed in order to establish whether this type of expansion really increases performance significantly over the traditional model.
In the bag-of-words model, every word in a document represents a feature. Thus, a text document is transformed into a vector with one element for each word that occurs in the document. A weight is associated with each word, see below. A collection of documents is then represented by a set of word vectors and the dimension of the feature space is equal to the number of different words in the whole document collection. Some studies have investigated whether the use of phrases is more suitable than words when performing text classification. However, the experimental results achieved in these studies have not been as encouraging as those in studies that use words as terms [34] .
There are basically two methods for assigning weights to features. The simplest is the binary method, which either assigns a value of one if the word is present in the document or a value of zero otherwise. The binary method can be used if the chosen learning algorithm can handle only nominal attributes. However, the more common method is to take the frequency of the word into account. We adopt this method and calculate frequencies using the standard term frequency-inverse document frequency (TF IDF) scheme [14] . The TF IDF function embodies the intuitions that the more often a term occurs in a document, the more it is representative of its content, and the more documents a term occurs in, the less discriminating it is [34] .
Several variations of TF IDF exist, and they differ from each other in terms of logarithms, normalization, or other factors. The following variant of TF IDF is used in this study: given a word, w, in a EULA, d, the TF IDF weight is calculated according to Eq. 1, where N is the total number of EULAs, DocFreq is the number of EULAs containing the word and TermFreq represents the frequency of the word in the particular EULA.
Approach
Real-world data sets often contain classes that are not linearly separable. This is to be expected for some problems because of the very nature of those problems. However, data sets may also contain noisy examples, e.g., instances that are either incorrectly labeled or represent something that would not exist in the real world, e.g., an individual with a height of 6 ft and an age of 4 years. It is obvious that such instances may confuse a supervised learning algorithm or a generated classifier. The main approach presented here for the detection of noisy EULAs additionally assumes that there exists a subset of examples from the good and bad class that are more related to each other than to instances of their respective class per se. In other words, the assumption is that this subset represent an undefined, and hence hidden, neutral class.
Similarity-based identification of noise
If I represents a set of EULA documents with a distribution of k bad document instances and |I | − k good document instances, the objective is to find which bad and good instances are closer to instances of the other document class, as in the instance space or some transformed version of the instance space. Definition 3.1 A neutral instance is an instance whose original class label is unequal to the class label of its nearest neighbor.
Using Definition 3.1 and a suitable similarity measure, we may obtain a set, E ⊂ I , of all neutral instances in I . It is now possible to generate two new data sets by regarding E either as noise or by introducing a third class (neutral) to more appropriately label the instances of E.
Removal of noisy instances
An important question to ask is: why the detection and removal of noisy document examples should be performed to begin with. It is obvious that in any non-trivial supervised classification learning task, some classes are not easily separable. Thus, removing examples to increase the separation of classes in the instance space may be seen as over-simplifying the studied problem. To answer the stated question, and address the related issues, we would like to draw the reader's attention to the discussion in Sect. 2 about the collection and labeling of end user license agreements; since there is no consensus about the definition of spyware, it is impossible to correctly label a collection of EULAs, in the sense that everyone will agree upon the correctness of the associated class labels. Thus, the objective is not to generate a perfectly labeled collection of EULAs. Rather, we are interested in developing a tool that can be used to alert users of the possible inclusion of spyware during the installation of downloaded applications. The tool needs to be robust in its classification of the clear cases of legitimate software and spyware-associated software. Hence, we consider it better if the borderline or noisy cases are labeled as belonging to a third class; neutral, or not labeled at all, as opposed to being incorrectly labeled as good or bad (were the former case is the most problematic).
Removal of noisy attributes
The EULA classification task does not suffer only from the possible inclusion of noisy instances in the data set: it is also quite common that the dimensionality of the data with regard to the number of attributes is large in comparison to the number of EULA documents, or instances. A common approach to address this issue for the general problem of text categorization is to apply a feature selection method. The potential benefits of feature selection are that it may:
1. reduce computational cost and storage requirements, 2. deal with the degradation of classification efficiency due to the finite size of training sample sets, 3. reduce training and prediction time, and 4. facilitate data understanding and visualization [1] , as cited by Lin et al. [30] .
Statistical and algorithmic feature selection
Consequently, it may be worth investigating whether feature selection can be used to decrease attribute dimensionality and increase classification performance for the EULA classification task. There is a large number of feature selection algorithms available. Generally, one could make a distinction between statistical and algorithmic feature selection approaches. Whereas the former type makes use of statistics or measures calculated directly on the data, the latter type may involve the application of a learning algorithm to generate a classifier, from which information about the quality of different features can be obtained. In general, the algorithmic approach is much more computationally expensive than the statistical approach. (There are also hybrid approaches available, for example, based on determination of an optimal feature set by means of running an appropriate optimization technique [30] ).
Categorical proportional difference
A recent statistical feature selection technique, categorical proportional difference (CPD), has been shown to outperform commonly applied feature selection methods, such as χ 2 , information gain, document frequency, mutual information, odds ratio, and simplified χ 2 , on several text categorization corpora in terms of F-measure performance improvement [36] . Moreover, CPD has also managed to significantly reduce the number of attributes in the aforementioned cases of performance improvement. Thus, we argue that CPD is a suitable choice of feature selection technique for the EULA classification problem.
Intuitively, CPD is a measure of the degree to which a word contributes to differentiating a particular class from other classes. The possible values that CPD can take on are limited to the interval of −1 and 1, where CPD values close to −1 indicate that a word occurs in approximately an equal number of EULAs in all classes and a CPD value of 1 indicates that a word occurs in the EULAs of only one class. Let A be the number of times word w and class c occur together, and let B be the number of times word w occurs without class c. According to Simeona and Hilderman, we may then define CPD for a particular word, w, and class, c, as follows:
This is the ratio of the difference between the number of EULAs of a class in which a word occurs and the number of EULAs of other classes in which the word also occurs, divided by the total number of EULAs in which the word occurs. The CPD for a word is the ratio associated with the category c i for which the ratio is the highest, i.e.:
Similarity analysis methods
We will now present two different similarity-based analysis approaches for reducing the number of false positives for the EULA classification problem by removing noisy instances.
Latent semantic analysis
A document-term matrix, M, is constructed from a given text document collection of n documents containing m terms. A feature extraction component is used to extract the values v i j for each term, m i , from each document, j. The m-dimensional column vector, V j , with the components, v i j ; i = 1, 2, . . . , m, then represents document j in the so-called Vector Space Model. The m × n document-term matrix, M, is composed using the vectors V j for all documents as columns [17] . This matrix, M, is then decomposed via singular-value decomposition (SVD) into: the term vector matrix, T , the document vector matrix, D, and the diagonal matrix, S, according to Eq. 4.
These matrices can then be reduced to a given number of dimensions, k, resulting in the truncated matrices T k , S k and D k : the Latent Semantic Space. 2 If these matrices are multiplied, the product is a matrix, M k , which is the least-squares best fit approximation of M with k singular values (see Eq. 5).
If a similarity measure is used, it is now possible to determine the similarity between different documents represented in M k or between an external document and the documents of M k . One measure, that is commonly used together with Latent Semantic Analysis, is cosine similarity (CS) [28] . Given a query vector q of length f , the distances to all documents represented in M k can be measured in terms of the cosines of the angles between q and the columns of M k . The closest column represents the closest match between the document collection and the query vector [17] . Given the query vector, q, and an arbitrary document vector in the collection, p, the cosine similarity is defined using the dot product as shown in Eq. 6.
For our particular task, it is useful to construct a cosine similarity matrix (CSM), as shown in Eq. 7. The CSM includes the similarity scores, θ , or distances between all EULA documents, N = {1 . . . n} (good and bad). Naturally, the cosine similarity between a certain document and itself is 1.
Normalized compression distance
An alternative approach to that of latent semantic analysis and cosine similarity is a fairly recent algorithm that computes distances between arbitrary data vectors: normalized compression distance (NCD) [8] as it is generally applicable [15] , parameter free [22] , noise resistant [6] and demonstrated theoretically optimal [38] . The NCD is an approximation to the uncomputable normalized information distance, which is based on the notion of Kolmogorov complexity.
Since the NCD is a distance function, it must satisfy (verbatim from [38] ):
In order to work well, there are also requirements on distance densities for the population, i.e., only a certain number of distances of pairs of input may be the same, not all of them. This is to avoid undesirable distances functions such as D(x, y) = 1 when x = y, and 0 when x = y. Although that function satisfies the requirements above, it is clearly useless [38] . NCD is based on the idea that by using a compression algorithm on data vectors (in whatever shape or form these may come) both individually and concatenated, we will receive a measure of how distant they are. The better the combination of the two vectors compress, compared to how the individual vectors compress on their own (normalized to remove differences in length between the set of all vectors), the more similar the vectors are. More formally, NCD is a metric:
where C(x) is the compressed length of x and C(x, y) is the compressed length of x concatenated with y. The range of the NCD function is ideally within 0 ≤ NC D ≤ 1. This always holds true for the lower bound, but due to failure of the chosen compression algorithm, C(x), to accurately approximate the incomputable Kolmogorov complexity function the upper bound is sometimes not met, and the NCD will be greater than one. This does not materially affect operation as long as the distance does not greatly exceed one, as that signifies major problems with the compression algorithm for use as part of the NCD. At least for the particular data set. The reason for choosing max(C(x), C(y)) for the denominator is not obvious. In fact, most of the alternatives that come to mind will not work as the NCD then does not satisfy the distance function requirements. The interested reader is referred to Vitanyi et al. [38] for further details. That the resulting function is indeed a distance metric is far from self evident, is demonstrated by Li et al. [29] .
In addition to the advantages listed above, the NCD has several additional advantages, a significant of which is the lack of parameters that need to be set. Parameter-free methods are advantageous in that setting the correct parameters requires detailed knowledge of the internal operation of the algorithm. Setting the wrong parameters can have a sizable impact on the performance of the algorithm, both when it comes to false positives and false negatives. It is of course also problematic to compare the same algorithm on differing problem sets if the parameters are also different. How to set the correct parameters in a real-world usage scenario, when labels are absent from the data set is also fraught with peril [38] . Many of the same problems also abound when it comes to feature selection, selecting the right features can involve intimate knowledge of the problem domain, and in the instances when it does not, it can still be a time consuming and error-prone process [38] .
The only parameter one has to set when performing NCD is to choose a compression algorithm. The best performing algorithm overall is most often the statistical compressors in the PPM-family [41] . However, in this experiment, we have chosen to use the bzip2 [35] algorithm. This algorithm was selected since it has previously been demonstrated to work well on the type of text classification problem that we are faced with here [7] and the runtime is much shorter than for the PPMD. With a window length of as much as 900 KB, we are comfortably within the length of the concatenation of our two largest EULAs (105 KB), which is in the range where bzip2 works well. (It is, however, too large for the gzip algorithm as it can only comfortably handle concatenated document sizes of approximately 60 KB).
Detection of noisy instances
The LSA and NCD methods can both be used to generate similarity scores for all pairs of EULA documents. In order to actually detect noisy instances, we need to choose an appropriate detector. The 1-nearest neighbor algorithm is one of the most commonly used methods for this purpose although it would be quite possible to make use of more sophisticated methods as well. The K -nearest neighbor algorithm could, for example, be used instead (refer to the discussion on using NCD as a learner in the previous section). However, for the purpose of the present study, no alternative methods to 1-nearest neighbor will be evaluated.
LSA detection
Based on the cosine similarity matrix (CSM), as defined in Eq. 7, we obtain some interesting results. Primarily, we are interested in finding out which documents from a certain class are most likely to be confused with documents from the other class. That is, we want to find the set of documents that are closest (in the CSM-sense), to a document of the opposite class. We therefore order the column of similarity scores from highest to lowest for each document and compare the class of each document with the class of its closest neighbor.
Note that since the text documents are tokenized into word elements prior to LSA analysis, and since LSA results in a truncated vector space model, the nearest neighbor to a certain document is only approximately identical to that document, even if the cosine similarity is 1. We say that if the nearest neighbor to a document belongs to another class than that of the document itself, the document is classified as incorrectly labeled by the LSA-based analysis. Consequently, we hypothesize that the document may contribute to a higher false positive rate were it included during classifier generation. For an arbitrary document, d, and its nearest neighbor, d * , we define c(d) and c(d * ) as their corresponding classes. We may then define label correctness with Eq. 8.
Secondarily, we may use the information provided in the CSM to find duplicate documents. Again, we will only find approximately duplicate documents with our approach, but the information about these documents may prove to be valuable in further research on EULA classification. We define the set of duplicates of a document, n, as the documents for which the cosine similarity scores to n are 1.
NCD detection
Analogously to LSA-based detection, the NCD-based detection is carried out by finding the nearest neighbor. For each EULA document, d, a vector of all available EULA documents is generated, ordered by the NCD-based similarity to the document in question. The EULA with the highest similarity score from this vector, d * , is then the nearest neighbor. Consequently, Eq. 8 can once again be used to determine the correctness of the labeling of d according to the NCD. Similarly, the set of EULAs for which the NCD-based similarity is above a certain threshold could be regarded as duplicates according to the NCD. Table 1 includes the results from the LSA-based analysis of the original 996 raw EULA text documents. As can be seen in the fifth column, there is a rather large amount of misclassified instances, especially from the bad class. Recall that, duplicates and incorrectly classified instances actually denote instances that are determined by the cosine similarity measure to be either equal to another instance or most similar to an instance of another class. Table 2 features the results from the NCD-based analysis of the original EULAs. Similarly to the results of the LSA-based analysis, the fifth column shows a quite substantial amount of misclassified instances from the bad class although the amount of incorrectly labeled instances according to NCD is smaller than what was detected by LSA. The information about duplicate instances is not used in the presented study. That is, the duplicate EULAs are not removed from the collection. Recall that, duplicates and incorrectly classified instances actually denote instances that are determined by either the cosine similarity measure or the normalized compression distance measure to be either equal to another instance, or more similar to an instance of the other class, than to any instances of their own class.
Experiments
Detection of noisy instances
Comparison of noise detection approaches
In the primary experiment, the aim is to determine whether the removal of instances, labeled as incorrectly classified cases by any of the similarity-based instance removal approaches, yields an increase in classification performance. Instances from either class, determined by LSA and NCD to be closer to an instance of the other class, are removed from the corresponding data set before transforming it to a bag-of-words model. Thus, to generate the LSA-based data set, 75 instances are removed from the original data set (31 good, 44 bad), resulting in a new data set that features 921 instances. Similarly, to generate the NCD-based data set, 59 instances are removed from the original data set (27 good, 32 bad). The NCD-based data set features 937 instances in total.
Bag-of-words generation
The total number of words, contained in all of the EULAs, is close to 10,000 but experimental evidence suggests that this number can be reduced by circa 90% without reducing classifier performance [14] . In order to decrease the number of attributes, we convert all characters to lowercase and consider only alphabetic tokens. Furthermore, we remove stop words and words that occur only once (hapax legomena) and store a maximum of 1,000 words per class. Finally, we apply the Iterated Lovins Stemmer [31] to be able to store only the stems of the remaining words. The result is an original data set with 1,269 numeric attributes, an LSA-based data set with 1,295 attributes, and an NCD-based data set with 1,302 attributes. All data sets include a nominal target attribute, which indicates the class of the EULA (good or bad).
Feature selection
Prior to the experimental comparison of noise detection approaches, the three data sets under investigation are subjected to feature selection using the categorical proportional difference (CPD) technique. As described by Simeon and Hilderman [36] , the search for a suitable cutoff point for CPD is computationally expensive due to the possible non-linearity of the function of the number of kept words and the resulting performance. We opted to define a keep ratio interval and select a reasonable step size. In the presented study, we use an interval of 1.0 to 0.6 together with a step size of 0.01, which yields 40 iterations for each data set. These settings let us investigate, in increments of one percent, the possible performance gain, from using CPD-based feature selection, for each data set when keeping from 60% and up to 100% of the attributes. Since Naive Bayes Multinomial [32] achieved the top AUC score in the previous study [27] , it is argued that this algorithm could serve as a reasonable estimator of general performance for the purpose of feature selection. Thus, the Multinomial Naive Bayes algorithm is evaluated according to area under the ROC curve (AUC) performance by running 10 ten-fold cross-validation tests for each iteration and data set. For each of the three data sets, which attributes to keep is determined by selecting the subset of attributes from the iteration that yields the highest AUC performance by the multinomial Bayesian algorithm.
Evaluation and hypothesis testing
In the primary experiment, all algorithms investigated during the previous study [27] except K-star are compared in terms of the area under the ROC Curve (AUC) performance on the feature selected versions of the original data set, the LSA-based data set, and the NCD-based data set. A decision was taken to remove K-star since it achieved the poorest AUC performance in the previous study and, moreover, it was by far the most computationally expensive algorithm.
In order to obtain reliable results, the comparison is performed by subjecting each of the included algorithms to ten runs of re-sampled and stratified tenfold cross-validations. The cross-validation folds are generated by using an initial seed of 1 for each algorithm. Thus, given a particular data set, each algorithm is accessing identical folds. In essence, this setup also increases the reproducibility of the results. For the selected set of algorithms and data set, we aim to test the following null hypothesis, h 0 : there is no AUC performance difference between the original data set, the LSA-based data set, and the NCD-based data set. In order to investigate the validity of this hypothesis, the non-parametric Friedman's test [16] and the corresponding Nemenyi post hoc test [33] are used since the hypothesis testing involves comparisons of multiple algorithms and data sets [11] .
Friedman's test is based on calculating the average ranks of each data set rather than using the actual AUC performance score. For each algorithm, the data set for which the algorithm achieves the highest performance is awarded the rank of 1, the second best the rank of 2, and so on. In the case of a tie, the average rank of the tied data sets is assigned. We can now state the null hypothesis more formally. Given that R j represents the average rank of the j-th out of k data sets, we wish to test H 0 : R 1 = · · · = R k . The regular statistic used for Friedman's test, χ 2 F , is defined, with k − 1 degrees of freedom, as follows:
Since it has been shown that Friedman's statistic is too conservative [21] , we employ the recommended alternative statistic based on the F-distribution, as defined in Eq. 10 where N is the number of included algorithms and k is the number of data sets to compare. Moreover, we perform hypothesis testing at p < 0.05 and with k − 1 and (k − 1)(N − 1) degrees of freedom.
If the null hypothesis is rejected, the Nemenyi post hoc test can be applied to determine whether the performance achieved on two particular data sets is significantly different. In order for this difference to be significant, the corresponding average ranks of the two data sets must differ by at least the critical difference (CD), which is defined in Eq. 11, where q α is the critical value for the two-tailed Nemenyi post hoc test at p < α. For k = 3 and p < 0.05, the critical value, q α , is 2.343. Thus, the critical difference for p < 0.05 is 2.343 √ 1.125 ≈ 0.828, given that k = 3 and N = 16.
As in previous work, the Weka [40] default configurations are applied for a majority of the algorithms since it is not the main objective of the study to find the optimal algorithm. The exceptions are IBk and Stacking. For convenience, a comprehensive description of the configurations of the included algorithms can be viewed in Table 3 .
Introduction of the neutral class
In the secondary experiment, a third class is introduced: the instances determined to be incorrectly labeled on the basis of either the LSA or the NCD analysis are now categorized as belonging to the neutral class instead of being removed from the data set. The procedure to transform the EULA document collection to a bag-of-words model is identical to the procedure followed in the primary experiment. Thus, the data sets generated for the secondary experiment both feature 996 instances. The LSA-based three-class data set features 869 good, 75 neutral, and 52 bad instances and the NCD-based three-class data set features 873 good, 59 neutral, and 64 bad instances. Since this data set includes three classes instead of two, as in the original data set, it makes little sense to formally compare the performance of learning algorithms across the different types of data sets. Instead, our aims are to investigate whether the performance in classifying bad and good instances deteriorate when introducing the neutral class and to examine the classification confusion between the good, bad, and neutral classes. The experiment is conducted by subjecting the top performing algorithm from the primary experiment to a stratified tenfold cross-validation test. 
Results
We now review and discuss the results of the experiments. First, the results from the CPDbased feature selection are revealed. The results from the main experiment are then described in detail. As earlier described, in the main experiment, the performances on the original data set, the LSA-based data set, and the NCD-based data set are compared. Finally, we present results from and discuss the possibility of adding a third, neutral, class to the EULA classification task by including the instances previously identified as noise. Prior to the present study, a domain expert manually examined a subset of the bad EULAs (all instances with a smaller size than 10 KB). It was concluded that for 18 of the 36 examined EULAs, it would be impossible for a human to infer that spyware would be installed by the software product. Interestingly, the LSA-based approach managed to remove 13 of these 18 bad instances (72%) and the NCD-based approach removed over 80% of these bad instances, stemming from the fact that they were more similar to good EULAs. Thus, the initially stated informal hypothesis seems to be true, which arguably increases the meaningfulness of using an automated approach to remove noisy instances.
Feature selection results
The complete results of the feature selection performed on the two-class data sets are presented in Table 4 . As can be seen in the Table 5 , the AUC performance gains for the original data set, the LSA-based data set, and the NCD-based data set are: 1.2, 0.9, and 0.6%, respectively. Table 5 also shows that the number of attributes has decreased to 775, 791, and 795 for the three data sets. We conclude that CPD is successful in substantially decreasing the number of attributes for each data set while at the same time managing to increase the AUC performance reasonably well. Intuitively, the largest performance gain is attributed to the feature selection on the original data set, since the potential for improvement was the highest on this data set, due to the comparably low initial performance.
For the three-class problem, feature selection was again performed using CPD and 40 iterations with Multinomial Naive Bayes as a general performance estimator. This feature selection process resulted in a substantial decrease of attributes for both the LSA-and NCD-based three-class data sets. The best AUC performance was found with a keep ratio of 0.61 and 0.65 for the NCD and LSA data sets, respectively. In other words, the original three-class data sets included 1440 attributes, and after feature selection, this number was reduced to 879 for the NCD data set and to 937 for the LSA data set since 61% of the original 1440 attributes were kept when generating the NCD data set and 65% of the original attributes were kept when generating the LSA set.
Data set Comparison Results
The results from the main experiment, in which we compare the original EULA data set with the LSA-based data set and the NCD-based data set, are summarized in Table 6 . Clearly, the AUC performances of all included algorithms are substantially higher when their classifiers are generated from the LSA-based data set or the NCD-based data set, in which noisy examples have been removed. With 3 data sets and 16 algorithms, F F is distributed according to the F-distribution with 3 − 1 = 2 and (3 − 1)(16 − 1) = 30 degrees of freedom. The critical value of F(2, 30) for α = 0.05 is 3.32, so we may reject the null hypothesis (h 0 ). In fact, it is even possible to reject the null hypothesis with the χ 2 statistic and 3 − 1 = 2 degrees of freedom since the critical value of χ 2 (2) for α = 0.05 is 5.991 and χ 2 = 26.
Since a significant average rank difference has been detected, we proceed with the Nemenyi post hoc test to determine individual significant differences between all possible pairs of data sets. As described in Sect. 5.2.3, the critical difference for p < 0.05, 3 data sets, and 16 algorithms is 0.828. The difference in average rank between two data sets must therefore be larger than 0.828 in order for the difference to be significant according to the Nemenyi test. Since 3 − 1.75 = 1.25 and 3 − 1.25 = 1.75, we conclude that both the LSA-based and NCD-based data sets are significantly better than the original data set. However, since 1.75 − 1.25 = 0.5, the conclusion is that there is no significant difference, in terms of average AUC performance of the evaluated algorithms, between the LSA-based and the NCD-based approach.
Similarly to the previous study, the Multinomial Naive Bayes algorithm is superior in terms of AUC performance. In fact, this algorithm achieves the highest AUC performance on all three data sets. The overall algorithm performance results indicate that both the LSAbased and the NCD-based approach represent feasible ways to reduce the false positive rate for the EULA classification task.
Introduction of the Neutral class
The results of the secondary experiment can be viewed in Table 7 and consist of two confusion matrices generated for the Multinomial Naive Bayes algorithm on the three-class versions of the LSA-based and NCD-based data sets. Interestingly, no bad instances are classified as good, which would be the worst type of classification error in a real-world setting. The neutral instances are classified slightly more correctly in the LSA-based data set. A large amount of the good instances are classified as neutral in both the data sets. LSA and NCD perform comparably in generating suitable three-class data sets. However, as can be interpreted from the AUC performance, the introduction of a neutral class affects the performance negatively. Arguably, the conclusion that can be drawn is that the neutral instances are confusingly similar to either good or bad instances. Further research is required to determine whether completely different categorizations of spyware may resolve the issue. For example, one might classify the spyware applications according to functionalities like: browser hijacking, advertisement pop-ups, user behavior reporting, and so on. However, it is quite obvious that this type of functionality-based labeling of instances would most certainly be time consuming and difficult to conduct manually.
Discussion
As in many other domains, false positives are particularly troublesome in the EULA classification task, since the principal objective of this classification is to provide decision support to computer users during software product installation. A false positive (a spyware-associated application classified as legitimate software) would then mislead the user to install the product, which could possibly lead to system performance degradation or worse; loss of system control and theft of information. A false negative (a legitimate application classified as spyware) is not as potentially costly. However, if the user knows about the legitimacy of the application, a false negative may result in a decrease of trust in the decision support tool. The decreased trust would, in the worst scenario, leads the user to not pay attention to the recommendation from the decision support tool, much like most users today do not pay attention to the displayed EULA when installing software downloaded from the Internet. Table 8 includes the word stems with the highest conditional probabilities for each of the three classes from the secondary experiment. In analyzing the conditional probability-based prioritized lists of word stems, some evidence is uncovered as to why bad and neutral instances are indeed hard to separate, which confirms the conclusions drawn from the manual EULA examination. Additionally, it is also obvious that, despite their demonstrated differences, the LSA-based and NCD-based approaches yield data sets in which the lists of the most representative words for each class are quite correlated.
We have not been able to find any additional public domain collection of EULAs, and the generation of this type of collection is a labor intensive task since each EULA has to be extracted during the actual installation of a software product. Since research on the definition of spyware is still on-going, it is often also difficult to correctly label the collected instances. This fact, together with the conclusions drawn on the basis of the aforementioned results of the manual examination, motivates the need for an efficient method for detecting noisy examples. It is intuitively not a good idea to remove instances from a data set based on the mere fact that they were misclassified by one or more algorithms. In contrast, both the manual examination and the experimental evidence of the present study suggest that the noisy examples should be removed since they are not at all semantically separable from instances from the other class.
Conclusions and future work
End user license agreement (EULA)-based spyware detection is essentially a text categorization task. Previous work by us has reported good classification performance results of supervised learning algorithms, such as Multinomial Naive Bayes and Random Forests, on a collection of 96 spyware-related EULAs and 900 legitimate EULAs. However, the false positive rate (the rate of spyware EULAs classified as legitimate EULAs) has been reported as too high for practical use.
This study examines the use of feature selection and compares two candidate approaches for removal of noisy instances to decrease the false positive rate. The first approach is based on using latent semantic analysis (LSA) in conjunction with cosine similarity to find noisy instances in the EULA collection under study. The second approach is based on normalized compression distance (NCD). After performing the feature selection, we experimentally evaluated the performance of 16 supervised learning algorithms on the original EULA collection studied in previous work and the LSA-based and NCD-based data sets. These were generated by removing noisy examples using the aforementioned methods, to investigate whether it is possible to reduce the false positive rate.
The area under the ROC curve (AUC) performances are significantly higher on the LSAbased and NCD-based data sets in comparison to the AUC scores on the original EULA collection. However, no significant difference in AUC performance could be revealed between the LSA-based and NCD-based approaches. Thus, we conclude that LSA and NCD both represent suitable approaches for finding noisy instances whose removal reduce the number of false positives during classification.
The categorical proportional difference (CPD) feature selection method was applied on the three studied data sets prior to experimental comparison. CPD managed to substantially decrease the number of instances while at the same time increasing AUC performance on all data sets. Moreover, the experimental evidence confirms the results of previous work in that the Multinomial Naive Bayes algorithm seems to be the most suitable algorithm for the EULA classification task.
Future work is focused on compiling a larger database of EULAs in collaboration with the anti-spyware industry. Moreover, we are in the process of developing a spyware prevention tool, based on Multinomial Naive Bayes, that will be able to automatically extract and analyze EULAs in order to provide users with a means to give an informed consent when installing applications downloaded from the Internet. The availability of the prevention tool will also allow for more human-oriented studies on spyware awareness and informed consent. We aim to compare additional feature selection methods and learning algorithms in the subsequent experiments to be carried out on new data. Stefan Axelsson is a senior lecturer at Blekinge Institute of Technology. He received his M.Sc. in computer science and engineering in 1993, and his Ph.D. in computer science in 2005, both from Chalmers University of Technology. His research interests revolve around computer security, especially the detection of anomalous behavior in computer networks, financial transactions and ship/cargo movements to name a few. And also how to combine the application of machine learning and information visualization to better aid the operator in understanding how the system classifies a certain behavior as anomalous. Stefan has 10 years of industry experience, most of it working with systems security issues at Ericsson.
