Abstract. The aim of this paper is to establish the bounds for the least root of the functional equation
Introduction
In classic queueing problems, the information about input characteristics (distributions of interarrival and service times) is assumed to be known. For example in the case of an M/G/1 queueing system, the arrival process is usually assumed to be Poisson of rate λ, and service time distribution is assumed to be given as B(x), with mean 1/µ and other moments if required. This enables us to use the techniques of the Laplace-Stieltjes transform or generating functions to obtain the desired output characteristics of queueing systems.
In practice, however, a distribution of an interarrival or service time can be only approximated by known information about that distribution, and an accuracy of that approximation can be obtained from analysis of real observations.
In the present paper we establish the bounds for the least positive root of the functional equation x = G(µ − µx), where G(s) is the Laplace-Stieltjes transform of an unknown probability distribution function G(x) of a positive random variable having the first two moments g 1 and g 2 , and µ is a positive parameter satisfying the condition µg 1 > 1. The additional information characterizing G(x) is an empirical probability distribution function G emp (x), and it is assumed that the distance in the uniform (Kolmogorov) metric between G(x) and G emp (x) is not greater than κ. The obtained results are then used in asymptotic analysis of loss probabilities in certain queueing systems with large number of waiting places.
The bounds for the least positive root of the functional equation x = G(µ − µx) only under the assumption that an unknown probability distribution function has the first two known moments have been studied many years ago by Rolski [10] .
The results of the present paper use additional information about an empirical probability distribution function as mentioned above. For known results related to empirical probability distribution functions see e.g. [13] , p. 169-171.
In mathematical terms the problem can be reformulated as follows. We assume that G(x) belongs to the class of probability distribution functions G 2 (g 1 , g 2 ) of positive random variables concentrated on the positive semi-axis (i.e. G(0−) = 0) having two fixed moments g 1 and g 2 , and g 1 > 1 µ (µ is a positive parameter having a special meaning in queueing problems). We also assume that the difference between any two probability distribution functions of this class satisfies the relation:
The metric K(G 1 , G 2 ) is known as the uniform (Kolmogorov) metric (e.g. [7] , [9] ). In [6] , the Kolmogorov metric has been used for continuity analysis of the M/M/1/n queueing system. The analysis of [6] was based on the level-crossing approach and an application of characterization theorems for exponential distributions. The class of probability distributions functions G 2 (g 1 , g 2 ) itself, i.e. without the metrical condition (1.1), has been studied by Vasilyev and Kozlov [14] and Rolski [10] . Rolski [10] has established the bounds for the least positive root of the functional equation x = G(µ − µx).
In the present paper, we substantially develop the results of [10] . Specifically, we show that the use of additional condition (1.1) nontrivially improves the earlier bounds obtained by Rolski [10] . Together with the results of the asymptotic analysis of [2] and [3] , the new bounds are then used to establish the corresponding bounds for the loss probability in large GI/M/1/n and M/GI/1/n queueing systems (n → ∞). The similar type of bounds can be also established for large (n → ∞) GI/M/m/n systems. Asymptotic analysis of losses for large GI/M/m/n queueing systems has been provided in [5] , and the techniques of this paper can be developed for the case of GI/M/m/n queueing systems too. However the analysis of the loss probability in these systems is analytically hard and not presented here.
The paper is structured as follows. In Section 2, the new properties of distributions of the class G 2 (g 1 , g 2 ) taking into account condition (1.1) are established. Let G 1 (x) and G 2 (x) be arbitrary probability distribution functions of this class obeying (1.1). Denote by G 1 (s) and, respectively, by G 2 (s) (s ≥ 0) their Laplace-Stieltjes transforms, and let γ 1 and γ 2 be the corresponding solutions of the functional equations x = G 1 (µ − µx) and x = G 1 (µ − µx) both belonging to the interval (0,1). (Recall that according to the well-known theorem of Takács [12] , under the assumption µg 1 > 1 the roots γ 1 and γ 2 of the corresponding equations x = G 1 (µ − µx) and x = G 2 (µ − µx) are unique in the interval (0,1).) The upper bound for |γ 1 − γ 2 | is obtained. In Section 3, the inequality of Section 2 is then used to establish the lower and upper bounds for the loss probabilities in large GI/M/1/n and M/GI/1/n queueing systems as n tends to infinity.
Properties of probability distribution functions of the class G 2
In this section we establish an inequality for |γ 1 − γ 2 |. We start from the known inequalities for probability distribution functions of the class G 2 (g 1 , g 2 ). Vasilyev and Kozlov [14] proved that (2.1) inf
where the maximum is obtained for
. The lower and upper bounds given by (2.1) and (2.2) are tight. If g 2 = g 2 1 , then these bounds coincide.
There has been pointed out by Rolski [10] that (2.1) and (2.2) could be obtained immediately by the Tchebycheff system method [8] if one takes into account that {1, t, t 2 } and {1, t, t 2 , e −st } form Tchebycheff systems on [0, ∞). Rolski [10] has established as follows. Let ϕ G denote the least positive root of the functional equation:
and (2.5) max
where ℓ in (2.4) and (2.5) is the least root of the equation:
The proof of (2.4) and (2.5) given in [10] is based on the convexity of the function G(µ − µx) − x as well as on other elementary properties of this function.
Notice, that from (2.1) and (2.2) we also have as follows. Let G 1 (x) and G 2 (x) be arbitrary probability distribution functions of the class G 2 (g 1 , g 2 ), and let G 1 (s) and, correspondingly, G 2 (s) be their Laplace-Stieltjes transforms (s ≥ 0). Then,
Indeed, for the derivative of the difference between the right-hand side of (2.2) and those of (2.1) we have
This derivative is equal to zero for s = 0 (minimum) and s = +∞ (maximum).
(The trivial case g 2 = g 2 1 , leading to the identity to zero of the right-hand side of (2.7) for all s ≥ 0, is not considered.) Therefore, from (2.7) as well as from (2.1) and (2.2) we arrive at (2.6).
In turn, from (2.4) and (2.5) we have the following inequality for |γ 1 − γ 2 |:
Without taking into account condition (1.1), the inequality (2.8) follows from [10] . We establish below the improved inequality for |γ 1 −γ 2 | by taking into account additional condition (1.1).
Notice first, that the inequalities (2.1), (2.2) and the corresponding inequalities (2.4), (2.5) remain true for the wider class of probability distribution functions than G 2 (g 1 , g 2 ). Indeed, let m > 1 µ be such the boundary value, that the least root of the equation
is equal to the right-hand side of (2.5). Then, for any m 1 and m 2 satisfying the inequalities m ≤ m 1 ≤ g 1 , and
, we have the same bounds (2.1) and (2.2) for the probability distribution functions and (2.4) and (2.5) for the roots ϕ G but now for the wider class of probability distribution functions belonging to
Indeed, for any m 1 satisfying the inequality m ≤ m 1 ≤ g 1 , and any m 2 for which
g2 , according to [14] we have
and, taking into account that 
where the equality in the first line of (2.10) is obtained by replacing the probability distribution function (2.3) by the corresponding that with the parameters m 1 and m 2 . According to [10] , we respectively have:
and (2.12) max
From the above inequalities (2.9) -(2.12), one can conclude as follows. Let
(Recall that m > 1 µ is such the boundary value that the least root of the equation x = e −µm+µmx is equal to the right-hand side of (2.5).) Denote
Then we have the following elementary generalization of (2.4) and (2.5):
and (2.14) max
Notice that if m 1 = m, then we have ℓ * = 1 + We start now to work with (1.1). We have the following elementary property:
Thus under the assumption of (1.1), the difference in absolute value between the Laplace-Stieltjes transforms G 1 (s) and G 2 (s) is not greater than κ. It follows from (2.15) that
(We do not know whether or not the value κ 1 can be found. However, the exact value of κ 1 in terms of κ, given that G 1 , G 2 ∈ G 2 (g 1 , g 2 ) and K(G 1 , G 2 ) ≤ κ, is not important for our further considerations. Relation (2.16) will be used later in this section.) On the other hand, according to (2.6) for two arbitrary probability distribution functions of the class G 2 (M) the difference in absolute value between their LaplaceStieltjes transforms is not greater than 1 −
, then the condition (1.1) is not meaningful. Therefore, it will be assumed in the further consideration that κ < 1 − 
g2
. The lemma below is the statement on the dense of the class G 2 (g 1 , g 2 ).
Lemma 2.1. For any probability distribution function
We build another probability distribution function G(x) ∈ G 2 (g 1 , g 2 ) as follows. Let A be some positive number, which will be defined later more exactly. For all x > A we set G(x) ≡ G(x). Our task is to choose a corresponding value A.
According to the convention, (2.17)
Due to partial integration,
Therefore, from (2.17) we obtain:
So, for any A > 0 we take the middle point A/2 and a small value δ such that either (2.19)
Note, that such value of δ can be chosen for any A > 0. Note also that one of two conditions (2.19) and (2.20) can always be chosen. For example, if G(x) = 0 in the interval [0,A/2], then according to (2.20) we build such the probability distribution function G(x) that
For the case of (2.19) one then choose (2.21)
and, correspondingly, in the case of (2.20), one choose
Relations (2.19) -(2.22) holds for any choice of A (i.e. a positive δ can be chosen for any A > 0). In order to determine the value A more specifically, along with (2.17) we use the second convention:
By using the partial integration, we obtain:
and now the value A (not necessarily unique) can be determined from (2.18) and (2.24). Notice finally, that together with the choice of an arbitrary δ in (2.19), (2.20) and (2.21) and (2.22) one can assume that sup 0<x≤A/2 |G(x) − G(x)| < ǫ, and, correspondingly, sup A/2<x≤A |G(x) − G(x)| < ǫ.
Remark 2.2. Clearly, that the statement of this lemma remains true if a probability distribution function G(x) belongs to the class G 2 (M), which is wider than G 2 (g 1 , g 2 ). Consequently, we also have as follows. Let M 1 ⊂ M, and
Then, for any probability distribution function G(x) ∈ G 2 (m 1 , m 2 ) there is another probability distribution function G(x) ∈ G 2 (m 
Relation (2.25) holds because G 1 (x) ∈ G 2 (M), and according to Remark 2.2 for any ǫ > 0 there exists a probability distribution function
On the other hand, the class of probability distribution functions G 2 (g 1 , m 2 ) is dense, so G 1 (x) can be chosen belonging to G 2 (g 1 , m 2 ). Similarly to (2.6) we have
and therefore
Hence, in this case we have the bounds coinciding with the class of all distributions of positive random variables having the moments m 1 = g 1 and m 2 = 1−κ1 . We also have as follows:
Let us consider another example, where
exp − m2 g1−δ s with an unknown parameter m 2 . In this case,
cannot be greater than κ 1 . For example, taking m 1 = m we arrive at G 1 (s) ≡ G 2 (s), and therefore sup
For an arbitrary choice of m 1 = g 1 − δ ≥ m, one can therefore set
(The exact value of k * is not important.) In this case, similarly to (2.26)
and similarly to (2.27),
where ℓ * is the solution of the equation x = e −µ(g1−δ)+µ(g1−δ)x . Keeping in mind that ℓ * > ℓ and κ * ≤ κ, by comparing (2.27) and (2.29) we obtain the property:
Thus, we arrive at the following theorem.
Theorem 2.3. For any probability distribution functions G 1 (x) and G 2 (x) belonging to the class G 2 (g 1 , g 2 ) and satisfying the condition (1.1) we have:
where ℓ is the least root of the equation
3. Bounds for the loss probability in GI/M/1/n and M/GI/1/n queueing systems
In this section we apply the result on bounds for loss GI/M/1/n and M/GI/1/n queueing systems.
3.1. GI/M/1/n queueing systems. First we recall the known asymptotic result for GI/M/1/n queueing systems as n → ∞ (see Abramov [3] ).
Let A(s) denote the Laplace-Stieltjes transform of the interarrival time probability distribution function A(x), let µ denote the reciprocal of the expected service time, let ρ denote the load, ρ = −
, which is assumed to be less than 1, and let α denote the positive least root of functional equation x = A(µ − µx). It was shown in [3] that, as n → ∞, the loss probability P loss (n) is asymptotically represented as follows:
Notice, that the function Ψ(x) = A(µ−µx)−x is convex function in x. There are two roots x = α and x = 1 in the interval [0,1], and Ψ ′ (α) = −µ A ′ (µ−µα)−1 > −1. Therefore, according to convexity we have the inequality:
From (3.2) we obtain:
Assume that A(x) ∈ G 2 (g 1 , g 2 ) is unknown but with the given first two moments g 1 and g 2 , assume that A emp (x) is an empirical probability distribution function of this class, its Laplace-Stieltjes transform is A emp (s), the root of corresponding functional equation x = A emp (µ − µx) is α * , and assume that according to an available information the Kolmogorov distance between A emp (x) and A(x) is K(A, A emp ) ≤ κ. Then in the case κ < 1 − g 2 1 g2 , due to the fact that A(x) is unknown, one has another inequality, where the numerator of the left-hand side of (3.3) is replaced by an extremal element e −µg1 not greater than that original and the corresponding denominator is replaced by (α * + κ − κℓ) not smaller than that original α * . We also assume that κ is such small that α * − κ + κℓ > 0 and α * + κ − κℓ < 1. Then we have:
Using (3.4) , in the case of small κ and κ < 1 −
according to Theorem 2.3 for n large enough we have the following two inequalities for lower P (n) and upper P (n) levels of the loss probability:
Therefore, for large n we have the following bounds for P loss (n):
, then the terms (α * + κ − κℓ) in (3.5), (3.6) and (3.7) should be replaced by these 1 +
3.2. M/GI/1/n queueing systems. We consider M/GI/1/n queueing systems with Poisson input of rate λ and the service time distribution B(x). Let B(s) denote the Laplace-Stieltjes transform of B(x), let ρ = −λ B ′ (0) be the load parameter, which is assumed to be greater than 1, and let β denote the positive least value root of functional equation x = B(λ − λx). According to the renewal reward theorem (see e.g. [11] ), for the loss probability P loss (n) we have the following:
where L n and ν n denotes the number of lost and, respectively, served customers during a busy period. The asymptotic representations for EL n and Eν n are known (see Abramov [1] , [2] and [4] ). Namely, Substituting (3.9) and (3.10) for (3.8) after an algebra we obtain the asymptotic relation:
(3.11) P loss (n) = (ρ − 1) Notice that similarly to (3.3) for the term 1+λ B ′ (λ−λβ) we have the inequalities: Assume now that B(x) ∈ G 2 (g 1 , g 2 ) is unknown but with the given first two moments g 1 and g 2 , assume that B emp (x) is an empirical probability distribution function of this class, its Laplace-Stieltjes transform is B emp (s), the root of corresponding functional equation x = B emp (λ − λx) is β * , and assume that according to an available information the Kolmogorov distance between B emp (x) and B(x) is K(B, B emp ) ≤ κ. Then in the case κ < 1 − g2 according to aforementioned Theorem 2.3 for n large enough we arrive at inequalities for lower P (n) and upper P (n) levels of the loss probability: P (n) ≥ (ρ − 1) 2 (β * + κ − κℓ) ρ(ρ − 1)(β * + κ − κℓ) + e −λg1 (β * − κ + κℓ) n , (3.14) 2 (β * + κ − κℓ) ρ(ρ − 1)(β * + κ − κℓ) + e −λg1 (β * − κ + κℓ) n ≤ P loss (n)
, then the terms (β * + κ − κℓ) in (3.14), (3.15) and (3.16) should be replaced by these 1 + g2 (ℓ − 1) .
Acknowledgement
The author acknowledges with thanks the support of the Australian Research Council, grant #DP0771338.
