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Abstract
Let K be a field of characteristic zero, d a derivation of K [X; Y1, . . . , Yn] of the type d = ∂X +
∑n
i=1(aiYi + bi )∂Yi with
ai , bi ∈ K [X ] for every i . We characterize the property “d is a simple derivation of K [X; Y1, . . . , Yn]” in terms of a certain
property of d, a property that one can effectively check for whether it is satisfied or not. We apply our algorithm to exhibit families
of simple derivations of K [X; Y1, . . . , Yn] that are very different from what has been known until now. We also show that our
algorithm can be traduced into one that determines effectively whether the solutions in the power series ring K [[t]] of the system
of algebraic equations
{
y′i (t) = ai (t + α)yi (t)+ bi (t + α)
}n
i=1 , α ∈ K , are algebraically independent over K (t) or not.
c© 2007 Elsevier B.V. All rights reserved.
MSC: Primary: 13.N.15; secondary: 13.P.99
1. Introduction
In non-commutative algebra, tearing apart the structure of simple rings can be a very difficult task and new examples
of simple rings are always useful as a testing ground for conjectures. If R is a commutative ring and d is a derivation
of R, the Ore extension R[X; d] is a simple ring if and only if R is d-simple, i.e., if and only if R does not have any
proper non-zero ideal I such that d(I ) ⊆ I (see [4]). It is therefore natural to look for commutative d-simple rings.
Examples of d-simple commutative rings are rather scarce; even for the ring of polynomials R :=
K [X; Y1, . . . , Yn] over a field K of characteristic zero, only few examples of derivations d for which R is d-simple
are known. As a matter of fact, characterizing the derivations d := f0∂X +∑ni=1 fi∂Yi with fi ∈ K [X ] for every
i = 0, . . . , n which make R d-simple is a central question; this question is connected to other interesting topics such
as the theory of holonomic modules (see [3] and [5]) and the question of algebraic independence of solutions in the
power series ring K [[t]] of certain algebraic differential equations (see [1]). In the present paper we shall look for the
characterization of the derivations of R that make R d-simple and that are of the type
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d = ∂X +
n∑
i=1
(aiYi + bi )∂Yi , with ai , bi ∈ K [X ].
For this class of derivations, that are called Shamsuddin derivations, some partial results are known in two
directions. By contributions of Shamsuddin, S.C. Coutinho and Lequain-Levcovitz-Souza Jr., it is known that R
is d-simple if ai 6= bl for every i 6= l and deg ai > deg bi for every i = 1, . . . , n; see [2] and [5]. By a
contribution of Nowicki, it is known that in the special case of n = 1, one can effectively determine whether the
ring K [X; Y1] is d-simple or not (see [6]). In this paper, we shall solve the question for the whole class of Shamsuddin
derivations: we shall characterize the property “K [X; Y1, . . . , Yn] is d-simple” in terms of a certain property of d,
a property that one can effectively check for whether it is satisfied or not. Then, applying our algorithm, we shall
easily exhibit families of (Shamsuddin) derivations d that make K [X; Y1, . . . , Yn] d-simple and that are very different
from everything that has been known so far. We shall also show that our algorithm can be traduced into one that
determines effectively whether the solutions in the power series ring K [[t]] of the system of algebraic equations{
y′i (t) = ai (t + α)yi (t)+ bi (t + α)
}n
i=1 , α ∈ K , are algebraically independent over K (t) or not.
Throughout this paper, K will be a field of characteristic zero. If n ≥ 1 is an integer and X, Y1, . . . , Yn are
indeterminates over K , ∂i will stand for the derivation ∂Yi of K [X; Y1, . . . , Yn]. More generally, if s, r1, . . . , rs ≥ 1
are integers and X
⋃{Yi, j ; i = 1, . . . , s, j = 1, . . . , ri } are indeterminates over K , ∂i, j will denote the derivation ∂Yi, j
of K [X;⋃si=1{Yi,1, . . . , Yi,ri }]. For an element f of k[X ], we shall often use f ′ instead of ∂X ( f ).
If d is a derivation of a ring B, an ideal I of B is said to be a d-ideal if d(I ) ⊆ I . The ring B is said to be d-simple
if its only d-ideals are (0) and (1); we shall also say that d is a simple derivation of B.
A derivation d of K [X; Y1, . . . , Yn] of the type d = ∂X + ∑ni=1(aiYi + bi )∂i with ai , bi ∈ K [X ] for
every i = 1, . . . , n is said to be a Shamsuddin derivation. Observe that if d is such a Shamsuddin derivation
of K [X; Y1, . . . , Yn], then grouping the terms that have the same ai and renaming the indeterminates Yi and the
polynomials ai , bi if necessary, we can write d in the following form:
d = ∂X +
s∑
i=1
ri∑
j=1
(aiYi, j + bi, j )∂i, j (1)
with ai , bi, j ∈ K [X ] for every i and every (i, j), ai 6= al for every i 6= l.
We shall say that (1) is the canonical form of d and for i = 1, . . . , s, we shall say that di := ∂X +∑rij=1(aiYi, j +
bi, j )∂i, j , which is the restriction of d to k[X; Yi,1, . . . , Yi,ri ], is the i-th canonical component of d.
2. Preliminary results
In order to state the main theorems, we need to establish some preliminary results. First, we recall the following
theorem of Shamsuddin:
Theorem 2.1 (Shamsuddin). Let R be a ring, Y an indeterminate over R and d a derivation of R[Y ] such that:
d(R) ⊆ R, R is d-simple, d(Y ) = aY + b with a, b ∈ R. Then, the following statements are equivalent:
(i) R[Y ] is d-simple.
(ii) The equation d(Z) = aZ + b does not have any solution in R.
Proof. (i) → (ii). If r ∈ R is such that d(r) = ar + b, then (Y − b)R[Y ] is a non-trivial d-ideal of R[Y ].
(ii) → (i). See [2, Proposition 3.2 p. 410]. 
Lemma 2.2. Let a, b ∈ K [X ], a 6= 0, and consider the differential equation
Z ′ = aZ + b. (2)
(a) Eq. (2) has at most one solution in K [X ].
(b) Writing b = aq1 + r1 with q1, r1 ∈ K [X ], deg r1 < deg a, then an element f ∈ K [X ] is a solution of (2) if and
only if f + q1 is a solution of the equation Z ′ = aZ + (q ′1 + r1).
Proof. These are routine computations. 
Y. Lequain / Journal of Pure and Applied Algebra 212 (2008) 801–807 803
The idea behind the following algorithmic result is due to Nowicki [6, Proposition 13.3.9 p. 155].
Lemma 2.3. Let a, b ∈ K [X ], a 6= 0. Consider the following sequence of equalities:
b = a · q1 + r1
q ′1 = a · q2 + r2
...
q ′t = a · 0+ rt+1,
where q1, . . . , qt , r1, . . . , rt+1 ∈ K [X ] and deg ri < deg a for every i .
(a) The following statements are equivalent:
(i) Eq. (2) has a solution in K [X ].
(ii)
∑t+1
i=1 ri = 0.
(b) If Eq. (2) has a solution f ∈ K [X ], then f = −∑ti=1 qi .
Proof. Let f ∈ K [X ]. By the previous lemma, f is a solution of (2) if and only if f + q1 is a solution of the equation
Z ′ = aZ + (q ′1 + r1). Again by the previous lemma, the latter happens if and only if f + q1 + q2 is a solution of the
equation Z ′ = aZ + (q ′2 + r1 + r2). Going on in this way, we shall obtain that f is a solution of (2) if and only if
f +∑ti=1 qi is a solution of the equation
Z ′ = aZ +
t+1∑
i=1
ri . (3)
Note that
∑t+1
i=1 ri is a polynomial of degree < deg a. If deg a > 1, then for degree reasons, it is clear that Eq. (3)
has a (unique by Lemma 2.2) solution in K [X ] if and only if∑t+1i=1 ri = 0. When this occurs, 0 is clearly the solution
of (3), and therefore the solution f of (2) is such that f +∑ti=1 qi = 0.
If deg a = 0, it is immediately checked that ri = 0 for every i , and hence that∑t+1i=1 ri = 0. Then, Eq. (3) does
have a solution in K [X ] (namely 0) and hence Eq. (2) has a solution f in K [X ]. Furthermore, that solution f must be
such that f +∑ti=1 qi is equal to the solution of (2), i.e., such that f +∑ti=1 qi = 0. 
Definition 2.4. Let a, b ∈ K [X ], a 6= 0, be two polynomials and r1, . . . , rt+1 the sequence of polynomials defined
in the previous lemma. The polynomial
∑t+1
i=1 ri will be denoted by P(a, b).
Remark 2.5. Let a, b ∈ K [X ], a 6= 0. Through Lemma 2.3, we see that:
(a) The polynomial P(a, b) ∈ K [X ] and can always be computed.
(b) Eq. (2) has a solution in K [X ] if and only if the polynomial P(a, b) is equal to 0.
(c) When it exists, the solution of Eq. (2) in K [X ] can be computed.
We shall now point out a few basic properties of the map P(a,−).
Lemma 2.6. Let a, b, c ∈ K [X ], a 6= 0 and k ∈ K. Then:
(a) degP(a, b) < deg a. In particular, P(a, b) = 0 if a ∈ K.
(b) P(a, b + c) = P(a, b)+ P(a, c).
(c) P(a, kb) = kP(a, b).
(d) P(a, b) = b if deg a > deg b. In particular, P(a,P(a, b)) = P(a, b).
Proof. These are routine easy computations. 
Lemma 2.7. Let n ≥ 2. Let d = ∂X +∑ni=1(aiYi + bi )∂i , with ai , bi ∈ K [X ] for every i , be a simple derivation of
K [X; Y1, . . . , Yn]. Let g ∈ K [X; Y1, . . . , Yn−1, Yn] be such that
d(g) = ug + v (4)
with u ∈ K [X; Y1, . . . , Yn−1], v ∈ K [X; Y1, . . . , Yn−1, Yn], degYn (v) = t ≥ 0. Then,
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(a) ∂ t+1n (g) ∈ K.
(b) ∂ t+1n (g) = 0 if u 6= (t + 1)an .
Proof. First, by an easy induction on t , one sees that for every i = 1, . . . , n, one has ∂ t+1i ◦d = d◦∂ t+1i +(t+1)ai∂ t+1i .
Now, applying ∂ t+1n to (4), we obtain ∂ t+1n ◦ d(g) = u∂ t+1n (g), hence d ◦ ∂ t+1n (g)+ (t + 1)an∂ t+1n (g) = u∂ t+1n (g) and
therefore
d ◦ ∂ t+1n (g) = (u − (t + 1)an)∂ t+1n (g). (5)
Thus, ∂ t+1n (g)K [X; Y1, . . . , Yn−1, Yn] is a d-ideal of K [X; Y1, . . . , Yn−1, Yn]. Since K [X; Y1, . . . , Yn−1, Yn] is d-
simple, then ∂ t+1n (g) ∈ K . Of course, d ◦ ∂ t+1n (g) = 0 and by (5) we obtain ∂ t+1n (g) = 0 if u 6= (t + 1)an . 
3. The algorithmic characterization
In this section, we fix the following notations:
• K is a field of characteristic zero.
• s, r1, . . . , rs ≥ 1 are integers.
• {X}⋃{Yi, j ; i = 1, . . . , s, j = 1, . . . , ri } is a set of indeterminates over K .
• a1, . . . , as are distinct elements of K [X ].
• For every i ∈ {1, . . . , s}, bi,1, . . . , bi,ri are elements of K [X ].• d = ∂X +∑si=1∑rij=1(aiYi, j + bi, j )∂i, j is the canonical form of the Shamsuddin derivation d.
• For i = 1, . . . , s, di := ∂X +∑rij=1(aiYi, j + bi, j )∂i, j is the i-th canonical component of d.
We can now state the main results of the paper:
Theorem 3.1 (Local–Global Principle). The following properties are equivalent:
(i) d is a simple derivation of K [X;⋃si=1{Yi,1, . . . , Yi,ri }].
(ii) For every i = 1, . . . , s, di is a simple derivation of K [X; Yi,1, . . . , Yi,ri ].
Theorem 3.2. Let i ∈ {1, . . . , s}.
(a) The following properties are equivalent:
(i) di is a simple derivation of K [X; Yi,1, . . . , Yi,ri ].
(ii) ai 6= 0 and the polynomials P(ai , bi,1), . . . ,P(ai , bi,ri ) are K -linearly independent.
(iii) For every (k1, . . . , kri ) ∈ K ri \{(0, . . . , 0)}, the equation Z ′ = ai Z+
∑ri
j=1 k jbi, j does not have any solution
in K [X ].
(b) One can always determine effectively whether property(ii)is satisfied or not.
Proof of Theorem 3.1. (a) (i) → (ii). This is clear.
(ii) → (i). By hypothesis, for every i ∈ {1, . . . , s}, the ring K [X; Yi,1, . . . , Yi,ri ] is d-simple; hence in particular,
the rings K [X; Yi, j ] are d-simple for every (i, j).
Suppose that K [X;⋃si=1{Yi,1, . . . , Yi,ri }] is not d-simple. Then, there exists a sequence Yi1, j1 , . . . , Yit , jt with
t ≥ 2, such that:
• K [X; Yi1, j1 , . . . , Yit−1, jt−1 ] is d-simple.• K [X; Yi1, j1 , . . . , Yit−1, jt−1 , Yit , jt ] is not d-simple.
We choose such a sequence with the smallest possible integer t . By Theorem 2.1, there exists f ∈
K [X; Yi1, j1 , . . . , Yit−1, jt−1 ] such that
d( f ) = ait f + bit , jt . (6)
Let l ∈ {1, . . . , t − 1}. Since degYil , jl (bit , jt ) = 0, then by Lemma 2.7, ∂il , jl ( f ) ∈ K . Since this is true for every
l = 1, . . . , t − 1, we can write
f =
t−1∑
l=1
klYil , jl + f0, (7)
with k1, . . . , kt−1 ∈ K , f0 ∈ K [X ].
Y. Lequain / Journal of Pure and Applied Algebra 212 (2008) 801–807 805
Note that kl 6= 0 for every l = 1, . . . , t − 1. Indeed, if not, say if kt−1 = 0, then f ∈
K [X; Yi1, j1 , . . . , Yit−2, jt−2 ] and, by equality (6) and Theorem 2.1, we have K [X; Yi1, j1 , . . . , Yit−2, jt−2 ] d-simple and
K [X; Yi1, j1 , . . . , Yit−2, jt−2 , Yit , jt ] not d-simple, a contradiction with the minimality of t .
With the value of f given in (7), we have
d( f ) =
t−1∑
l=1
kl(ailYil , jl + bil , jl )+ f ′0 (8)
ait f + bit , jt =
t−1∑
l=1
ait klYil , jl + ait f0 + bit , jt . (9)
Looking at the terms of degree 1 in (8) and (9), and using (6), we see that for every l ∈ {1, . . . , t − 1}, we have
klail = klait ; hence ail = ait since kl is 6=0, and hence il = it . Thus, the ring K [X; Yi1, j1 , . . . , Yit−1, jt−1 , Yit , jt ], which
is not d-simple, is contained in the ring K [X; Yit ,1, . . . , Yit ,rit ] which is d-simple; this is absurd. 
Proof of Theorem 3.2. (a) (i) → (ii). Suppose that ai = 0. Let
∫
bi,1 be an element of K [X ], the derivative of which
is equal to bi,1. Then, taking Ri := K [X; Yi,1, . . . , Yi,ri ], the ideal (Yi,1
∫
bi,1)Ri is a non-trivial di -ideal of Ri , a
contradiction with the hypothesis.
Suppose that there exists an element (k1, . . . , kri ) ∈ K ri \ {(0, . . . , 0)} such that
∑ri
j=1 k jP(ai , bi, j ) = 0. By
Lemma 2.6(b), (c) and Remark 2.5(b), there exists f ∈ K [X ] such that
f ′ = ai f +
ri∑
j=1
k jbi, j .
Consider the element
g := − f +
ri∑
j=1
k jYi, j .
We have di (g) = −(ai f +∑rij=1 k jbi, j )+∑rij=1 k j (aiYi, j + bi, j ) = aig; since g 6∈ K , we get a contradiction with
the di -simplicity of Ri .
(ii) → (iii). Suppose that there exists (k1, . . . , kri ) ∈ (K ri ) \ {(0, . . . , 0)} and g ∈ K [X ] such that g′ =
aig +∑rij=1 k jbi, j . Then, by Remark 2.5(b) and Lemma 2.6(b), (c), we have
0 = P
(
ai ,
ri∑
j=1
k jbi, j
)
=
ri∑
j=1
k jkiP(ai , bi, j ),
a contradiction with the hypothesis.
(iii) → (i). Let j ∈ {1, . . . , ri }. By hypothesis, the equation Z ′ = ai Z + bi, j does not have any solution
in k[X ]. Then, by Theorem 2.1, K [X; Yi, j ] is ∂X + (aiYi, j + bi, j )∂i, j -simple, or equivalently, di -simple since
∂X + (aiYi, j + bi, j )∂i, j is the restriction of di to K [X; Yi, j ]. Thus K [X; Yi, j ] is di -simple for every j .
Suppose that K [X; Yi,1, . . . , Yi,ri ] is not di -simple. Then, there exists a sequence Yi, j1 , . . . , Yi, jt with t ≥ 2 such
that:
• K [X; Yi, j1 , . . . , Yi, jt−1 ] is di -simple.
• K [X; Yi, j1 , . . . , Yi, jt−1 , Yi, jt ] is not di -simple.
We choose such a sequence with the smallest possible integer t . In the proof of (ii) → (i) of the previous theorem,
we saw that in such a situation, there exists
f =
t−1∑
l=1
klYi, jl + f0, (10)
with k1, . . . , kt−1 ∈ K , f0 ∈ K [X ], such that
di ( f ) = ai f + bi, jt . (11)
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With the value of f given in (10), we have
di ( f ) =
t−1∑
l=1
kl(aiYi, jl + bi, jl )+ f ′0
ai f + bi, jt =
t−1∑
l=1
aiklYi, jl + ai f0 + bi, jt ,
and hence looking at the terms of degree zero in the above equations and using (11), we obtain that f ′0 =
ai f0 + (bi, jt −
∑t−1
l=1 klbi, jl ), i.e., that the equation Z ′ = ai Z + (bi, jt −
∑t−1
l=1 klbi, jl ) has a solution in K [X ], a
contradiction with the hypothesis.
(b) By Remark 2.5, the polynomials P(ai , bi, j ) can be computed. Then, the result follows from the fact that one
can always determine effectively whether a finite set of elements of K [X ] are K -linearly independent or not. 
Most of the published examples of simple Shamsuddin derivations can be obtained as particular cases of the
following corollary:
Corollary 3.3. If deg(ai ) > deg(bi, j ) for every i ∈ {1, . . . , s} and every j ∈ {1, . . . , ri }, then the following
statements are equivalent:
(i) d is a simple derivation.
(ii) For every i = 1, . . . , s, the polynomials {bi,1, . . . , bi,ri } are K -linearly independent.
Proof. This is an immediate consequence of Theorems 3.1 and 3.2 since by Lemma 2.6(d), P(a, b) = b when
deg a > deg b. 
Corollary 3.4. Let i ∈ {1, . . . , s} and (ki,1, . . . , ki,ri ) ∈ (K \ {0})ri . If di is simple, then:
(a) deg ai ≥ ri ,
(b) ∂X +∑rij=1(aiYi, j + ki, jbi, j )∂i, j is a simple derivation of K [X; Yi,1, . . . , Yi,ri ].
Proof. (a) Since di is simple, then by Theorem 3.2, {P(ai , bi,1), . . . ,P(ai , bi,ri )} is a K -linearly independent set of
ri polynomials in the indeterminate X . By Lemma 2.6, these polynomials all have degree < deg ai . Evidently, this
implies that deg ai ≥ ri .
(b) Since ki,1, . . . , ki,ri are all non-zero elements of K , then by Lemma 2.6, the polynomials
{P(ai , ki,1bi,1), . . . ,P(ai , ki,ri bi,ri )} are K -linearly independent if and only if so are the polynomials
{P(ai , bi,1), . . . ,P(ai , bi,ri )}. Then by Theorem 3.2, di is a simple derivation if and only if so is ∂X +
∑ri
j=1(aiYi, j +
ki, jbi, j )∂i, j . 
4. Applications
By Theorem 3.1, in order to determine whether a Shamsuddin derivation is simple or not, one is reduced to studying
its canonical components, and hence to studying Shamsuddin derivations that have all their coefficients ai equal. With
Theorem 3.2, it is easy to exhibit Shamsuddin derivations that have all their coefficients ai equal and that are simple
(or, that are not simple). Whether such simple derivations existed with ri ≥ 2 was an open question; somewhat
surprisingly, we can see that there are many more simple Shamsuddin derivations than not simple ones:
Proposition 4.1. Let r ≥ 1 be an integer. Let a, b1, . . . , br−1 ∈ K [X ] be such that deg a ≥ r and such that the
polynomials P(a, b1), . . . ,P(a, br−1) are K -linearly independent. Let b ∈ K [X ] be any polynomial.
If P(a, b) 6∈ ∑r−1j=1 KP(a, b j ), let br := b; if P(a, b) ∈ ∑r−1j=1 KP(a, b j ), let br := b + c with c ∈
K [X ]\∑r−1j=1 KP(a, b j ), deg c < deg a.
Then d := ∂X +∑rj=1(aY j + b j )∂ j is a simple derivation of K [X; Y1, . . . , Yr ].
Proof. First note that {P(a, b1), . . . ,P(a, br−1)} is a set of (r − 1) polynomials of degree < deg a; since
deg a ≥ r , there does indeed exist c ∈ K [X ] \ ∑r−1j=1 KP(a, b j ) such that deg c < deg a. By Lemma 2.6(b),{P(a, b1), . . . ,P(a, br−1),P(a, br )} is a K -linearly independent set of r polynomials. Thus d is simple by
Theorem 3.2. 
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We give two specific examples of simple Shamsuddin derivations with r = 2 and the ai ’s equal:
Example 4.2. Let a ∈ K [X ] with deg a ≥ 2. Then, d := ∂X + (aY1+ X)∂1+ (aY2+ X + 1)∂2 is a simple derivation
of K [X; Y1, Y2].
Proof. We have b1 = X and b2 = X + 1. By Lemma 2.6(d), P(a, b1) = X and P(a, b2) = X + 1. Since these
polynomials are K -linearly independent, then d is a simple derivation of K [X; Y1, Y2] by Theorem 3.2. 
Example 4.3. The derivation d := ∂X + (X2Y1 + X)∂1 + (X2Y2 + X3)∂2 is a simple derivation of K [X; Y1, Y2].
Proof. We have a = X2, b1 = X and b2 = X3. Then P(a, b1) = X and P(a, b2) = 1. Since these polynomials are
K -linearly independent, then d is a simple derivation of K [X; Y1, Y2] by Theorem 3.2. 
Now, we shall give an application to the theory of algebraic differential equations.
Proposition 4.4. Let r ≥ 1 be an integer. Let a, b1, . . . , br ∈ K [X ] a 6= 0. For every α ∈ K, consider the system of
differential equations{
y′j (X) = a(X + α)y j (X)+ b j (X + α)
}r
j=1 . (12.α)
Consider the following conditions:
(C.1) The polynomials P(a, b1), . . . ,P(a, br ) are K -linearly independent.
(C.2) For every α ∈ K, for every solution (y j (X))rj=1 of (12.α) in (K [[X ]])r , the power series y1(X), . . . , yr (X)
are algebraically independent over K (X).
Then, (C.1) implies (C.2) and the converse is true when K is an algebraically closed field.
Proof. Consider the derivation d := ∂X +∑rj=1(aY j + b j )∂ j of K [X; Y1, . . . , Yr ]. By Theorem 3.2, (C.1) is true
if and only if d is a simple derivation, or equivalently, if and only if, for every maximal ideal M, the local ring
K [X; Y1, . . . , Yr ]M is d-simple. By [1, Theorem 1.1 p. 616], (C.2) is true if and only if for every α, β1, . . . , βr ∈ K ,
the local ring K [X; Y1, . . . , Yr ]X−α,Y1−β1,...,Yr−βr is d-simple. Then, it is clear that (C.1) implies (C.2) and that the
converse is true when K is algebraically closed. 
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