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1 Introduction
One of the main objective of actuarial science is to develop statistical methods to assess the risks
associated with commercialized guarantees. In life and health insurance, multi-states processes pro-
vide the natural mathematical framework for the modelling and valuation of financial flows from a
contract. These stochastic processes allow one to describe the "path" travelled by the insured, and
consequently, to describe the history of the states occupied by the insured, during the period of
coverage of the guarantee. This specification is not new and be traced back to Janssen (1966) and
Hoem (1969) who were probably the firsts to describe the life trajectory of an insured by means
of a Markov chain.
When durational effects (the effect that the time since entering the current state has on future
transitions) are negligible, the random pattern of states can usually be defined as a Markovian pro-
cess. However, for many types of health insurance contracts there are significant durational effects,
see Waters (1984), Segerer (1993), Janssen et al. (1997), Stenberg et al. (2007), D’Amico et al.
(2009), Ji et al. (2012), Casasnovas and Nicodemo. (2012), D’Amico et al. (2013), and Christiansen
et al. (2015) for a discussion of these. In such cases the more general semi-Markovian approach is
needed. That is, we assume that the random pattern of states is a bivariate process consisting of
a random pattern of states and a duration process that is Markovian in nature. For more general
frameworks that generalize semi-Markov processes consider the work of Maegebier (2013), D’Amico
et al. (2017).
While Thiele introduced his equations for the Markovian framework, Hoem (1972) and Helwich
(2008) generalized Thiele’s equations to the more general Semi-Markovian framework. In the
Markovian framework, integral/differential equations are also available for all higher order mo-
ments: The variance was obtained as a double integral in the multi-states Markov model by Hoem
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(1969), see also Amsler (1968) and Norberg (1991). Norberg (1992) used Martingale techniques to
express the variance as a single integral. Higher order conditional moments of present values of
payments related to a life insurance policy are presented in Norberg (1995). In the Semi-Markovian
case, Helwich (2008) presented integral equations for loss variances.
Apart from insurance, multi-states, Markov and semi-Markov processes are used in many fields. In
epidemiology, these processes play an important role in the study of cohorts and in the monitoring
of chronic diseases. Representative works in this area are (Gauzère et al., 1999, Hougaard 1999,
Commenges and Joly 2004, Saint Pierre , 2005). Semi-Markov models appear frequently in finance
and, especially in the modelling of migration matrices. Representative works that can be consulted
for are Jansen and Manca, (2007), Jarrow and Turnbull, (1995), Lando and Sk∅deberg, (2002),
Duffie and Singleton (2003), Koopman et al. (2008). Limnios and Opriçan (2001) in their book
"Semi-Markov Processes and Reliability" at paragraph 3.3 obtained integral equations representa-
tions of the probability distribution of functionals of semi-Markov processes with application in
reliability.
An interesting problem in actuarial literature is how to derive the distributions of the present value
of future payments on a multi-states life insurance policy under Markov and semi-Markov assump-
tions. Hesselager et al. (1996) considered a Markov multi-states life insurance model where they
derived a system of integral and differential equations for the statewise probability distributions of
the present value of future payments. In that paper, durational effects were ignored. This article
considers the same model as Hesselager et al. (1996) modified by the inclusion of durational effects
and uses a different technique than the one in Limnios and Opriçan (2001) "Semi-Markov Processes
and Reliability" at paragraph 3.3 to develop a system of integral and differential equations for the
statewise probability distributions of our risk process. We also provide formulas on the probability
distribution through inversion techniques on the respective moment generating functions of the
present value of future payments.
It is often easier to calculate the moments of a random variable A(t, n), t > 0, n ∈ N than finding
distribution. If the moment generating function of A(t, n) exists, it is possible to obtain the cor-
responding distribution of A(t, n) by inversion of its mgf. In Adékambi and Chirstiansen (2017),
the expressions obtained for the moment generating function in the semi-Markovian framework are
hardly simple. We could then think about another technique other than inverting the mgf to find
the corresponding distribution of A(t, n).
The paper is organized as follows. Sections 2 and 3 present an overview of commonly used multi-
states models for health insurance policies. Section 4 explains the inversion method. In section
5, we derive integral and differential equations for the statewise probability distributions of the
present value of future payments and numerical methods. In section 6 we give some example to
illustrate our results.
2 Semi-Markovian model for the health status
Throughout this section we follow the presentation and notation of Christiansen (2012). Let
the random pattern of states of an individual policyholder be given by a pure jump process(
Ω,F ,P, (Xt)t>0
)
with finite state space S and right continuous paths with left-hand limits, rep-
resenting the state of the policy at time t ≥ 0. We define the following:
• the transition space J := {(i, j) ∈ S× S | i 6= j},
• the counting processes Njk(t) := ]
{
τ ∈ (0, t] | Xτ = k, Xτ− = j
}
, (i, j) ∈ J,
• the time of the next jump after t, T (t) := inf{τ |Xτ 6= Xτ−}
inf ∅ :=∞,
• the series of the jump times S0 := 0,Sn := T (Sn−1), n ∈ N,
• a backward recurrence time process that gives the time elapsed since entering the current state,
Ut := max
{
τ ∈ [0, t]|Xu = Xt, for all u ∈ [t− τ, t]
}
.
Instead of using a jump process
(
Xt
)
t≥0, some authors describe the random pattern of states by
a chain of jumps. The two concepts are equivalent. We assume that the random pattern of states(
Xt
)
t≥0 is semi-Markovian. By way of definition, the bivariate process
(
Xt, Ut
)
t≥0 is a Markovian
process, i.e. i ∈ S, u > 0, and t ≥ tn ≥ · · · t1 ≥ 0, n ∈ N, we have
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P
(
(Xt, Ut) = (i, u)
∣∣ Xtn ,Utn , · · ·Xt1 ,Ut1) = P((Xt, Ut) = (i, u) ∣∣ Xtn) as.
In what follows we will assume that the initial state
(
X0, U0
)
is deterministic, that is, we know
the state of the policyholder when the contract is signed. (Note that U0 = 0 by definition). This
assumption together with the Markov property for
(
Xt, Ut
)
t≥0 allow us to uniquely define the
probability distribution of
(
Xt, Ut
)
hrough the transitions probability matrix
p(s, t, u, ν) =
(
P
(
Xt = k,Ut ≤ ν
∣∣ Xs = j,Us = u))
(j,k)∈S2
,
0 ≤ u ≤ s ≤ t <∞, ν ≥ 0. Alternatively, we can also uniquely define the probability distribution
of
(
Xt, Ut
)
t≥0 through the probabilities
p(s, t, u, ν) =
(
pjk(s, t, u, ν)
)
(j,k)∈S2
,
pjk(s, t, u, ν) := P
(
T(s) ≤ t,Xt = k | Xs = j,Us = u
)
, j 6= k,
pj(s, t, u, ν) := P
(
T(s) ≤ t | Xs = j,Us = u
)
.
Or through the cumulative transition intensity matrix
q(s, t) =
(
qjk(s, t)
)
(j,k)∈S2
qjk(s, t) :=
∫
(s,t]
pjk(s,dτ, 0)
1− pj(s, τ−, 0)
, s ≤≤ t <∞, j 6= k,
qjj(s, t) := −
∑
k:k 6=j
qjk(s, t).
If q(s, t) is differentiable with respect to t , we can also define the transition intensity matrix
µjk(t, t− s) := ddtq(s, t) =
( dpjk(s, t, 0)
1− pj(s, t, 0)
)
(j,k)∈s×s
.
The quantity µjk(t, t− s) gives the rate of transitions from state j to state k at time t given that
the current duration of stay in j is t− s.
3 The health insurance contract
(a) The first is the amount bjk(t, u) that is payable by the insurer if the policy jumps from state j
to state k at time t and the duration of stay in state j was u.
(b) The second is the annuity payments that fall due during sojourns in a state and are defined
by deterministic functions Bj(s, t), j ∈ S. Given that the last transition occurred at time
s, Bj(s, t) is the total amount paid in [s, t] during a sojourn in state j. We assume that the
functions Bj(s, .) are right continuous and of bounded variation on compacts.
We assume that all contractual payments happen only on the time interval [0, n] , i.e. n is the max-
imal duration of the contract. To avoid insolvency, the insurer is required by statute to maintain
at all time adequate reserve to meet all future liabilities in respect of the contract. Let this reserve
bears interest at some deterministic rate ϕ(t). We define a discounting function,
ν(s, t) := e−
∫ t
s
ϕ(r)dr
.
We can interpret ν(s, t) as the value at time s of a unit payable at time t ≥ s. Next, we study
the present value of future payments benefit and premiums payments. That is the amount that an
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insurer needs at time t in order to meet all future obligations in respect of the contract. Let us
denote this by A(t). Then,
A(t, n) :=
∑
j∈s
∞∑
l=0
∫
(t,n]
ν(t, τ)1{Sl≤τ<Sl+1}Bj(Sl,dτ)
+
∑
(j,k)∈J
∫
(t,n]
ν(t, τ)bjk(τ,Uτ )dNjk(τ).
(1)
As we have assumed that there are no payments after time n , we have A(n, t) = 0 for t > n.
4 The conditional moment generating function and the inversion method
As mentioned in the introduction, our plan is to derive the conditional distribution of A(n, t)
through inversion techniques on the moment generating function and by other means. So let
Mj(t, ζ, r) := E
[
eζA(n,t)|Xt = j,Ut = r
]
,
given that the conditional expectation exists. The following proposition characterizes Mj(t, ζ, r)
by an integral equation system.
4.1 The conditional moment generating function
Let
Mj(tζ, r) := E
[
eζA(n,t) | Xt = j,Ut = r
]
,
provided that the conditional expectation exists. The following proposition characterizes Mj(tζ, r)
by an integral and differential equations systems.
Proposition 41 The conditional moment generating functions Mj(tζ, r) satisfy the integral equa-
tion
Mj(t, ζ, r) =
(
1− pj(t, n, r)
)
e
ζ
(∫
[t,n]
ν(t,s)Bj(t−r, ds)
)
+
∑
k:k 6=j
∫ n
t
e
ζ
(∫ τ
t
ν(t,s)Bj(t−r, ds)+ν(t,τ)bjk(τ,τ−t+r)
)
Mj(τζν(t, τ), 0)pjk(t, dτ, r)
(2)
for all j ∈ S, 0 ≤ r ≤ t ≤ n and for all ζ for which the conditional moment generating function
exists.
For the proof, refer to Adékambi & Christiansen (2017).
If we add extra assumptions on the differentiability of the payments functions and the transition
intensities, we can also derive a partial differential equation of (2).
Proposition 42 Let the derivatives bj(t, t − s) := ∂
∂
Bj(s, t) exist and let the functions
bj(t, r), bjk(t, r), µjk(t, r) be continuously differentiable in their second argument. Then the
function Mj(t, ζ, r) satisfies the partial differential equation
∂
∂t
Mj(t, ζ, r) = ζϕ(t)
∂
∂ζ
Mj(t, ζ, r)− ∂
∂r
Mj(t, ζ, r)− ζbjk(t, r)Mj(t, ζ, r)
−
∑
k:k 6=j
(
eζbjk(t,r)Mk(t, ζ, 0)−Mj(tζ, r)
)
µjk(t, r),
Mj(n, ζ, r) = 1,
(3)
for all j ∈ S, 0 ≤ r ≤ t ≤ n and for all ζ for which the conditional moment generating function
exists.
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For the proof, refer to Adékambi & Christiansen (2017).
To compute the distribution ofA(n, t), one could calculate the moments up to them−th order and
then use the Edgeworth approximation. The problem with this technique is that the m differential
/ integral equations must be solved with no guarantee or can be found easily. To avoid this potential
minefield one could use the inversion method, which we described below.
4.2 The inversion method
On the basis of the differential equations for the conditional moment generating function of the
random variable A(n, t), we can derive differential equations for the conditional density functions
of A(n, t), defined as:
fj(t, u, r) :=
∂
∂u
Fj(t, u, r) =
1
2pi
∫ +∞
−∞
e−iuζMj(t, iζ, r)dζ, where
Fj(t, u, r) = P
(
A(t, n) ≤ u | Xt = j,Ut = r
)
,
for all j
∫
S, 0 ≤ r ≤ t ≤ n, for all u > 0, ζ ∈ C for which the conditional moment generating
function exists, and Mj(t, u, iζ) is integral in C, the complex space.
The key idea is to apply
e−iuζMj(t, iζ, r)dζ, to the following Partial Differential Equation (PDE)
∂
∂t
Mj(t, ζ, r) = iζ
ϕ′(t)
ϕ(t)
∂
∂ζ
Mj(t, iζ, r)− ∂
∂r
Mj(t, iζ, r)− iζbj(t, r)Mj(t, iζ, r)
−
∑
k:k 6=j
(
eiζbjk(t,r)Mk(t, iζ, 0)−Mj(t, iζ, r)
)
µjk(t, r).
Since Mj(t, u, iζ) is integral in C, the complex space, we have:
1
2pi
∫ +∞
−∞
e−iuζ
∂
∂t
Mj(t, iζ, r)dζ =
∂
∂t
fj(t, u, r)
1
2pi
∫ +∞
−∞
e−iuζ
∂
∂r
Mj(t, iζ, r)dζ =
∂
∂r
fj(t, u, r)
1
2pi
∫ +∞
−∞
e−iuζ iζMj(t, iζ, r)dζ = − ∂
∂u
fj(t, u, r)
1
2pi
∫ +∞
−∞
e−iuζeiζbjk(t,r)Mj(t, iζ, 0)dζ = fj
(
t, u− bjk(t, r), 0
)
and
1
2pi
∫ +∞
−∞
e−iuζ iζ ∂
∂ζ
Mj(t, iζ, r)dζ = fj(t, u, r) + u
∂
∂u
fj(t, u, r).
Corollary 41 Since Mj(t, u, iζ) is integral in C, we obtain
∂
∂t
fj(t, u, r) = − ∂
∂r
fj(t, iζ, r) + bj(t, r)
∂
∂u
fj(t, u, r)
−
∑
k:k 6=j
(
fk
(
t, v − bjk(t, u), 0
)− fj(t, u, r))µjk(t, r) + ϕ′(t)
ϕ(t) u
∂
∂u
fj(t, u, r),
(4)
and similarly,
∂
∂t
Fj(t, u, r) = − ∂
∂r
Fj(t, iζ, r) + bj(t, r)
∂
∂u
Fj(t, u, r)
−
∑
k:k 6=j
(
Fk
(
t, v − bjk(t, u), 0
)− Fj(t, u, r))µjk(t, r) + uϕ′(t)
ϕ(t)
∂
∂u
Fj(t, u, r).
(5)
For all j ∈ S, 0 ≤ r ≤ t ≤ n, for allu > 0, ζ ∈ C for which the conditional moment generating
function exists.
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Remark 41 The differential equations (3) and (5) are difficult to solve. However in the particular
case where durational effects effects are negligible, S = {a, b}, payments occur only at states i and
d , so that, bad(t) = 0 and
∂tFa(t, u) = ba(t)∂uFa(t, u)−
(
Fd(t, u)− Fa(t, u)
)
µad(t)− ϕ′(t)u∂u
(
Fa(t, u)
)
Since Fd(t, u) = P
(
A(t) ≤ u | Xt = d
)
= 10≤u = 1, u > 0 and Fa(t, u) = P
(
A(t, n) ≤ u | Xt = a
)
,
we have that
∂tV∗a(t) = −ba(t) + ϕ(t)V∗a(t)−
(
0−V∗a(t)
)
µ∗ad(t),
which is exactly Thiele’s differential equation, cf. Helwich (2008) and Christiansen (2012). Our
goal is to find µ∗ad(t) such that for V
∗
a(t) = V∗a
(
t, µ∗ad(t)
)
. But
Fa
(
t, µ∗ad(t)
)
= P
(
A(t, n) ≤ V∗a(t) | Xt = a
)
= α(t).
It follows that:
α′(t) = ∂tFa(t, u) + ∂uFa
(
t,V∗a(t)
)
∂uV∗a(t)
= ba(t)∂uFa
(
t,V∗a(t)
)− (1− Fa(t,V∗a(t)))µad(t)− ϕ(t)V∗a(t)∂u(Fa(t,V∗a(t)))
+ ∂uFa
(
t,V∗a(t)
)(− ba(t) + ϕ(t)V∗a(t)− (0−V∗a(t))µ∗ad(t))
= −(1− Fa(t,V∗a(t)))µad(t) + ∂uFa(t,V∗a(t))V∗a(t)µ∗ad(t)
= −(1− α(t))µad(t) + ∂uFa(t,V∗a(t))µ∗ad(t)V∗a(t).
To finally have
α′(t) = −(1− α(t))µad(t) + ∂uFa(t,V∗a(t))µ∗ad(t)V∗a(t).
From which,
µ∗ad(t) =
α′(t) +
(
1− α(t))µad(t)
∂uFa
(
t,V∗a(t)
)
V∗a(t)
, with V∗a(t) 6= 0 and
V∗a(t)
dt = −ba(t) + ϕ(t)V
∗
a(t) +
α′(t) +
(
1− α(t))µad(t)
∂uFa
(
t,V∗a(t)
) .
If V∗a(t) = 0 then α′(t) =
(
α(t)− 1)µad(t).
Mutual life insurers have always sold their term and cash value life products on a participation basis.
Participating whole life contracts pay dividends or increase death benefit for the purpose of refunding
higher-than-necessary premiums and sharing company profits with policy owners. Thus, as mortality
rates, or as investment returns escalate above previous expectations decline, the policyowners share
in the success of the insurer. By increasing the death benefit, insurers have to reevaluate the reserves.
5 System of integral and differential equations
Our goal is to find the conditional probability distribution functions of the liability in (1), given
the information available at time t . Since the semi-Markov assumption implies conditional inde-
pendence between past and future for fixed present state of the policy, the relevant functions are
the statewise probability distributions functions defined by
Fj(t, u, r) = P
(
A(t, n) ≤ u | Xt = j,Ut = r
)
(6)
for all j ∈ S, 0 ≤ r ≤ t ≤ n and for all u for which the cumulative distribution function exists.
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5.1 System of integral equation
Theorem 51 The cumulative distributions in (6) are the unique solutions of the following integral
equations
Fj(t, u, r) =
(
1− pj(t, n, r)1{∫ n
t
e
−
∫ s
t
δ(v)dv
Bj(t−r,dr)≤u
}
+
∑
k 6=j
∫ n
t
Fk
(
τ, e
∫ τ
t
δ(v)dv
u−
∫ τ
t
e
∫ τ
t
δ(v)dvBj(t− r, ds)− bjk(τ, τ − t+ r), 0
)
× (1− pj(t, τ, r)µjk(τ, τ − t+ r)dτ
(7)
for all j ∈ S, 0 ≤ r ≤ t ≤ n and for all u for which the cumulative distribution function exists.
The cumulative probability is uniquely defined by the payment functions, the discounting function
and the cumulative transition intensities. The second integral of the right-hand side always contains
only cumulative distributions for r = 0.
To prove the uniqueness of the above integrals equations, it suffices to prove the uniqueness of the
integrals solutions when r = 0.
Proof 51
Fj(t, u, r) = P
(
A(t, n) ≤ u | Xt = j,Ut = r
)
=
∑
k 6=j
∫ ∞
t
P
(
A(t, n) ≤ u,Xτ , T = dτ | Xt = j,Ut = r
)
=
∑
k 6=j
∫ ∞
n
P
(∫ n
t
e
−
∫ s
t
δ(v)dvBj(t− r, ds) ≤ u,Xτ = k, T = dτ | Xt = j,Ut = r
)
+
∑
k 6=j
∫ n
t
P
(
A(t, n) ≤ u,Xτ = k, T = dτ | Xt = j,Ut = r
)
= P
(∫ n
t
e
−
∫ s
t
δ(v)dvBj(t− r, ds) ≤ u,Xτ , T > n | Xt = j,Ut = r
)
+
∑
k 6=j
∫ n
t
P
(
A(t, n) ≤ u,Xτ = k, T = dτ | Xt = j,Ut = r
)
Fj(t, u, r) = P
(∫ n
t
e
−
∫ s
t
δ(v)dvBj(t− r, ds) ≤ u,Xτ , T > n | Xt = j,Ut = r
)
+
∑
k 6=j
∫ n
t
P
[
e
−
∫ τ
t
δ(v)dvA(τ, n) +
∫ τ
t
e
−
∫ s
t
δ(v)dvBj(t− r, ds)
+ e−
∫ τ
t
δ(v)dv
bjk(τ, τ − t+ r) ≤ u | Xτ = k,Uτ = 0
]
×P
(
Xτ = k, T = dτ | Xt = j,Ut = r
)
= P
(
T > n | Xt = j,U = r
)
1{∫ n
t
e
−
∫ s
t
δ(v)dv
Bj(t−r,ds)≤u
}
+
∑
k 6=j
∫ n
t
P
[
(e−
∫ τ
t
δ(v)dvA(τ, n) +
∫ τ
t
e
−
∫ s
t
δ(v)dvBj(t− r, ds)
+ e−
∫ τ
t
δ(v)dv
bjk(τ, τ − t+ r) ≤ u | Xτ = k,Uτ = 0
]
d
(
P
(
XT (t)=τ = k, T (t) > dτ | Xt = j,Ut = r
))
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Fj(t, u, r) =
(
1− pj(t, n, r)
)
1{∫ n
t
e
−
∫ s
t
δ(v)dv
Bj(t−r,ds)≤u
}
+
∑
k 6=j
∫ n
t
Fk
(
τ, e
∫ τ
t
δ(v)dv
u−
∫ τ
t
e
∫ τ
t
δ(v)dvBj(t− r, ds)− bjk(τ, τ − t+ r), 0
)
× (1− pj(t, τ, r))µjk(τ, τ − t+ r)dτ
Remark 51 If durational effects effects are negligible we have:
Fj(t, u) =
(
1− pj(t, n)
)
1{∫ n
t
e
−
∫ s
t
δ(v)dv
Bj(ds)≤u
}
+
∑
k 6=j
∫ n
t
Fk
(
τ, e
∫ τ
t
δ(v)dv
u−
∫ τ
t
e
∫ τ
t
δ(v)dvBj(ds)− bjk(τ), 0
)
× (1− pj(t, τ))µjk(τ)dτ
This is precisely the main result of Hesselager and Norberg (1996).
Lemma 51 (Gronwall’s Lemma) Let I denote an interval of the real line of the form [a,∞),
[a, b] or [a, b). with a < b Let α, β and u be real-valued functions defined on I . Assume that β
and u are continuous and that the negative part of α is integrable on every closed and bounded
subinterval of I.
If β is non-negative and if u satisfies the integral inequality
u(t) ≤ α(t) +
∫ t
a
β(x)u(x)dx, ∀t ∈ I,
then
u(t) ≤ α(t) +
∫ t
a
α(x)β(x)) exp
(∫ t
x
β(r)dr
)
dx,∀t ∈ I.
If, in addition, the function α is non-decreasing, then
u(t) ≤ α(t) exp
(∫ t
u
β(x)dx
)
,∀t ∈ I.
Proof 52 (Proof of the uniqueness of equation (7)) When r = 0, we have
Fj(t, u, 0) =
(
1− pj(t, n, 0)
)
1{∫ n
t
e
−
∫ s
t
δ(v)dv
Bj(t−r,ds)≤u
}
+
∑
k 6=j
∫ n
t
Fk
(
τ, e
∫ τ
t
δ(v)dv
u−
∫ τ
t
e
∫ τ
t
δ(v)dvBj(t,ds)− bjk(τ, τ − t), 0
)
× (1− pj(t, τ, 0))µjk(τ, τ − t)dτ
Suppose we have two solutions Fj(t, u, 0) and F˜j(t, u, 0).
Let f(t) = sup
u
∑
j
∣∣Fj(t, u, 0)− F˜j(t, u, 0)∣∣.
Then,
sup
u
∑
j
∣∣Fj(t, u, 0)− F˜j(t, u, 0)∣∣ = sup
u
∫ n
t
∑
j
∑
k 6=j
∣∣Fj(τ, u, 0)− F˜j(τ, u, 0)∣∣(1− pj(t, τ, 0))µjk(τ, τ − t)dτ
≤
∑
j
∑
k 6=j
∫ n
t
sup
u
∣∣Fj(τ, u, 0)− F˜j(τ, u, 0)∣∣(1− pj(t, τ, 0))µjk(τ, τ − t)dτ
f(t) ≤
∫ n
t
f(τ)
∑
j
(
1− pj(t, τ, 0)
)
µjk(τ, τ − t)dτ
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From Gronwall’s Lemma 51, where u(τ) = f(τ), α(τ) = 0 and
β(τ) =
∑
j
(
1− pj(t, τ, 0)
)
µjk(τ, τ − t),∀τ ∈ [t,∞).
we have:
f(t) = sup
u
∑
j
∣∣Fj(t, u, 0)− F˜j(t, u, 0)∣∣ ≤ 0,
that means f(t) = 0 and Pj ≡ P˜j.
6 Second system of differential equations
Already (7) might serve as a basis for computation of the statewise probability functions, but is
awkward since the integrand on the right depends on t , let’s introduce the auxiliary functions Tj
, defined by
Fj(t, u, r) = Tj(t, u, r′), r′ = t− r,
then, equations ((6) becomes
Tj(t, u, r′) = e
−
∫ n
t
∑
k:k 6=j
µjk(x, x− r′)dx
1{∫ n
t
e
−
∫ s
t
δ(v)dv
Bj(t−r,ds)≤u
}
+
∑
k 6=j
∫ n
t
Tk
(
τ, e
∫ τ
t
δ(v)dv
u−
∫ τ
t
e
∫ τ
t
δ(v)dvBj(r′,ds)− bjk(τ, τ − r′), 0
)
× µjk(τ, τ − r′)e
−
∫ n
t
∑
k:k 6=j
µjk(x, x− r′)dx
(8)
We also introduce another auxiliary functions Qj(t, u, r′) defined by:
Qj(t, u, r′) = Tj
(
t, e
∫ t
0
δ(v)dv
(
u−
∫ t
0
e
−
∫ s
0
δ(v)dvBj(r′,ds)
)
, r′
)
(9)
or
Qj
(
t, e
−
∫ t
0
δ(v)dv
u+
∫ t
0
e
−
∫ t
0
δ(v)dvBj(r′,ds), r′
)
= Tj
(
t, e
∫ t
0
δ(v)dv
(
e
−
∫ t
0
δ(v)dv
u+
∫ t
0
e
−
∫ s
0
δ(v)dvBj(r′,ds)−
∫ t
0
e
−
∫ s
0
δ(v)dvBj(r′,ds)
)
, r′
)
= Tj(t, u, r′).
Multiply by e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
in (7), insert e
∫ t
0
δ(v)dv
(
u − ∫ t0 e−∫ s0 δ(v)dvBj(r′,ds)) in
the place of u, and rearrange to obtain
Qj(t, u, r′)e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
= e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
× 1{∫ n
t
e
−
∫ s
t
δ(v)dv
Bj(r′,ds) ≤ e
∫ t
0
δ(v)dv
(
u−
∫ t
0
e
−
∫ s
0
δ(v)dv
Bj(r′,ds)
)}
+
∑
k 6=j
∫ n
t
Tk
(
τ, e
∫ τ
0
δ(v)dv
(
u−
∫ t
0
e
−
∫ s
0
δ(v)dvBj(r′, ds)
)
−
∫ τ
t
e
∫ τ
s
δ(v)dvBj(r′, ds)− bjk(τ, τ − r′), 0
)
× µjk(τ, τ − r′)e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
e
−
∫ τ
0
∑
k:k 6=j
µjk(x, x− r′)dx
dτ
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e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
Qj(t, u, r′) = e
−
∫ n
0
∑
k:k 6=j
µjk(x, x− r′)dx
1{∫ n
0
e
−
∫ s
0
δ(v)dv
Bj(r′,ds)≤u
)}
+
∑
k 6=j
∫ n
t
Tk
[
τ, e
∫ τ
0
δ(v)dv
u−
∫ τ
0
e
∫ τ
s
δ(v)dvBj(r′, ds)
)
− bjk(τ, τ − r′), 0
]
× µjk(τ, τ − r′)e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
dτ
e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
Qj(t, u, r′) = e
−
∫ n
0
∑
k:k 6=j
µjk(x, x− r′)dx
1{∫ n
0
e
−
∫ s
0
δ(v)dv
Bj(r′,ds)≤u
)}
+
∑
k 6=j
∫ n
t
Qk
[
τ, u−
∫ τ
0
e
−
∫ s
0
δ(v)dvBj(r′,ds) +
∫ τ
0
e
−
∫ s
0
δ(v)dvBj(r′,ds)− e−
∫ s
0
δ(v)dv
bjk(τ, τ − r′), 0
]
× µjk(τ, τ − r′)e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
dτ.
Theorem 61 The functions Qj in (9) are the unique solutions to the differential equations
dtQj(t, u, r′) =
∑
k:k 6=j
µjk(t, t− r′)Qj(t, u, r′)dt
−
∑
k 6=j
Qj
[
t, u+
∫ t
0
e
−
∫ s
0
δ(v)dvBk(r′,ds)−
∫ t
0
e
−
∫ s
0
δ(v)dvBj(r′,ds)
− e−
∫ t
0
δ(v)dv
bjk(t, t− r′), 0
]
× µjk(t, t− r′)dt
(10)
0 ≤ t ≤ n, subject to the conditions
Qj(n, u, r′) = 1{∫ n
0
e
−
∫ s
0
δ(v)dv
Bj(r′,ds)≤u
}
for all j ∈ S, 0 ≤ r′ ≤ t ≤ n and for all u for which the cumulative distribution function exists.
Proof 61
−
∑
k:k 6=j
µjk(t, t− r′)e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
Qj(t, u, r′) + e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
dtQj(t, u, r′)
=
∑
k 6=j
Qk
(
t, u+
∫ t
0
e
−
∫ s
0
δ(v)dvBk(r′, ds)−
∫ t
0
e
−
∫ s
0
δ(v)dvBj(r′, ds)
− e−
∫ t
0
δ(v)dv
bjk(t, t− r′), 0
]
× µjk(, t− r′)e
−
∫ t
0
∑
k:k 6=j
µjk(x, x− r′)dx
,
which completes the proof.
Remark 61 If durational effects effects are negligible, with constant force of interest δ we have:
dtQj(t, u) =
∑
k:k 6=j
µjk(t)Qj(t, u)dt
−
∑
k 6=j
Qk
[
t, u+
∫ t
0
e−δsBk(ds)−
∫ t
0
e−δsBj(ds)− e−δsbjk(t, t− r′), 0
]
µjk(t, t− r′)dt
This is precisely the main result of Hesselager and Norberg (1996).
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7 Examples
First, we discuss numerical solution methods, which are needed whenever analytical solutions are
out of reach. Second, we demonstrate the numerical techniques by calculating a disability insurance.
Third, we show how to derive analytical solutions in the special case of active-dead models.
7.1 Numerical solution method for the differentiable case
Under the assumption that the derivatives bj(t, t − r′) := ∂
∂t
Bj(r′, t) exist, we discuss here a
numerical solution method for the ordinary differential equations according to Theorem 5.3. In
fact, Theorem (61) defines an infinite family of ordinary differential equations (one equation for
each r′ ∈ [0, n], j ∈ s, u ∈ {α, α+ δ′, α+ 2δ′, · · · , β}, which are coupled via the term
Qk
[
t, u+
∫ t
0
e
−
∫ s
0
δ(v)dvBk(r′,ds)−
∫ t
0
e
−
∫ s
0
δ(v)dvBj(r′,ds)− e−
∫ t
0
δ(v)dv
bjk(t, t− r′), 0
]
on the right hand side. Dealing with the coupling is the main difficulty here. Broadly speaking, the
problem of the coupling can be solved by simply solving the ordinary differential equations in the
right order:
for r′ n down to 0 do
for u ∈ {α, α+ δ′, α+ 2δ′, · · · , β} do, where δ′ was sufficiently small and α and β must be chosen
such that the supports of the Qj(t, ., .) are sufficiently well covered by [α, β]. What is sufficient
must be decided on in each individual case by judgement and by trial and error
Solve the ODE backwards on [r′, n] simultaneously for all j ∈ S and
end do
end do
This idea has a major flaw, namely that the family of ordinary differential equations is uncountably
infinite. By discretization of the time- and duration-space, we can make the idea work. Let δ > 0 be
the mesh size of the discretized time- and duration-space. Then the algorithm of above combined
with Euler’s method reads as follows:
for r′ n by −δ to 0 do
for t from n by −δ to s do
for u from α by +δ′ to β do
for j from 1 to ]S do
Qj(t− δ, u, r′) =
(
1− δ
∑
k:k 6=j
µjk(t, t− r′)
)
Qj(t, u, r′)
+ δ
∑
k 6=j
Qk
[
t, u+
∫ t
0
e
−
∫ s
0
δ(v)dvBk(r′,ds)−
∫ t
0
e
−
∫ s
0
δ(v)dvBj(r′,ds)
− e−
∫ t
0
δ(v)dv
bjk(t, t− r′), 0
]
× µjk(t, t− r′)
end do
end do
end do
end do
A similar idea is described in Adekambi et al. (2017) for solving Kolmogorov’s equation for the
transition probabilities of a Semi-Markovian random pattern of states.
7.2 Example: Disability insurance
Suppose that we have a disability insurance that distinguishes between the states 1 = active, 2 =
disabled, 3 = dead. The contract starts at age x = 4 5and runs for n = 15 years. If the policyholder
is in state disabled, he receives a continuous disability annuity with rate 1 for at maximum 5 years
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from the 4 th month on ( 0.25 time units) since the inception of the disability, given that the
disability occurred before age 55 . If the policyholder is in state active, he has to pay a continuous
premium with rate .03179707850(1.015)t till the age of 55 (contract time t = 10 ). The premium
was calibrated according to the net premium principle, i.e. the prospective reserve at time t = 0
in state j = 1 is zero. We assume that
µ12(t, s) = 0.004 + 100.060(x+t)−5.46
µ13(t, s) = 0.0005 + 100.038(x+t)−4.12
µ23(t, s) = 0.0005 + 0.001e−s + 100.038(x+t)−4.12
and that all other transition intensities are zero. Figure 1 and Figure 2 show the cumulative
distributions functions in state 1 = active and state 2 = disabled on the time- and duration space.
Moments of the aggregate discounted claims 13
Fig. 1 Cumulative distribution function in the Active state
Fig. 2 Cumulative distribution function in the Disable state
Our numerical results measure only the non-systematic biometric risk. In order to capture system-
atic biometric risk and financial risk, it is possible to expand the state space so that the financial and
demographic environment is also stochastic. Around time 8, as the duration increases, the capital
u will also increase and therefore we observe a jump of the cumulative probability of A(t, n).
8 Application
The Determination of Solvency Capital Requirement (SCR) is one of the main points of the quan-
titative pillar of the European Solvency II regulation requirements: in addition to the best estimate
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(which is defined as the expected present value of all potential future cash flows that would be
incurred in meeting policyholders’ liabilities) of liabilities and a risk margin, insurance companies
and reinsurers will have to own an extra capital to cope with unfavorable events. The computation
of the Solvency II standard formula for SCR is based on the 1-year 99.5%-Value-at-risk (VaR).
This session is interested in managing the risk of losing the liability in (1) by calculating its Value-
at-Risk (VaR) and its Tail Value-at-Risk (TVaR). To perform these calculations, one needs to use
the equations in (10)
8.1 Risk measure: VaR and TVaR
If Value-at-Risk (VaR) were interested in the probabilities of rare and extreme events, with Tail-
Value-at-Risk (TVaR), we will be interested in what is going on (on average) when these extreme
events occur.
The Value-at-risk of level k ∈ (0, 1) denoted VaRk
(
A(t)
)
is defined by:
VaRjk
(
A(t), r
)
= xk, where P
(
A(t) ≤ xk | Xt = j,Ut = r
)
= k.
The Tail Value-at-Risk of level k , denoted is defined by :
TVaRjk
(
A(t), r
)
= E
[
A(t) | A(t) > VaRk
(
A(t)
)
, Xt = j,Ut = r
]
=
∫∞
VaRk
(
A(t)
) xfj(t, x, r)dx
1− k
=
∫∞
VaRk
(
A(t)
) (x−VaRk(A(t))+ VaRk(A(t)))fj(t, x, r)dx
1− k
=
∫∞
VaRk
(
A(t)
) (x−VaRk(A(t)))fj(t, x, r)dx
1− k + VaRk
(
A(t)
)
=
∫∞
VaRk
(
A(t)
) (x− Fj(t, x, r))fj(t, x, r)dx
1− k + VaRk
(
A(t)
)
This gives the VaR and TVaR risk measures as follows:
a) State 0
F is the cumulative probability function and X represents the random variable A(t) ,we obtain
the following results:
Table 1: VaR for and u = 0
k VaR(t=0) VaR(t=5) VaR(t=15)
00.9 2.9487 2.8949 1.2678
0.95 5.0454 4.8488 2.1086
0.995 10.0606 9.4970 4.1022
Table 2: VaR for and u = 0
k VaR(t=0) VaR(t=5) VaR(t=15)
00.9 3.4333 3,3678 1.4849
0.95 5.8377 5.6055 2.4290
0.995 10.600 10.0067 4.3721
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b) State 1
Table 3: VaR for and u = 0
k VaR(t=0) VaR(t=5) VaR(t=15)
00.9 16.5769 14.6498 4.4943
0.95 18.2460 16.2201 5.4624
0.995 18.5776 16.5502 5.7618
Table 4: VaR for and u = 0
k VaR(t=0) VaR(t=5) VaR(t=15)
00.9 19.2043 16.9629 5.2043
0.95 20.9886 18.7241 6.3083
0.995 21.4533 19.2721 6.6537
Clearly, as the level of confidence k increases, the VaR and TVaR also increase.
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