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Abstract
We show that assuming the existence of M
#
1 , there is a model of ZFC
in which NSω1 is ℵ2-saturated and ∆1-definable with ω1 as a parameter
which answers a question of Sy-David Friedman and Liuzhen Wu. We also
show that given a Woodin cardinal there is a model with NSω1 saturated
and ∆1-definable with a ladder system ~C, a full Suslin tree T and an
almost disjoint family F of reals as parameters.
1 Preliminaries
1.1 Introduction
Goal of this paper is the proof of the following theorem:
Theorem 1. Assume the existence of M#1 , then there is a model of ZFC in
which NSω1 is ℵ2-saturated and ∆1-definable with parameter ω1.
Starting point for this work was the following remarkable theorem of H.
Woodin ([25]) who showed that from ω-many Woodin cardinals one can get a
model in which NSω1 is ω1-dense, which in particular implies the following:
Theorem 2. Con(ZFC+ “there are ω-many Woodin cardinals”) implies
Con(ZFC + “NSω1 is both ℵ2-saturated and ∆1-definable with parameters”).
S. D. Friedman and Liuzhen Wu in their [7] asked whether the assumption
of ω-many Woodin cardinals can be replaced by a milder large cardinal axiom.
Partial progress was made in [6], where it is proved that from the existence of
M#1 one can construct a model in which NSω1 is ∆1-definable with parameter
Kω1 while for a previously fixed stationary, co-stationary A ⊂ ω1, the restricted
nonstationary ideal NSω1 ↾ A is ℵ2-saturated, however the methods used there
did not give an answer for the full nonstationary ideal. This paper presents a
new approach to the problem, using different coding techniques and a new idea
for a set up of the proof, in order to yield the desired result.
Put in greater context this work can be seen as a new instance of the general
quest of set theory (see e.g. [2], [4], [7]) which aims for the construction of
∗The author was supported by FWF-GACˇR grant no. 17-33849L, Filters, ultrafilters and
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models with interesting features, usually obtained by assuming the existence
of a large cardinal in the ground model, and additionally allow some robust
description of some of its most important families of sets. The investigation of
such problems has a long history in set theory, and this work can be seen as an
attempt of finding methods which do work for Inner Models with one Woodin
cardinal.
The question of NSω1 being ∆1-definable came to prominence after the in-
troduction of the canary tree by A.H. Mekler and S. Shelah. In [15] they proved
that NSω1 is ∆1-definable over H(ω2) if and only if there is a canary tree. On
the other hand if V = L and κ > ω1, NSκ can not be ∆1-definable over H(κ
+).
In [8] it is proved that, starting from L as the ground model and with κ a suc-
cessor cardinal, there is a cardinal preserving forcing notion P such that in LP,
NSκ is ∆1-definable over H(κ
+). In the context of large cardinals it is proved
in [7] that given a measurable cardinal there is a model in which NSω1 is pre-
cipitous and ∆1-definable with parameters from H(ω2). It is also proved there
that under the assumption of the existence of P (ω1)
# and “NSω1 is saturated”,
NSω1 can not be ∆1-definable with parameter ω1. In the light of the last result,
the theorem of this paper seems close to optimal.
1.2 Some results on Suslin trees
Suslin trees are one of the three coding techniques we will use during the proof.
Recall that a set theoretic tree (T,<) is a Suslin tree if it has height ω1 and
no uncountable antichain. It is central for our needs to have a criterion which
guarantees that a Suslin tree S will remain Suslin after passing to a generic
extension of the universe. The key fact is the following (see [17] for the case
where P is proper)
Lemma 3. Let T be a Suslin tree, S ⊂ ω1 stationary and P an S-proper poset.
Let θ be a sufficiently large cardinal. Then the following are equivalent:
1. P T is Suslin
2. if M ≺ Hθ is countable, η =M ∩ ω1 ∈ S, and P and T are in M , further
if p ∈ P∩M , then there is a condition q < p such that for every condition
t ∈ Tη, (q, t) is (M,P× T )-generic.
As for iterations, T. Miyamoto (see [16]) defined a generalization of the usual
RCS-iterations which he called nice iterations which share the nice properties
of RCS-iterations and additionally satisfy that whenever the factors of a nicely
supported iteration do not kill Suslin trees then the nice limit will preserve
Suslin trees as well. For our needs it is not necessary to know more about nice
iterations than this.
Fact 4. Let S be a Suslin tree and ((Pα, Q˙α) : α ≤ λ) be a nice iteration of
length λ ∈ Lim. If for all α, α “ Q˙α is semiproper and S is a Suslin tree.”,
then ν “S is a Suslin tree.” Also the λ-length iteration Pλ will be a semiproper
forcing as well.
For our purposes it is necessary to iteratively add sequences of blocks of
Suslin trees (T¯α : α < κ) such that T¯ is itself an ω-length sequence of Suslin
trees whose finite subproducts are Suslin again. One can construct such se-
quences using Jech’s forcing which adds a Suslin tree with countable conditions.
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Definition 5. Let PJ be the forcing whose conditions are countable, normal
trees ordered by T1 < T2 if and only if ∃α < height(T1)T2 = {t ↾ α : t ∈ T1}
It is wellknown that PJ is σ-closed and adds a Suslin tree. In fact more
is true, the generically added tree T has the additional property that for any
Suslin tree S in the ground model S × T will be a Suslin tree in V [G].
Lemma 6. Let V be a universe and let S ∈ V be a Suslin tree. If PJ is Jech’s
forcing for adding a Suslin tree and if T is the generic tree then
V [T ] |= T × S is Suslin.
Proof. Note first that as PJ is σ-closed, S will remain a Suslin tree in V
PJ . Let
T˙ be the canonical name for the generic Suslin tree T we add when forcing with
PJ . Suppose now that t ∈ PJ is a condition and t  A˙ is a maximal antichain
in S × T˙ . We shall find a t′ < t such that t′  A˙ is bounded in S × T˙ .
We know that for any x ∈ S ↾ height(t) × t there is a a˙ ∈ A˙ and a tx < t
such that tx decides a˙ and tx  x is compatible with a˙. Finding such conditions
tx for every x ∈ S ↾ height(t) × t and using the σ-closure of PJ we can find
a condition t1 ∈ PJ such that for any x ∈ t there is a a˙ ∈ A˙ such that t1
decides a˙ and t1  a˙ is compatible with x. Repeating this process for for all the
nodes in t1 we can find a stronger t2 such that every node in t1 is compatible
with an element of A˙ whose value is decided by t2 and so on. We arrive at a
descending sequence t > t1 > t2 > t3... gradually deciding more and more of A˙.
Let tω :=
⋃
tn and let tω+1 be the condition which picks the branches through
tω which contain the projection of an element of A˙ and puts a top node on
these branches. More formally if b is branch through tω and if there is a a˙ ∈ A˙
such that for a condition tn deciding a˙ , tn  pr2(a˙) ∈ b (where pr2 denotes
the projection on the second coordinate) then we pick b for tω+1 and put a top
node on it.
Now, for any node c ∈ tω+1 sitting on the top level of tω+1 we consider the
antichain on S defined as follows:
A1c := {x ∈ S : ∃y < c (tω+1  (x, y) ∈ A˙)}.
Using the fact that S is Suslin, for c0 the first such node (in a fixed wellorder)
we can continue the process of finding stronger and stronger conditions of PJ
below tω+1, i.e. find a descending sequence of conditions (tβ : β < α), such
that after countably many stages we arrive at some tβ+1 such that for a top
node d0 of tβ+1, d0 > c0 the antichain
A1d0 := {x ∈ S : ∃y < d (tβ+1  (x, y) ∈ A˙)} is maximal.
Next we consider the second top-node c1 in tω+1 and find a countable de-
scending sequence of conditions in PJ below tβ+1 such that we arrive at a con-
dition tγ+1 and a top node d1 ∈ tγ+1 such that A1d1 = {x ∈ S : ∃y < d (tγ+1 
(x, y) ∈ A˙)} is maximal. We can continue this process and find a condition
tδ+1 such that every node cn from the top level of tω+1 is extended to a node
dn ∈ tδ+1 such that A1dn is a maximal antichain in S.
Next we wellorder the top nodes (en : n ∈ ω) of tδ+1 which are not a dn
for some n. We repeat the just described process, i.e. we find a condition tη+1
and nodes fn in tη+1 such that A
1
fn
= {x ∈ S : ∃y < d (tη+1  (x, y) ∈ A˙)} is
maximal.
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We repeat this whole construction, and arrive at a descending ω-sequence
(pn n ∈ ω) of PJ -conditions such that every top node c in pn is below a top
node d in pn+1 such that A
1
d = {x ∈ S : ∃y < d (pn+1  (x, y) ∈ A˙)} is maximal
in S. We can construct a lower bound for the pn’s, pω+1 ∈ PJ in such a way
that every top node e ∈ pω+1 is connected with a top node f in a pn such that
A1f is a maximal antichain. Thus we have shown that
(∗) pω+1 is a condition in PJ such that for every top node c ∈ pω+1 A
1
c = {x ∈
S : ∃y < c (pω+1  (x, y) ∈ A˙)} is maximal.
Now consider the top level of the tree S ↾ height(pω+1)× pω+1. If (x, y) are
nodes on the top level we consider the maximal antichain A1y of S. Thus there
is an x′ ∈ A1y such that x
′ < x. As x′ ∈ A1y there is y
′ < y such that (x′, y′) is
forced by pω+1 to be in A˙. Thus pω+1 forces that A˙ is bounded in S × T˙ which
is what we wanted.
A similar argument shows that a we can add an ω-sequence of such Suslin
trees with a fully supported iteration. Even longer sequences of such trees are
possible if we lengthen the iteration but for our needs ω-blocks are sufficient.
Corollary 7. Let S be a Suslin tree in V and let P be a fully supported iteration
of length ω of forcings PJ . Then in the generic extension V [G] there is an ω-
sequence of Suslin trees ~T = (Tn : n ∈ ω) such that for any finite e ⊂ ω the
tree S ×
∏
i∈e Ti will be a Suslin tree in V [
~T ].
If ♦ holds in the universe, we can use it to construct such an ω-sequence of
Suslin trees using a result of Jensen.
Definition 8. Let T be a tree and a ∈ T be a node, then Ta denotes the tree
{x ∈ T : x >T a}. A Suslin tree T is called full if for any level α and any finite
sequence of nodes a0, ..., an on the α-th level of T , the tree Ta0 ×Ta1 × · · ·×Tan
is a Suslin tree again.
Theorem 9. ♦ implies the existence of a full Suslin tree. Consequentially if
♦ holds then there is an ω-length sequence of Suslin trees ~T = {T0, T1, ...} such
that any finite product of members of ~T is a Suslin tree again.
As a last short remark, note thatKω1 can define ♦ as a class predicate. Thus
Jensens usual construction of a full Suslin tree from ♦ (see ([11], Thm. 6.6.)
is definable over Kω1 , and so the presence of Kω1 as a parameter immediatley
yields a definable full Suslin tree.
1.3 Coding reals by triples of ordinals
We present a coding method invented by A. Caicedo and B. Velickovic (see [3])
which we will use in the argument.
Definition 10. A ~C-sequence, or a ladder system, is a sequence (Cα : α ∈
ω1, α a limit ordinal ), such that for every α, Cα ⊂ α is cofinal and the ordertype
of Cα is ω.
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For three subsets x, y, z ⊂ ω we can consider the oscillation function. First
turn the set x into an equivalence relation ∼x, defined on the set ω−x as follows:
for natural numbers in the complement of x satisfying n ≤ m let n ∼x m if and
only if [n,m] ∩ x = ∅. This enables us to define:
Definition 11. For a triple of subset of natural numbers (x, y, z) list the in-
tervals (In : n ∈ k ≤ ω) of equivalence classes of ∼x which have nonempty
intersection with both y and z. Then the oscillation map o(x, y, z) : k → 2 is
defined to be the function satisfying
o(x, y, z)(n) =
{
0 if min(In ∩ y) ≤ min(In ∩ z)
1 else
Next we want to define how suitable countable subsets of ordinals can be
used to code reals. For that suppose that ω1 < β < γ < δ are fixed limit
ordinals of uncountable cofinality, and that N ⊂M are countable subsets of δ.
Assume further that {ω1, β, γ} ⊂ N and that for every η ∈ {ω1, β, γ}, M ∩ η is
a limit ordinal and N ∩ η < M ∩ η. We can use (N,M) to code a finite binary
string. Namely let M¯ denote the transitive collapse of M , let π : M → M¯ be
the collapsing map and let αM := π(ω1), βM := π(β), γM := π(γ) δM := M¯ .
These are all countable limit ordinals. Further set αN := sup(π“(ω1 ∩N)) and
let the height n(N,M) of αN in αM be the natural number defined by
n(N,M) := card(αN ∩ CαM )
where CαM is an element of our previously fixed ladder system. As n(N,M)
will appear quite often in the following we write shortly n for n(N,M). Note
that as the ordertype of each Cα is ω, and as N ∩ ω1 is bounded below M ∩ω1,
n(N,M) is indeed a natural number. Now we can assign to the pair (N,M) a
triple (x, y, z) of finite subsets of natural numbers as follows:
x := {card(π(ξ) ∩ CβM ) : ξ ∈ β ∩N}.
Note that x again is finite as β ∩ N is bounded in the cofinal in βM -set CβM ,
which has ordertype ω. Similarly we define
y := {card(π(ξ) ∩ CγM ) : ξ ∈ γ ∩N}
and
z := {card(π(ξ) ∩ CδM : ξ ∈ δ ∩N}.
Again it is easily seen that these sets are finite subsets of the natural numbers.
We can look at the oscillation o(x\n, y\n, z\n) (remember we let n := n(N,M))
and if the oscillation function at these points has a domain bigger or equal to n
then we write
sβ,γ,δ(N,M) :=
{
o(x\n, y\n, z\n) ↾ n if defined
∗ else
Similarly we let sβ,γ,δ(N,M) ↾ l = ∗ when l > n. Finally we are able to define
what it means for a triple of ordinals (β, γ, δ) to code a real r.
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Definition 12. For a triple of limit ordinals (β, γ, δ), we say that it codes a real
r ∈ 2ω if there is a continuous increasing sequence (Nξ : ξ < ω1) of countable
sets of ordinals whose union is δ and which satisfies that there is a club C ⊂ ω1
such that whenever ξ ∈ C is a limit ordinal then there is a ν < ξ such that
r =
⋃
ν<η<ξ
sβ,γ,δ(Nη, Nξ).
We say that the sequence (Nξ : ξ < ω1) is a reflecting sequence.
Witnesses to the coding can be added with a proper forcing. On the other
hand there is a certain amount of control for fixed triples of ordinals and the
behavior of continous, increasing sequences on them:
(†) Given ordinals ω1 < β < γ < δ < ω2 of cofinality ω1, there exists a proper
notion of forcing Pβγδ such that after forcing with it the following holds:
There is an increasing continuous sequence (Nξ : ξ < ω1) (we call this
sequence a reflecting sequence) such that Nξ ∈ [δ]ω whose union is δ such
that for every limit ξ < ω1 and every n ∈ ω there is ν < ξ and snξ ∈ 2
n
such that
sβγδ(Nη, Nξ) ↾ n = s
n
ξ
holds for every η in the interval (ν, ξ). We say then that the triple (β, γ, δ)
is stabilized.
(‡) Further if we fix a real r there is a proper notion of forcing Pr such that the
forcing will produce for a triple of ordinals (βr, γr, δr) of size and cofinality
ℵ1 a reflecting sequence (Pξ : ξ < ω1), Pξ ∈ [δr]ω such that
⋃
Pξ = δr
and such that there is a club C ⊂ ω1 and for every limit ξ ∈ C there is a
ν < ξ such that ⋃
ν<η<ξ
sβrγrδr (Pη, Pξ) = r.
We can force sequences of countable sets of ordinals witnessing (†) and (‡)
in a uniform way using the Set Mapping Reflection Principle (MRP) introduced
by J. Moore. For the definition of the MRP we need the following local version
of stationarity:
Definition 13. Let θ be a regular cardinal, X be an uncountable set, letM ≺ Hθ
be a countable elementary submodel which contains [X ]ω. Then S ⊂ [X ]ω is M -
stationary if for every club subset C of [X ]ω, C ∈M it holds that
C ∩ S ∩M 6= ∅.
Definition 14. Let X be an uncountable set, N ∈ [X ]ω and x ⊂ N finite. Then
the Ellentuck topology on the set [X ]ω is generated by base sets of the form
[x,N ] := {Y ∈ [X ]ω : x ⊂ Y ⊂ N}.
From now on whenever we say open we mean open with respect to the Ellentuck
topology.
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Definition 15. Let X be an uncountable set, let θ be a large enough regular
cardinal so that [X ]ω ∈ Hθ. Then a function Σ is said to be open stationary
if and only if its domain is a club C ⊂ [Hθ]
ω and for every countable M ∈ C,
Σ(M) ⊂ [X ]ω is open and M -stationary.
Equipped with these notions we can introduce the set mapping reflection
principle:
Definition 16. Let Σ be an open stationary function with domain some club
C ⊂ [Hθ]ω and range P ([X ]ω). Then there is a continuous sequence of models
(Nξ : ξ < ω1) in dom(Σ) such that for every limit ordinal ξ there is a ν < ξ
such that for every η with ν < η < ξ, Nη ∩X ∈ Σ(Nξ).
Key here is that these sequences of models which witness the truth of the
MRP can always be forced with a proper forcing:
Proposition 17. PFA proves MRP.
Proof. The goal is to show that the natural forcing which adds a continuous
sequence of models witnessing the MRP for a stationary set mapping Σ is always
proper. So given such a function Σ with domain C ⊂ [Hθ]
ω and range P ([X ]ω)
we let PΣ be the partial order whose elements are functions p : α+1→ dom(Σ),
α countable, which are continuous and ∈-increasing, and which additionally
satisfy the MRP-condition on its limit points, namely that for every 0 < ν < α
there is a ν0 < ν such that p(ξ)∩X ∈ Σ(p(ν)) for every ξ in the interval (ν0, ν).
The order is by extension. The first thing to note is that sets of the form
Dα := {p ∈ PΣ : α ∈ dom(p)} are always dense. This is true as the trivially
dense sets Dx := {p ∈ PΣ : ∃β ∈ dom(p)(x ∈ p(β)) ensure that whenever
we force with PΣ there will be a surjection from {α : ∃p ∈ G(α ∈ dom(p)}
onto the uncountable X . Thus once we show that the forcing PΣ is proper,
and therefore ω1-preserving the ω1-many dense sets Dα and PFA will give the
desired reflecting sequence. Note that we will not use the density of the Dα’s
to show that PΣ is proper, so we avoid a circular reasoning.
To see that PΣ is proper we fix a large enough cardinal λ and a countable,
elementary submodel M ≺ Hλ which contains Σ, PΣ, a condition p ∈ PΣ, and
the structure H|PΣ|+ . We list all the dense subsets (D0, D1, ..) of PΣ which
we can find in M and build by recursion a descending sequence of conditions
(pi : i ∈ ω) in M , starting at p0 := p hitting the corresponding Di−1. Assume
that we have already built conditions up to i ∈ ω. We let N ′i be a countable
elementary submodel of H|PΣ|+ containing Hθ, Di, PΣ and pi, and build the
club of countable structures Ci := {N ′i ∩X : N
′
i as just described}. Note that
this club will be in M , and further that for every club on [Hθ]
ω which is in M ,
the setM ∩Hθ will be in the club. Thus the setM ∩Hθ will be in the domain of
Σ and by the definition of Σ, the set Σ(M ∩Hθ) is M ∩Hθ-stationary and open.
So there is an Ni ∈ Ci ∩Σ(M ∩Hθ)∩M , and by the definition of the Ellentuck
topology, there is a finite subset of Ni called xi such that [xi, Ni] ⊂ Σ(M ∩Hθ).
We first extend the condition pi to qi := pi ∪ {ζi + 1, hullHθ(pi(ζi) ∪ xi))}, for
ζi the maximum of the domain of pi. This condition qi will also be in N
′
i as
all its defining parameters are, thus as N ′i also contains Di we can extend the
condition qi to a pi+1 ∈ N ′i ∩Di. Note that as we are working in N
′
i , no matter
how we extend qi, the range of the extended condition intersected with X will
always be contained in Ni = N
′
i ∩X , and as Σ(M ∩Hθ) ⊃ [xi, Ni], it will also be
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contained in Σ(M ∩Hθ). Then if we set pω :=
⋃
i∈ω pi∪ (ω, (M ∩Hθ)) then this
will be a condition in PΣ, which is by construction below p and (M,PΣ)-generic,
thus the forcing is proper.
1.4 Almost disjoint coding
The following subsection quickly reintroduces the almost disjoint coding forcing.
Let F = {rα α < 2ℵ0} be a family of almost disjoint reals, i.e. a family such
that if r, s ∈ F then r ∩ s is finite. Let X ⊂ κ for κ ≤ 2ℵ0 be a set of ordinals.
Then there is a ccc forcing, the almost disjoint coding AF (X) which adds a new
real x which codes X relative to the family F in the following way
α ∈ X if and only if x ∩ rα is infinite.
Definition 18. The almost disjoint coding AF (X) relative to an almost disjoint
family of reals F consists of conditions p from a subset of ω to 2 such that
1. dom(p) ∩ rα is finite for every α ∈ X
2. {n : p(n) = 1} is finite.
There is another variant which codes sets of reals relative to a new real. For
the following fix some definable bijection of finite sequences of integers and ω
and for b ∈ ωω write b¯(n) for the natural number which codes the finite sequence
b∩ n. A real b gives rise to another real S(b) if we consider the set of the codes
of its initial segments {b¯(n) n ∈ ω}
Definition 19. Suppose that A is a set of reals, then the almost disjoint coding
forcing for A, A(A) is defined as follows. Conditions are pairs (s(0), s(1)) such
that s(0) is a finite set of natural numbers and s(1) is a finite subset of the fixed
set of reals A. For two conditions r, s ∈ A(A) we say s < r if and only if
• r(0) ⊂ s(0) and r(1) ⊂ s(1)
• ∀a ∈ r(1) (S(a) ∩ s(0) ⊂ r(0))
A finite product of A(A) has the ccc. Given a set of reals A, forcing with
A(A) adds a real a which codes A relative to a.
We will use a theorem of L. Harrington (see [9]) who showed that a finitely
supported product of almost disjoint coding forcings can be used to make an
arbitrary set of reals Π12-definable over a real in the presence of ℵ1 = ℵ
L
1 . For
a set of reals A we can use a finitely supported product of length ℵ1 of A(A)
which adds a sequence (aα)α<ω1 of reals each of which codes A. In the resulting
model V [G] we obtain the following characterization of A:
(∗) ∀x (x ∈ A iff ∀α < ℵ1 (S(x) ∩ aα is finite ))
As long as ℵ1 = ℵ
M1
1 holds we can code the aα’s relative to a definable,
almost disjoint family F of M1-reals using the almost disjoint coding forcing
AF . The key insight here is that the last forcing (whose generic should be G
′),
i.e. the coding of the aα’s relative to a definable, almost disjoint family will not
change the characterization of A in V [G][G′]. In V [G][G′] we still have
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∀x (x ∈ A iff ∀α < ω1 (S(x) ∩ aα is finite )).
L. Harrington isolated a property for forcing notions called innocuous which
allows to conclude that if the characterization (∗) of a set of reals A holds in V ,
then (∗) will still hold in an innocuous forcing extension V [G].
Definition 20. A poset P is a quasi-upper-semi-lattice (short: q-lattice) if
whenever p, q ∈ P are compatible then there is an r < p, q such that ∀r′ < p, q it
follows that r′ < r.
Definition 21. Let W ⊃ V be two universes of set theory, a forcing P in W is
V -innocuous if P is ccc and P is a sublattice of a q-lattice in V .
Lemma 22. Suppose that A is a set of reals in the ground model V , Q is the
forcing which adds ℵ1-many reals aα via a finitely supported product of A(A)
and let G be the generic filter. If W is a V -innocuous extension of V [G] then
W |= ∀x (x ∈ A iff ∀α < ω1 (S(x) ∩ aα is finite )).
1.5 NSω1 saturated
The investigation of the nonstationary ideal on ω1 and its saturation has a long
history in set theory. Recall that NSω1 being saturated means that P (ω1)/
NSω1 seen as a Boolean algebra has the ℵ2-cc. That NSω1 can be saturated
was already noted by K. Kunen in 1970. He obtained the result assuming the
existence of a huge cardinal, an assumption which was improved in the following
decades by works of Steel and Van Wesep, and Foreman, Magidor, Shelah who
showed that Martin’s Maximum implies that NSω1 is saturated. Eventually
Shelah found that already a Woodin cardinal is sufficient to force a model in
which NSω1 is saturated. As our proof depends on this result we sketch very
briefly how Shelah’s argument does look like. If the reader is interested in the
details she should consult [20] or [6].
The crucial forcing notion which can be used to bound the length of an-
tichains in P (ω1)/NSω1 is the sealing forcing.
Definition 23. Let ~S = (Si : i < κ) be a maximal antichain in P (ω1)/NSω1 .
Then the sealing forcing for ~S, S(~S) is defined as follows. Conditions are pairs
(p, c) such that p : α + 1 → ~S and c : α+ 1 → ω1, where the image of c should
be closed, and α < ω1. We additionally demand that ∀ξ < ω1 c(ξ) ∈
⋃
i∈ξ p(i),
and conditions are ordered by end-extension.
It is wellknown that S(~S) is ω-distributive and stationary sets preserving if
~S is maximal.
Theorem 24. Let V be a universe with a Woodin cardinal Λ. Then there is
a Λ-sized forcing notion P with Λ-cc, such that in V P, NSω1 is saturated and
ω2 = Λ.
The proof uses a ♦-sequence on VΛ whose existence can easily be forced
without destroying the Woodin cardinal. Thus we can assume that in V there
is a sequence (aα : α < Λ) such that any X ⊂ VΛ is guessed stationarily often
by the aα’s. Shelah’s argument uses an RCS-iteration of length Λ guided by the
♦-sequence. Assume inductively that we have already arrived at stage α of the
iteration, thus we have constructed Pα. We are working in V
Pα and consider
the α-th entry of the ♦-sequence.
9
1. If aα is the Pα-name of a maximal antichain vecS in P (ω1)/NSω1 the we
seal it off provided the sealing forcing S(~S) is semiproper.
2. Else we collapse 2ℵ2 down to ω1.
This ends already the definition of the iteration. The hard part is of course to
show that in the generic extension NSω1 will be saturated, which we will not
do and instead refer to the above mentioned references. What we do want to
say about the proof are two things. First, Shelah’s argument does still work if
one adds new semiproper forcings of size less than Λ to the iteration. This fact
makes it possible to enhance the proof with additional coding forcings which
will yield eventually the desired theorem. Secondly, Shelah’s proof still does
work if we use Miyamoto’s notion of a nice iteration. The move towards nice
iterations makes it possible to argue for preservation of Suslin trees along the
iteration which we will exploit.
2 The proof
We want to show the following result. The parameter in the definition of sta-
tionarity can be made in fact ω1 as we will point out later.
Theorem 25. Assume that M#1 exists then there is a model such that NSω1 is
ℵ2-saturated and ∆1-definable with Kω1 as the only parameter.
We shall sketch, omitting a lot of technical issues, a simplified idea of the
proof of the theorem first: We start withM1 as our ground model and let δ be its
Woodin cardinal and we assume the existence of a ♦-sequence (aα : α < δ) on
MM1δ . The ♦-sequence serves as our guideline for a nicely supported iteration
of length δ. We ensure along the iteration that all maximal antichains in P (ω1)/
NSω1 are sealed off. Whenever we see that a subset of ω1 is guessed by the ♦-
sequence then we code the set into a real using almost disjoint coding relative
to the <M1 -least family of almost disjoint reals.
Additionally we will cofinally often add ω-blocks ~Tα of Suslin trees which
have the property that any finite subproduct of members of these blocks result in
a Suslin tree again. We ensure that these ω-blocks will be coded into reals and,
using the method of Caicedo-Velickovic, code these reals into triples of ordinals
as well. One of the main points of the argument is that this iteration preserves
Suslin trees, thus our added trees will stay Suslin in the final extension.
After δ-many steps we will arrive at a model W0 = M1[G] in which NSω1
is saturated, every subset of ω1 is coded by a real, and which has a definable
ω2-sequence of Suslin trees. The idea now is to make the set of reals B0 which
code stationary subsets of ω1 definable over a new real b0, using almost disjoint
coding and subsequently use the first ω-block of Suslin trees which will still
be definable in the new model, to code that real into a pattern of specialized
or branched members of the block. This forcing is ccc and will introduce new
stationary sets so we have to continue. We code the new stationary sets into
reals, form the set of reals which are codes for stationary sets B1, and code that
set into a real b1 and this real into the second ω-block of Suslin trees.
Repeating this ω2-many times with finite support we arrive at a ccc extension
of Wω2 of W0, thus NSω1 will still be saturated. Additionally we have a new
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definition for stationarity in that model: a set S is stationary if there is an
α < ω2 such that the pattern on the α-th block of Suslin trees yields a real
which in turn yields a set of reals to which the real coding S belongs. As we
will see this new definition can already be witnessed by carefully defined pairs
of ω1-sized, transitive models which allows for a Σ1-definition of stationarity.
2.1 The first iteration
We start with the canonical Inner Model M1 with one Woodin cardinal as our
ground model. Recall thatM1 has a ∆
1
3-definable wellorder on the reals denoted
by <K ([24], [23]). It is a known fact that when we construct the Steel core
model ([19]) K in M1 below the Woodin cardinal δ then K = J
M1
δ does hold
(see [21] for a proof). We will often switch notation wise between K and M1
in the following, the models are nevertheless the same, and hope that it will
not cause any confusion. In particular we write Kω1 for the inner model M1
(or K), cut at the its first uncountable cardinal. First we force a ♦-sequence
(aα : α < δ) on J
M1
δ which guesses every set X ⊂ J
M1
δ stationarily often, i.e.
{α < δ : aα = X ∩ JM1α } is stationary for every X ⊂ J
M1
δ . The ♦-sequence
will guide us through a nicely (in the sense of Miyamoto) supported iteration
of length δ. As a consequence the iteration preserves semiproperness and the
Susliness of Suslin trees in the limit steps. We fix for the rest of this paper the
<K-least family of almost disjoint reals F and the <K-least ladder system ~C
on ω1.
We construct the factors by recursion: suppose we are at stage α of our
iteration, thus the forcing Pα is already defined and we want to define the
forcing Q˙α from which we will get Pα+1 = Pα ∗ Q˙α as usual. We define Q˙α by
cases
• if α is such that the α-th entry aα of the ♦-sequence is the Pα-name of
a maximal antichain ~S in P (ω1)/NSω1 of length ≥ ℵ2 then we let Q˙α be
the sealing forcing S(~S), but only if the forcing S(~S) is semiproper.
• if aα is the name of an R ⊂ ω1, we let Q˙α be the almost disjoint real
coding which codes R into a real rR relative to the <-least family of
almost disjoint reals of size ℵ1 in JM1ω1 .
• if α is such that aα is the name of a real then force the existence of a
sequence (Nξ : ξ < ω1) such that for a triple (β, γ, δ) < ω2, r is coded by
the triple in the sense of (‡).
• if aα is the name of a triple of limit ordinals (β, γ, δ) < ω2 of cofinality ω1
then force to stabilize the triple in the sense of (†).
• if aα = ∅ then we force an ω-length sequence of Suslin trees ~Tα such
that for any finite e ⊂ ω, for any ground model Suslin tree S and trees
{Ti ∈ ~Tα : i ∈ e} the product S ×
∏
i∈e Ti is Suslin again.
• else force with the usual collapse Col(2ℵ2 ,ℵ1).
As nice iterations preserve semiproperness and as every factor of the iter-
ation is at least semiproper, this results in a semiproper, hence stationary set
preserving notion of forcing. Let G be the generic filter for the iteration, so
11
that we arrive at the model W0 := M1[G]. The following properties of W0 are
immediate from the definition of the iteration.
Lemma 26. W0 =M1[G] satisfies:
1. Every X ⊂ ω1 is coded by a real.
2. Every triple of limit ordinals (α, β, γ) < ω2 of uncountable cofinality is
stabilized in the sense of (†).
3. Every real is coded by a triple of limit ordinals (α, β, γ) < ω2.
Consequentially, inW0 there is a definable wellorder of P (ω1) using the fixed
ladder system ~C and the fixed almost disjoint family F as parameters.
Definition 27. Let X,Y ∈ P (ω1)M0 then let X < Y if the antilexicographically
least triple of ordinals (α0, β0, γ0) which code a real r0 which codes X with the
help of the a.d. family F is less than the antilexicographically least triple of
ordinals (α1, β1, γ1) which codes a real r1 which in turn codes Y .
If we look closer we see that none of the forcings used in the iteration destroy
Suslin trees, consequentially the whole iteration preserves Suslin trees. This is
shown now in a series of Lemmas.
Lemma 28. Let T be a Suslin tree and let P := AF (X) be the almost disjoint
coding which codes a subset X of ω1 into a real with the help of an almost
disjoint family of reals of size ℵ1. Then
P T is Suslin
holds.
Proof. Assume to the contrary that there is a Suslin tree T in V such that after
forcing with P, T is not Suslin in V P. This in particular means that P × T is
not a ccc forcing. But P × T = T × P. As P is definable over H(ω1) and T is
ω-distributive, the forcing P will be the same, no matter if we define it in V or
in V T .
Thus T × P = T ∗ P and the forcing is ccc as a two step iteration of two ccc
forcings. This is a contradiction to our assumption that P× T is not ccc.
Lemma 29. Let ~S = (Si)i<κ be a maximal antichain of stationary subsets of
ω1. Let S(~S) be the sealing forcing which seals off the maximal antichain. Let
T be a Suslin tree. Then

S(~S) T is Suslin
holds.
Proof. Note that if S0 is the first stationary subset of ~S then S(~S) is S0-proper.
Hence it is enough to show that for any regular and sufficiently large θ, every
M ≺ Hθ with M ∩ ω1 = η ∈ S0, and every p ∈ S(~S) ∩M there is a q < p such
that for every t ∈ Tη, q is (M, S(~S)× T )-generic. Note first that as T is Suslin,
every node t ∈ Tη is an (M,T )-generic condition. Further, as forcing with a
Suslin tree is ω-distributive, M [t] has the same M [t]-countable sets as M . Note
next that if M ≺ H(θ) is such that M ∩ ω1 ∈ S0 then an ω-length descending
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sequence of S(~S)-conditions inM whose domains converge toM∩ω1 has a lower
bound as M ∩ ω1 ∈ S0.
We construct an ω-sequence of elements of S(~S) which has a lower bound
which will be the desired condition. We list the nodes on Tη, (ti : i ∈ ω)
and consider the according generic extensions M [ti]. In every M [ti] we list the
S(~S)-dense subsets of M [ti], (D
ti
n : n ∈ ω) and write the so listed dense subsets
of M [ti] as an ω×ω-matrix and enumerate this matrix in an ω-length sequence
of dense sets (Di : i ∈ ω). If p ∈ S(~S) ∩M is arbitrary we can find, using the
fact that ∀i (S(~S) ∩M [ti] = M ∩ S(~S)), an ω-length, descending sequence of
conditions in S(~S)∩M , (pi : i ∈ ω) such that pi+1 ∈M ∩S(~S) is in Di. We can
also demand that the domain of the conditions pi converge to M ∩ ω1. Then
the (pi)’s have a lower bound pω ∈ S(~S) and (t, pω) is an (M,T × S(~S))-generic
conditions for every t ∈ Tη as any t ∈ Tη is (M,T )-generic and every such t
forces that p is (M [T ],P)-generic; moreover pω < p as desired.
Lemma 30. Let PΣ be the forcing which adds a reflecting sequence (Ni)i<ω1
for an open stationary map Σ. Let T be a Suslin tree. Then
PΣ T is Suslin
does hold.
Proof. This can be seen exactly as in the proof of the Lemma before, using the
proof that proper forcings add reflecting sequences for open stationary maps
Σ. Indeed the proof of Proposition 17 shows that for club many M ≺ Hλ a
descending sequence of PΣ-conditions in M have a lower bound. Now combine
that with the same procedure as in the proof of the Lemma before to obtain for
club manyM ≺ Hλ, for every p ∈ PΣ and every t ∈ Tη, η =M ∩ω1 a q < p such
that (q, t) is an (M,PΣ×T )-generic condition which ensures the preservation of
the Suslin tree T .
As these are all the forcings which appear in our iteration, besides the Levy
collapse Coll(2ℵ2 ,ℵ1), and the fully supported ω-iteration of adding ω-many
Suslin trees, which are both σ-closed hence Suslin tree preserving we can con-
clude that:
Lemma 31. The iteration as defined above preserves Suslin trees: every tree S
which is Suslin at some stage MPα1 will remain Suslin in W0 =M1[G], where G
denotes the generic for the δ-length iteration.
Having established the preservation of Suslin trees we note the following:
during our iteration we stationarily often adjoin ω-sequences of Suslin trees ~Tα
(where α denotes the stage of the iteration where we adjoined ~Tα). We have
already seen that for an arbitrary finite list of trees T0 ∈ ~Tα0 , T1 ∈ ~Tα1 , ..., Tn ∈
~Tαn the product T0 × T1 × ... × Tn is Suslin again. To make things easier we
introduce a new notion:
Definition 32. Let ~T be a sequence of Suslin trees. We say that the sequence
is an independent family of Suslin trees if for every finite choice T0, T1, ..., Tn,
of trees from ~T , the product T0 × T1 × · · · × Tn is a Suslin tree again.
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Thus, during our iteration we stationarily often adjoined independent ω-
sequences of Suslin trees such that the joined sequence remains independent
as well. The definable wellorder of P (ω1) unlocks a definition for a canonical
sequence of independent Suslin trees. The first entry of that sequence is, for
technical reasons which will become clear later, defined differently. We let r0 be
the real which codes the ω-block of independent Suslin trees definable from the
♦-sequence, which itself is definable over Kω1, which will still be an ω-sequence
of independent Suslin trees inW0. Note here that Kω1 is a ZF
−-model with a ♦-
sequence on ω1, thus such trees exist in Kω1 , thus in M1 and will stay Suslin in
M1[G] =W0. InW0 we can find a <-least (< denotes the definable wellorder on
P (ω1)
W0) real r1 which codes an ω-sequence of independent Suslin trees, such
that the concatenated ω + ω-sequence coded by r0 and r1 is an independent
Suslin sequence again. Of course we can continue and obtain:
Lemma 33. In W0, let (ri : i < ω2) be the sequence of reals defined recursively
as follows:
• r0 is the real which codes the independent ω-sequence of Suslin trees defined
over Kω1 from the ♦-sequence.
• rα+1 is the <-least real coding an ω-sequence of independent Suslin trees
such that the concatenated sequence of the Suslin trees coded in (ri : i ≤
α+ 1) are an independent sequence again.
• rα, for α limit is a code for the (rβ : β < α).
This is a definable ω2-sequence of reals (rα : α < ω2) such that every rα codes
an independent ω-block of Suslin trees and such that the concatenated sequence
of trees forms an independent, ω2-length sequence of Suslin trees.
What is very important is that this definable ω2-sequence of independent
Suslin trees will be definable in certain outer models of W0.
Lemma 34. Suppose that W ∗ is a set-generic, ccc extension of W0. Then W
∗
is still able to define the ω2-sequence of independent W0-Suslin trees.
Proof. Note first that if r ∈W ∗ is a real coded by a triple of ordinals in (α, β, γ)
in W ∗, then there is a reflecting sequence (Nξ : ξ < ω1) in W
∗,
⋃
ξ<ω1
Nξ = γ,
such that for club-many ξ, r =
⋃
η∈(ν,ξ) sαβγ(Nη, Nξ). As W
∗ is a ccc-extension
of W0, there is a reflecting sequence (Pξ : ξ < ω1) which is an element in W0,
and such that C := {ξ < ω1 : Pξ = Nξ} is club containing in W ∗. In particular
r is already an element of W0.
But as ccc extensions preserve stationarity, the set
{ζ < ω1 : ∃ν < ζ (
⋃
η∈(ν,ζ))
sαβγ(Pη, Pζ) = r}
which is an element of W0 must be club continaing already in W0. Hence r is
coded by the triple (α, β, γ) already in W0.
As a consequence P (ω1)
W0 is definable in W ∗, it will be precisely the set
of subsets of ω1 which have reals which code it with the help of the almost
disjoint family F ∈ Kω1 , and such that these reals are themself coded by triples
of ordinals below ω2 in the sense of (‡).
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ThusW ∗ can defineW0-Suslin trees and our wellorder < on P (ω1)
W0 , hence
will be able to define the ω2-sequence of independent Suslin trees of W0.
As a last note we emphasize that the iteration, by the theorem of S. Shelah,
will ensure that in W0, NSω1 is ℵ2-saturated.
Theorem 35. The nonstationary ideal NSω1 is ℵ2-saturated in W0.
Proof. This is just a repetition of Shelahs argument. The added forcings which
code every stationary subset of ω1 into a real using almost disjoint coding over
the <M1 -least ℵ1-length almost disjoint family F of reals is a proper forcing
and therefore will not change the argument. Also the proper forcings which
stabilize triples of ordinals or code reals into triples of ordinals do not influence
the proof.
This ends our discussion of the first iteration Pδ and the crucial properties
of the resulting model M1[G] =W0. In the next section we will discuss how the
second iteration, starting with W0 as the ground model does look like.
2.2 The second iteration.
2.2.1 An outline of the idea
Let us quickly describe the situation we are in. We have obtained a model
W0 =M1[G] with the following properties:
1. In W0, NSω1 is saturated.
2. Every subset of ω1 is coded by a real.
3. Every real is itself coded by a triple of ordinals below ω2 relative to the
<K-least ladder system ~C. This gives rise to a definable wellorder on
P (ω1).
4. There is an independent ω2-length sequence ~T = (~T
α : α < ω2) of inde-
pendent ω-blocks ~Tα of Suslin trees which is definable over W0 and which
is still definable in set-generic, ccc-extensions of W0.
The rough idea is now to consider the set of reals B0 which code the stationary
subsets of ω1 in W0 together with the Suslin trees of W0. Using Harrington’s
idea we force with a ccc forcing to add a real b0 which codes B0. We make
b0 definable using the first ω-block of independent Suslin trees ~T
0 we can de-
fine from Kω1 . Using Baumgartner’s specialization forcing and the tree forcing
which shoots a branch through a Suslin tree, we can write b0 into a pattern
of branches or specializing functions on ~T 0. What we obtain is a model W1
in which stationarity and Suslinity in W0 is definable from the real b0, the lat-
ter is definable from the ω-block of Suslin trees and the pattern of specializing
functions and branches on it. The pattern can already be witnessed in ℵ1-sized
models of ZF− which contain Kω1 and which contain a branch or a specializing
function for every element of ~T 0. This will help us to define a notion of suitable
models which will correctly compute the ω2-sequence of independent Suslin trees
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~T in all later extensions. The suitable models will make a Σ1(Kω1)-definition
of stationarity possible.
The forcings which add b0 and the b0-pattern on the Suslin trees adjoin new
stationary sets so we have to continue. We code every new stationary set of
W1 into a real, and collect these codes of stationary sets, thus obtain a set B1
which we code into a real b1, which in turn gets coded into a 0, 1-pattern on the
second ω-block of Suslin trees in a ccc generic extension W2 of W1. Suitable
transitive models will see the second ω-block of Suslin trees and the pattern on
it, so they have access to b1 and thus to B1 which is a predicate for stationarity
in W1. Thus stationarity in W1 can be witnessed by suitable models in W2
which contain S. As the step from W1 to W2 introduces new stationary sets we
will continue.
After ω2-many such steps we will have coded every collection of the station-
ary sets of an intermediate model into a real, every such real is itself coded into
a 0, 1-pattern on definable Suslin trees. The set of stationary sets in the final
model is just the union of all the stationary codes
⋃
α<ω2
Bα, and a set S is
stationary if there is a suitable model M which contains S and witnesses that S
is stationary in M . To summarize we will define an ω2-length iteration over W0
with finite support of ccc forcings, resulting in a ccc extension of W0 in which
stationarity has a Σ1(Kω1)-definition.
Of course this iteration would be rendered pointless, if NSω1 stops to be
saturated after it. That this is not the case tells us the next theorem (see [10]
Theorem 17.1 for a proof).
Theorem 36. Suppose that I is a λ-saturated ideal over κ where λ ≤ κ+ is
regular and P is a forcing which has the ν-c.c. for ν < κ and ν ≤ λ. Then
P I generates a λ-saturated ideal on κ.
2.2.2 The first step
We start to describe the first step of the ω2-length iteration now which will make
a definition for suitable transitive models of size ℵ1 possible. These models are
crucial as they will be able to define the ω2-length sequence of independent W0-
Suslin trees ~T correctly, are themselves easily definable and will push down the
complexity of a description of being stationary.
We let W0 be our ground model. Let B0 be the set of reals which code
(with the help of almost disjoint coding relative to the <K-least ω1-sequence
of almost disjoint reals) the stationary subsets in W0 and the Suslin trees of
W0. We can assume that B0 is recursively splittable into the set of reals B
0
0
which code stationarity and the set of reals B10 which code the Suslin trees
from W0. We start with a finitely supported ω1-length product of A(B0) to
produce ℵ1-many new reals (bα)α<ω1 such that in the generic extension W0[G0]
the following holds:
(∗) ∀x ∈ ωω(x ∈ B0 iff ∀α < ω1(S(x) ∩ bα0 is finite.))
In the next step we use the fixed Kω1-definable family F of almost disjoint reals
of length ω1 and force with almost disjoint coding forcing AF ((b
α
0 : α < ω1)) to
obtain a ccc forcing extension of W0[G0], called W0[G0][G1], in which every b
α
0
will be definable: we definably partition every element fα of F = {fα : α < ω1}
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into ω-many reals {fnα : n ∈ ω} and obtain generically a new real b0 such that
in the resulting generic extension W0[G0][G1] the following definition for being
one of the bα’s is possible:
• ∀x ∈ ωω(x ∈ {bα0 : α < ω1} iff ∃β < ω1(∀n ∈ ω(n ∈ x iff S(f
n
β ) ∩
b is finite)))
Note that the last forcing AF ({bα0 : α < ω1} is an innocuous extension (see Def-
inition 21) so after these two steps we arrive at a generic extension W0[G0][G1]
of W0 which allows the following definition of B0, the set of codes for stationary
subsets in P (ω1)
W0 :
(∗∗) ∀x (x ∈ B iff ∀y(y ∈ {bα : α < ω1} → S(x) ∩ y is finite )).
The same argument as in the proof of Lemma 28 shows that all the Suslin trees
of W0 remain Suslin in W0[G0][G1].
In the last step we want to make the real b0, which codes the set of reals B0
definable. We fix theKω1-definable, first ω-block of independent Suslin trees ~T
0,
code the characteristic function of b0 via either shooting a branch or specializing
the according Suslin tree T 0n and call the resulting universe W1. To be more
specific we let R :=
∏
n∈ω Pn with finite support, where
Pn =
{
T 0n if b0(n) = 1
Sp(T 0n) if b0(n) = 0
and T 0n denotes the forcing notion one obtains when forcing with nodes of T
0
n
as conditions, and Sp(T 0n) denotes Baumgartner’s forcing which specializes T
0
n
with finite conditions and which is known to be ccc (see [1]). What is left is to
argue that R is ccc.
Lemma 37. Let G2 denote a W0[G0][G1]-generic filter for R, then W1 :=
W0[G0][G1][G2] is a ccc extension of W0 which satisfies:
• n ∈ b0 if and only if T 0n has a branch.
• n /∈ b0 if and only if T 0n is special.
Proof. Note first W0[G0][G1] is a Suslin-tree-preserving extension of W0. Next
note that whenever we specialize one particular tree Tm of the sequence ~T
0,
the other Suslin trees T 0n will remain Suslin. Indeed if Sp(T
0
m) would kill the
Susliness of a T 0n , n 6= m then the product Sp(T
0
m)×T
0
n is not ccc anymore. But
Sp(T 0m) × T
0
n = T
0
n × Sp(T
0
m) and after forcing with Tn, by the way we chose
~T 0 = (T 0i )i∈ω , T
0
m will stay Suslin, and so the specialization forcing Sp(T
0
m) is
ccc in V T
0
n . Thus the product T 0n×Sp(T
0
m) is ccc which is a contradiction. As a
consequence any finite subproduct of R is ccc and hence the finitely supported
product is ccc as well and b0 can be defined just as stated above via looking at
the behavior of the sequence ~T 0.
2.2.3 Suitability
We already hinted that, in order to lower the complexity of a description of
stationarity we need a new notion for suitable models which will be able to
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define the sequence of Suslin trees ~T correctly. With the notion of suitability it
will become possible to witness stationarity already in ℵ1-sized ZF
− models, as
we shall see soon.
Definition 38. Let M be a transitive model of ZF− of size ℵ1. We say that M
is pre-suitable if it satisfies the following list of properties:
1. Kω1 ∈M .
2. ℵ1 is the biggest cardinal in M and M |= ∀x(|x| ≤ ℵ1).
3. Every set in M has a real in M which codes it in the sense of almost
disjoint coding relative to the fixed <K-least family of almost disjoint reals
F .
4. Every real in M is coded by a triple of ordinals in M , i.e. if r ∈ M then
there is a triple (α, β, γ) ∈M and a reflecting sequence (Nξ : ξ < ω1) ∈M
which code r.
5. Every triple of ordinals in M is stabilized in M : for (α, β, γ) there is a
reflecting sequence (Pξ : ξ < ω1) ∈ M which witnesses that (α, β, γ) is
stabilized.
Note that the statement ”M is a pre-suitable model“ is completely internal
in M and hence a Σ1(Kω1)-formula. Further note that if W
∗ is a ccc extension
of W0 and M is a pre-suitable model in W
∗ then M ⊂W0.
Definition 39. Let M be a pre-suitable model. We say that M is absolute for
Susliness if T is an element from W0 and M |= T is Suslin, then T is Suslin in
W0. Likewise we say that M is absolute for stationarity if S ∈M and M thinks
that S is stationary then S is a stationary set in W0. A pre-suitable model which
is absolute for stationarity and Susliness is called suitable.
Lemma 40. Let W ∗ be an ω1-preserving extension of W1 then W
∗ satisfies
that a pre-suitable M is absolute for Susliness if there is a ZF− model N ⊃ M
such that the following holds:
• N sees a full pattern on ~T 0, i.e. for every n ∈ ω and every member T 0n,
N has either a branch through T 0n or a function which specializes T
0
n.
• If τ ∈M is such that M |= τ is Suslin, rτ denotes the real coding τ , then
N |= rτ ∈ B10 .
This is a Σ1(Kω1)-formula. The definition for a suitable model to be absolute
for stationarity is defined similarly with B00 replacing B
1
0 . Thus suitable models
can be defined in W ∗ using a Σ1(Kω1)-formula.
Proof. This is clear as ~T 0 as defined above is the correct sequence ~T 0 we used
to code b0. Thus if N ⊃M , then Kω1 ∈ N and N sees a pattern on ~T
0 which is
definable with parameter Kω1 in N . So N will be able to define the full pattern
on ~T 0, and this pattern must be b0 as ω
W∗
1 = ω1. Consequentially what N will
decode out of b0 will be B0 ∩ N from which it decodes B10 ∩ N . As B
1
0 is the
real predicate for Suslin trees from W0, if N |= rτ ∈ B10 then rτ is a code for a
real Suslin tree in W0 and hence M is absolute for Suslin trees.
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We have already seen that ccc extensions of W0 (and thus of W1) will still
be able to define our ω2-sequence of independent W0-Suslin trees ~T . With the
notion of suitability we can localize this property in the following sense:
Lemma 41. Let W ∗ be a ccc extension of W1, and let M ∈ W ∗ be a suitable
model. If M computes the ω2-length sequence of independet Suslin trees from
W0, then it will be correct, i.e. ~T
M = ~T ↾ (M ∩Ord).
Proof. We shall show inductively that for every α < (M ∩Ord), the α-th block
of ~T , ~Tα will be computed correctly by M . For α = 0 this is true as ~T 0 is
defined over Kω1 and by suitability M contains Kω1 . Let α = 1 then ~T
1 was
defined to be coded by the <-least r1 real, such that ~T
0 concatenated with ~T 1
still remains an independent sequence of Suslin trees in W0.
Assume that the suitable M computes ~T ′ as its own version of ~T 1. By the
suitability of M there is a real r which codes ~T ′, and r′ itself is coded into a
triple ofM -ordinals (α′, β′, γ′) < ωM2 . We claim that r1 < r
′. Otherwise r′ < r1
and by the Suslin-absoluteness ofM the independent-M -Suslin trees coded into
r′ would be an independent ω-sequence of Suslin trees in W0, moreover they
would still form an independent ω + ω-sequence when concatenated with ~T 0 in
W0 which is a contradiction to the way ~T
1 was defined.
So r1 < r
′, which means that the least triple of ordinals (α, β, γ) coding
r1 is antilexicographically less than (α
′, β′, γ′). Note that the suitability of M
implies that (α, β, γ) is stabilized in M . Thus there is a reflecting sequence
(Pξ : ξ < ω1) in M witnessing this. As W
∗ is a ccc extension of W0 we
can assume that the sequence is in fact an element of W0. At the same time
there is a reflecting sequence (Nξ : ξ < ω1) in W0 which witnesses that r1 is
coded by (α, β, γ). By the continuity of both sequences, there is a club C in
W0 such that ∀ξ ∈ C(Nξ = Pξ). Thus the limit points of C witness that in
fact the sequence (Pξ : ξ < ω1) ∈ M codes r1 as well but the club C is in
W0, so we need an additional argument to finish. Recall that the suitability
of M implies that M is absolute for stationarity, thus if the set {ξ < ω1 :
∃ν < ξ(
⋃
η∈(ν,ξ) sαβγ(Pη, Pξ) 6= r1)} would be stationary in M it would be
stationary in W0 which is a contradiction. So M computes r1 correctly and the
rest of the inductive argument can be repeated exactly as above to show that
~TM = ~T ↾ (M ∩Ord) as desired.
2.2.4 The rest of the iteration
In the next step we fix the model W1 = W0[G0][G1][G2] as our ground model.
The ccc forcing which produces W1 will introduce new stationary subsets of ω1.
First we code all the stationary subsets from W1\W0 into reals using a finitely
supported iteration of almost disjoint coding forcings. As always we code with
respect to the <K-least almost disjoint family F of reals. Let G0 denote the
generic filter for that forcing.
Copying what we did in the first step, we let B1 be the set of reals which
code the stationary sets from W1\W0, and code the set B1 into a real b1 in
exactly the same manner we did in the first step.
In the next step, we consider the second ω-block ~T 1 of our definable ω2-
sequence of independent Suslin trees from W0 and would want to code the real
b1 into a pattern of branches or specializing functions. However, we do not know
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yet, whether the Suslin trees, which come from W0, still are Suslin in the model
we are in, namely the two step ccc extension W1[G0][b1] of W1.
Lemma 42. In W1[G0][b1], the ω-sequence of independent W0-Suslin trees ~T
1
is still an independent sequence of Suslin trees.
Proof. Let T ∈ ~T 1 be an arbitrary element and assume that T is not Suslin
anymore in W1[G0[b1]. Note that all the forcings we used to obtain W1[G0][b1]
from W0 are almost disjoint coding forcings, specialization forcings and forcings
which shoot a branch through a Suslin tree from ~T 0. Let P ∈ W0 denote the
forcing which generates W1[G0][b1], then by assumption P × T would not be
Suslin anymore. But this is just T ×P and as forcing with T does not kill any of
the Suslin trees in ~T 0, and as the almost disjoint coding forcing is ccc in every
universe, we see that T × P is a ccc forcing, yielding a contradiction.
As T was arbitrary we can conclude that ~T 1 is still an independent sequence
in W1[G0][b1].
Having established this, we code the real b1 into the pattern of trees in ~T
1
with finite support. We arrive at a model W2 which is a ccc extension of W1.
We can show now that in W2, stationarity in W1 is Σ1(Kω1)-definable.
Lemma 43. Let S ∈ W1 be stationary. In W2 we can say that S is stationary
if and only if there is a suitable model M and a transitive ZF−-model N ⊃ M ,
of size ℵ1 which contains S such that
• In M the definable sequence ~T of independent Suslin trees has length at
least ω + ω
• The M -definable second ω-block of independent Suslin trees has a full pat-
tern in N , which gives rise to a real b′1
• N can decode, with the help of the <K-least family of almost disjoint reals
from b′1 a set B
′
1 ∩N .
• In N , S ∈ B′1 holds.
This is again a Σ1(Kω1)-formula.
Proof. Assume first that M and N are as stated. We have already seen that
suitable M compute ~T correctly, thus the pattern N sees on the second block
(~T 1)M is the pattern we have in W2. As a consequence the real b
′
1 is b1 and N
will decode B1 ∩N out of it. As B1 is the predicate for being stationary in W1,
if N thinks that S is in B1 then S will be a stationary set in W1 as desired.
The direction from left to right is straightforward as we can just use ~T 1 and
b1. To see that the formula is Σ1(Kω1), we just note that every subformula as
itemized is an internal statement for N or M , thus ∆1. We have already seen
that M being suitable is Σ1(Kω1), thus the whole statement is Σ1(Kω1).
It is clear how to proceed form here: We force with an ω2-length iteration
with finite support. Suppose we are at stage α < ω2 and let Wα be our ground
model. We first code every stationary set of Wα into a real with an iteration
of almost disjoint codings AF , and collect the reals into a set Bα which is the
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set of all codes for stationary subsets in Wα. We force the existence of a real
bα which codes Bα using the variant of almost disjoint coding described above.
Next we fix the α-th block of independent Suslin trees ~Tα and code bα into a
pattern of branches and specializing functions on the members of ~Tα arriving
at the model Wα+1.
The reals bα which code Bα will not only code Bα in the model Wα+1 but
in all future extensions Wβ , β > α as these are innocuous extensions of Wα (a
finite support of innocuous forcings is always innocuous). Note also that the
α-th block of independent Suslin trees ~Tα is still an independent sequence of
Suslin trees in Wα as can be seen just as in the proof of Lemma 42.
As in the second step, Wα+1 has a Σ1(Kω1)-definition for stationary subsets
in Wα:
Lemma 44. Let S ∈Wα be stationary. InWα+1 we can say that S is stationary
if and only if there is a suitable M , and a transitive ZF−-model N ⊃M of size
ℵ1 which contains S such that
• In M there is an α+1-length sequence of reals (rβ : β < α+1) such that
every rβ is the <-least code for an ω-sequence of Suslin trees such that
(rγ : γ < β) and rβ code an independent ω · β-sequence of independent
Suslin trees. Assume that rα codes the ω-sequence of Suslin trees ~T
′1.
• In N , ~T ′1 has a pattern of branches and specializing functions which code
a real b′α.
• N can decode, with the help of the <K-least family of almost disjoint reals
from b′α a set B
′
α ∩N .
• In N , S ∈ B′α holds.
This is again a Σ1(Kω1)-formula.
Proof. This is very similar to the proof of Lemma 43. We show, in exactly the
same way as there, by induction on α that ~T ′
α
coded by rα is equal to ~T
α. Thus
the real b′α is the same as bα and hence Bα ∩N = B
′
α ∩N . Consequentially, if
N thinks that the code for S, rS , is in Bα then S will be stationary.
Note now that any stationary set in the final model Wω2 will already be in
an Wα, α < ω2. Indeed, Wω2 will be obtained by an ω2-length, finite support
iteration over W with ccc forcings, thus by regularity of ℵ2 any name for a
subset of ω1 will be a name in a proper initial segment of the iteration. This
yields a Σ1(Kω1)-definition for stationarity in Wω2 :
Lemma 45. In Wω2 a set S ⊂ ω1 is stationary if there is an α < ω2 and
a suitable model M and a transitive, ℵ1-sized ZF
−-model N which contains S
such that:
• In M there is an α+1-length sequence of reals (rβ : β < α+1) such that
every rβ is the <-least code for an ω-sequence of Suslin trees such that
(rγ : γ < β + 1) code an independent ω · (β + 1)-sequence of independent
Suslin trees. Assume that rα codes the ω-sequence of Suslin trees ~T
′1.
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• In N , ~T ′
1
has a pattern of branches and specializing functions which code
a real b′α.
• N can decode, with the help of the <K-least family of almost disjoint reals
from b′α a set B
′
α ∩N .
• In N , S ∈ B′α holds.
This is a Σ1(Kω1)-formula.
Putting together what we have proved, we obtain the desired result.
We end with two remarks. The first thing which is worth pointing out is
that we do not have to start with M1 as our ground model to construct a
model in which NSω1 is saturated and ∆1-definable, if one is willing to use more
parameters in the ∆1-definition of stationarity. Indeed if one looks at the just
given proof one sees that one can just start with a model with one Woodin
cardinal and use a fixed ladder system ~C, a fixed family F of almost disjoint
reals of size ℵ1 and a full Suslin tree T to obtain a model for NSω1 saturated
and ∆1(F, ~C, T )-definable.
A second remark is due to P. Lu¨cke who pointed out that Kω1 is in fact
Σ1(ω1)-definable using Theorem 5.2. of [13], which changes the parameter Kω1
in the definition of stationarity to ω1.
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