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LAGRANGE SPECTRUM OF ROMIK’S DYNAMICAL SYSTEM
BYUNGCHUL CHA AND DONG HAN KIM
Abstract. Let L (S1) be the Lagrange spectrum arising from the intrinsic
Diophantine approximation of the unit circle S1 by its rational points. In
this paper, we give a complete description of the structure of L (S1) below
its smallest accumulation point. We use certain digit expansions of points on
S1, which was initially introduced by Romik in 2008. This digit expansion
is an analogue of simple continued fractions of real numbers. First, we prove
that the smallest accumulation point of L (S1) is 2. Then we characterize
the points on S1 whose Lagrange numbers are less than 2 in terms of their
Romik digit expansions. Our theorem is an analogue of a celebrated theorem
of Markoff on badly approximable real numbers. We also adapt our method
to the unit sphere S2 and find a sharp Hurwitz bound, that is, the minimum
of L (S2).
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1. Introduction
1.1. Motivation. Call (a, b) a Pythagorean pair if a and b are nonnegative coprime
integers such that a2 + b2 is a square. Suppose that we draw a half-line ℓ from the
origin O into the first quadrant of an affine coordinate plane, and we aim to make
ℓ stay as far away as possible from all but finitely many Pythagorean pairs. What
is the greatest possible margin by which ℓ misses all but finitely many Pythagorean
pairs? What is the second greatest?
To formulate this question more precisely, we parametrize such a half-line by a
point P in the unit quarter circle Q, defined by
Q = {(x, y) ∈ R2 | x2 + y2 = 1, and x, y ≥ 0}.
Write δ′(P, (a, b)) for the shortest (Euclidean) distance between a Pythagorean pair
(a, b) and the half-line
−−→
OP . Then we are interested in maximizing
δ(P ) = lim inf
(a,b)
δ′(P, (a, b)),
where Pythagorean pairs (a, b) are ordered by their Euclidean norms
√
a2 + b2.
Formulated this way, the question we ask at the beginning of this article is answered
by the following:
Theorem 1.1. The 10 largest values of δ(P ), together with corresponding P ’s, are
δ(P ) P
1√
2
= 0.707106781 . . .
(
1√
2
, 1√
2
)
1√
3
= 0.577350269 . . .
(
1
2 ,
√
3
2
)
3√
34
= 0.514495755 . . .
(
3
34
√
34, 534
√
34
)
5
3
√
11
= 0.502518908 . . .
(
9
50
√
11− 225 , 625
√
11 + 350
)
11√
482
= 0.501036271 . . .
(
11
482
√
482, 19482
√
482
)
17√
1154
= 0.500433088 . . .
(
7
390
√
1154− 665 , 3130
√
1154 + 14195
)
41√
6722
= 0.500074377 . . .
(
41
6722
√
6722, 716722
√
6722
)
29√
3363
= 0.500074333 . . .
(
9
853
√
3363− 1611706 , 231706
√
3363 + 63853
)
59√
13922
= 0.500035913 . . .
(
71
14066
√
13922− 5707033 , 9514066
√
13922 + 4267033
)
65√
16899
= 0.500014794 . . .
(
33
8450
√
16899− 284225 , 284225
√
16899 + 338450
)
We note here that, for any value of δ(P ) above, there are (infinitely) many P
in Q which produce the same δ(P ), and the above table lists only one of them.
For instance, both P = (
√
3
2 ,
1
2 ) and P = (
1
2 ,
√
3
2 ) give δ(P ) =
1√
3
. Also, our main
theorem (Theorem 1.3) gives an arbitrarily long list of ranking of δ(P ), not just
the top 10. Another implication of Theorem 1.3 is
Theorem 1.2. The largest accumulation point of the set
{δ(P ) ∈ R | P ∈ Q}
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is 1/2.
1.2. Description of main results. We briefly review some existing results on
intrinsic Diophantine approximation on spheres, which will provide the general
context for our results. Let (X , d(·, ·)) be a complete metric space and let Y be a
closed subset of X . Assume that Y is contained in the closure of a countable subset
Z of X . In addition, we assume that there is a height function H : Z −→ R≥0,
whose inverse image of any finite set is finite. Given the data (X ,Y,Z, H), we
define the Lagrange number of P ∈ Y to be
L(P ) = lim sup
Z∈Z
1
H(Z)d(P,Z)
and, subsequently,
L (Y) = {L(P ) | P ∈ Y, L(P ) > 0}.
A classical Lagrange spectrum studied by Markoff in the papers [Mar79] and
[Mar80] is obtained from the choice (X ,Y,Z) = (R/Z,R/Z − Q/Z,Q/Z) with
the height function H(p/q) = |q|2. Particularly relevant to the present paper is
the intrinsic Diophantine approximation on n-spheres, (X ,Y,Z) = (Rn+1, Sn −
Qn+1, Sn ∩ Qn+1), which is studied in [KM15] and [FKMS18]. Here, Sn is the
unit n-sphere in Rn+1 and the height function H is defined by H(p/q) = |q| with
p ∈ Zn+1 primitive, meaning that all coefficients of p have no common divisor > 1.
For n ≥ 1, much less is known about L (Sn) than the classical Lagrange spec-
trum. Kleinbock and Merrill in [KM15] show that L (Sn) is bounded away from
0, namely, L (Sn) ⊆ (0,∞) for each n ≥ 1. Kopetzky [Kop80] appears to be the
first to determine the minimum of L (S1). We will call this the Hurwitz bound for
S1. Later, Moshchevitin [Mos16] independently found the (same) Hurwitz bound
for S1. As far as we can tell, the Hurwitz bounds for L (Sn) with n > 2 seem to
be unknown at the moment. For n = 2, see Theorem 1.4 and the discussion at the
end of this subsection.
Our main theorem (Theorem 1.3) gives a complete description of an initial dis-
crete part of L (S1), namely, L (S1)<2 = L (S
1) ∩ [0, 2). To explain, let P =
(α, β) ∈ Q and choose a rational point Z = (a
c
, b
c
) in Q. We define
(1) δ(P ;Z) = c ·
√(
α− a
c
)2
+
(
β − b
c
)2
.
Although δ(P ;Z) is not the same as δ′(P, (a, b)), it is easy to see that the two
quantities become arbitrarily close as c =
√
a2 + b2 becomes large and we have
(2) δ(P ) = lim inf
c→∞
δ(P ;Z).
We take (2) to be our working definition of δ(P ) and call it the approximation
constant of P . Define the Lagrange number of P by
(3) L(P ) =
1
δ(P )
and the Lagrange spectrum L (S1) by
L (S1) = {L(P ) |P ∈ Q, δ(P ) <∞}.
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(1; 1, 1)
(1; 3, 1)
(5; 3, 1) (1; 11, 3)
(5; 17, 1) (5; 3, 59) (65; 11, 3) (1; 41, 11)
(29; 17, 1)
...
...
(5; 17, 339)
...
...
(349; 3, 59)
...
...
(5; 1177, 59)
...
...
(65; 769, 3)
...
...
(65; 2857, 11)
...
...
(901; 41, 11)
...
...
(1; 41, 153)
...
...
Figure 1. The Markoff tree for 2x2 + y21 + y
2
2 = 4xy1y2
Note that we are using the usual Euclidean distance in R2 in the definition (1), but
in other literature such as [Mos16], [Kop80], [KM15], and [FKMS18], the L∞-norm
is used instead.
Call (x; y1, y2) a Markoff triple if (x; y1, y2) is a positive integer triple satisfying
(4) 2x2 + y21 + y
2
2 = 4xy1y2.
The triple (1; 1, 1) is said to be the singular Markoff triple, and all others are
nonsingular Markoff triples. As in the classical theory of Markoff in [Mar79] and
[Mar80], all nonsingular Markoff triples form an infinite and complete binary tree
whose root is (1; 3, 1), as shown in Figure 1. A set of recursive rules for generating
this tree is stated in §5.2. Using these rules, we obtain two sequences
(5) Mx = {x | (x; y1, y2) is a Markoff triple} = {1, 5, 11, 29, 65, 349, . . .},
and
My = {y | y = max{y1, y2} for a Markoff triple (x; y1, y2)}(6)
= {1, 3, 11, 17, 41, 59, . . .}.
We are now ready to state our main theorem.
Theorem 1.3 (Main Theorem). We have
L (S1)<2 := L (S
1) ∩ [0, 2) =
{√
4− 1
x2
|x ∈ Mx
}
∪
{√
4− 2
y2
| y ∈My
}
.
Finally, in §6, we extend our theory to the 2-sphere S2. As a result, we show
Theorem 1.4. The minimum of L (S2) is
√
3
2 . If P = (
1√
3
, 1√
3
, 1√
3
) then L(P ) =√
3
2 .
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1.3. Outline of proof and organization of the paper. Theorem 1.3 is an un-
mistakable analogue of a celebrated theorem of Markoff in [Mar79] and [Mar80]
on badly approximable numbers by rationals. In the present paper, we will not
attempt to give a comprehensive review on the vast body of existing literature
regarding Markoff’s theorem and subsequent developments. Instead, we refer inter-
ested readers to a book [CF89] written by Cusick and Flahive and a survey paper
[Mal77] by Malyshev.
The theory of continued fractions plays a central role in proving Markoff’s the-
orem. Therefore, a natural starting point for us is to consider a certain digit ex-
pansion for each point P ∈ Q, which will be our counterpart to continued fraction
expansions of real numbers. This is done by Romik in [Rom08]. We review his
construction thoroughly in §2.1. In essence, he associates to each P ∈ Q an infinite
sequence with values in {1, 2, 3}. We call such a sequence a Romik digit expansion
of P .
Let γ be a real number and define the Lagrange number of γ by
L(γ) = lim sup
q→∞
1
q‖qγ‖ .
Here, ‖qγ‖ is the distance from qγ to the nearest integer. It is well known that the
smallest accumulation point of the Lagrange spectrum
L (R) = {L(γ) | γ ∈ R, L(γ) > 0}
is 3. Following Bombieri [Bom07], we say that γ ∈ R is admissible if L(γ) ≤ 3
and is strongly admissible if L(γ) < 3. One implication of the Markoff theorem is
that γ is strongly admissible if any only if the continued fraction expansion of γ is
eventually periodic and its minimal period can be written as a Christoffel word on
an alphabet {a, b} under the substitution
a = 2 2 and b = 1 1.
This particular formulation of Markoff’s theorem using Christoffel words is origi-
nally due to Cohn [Coh55]. Later, Bombieri presented an elegant and self-contained
exposition of this approach in [Bom07]. Shortly after this, Reutenauer indepen-
dently gave a short proof of this in [Reu09] using known properties of Christoffel
words and the theory of Sturmian words. Also, see [BLRS09] and [Aig13].
To state our results for Romik digit sequences, we denote by {a, b}∗ the set of
all finite words on {a, b}. In other words, {a, b}∗ is the free monoid generated by
{a, b} with its identity element being the empty word. Furthermore, we will say
that w ∈ {a, b}∗ is even if w contains an even number of b’s, and odd otherwise.
Likewise, let {a, b, a∨}∗ be the set of all finite words on {a, b, a∨}. We define a map
 : {a, b}∗ −→ {a, b, a∨}∗
as follows. For each w ∈ {a, b}∗, the word (w) is defined to be the unique element
in {a, b, a∨}∗ such that
• if every occurrence of a∨ in (w) is replaced with a, then the resulting word
is w ∈ {a, b}∗, and
• the concatenated word a(w) does not contain any of the following forbidden
words :
(7) ab2ka∨, a∨b2ka, ab2k+1a, a∨b2k+1a∨
for any k ≥ 0.
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For example, (ababba) = aba∨bba∨ and (babbba) = ba∨bbba. An easy way of
obtaining (w) from w is by attaching or not attaching a “∨” to each occurrence
of a in w as follows. A “∨-orientation” can be either “a”, or “a∨” and we let the
initial ∨-orientation in (w) be “a”. Read each of the letters in w successively to
the right. If the current ∨-orientation is “a”, then leave a unchanged. If the current
∨-orientation is “a∨”, then replace a with a∨. Each occurrence of b in w, on the
other hand, switches the ∨-orientation between “a” and “a∨”. The resulting word
(w) obtained in this way avoids all the forbidden subwords listed in (7) above. See
§4.1 for more rigorous discussion on the map .
Let us say P ∈ Q is admissible if L(P ) ≤ 2 and is strongly admissible if L(P ) < 2.
We will show that P = (α, β) ∈ Q is strongly admissible if and only if there exists
a Christoffel word w ∈ {a, b}∗ such that the Romik digit expansion of either P or
P∨ := (β, α) is eventually periodic and its minimal period is obtained from{
(w) if w is even
(ww) if w is odd
under the substitution
(8) a = 3 1, b = 2, a∨ = 1 3.
To prove this statement, we follow a masterful exposition of Bombieri [Bom07].
We present in §3 and §4 an adaptation of [Bom07]. In §3, we collect a list of
forbidden subsequences in a doubly infinite admissible Romik sequence. We deduce
in §4 that a doubly infinite admissible sequence can be always associated under the
substitution rule (8) to a doubly infinite word on {a, b, a∨}, and that this word is
∨-oriented, meaning that it does not contain any of the forbidden words in (7).
That is, such a doubly infinite word arises as an image under the map  of a doubly
infinite word on {a, b}. This implies that a strongly admissible P (or P∨) has an
eventually periodic Romik digit expansion whose minimal period is an image of an
(even or twice an odd) Christoffel word under the map .
After we characterize periods of strongly admissible P , we apply in §5 the Fricke
identities for SL2(R) to a triple of Cohn matrices (Definition 5.1) obtained from a
Christoffel word and its standard factorization. The traces of these Cohn matrices
then give rise to a Markoff triple (x; y1, y2) satisfying (4) and this gives the desired
Lagrange number L(P ). The list in Table 1 shows the 10 smallest Lagrange numbers
and related quantities that are obtained in this way. If we convert these Lagrange
numbers L(P ) to the approximation constants δ(P ) using (3), then we obtain the
list in Theorem 1.1.
As a final application of our method, we study in §6 the Hurwitz bound for the
unit 2-sphere S2. This is based on a tree of Pythagorean quadruples (x, y, z, w),
satisfying x2 + y2 + z2 = w2. This tree was first discovered in [CNT18]. We use
the tree to define an analogue of the Romik map T on the first octant of S2. An
elementary but useful lemma is, what we call, Triangle Lemma (Lemma 6.1), which
is a geometric inequality concerning a triangle. Using this and some techniques from
§2 we prove Theorem 1.4, which states that the minimum of L (S2) is L(P ) =
√
3/2
and that the minimum is attained when P = ( 1√
3
, 1√
3
, 1√
3
).
1.4. Related literature. In 1976, A. Schmidt in [Sch76] found a theorem concern-
ing Markoff spectra arising from certain Fuchsian groups of Fricke type of genus
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w Minimal period Markoff number L(Pw)
b 2 y = 1
√
2 = 1.414213562 . . .
a 31 x = 1
√
3 = 1.732050808 . . .
ab 312132 y = 3
√
34
3 = 1.943650632 . . .
abb 3122 x = 5 3
√
11
5 = 1.989974874 . . .
aab 3131213132 y = 11
√
482
11 = 1.995863491 . . .
abbb 3122213222 y = 17
√
1154
17 = 1.998269147 . . .
aaab 31313121313132 y = 41
√
6722
41 = 1.999702536 . . .
abbbb 312222 x = 29
√
3363
29 = 1.999702713 . . .
ababb 31213221323122 y = 59
√
13922
59 = 1.999856358 . . .
aabab 31312132 x = 65
√
16899
65 = 1.999940828 . . .
Table 1. The 10 smallest values of L(P )
one. His theorem provides a natural interpretation of our set L (S1)<2 as aMarkoff
spectrum in this sense. At the end of §5, we make explicit the relationship between
Schmidt’s Markoff spectrum and our L (S1)<2.
Following [Ser85], one can think of continued fractions as cutting sequences aris-
ing from geodesics on the modular surface H/SL2(Z). Similarly, one can interpret
the Romik system as a cutting sequence on H/Γ(2). This point of view is already
mentioned in Theorem 5 in [Rom08] by Romik. When interpreted this way, the
Romik digit expansion can be shown to be related to even continued fractions.
Indeed, it is possible to prove our Perron’s formula (Theorem 2.16) using even
continued fractions. For more discussion on even continued fractions and related
cutting sequences, see [SW16] and [BM18].
Our point of view in this paper is more naturally related to the hyperboloid model
of the hyperbolic surface than other, more traditional models such as the upper
half plane model. For instance, the three matrices M1,M2,M3 defined in (9) are
elements of the orthogonal groupO(2, 1), which acts as an (orientation-preserving or
orientation-reversing) isometry group of the hyperboloid model x2 + y2 − z2 = −1.
In this sense, the present paper is a natural continuation of our prior work in
[CNT18] and [CK19]. A very recent paper [Pan19] by Panti is another example
where the hyperboloid model is emphasized over the upper half plane model.
Finally, we mention a series of papers [AA13], [AAR16], and [AR17] written
by Abe, Aitchison, and Rittaud. Using geometric and combinatorial means, they
obtained Lagrange spectra which are very much related to ours.
Acknowledgements. The authors are thankful to Brittany Gelb, whose careful
reading improved the manuscript.
2. Romik’s dynamical system and Perron’s formula
2.1. Romik’s dynamical system and digit expansions. Recall that Romik’s
dynamical system (Q, T ) is defined by
T (x, y) =
( |2− x− 2y|
3− 2x− 2y ,
|2− 2x− y|
3− 2x− 2y
)
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O
x
y
1
1
(35 ,
4
5 )
(45 ,
3
5 )
d = 1
d = 2
d = 3
Figure 2. Romik digit of P
for (x, y) in
Q = {(x, y) ∈ R2 | x2 + y2 = 1, and x, y ≥ 0}.
To each P = (x, y) ∈ Q, we assign a Romik digit d(P ) to be
d(P ) =


1 if 45 ≤ x ≤ 1,
2 if 35 ≤ x ≤ 45 ,
3 if 0 ≤ x ≤ 35 ,
as in Figure 2. Then the j-th Romik digit of P is defined to be dj = d(T
j−1(P ))
for j = 1, 2, . . . . The sequence {dj}∞j=1 will be called the Romik digit expansion of
P and we write
P = (x, y) = [d1, d2, . . . ]Q.
The map T shifts digits to the left, so that
T k(P ) = (
k times︷ ︸︸ ︷
T ◦ · · · ◦ T )(P ) = [dk+1, dk+2, . . . ]Q.
For instance,
( 1√
2
, 1√
2
) = [2, 2, . . . ]Q and (
1
2 ,
√
3
2 ) = [3, 1, 3, 1, . . . ]Q.
We denote by 1∞ and 3∞ infinite successions of 1’s and 3’s. Since the points (1, 0)
and (0, 1) are fixed by T , we have
(1, 0) = [1, 1, 1, . . . ]Q = [1
∞]Q, and (0, 1) = [3, 3, 3, . . . ]Q = [3∞]Q.
We allow each of the two boundary points (45 ,
3
5 ) and (
3
5 ,
4
5 ) to have two valid
digits {1, 2} and {2, 3} respectively. As a result, all rational points on Q except for
(1, 0) and (0, 1) will have two valid Romik digit expansions of the forms
[. . . , 2, 1∞]Q and [. . . , 3, 1∞]Q,
or
[. . . , 1, 3∞]Q and [. . . , 2, 3∞]Q.
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For example,
(35 ,
4
5 ) = [2, 1
∞]Q and [3, 1∞]Q,
and
(1213 ,
5
13 ) = [1, 1, 3
∞]Q and [1, 2, 3∞]Q.
The origin of the map T is an old theorem on certain trees of primitive Pythagorean
triples, that is, triples (a, b, c) of (pairwise) coprime positive integers a, b, c with
a2 + b2 = c2, which is often attributed to Barning [Bar63] and Berggren [Ber34].
Let
(9) M1 =

−1 2 2−2 1 2
−2 2 3

 , M2 =

1 2 22 1 2
2 2 3

 , M3 =

1 −2 22 −1 2
2 −2 3

 .
Then the theorem says that all such triples (a, b, c) form directed ternary trees
rooted at (3, 4, 5) and at (4, 3, 5) with an edge from (a′, b′, c′) to (a, b, c) whenever
(10)

ab
c

 =Md

a′b′
c′


for d ∈ {1, 2, 3}. See Figure 3. We have added (1, 0, 1) and (0, 1, 1) to the trees,
even though they are not primitive Pythagorean triples.
A simple calculation shows that (a, b, c) and (a′, b′, c′) satisfy (10) if and only if
T (a
c
, b
c
) = (a
′
c′
, b
′
c′
), and when this happens we have d = d(a
c
, b
c
) (see Proposition 2.1
below). As a consequence, we can “read off” Romik digit expansions of rational
points (a
c
, b
c
) by locating (a, b, c) in a tree in Figure 3. For example, suppose that
(a, b, c) is connected to (3, 4, 5) in the tree via Md1 , . . . ,Mdk :
(a, b, c) · · · (3, 4, 5) (1, 0, 1)
Md1 Mdk
M2
M3
M1
Then the Romik digit expansion of (a
c
, b
c
) is obtained by tracing (a, b, c) back to
(3, 4, 5) and then to (1, 0, 1):
(a
c
, b
c
) = [d1, . . . , dk, 2, 1
∞]Q and [d1, . . . , dk, 3, 1∞]Q.
The following proposition explicitly relates T and actions of M1,M2,M3, which
will be used frequently later.
Proposition 2.1. Let
P = (α, β) = [d1, d2, . . . , dk, . . . ]Q,
and P ′ = T k(P ) = (α′, β′) for some k ≥ 1. Then, the two vectors
M−1dk · · ·M−1d1

αβ
1

 and

α′β′
1


are non-zero (positive) scalar multiples of one another.
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(1, 0, 1)
(3, 4, 5)
(15, 8, 17) (21, 20, 29) (5, 12, 13)
...
...
...
...
...
...
...
...
...
(35, 12, 37)
(65, 72, 97)
(33, 56, 65)
(77, 36, 85)
(119, 120, 169)
(39, 80, 89)
...
...
...
...
...
...
...
...
...
(45, 28, 53)
(55, 48, 73)
(7, 24, 25)
...
...
...
...
...
...
...
...
...
M2 M3
M1
M1
M2
M3
M1
M2
M3
M1
M2
M3
M1
M2
M3
(0, 1, 1)
(4, 3, 5)
(12, 5, 13) (20, 21, 29) (8, 15, 17)
(24, 7, 25)
(48, 55, 73)
(28, 45, 53)
...
...
...
...
...
...
...
...
...
(80, 39, 89)
(120, 119, 169)
(36, 77, 85)
...
...
...
...
...
...
...
...
...
(56, 33, 65)
(72, 65, 97)
(12, 35, 37)
...
...
...
...
...
...
...
...
...
M1 M2
M3
M1
M2
M3
M1
M2
M3
M1
M2
M3
M1
M2
M3
Figure 3. Trees of Pythagorean triples
Proof. It is enough to prove this for k = 1, as the general case will then follow from
induction. Suppose that d = d(P ) = 1. Then,
M−11

αβ
1

 =

−1 −2 22 1 −2
−2 −2 3



αβ
1

 = (−2α− 2β + 3)

α′β′
1

 ,
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O
x
y
1
1
(35 ,
4
5 )
(45 ,
3
5 )
C(1, 1)
C(1, 2)
C(1, 3)
C(2, 3)
C(2, 2)
C(2, 1)
C(3, 1)
C(3, 2)
C(3, 3)
Figure 4. Cylinder sets of length 2
because
(α′, β′) = T (α, β) =
( −α− 2β + 2
−2α− 2β + 3 ,
2α+ β − 2
−2α− 2β + 3
)
.
This proves the case d(P ) = 1. The cases for d(P ) = 2 and d(P ) = 3 are similarly
straightforward. 
2.2. Cylinder sets and their boundary points. Fix a finite sequence {d1, . . . , dk}
of k Romik digits dj ∈ {1, 2, 3}. Define a cylinder set C(d1, . . . , dk) of length k by
C(d1, . . . , dk) = {P ∈ Q : dj = d(T j−1(P )) for j = 1, . . . , k}.
The above definition needs to be interpreted carefully when P has more than one
valid Romik digit expansion, that is, when P is rational. In that case, we say that
P ∈ C(d1, . . . , dk) whenever one of the two Romik digit expansions satisfies the
condition. Topologically, C(d1, . . . , dk) is a closed subarc of Q, that is, a connected,
closed subset of Q. Figure 4 shows all cylinder sets of length 2.
We can find boundary points of C(d1, . . . , dk) from a given sequence {d1, . . . , dk}
as follows. Denote by u(1,0) and u(0,1) the vectors
u(1,0) =

10
1

 and u(0,1) =

01
1


and let
(11) z
(1,0)
k =

a
(1,0)
k
b
(1,0)
k
c
(1,0)
k

 =Md1Md2 · · ·Mdku(1,0)
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and
(12) z
(0,1)
k =

a
(0,1)
k
b
(0,1)
k
c
(0,1)
k

 =Md1Md2 · · ·Mdku(0,1)
To ease notations, we will write (∗) to mean either (∗) = (1, 0) or (0, 1). For
example, z
(∗)
k will be either z
(1,0)
k or z
(0,1)
k . Then the two points
Z
(∗)
k =
(
a
(∗)
k
c
(∗)
k
,
b
(∗)
k
c
(∗)
k
)
∈ Q
are the boundary points of C(d1, . . . , dk) and their Romik digit expansions are given
as
Z
(∗)
k = [d1, d2, . . . , dk, (∗)]Q,
where (∗) is to be understood to be either (1, 0) = [1∞]Q or (0, 1) = [3∞]Q. This
is a simple consequence of Proposition 2.1 and the equations (11) and (12).
Suppose that P is an irrational point in Q with its Romik digit expansion given
by
P = [d1, . . . , dk, dk+1, . . . ]Q.
Then the corresponding cylinder sets form a decreasing sequence containing P ,
namely,
C(d1, . . . , dk) ⊇ C(d1, . . . , dk, dk+1)
for all k ≥ 1, and
∞⋂
k=1
C(d1, . . . , dk) = {P}.
See §2.2 [Rom08]. As a consequence,
Z
(∗)
k → P as k→∞,
with respect to the usual Euclidean distance in R2.
We conclude this subsection with an elementary lemma, which says that bound-
ary points have smaller heights (see Definition 2.3 in the next section) than those
in the interior.
Lemma 2.2. Let Z = (a
c
, b
c
) be a rational point in the interior of C(d1, . . . , dk).
Then,
max{c(1,0)k , c(0,1)k } < c.
Here, c
(∗)
k are the x3-coordinates of z
(∗)
k , which are defined in the equations (11)
and (12).
Proof. Let M =Md1 · · ·Mdk and let z = (a, b, c). Also, define v = (a0, b0, c0) to be
v =M−1z. Then we have
z =Mv and z
(∗)
k =Mu
(∗).
The condition that Z = (a
c
, b
c
) is in the interior of C(d1, . . . , dk) implies that the ini-
tial k Romik digits of Z are d1, . . . , dk and that (a0, b0, c0) is a primitive Pythagorean
triple. In particular,
(13) a0, b0 ≥ 3 and c0 ≥ 1 + max{a0, b0}.
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We first prove a sublemma, which says that if x, y ≥ 2 and z ≥ max{x, y} and if
x′y′
z′

 =Md

xy
z


for d = 1, 2, 3, then the triple (x′, y′, z′) also satisfies x′, y′ ≥ 2 and z′ ≥ max{x′, y′}.
Here, we do not assume that (x, y, z) is necessarily a Pythagorean triple. This
sublemma is easily proven by direct computation. For example, when d = 1,
x′y′
z′

 =M1

xy
z

 =

 −x+ 2y + 2z−2x+ y + 2z
−2x+ 2y + 3z

 ,
so that {
x′ ≥ 2y + z ≥ 2,
y′ ≥ y ≥ 2.
Moreover, {
z′ − x′ = z − x ≥ 0,
z′ − y′ = z + y ≥ 0,
which completes the proof of the sublemma for d = 1. The cases d = 2 and d = 3
are similar.
Now, to finish the proof of the lemma, we define (x, y, z) to be the vector
(x, y, z) = v− u(∗). Then, (13) gives x, y ≥ 2 and z ≥ max{x, y}. Define (x′, y′, z′)
to be the vector (x′, y′, z′) = z− z∗k. Then,
x′y′
z′

 = z− z(∗)k =Md1 · · ·Mdk(v − u∗) =Md1 · · ·Mdk

xy
z

 .
We apply our sublemma k times successively to conclude that x′, y′ ≥ 2 and z′ ≥
max{x′, y′}. In particular, z′ = c − c(∗)k ≥ max{x′, y′} ≥ 2. This completes the
proof of the lemma. 
2.3. Approximation constant.
Definition 2.3. Let P = (α, β) ∈ Q. For a rational point Z = (a
c
, b
c
) ∈ Q, let
δ(P ;Z) = c ·
√(
α− a
c
)2
+
(
β − b
c
)2
.
We will refer c as the height of Z = (a
c
, b
c
), where the fractions a
c
and b
c
are always
understood in the lowest terms.
We define the approximation constant of P to be
δ(P ) = lim inf
c→∞
δ(P ;Z)
where {Z = (a
c
, b
c
) ∈ Q} is ordered by height. Also, we define the Lagrange number
of P to be
L(P ) =
1
δ(P )
.
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One of our key tools in computing δ(P ) is the fact that M1,M2,M3 are orthog-
onal with respect to a bilinear pairing 〈·, ·〉 in R3, which is defined by
〈x,y〉 = x1y1 + x2y2 − x3y3,
for x = (x1, x2, x3) and y = (y1, y2, y3).
Lemma 2.4. Let M1,M2,M3 be as in (9).
(a) Md’s are orthogonal with respect to 〈·, ·〉. Namely, for any x and y in R3,
〈Mdx,Mdy〉 = 〈x,y〉
for d = 1, 2, 3.
(b) Define
U1 =

1 0 00 −1 0
0 0 1

 , U2 =

−1 0 00 −1 0
0 0 1

 , U3 =

−1 0 00 1 0
0 0 1

 ,
and
H =

−1 −2 2−2 −1 2
−2 −2 3

 .
Then, Ud and H are of order 2 and they satisfy
Md = HUd, and M
−1
d = UdH
for d = 1, 2, 3.
Proof. The matrices U1, U2, U3, H are reflections in a quadratic space (R
3, 〈, 〉).
Therefore, they are orthogonal with respect to 〈, 〉 and are of order 2. See [CNT18]
and [CK19] for more detail. 
Lemma 2.5. Let P = (α, β) ∈ Q and let Z = (a
c
, b
c
) be a rational point in Q.
Write
ξ = (α, β, 1) and z = (a, b, c).
Then
δ2(P ;Z) = −2c〈ξ, z〉.
Proof. This is straightforward from Definition 2.3. Indeed,
δ2(P ;Z) = (cα− a)2 + (cβ − b)2 = c2 − 2c(aα+ bβ) = −2c〈ξ, z〉. 
Lemma 2.6. For any two points P1 and P2 on the unit circle, denote by θ(P1, P2)
the angle between
−−→
OP1 and
−−→
OP2 in R
2 (measured in either direction).
(a) Suppose that X = (x1, x2) and Y = (y1, y2) are two points on the unit circle
and let
x = (x1, x2, 1) and y = (y1, y2, 1).
Then,
〈x,y〉 = −2 sin2
(
θ(X,Y )
2
)
.
(b) Let P = (α, β) ∈ Q and let Z = (a
c
, b
c
) be a rational point in Q. Then,
δ(P ;Z) = 2c sin
(
θ(P,Z)
2
)
.
LAGRANGE SPECTRUM OF ROMIK’S DYNAMICAL SYSTEM 15
Proof. The statement (a) is a consequence of elementary trigonometry, and (b) is
obvious from (a) and Lemma 2.5. 
Lemma 2.7. Suppose Z1 = (
a1
c1
, b1
c1
) and Z2 = (
a2
c2
, b2
c2
) are distinct rational points
on Q. Then
sin
(
θ(Z1, Z2)
2
)
≥ 1√
2c1c2
.
Moreover, the equality holds if and only if Z1 and Z2 are boundary points of a
common cylinder set.
Proof. Suppose that p = (p1, p2, p3) and q = (q1, q2, q3) are distinct vectors in R
3
such that p3, q3 > 0 and 〈p,p〉 = 〈q,q〉 = 0. Then we claim that
〈p,q〉 < 0.
Since the pairing 〈 , 〉 is bilinear, the claim is equivalent to
〈p+ q,p+ q〉 < 0.
To prove this claim, we observe that
p+ q = (p3 + q3)r
for a vector r = (r1, r2, 1) where (r1, r2) is a point on the line segment in R
2 joining
(p1/p3, p2/p3) and (q1/q3, q2/q3). Since the unit disk in R
2 is convex, the point
(r1, r2) lies in the interior of the disk. From this observation, we find that
〈p+ q,p+ q〉 = (p3 + q3)2(r21 + r22 − 1) < 0.
We apply this claim to z1 = (a1, b1, c1) and z2 = (a2, b2, c2). Since the coefficients
of z1 and z2 are integers, we conclude that
〈z1, z2〉 ≤ −1.
Moreover, if Z1 and Z2 are boundaries of a common cylinder set C(d1, . . . , dk), then
we have
〈z1, z2〉 = 〈M−1dk · · ·M−1d1 z1,M−1dk · · ·M−1d1 z2〉 = 〈u(1,0),u(0,1)〉 = −1
from Lemma 2.4 and the equations (11) and (12). On the other hand, from
Lemma 2.6,
〈z1/c1, z2/c2〉 = −2 sin2
(
θ(Z1, Z2)
2
)
Combining all the above, we finish the proof of the lemma. 
Our first result is Hurwitz’s bound for (Q, T ).
Theorem 2.8. For any irrational P ∈ Q, we have
δ(P ) ≤ 1√
2
.
Proof. As in §2.2, write z(∗)k = (a(∗)k , b(∗)k , c(∗)k ) and
Z
(∗)
k =
(
a
(∗)
k
c
(∗)
k
,
b
(∗)
k
c
(∗)
k
)
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for each k ≥ 1. We claim that either
(14) 2c
(1,0)
k sin
(
θ(Z
(1,0)
k , P )
2
)
cos
(
θ(Z
(1,0)
k , P )
2
)
≤ 1√
2
,
or
(15) 2c
(0,1)
k sin
(
θ(Z
(0,1)
k , P )
2
)
cos
(
θ(Z
(0,1)
k , P )
2
)
≤ 1√
2
.
Since Z
(∗)
k → P as k →∞, we have θ(Z(∗)k , P )→ 0. Due to Lemma 2.6, this claim
then would imply that
lim inf
k→∞
min
{
δ(P ;Z
(1,0)
k ), δ(P ;Z
(0,1)
k )
}
≤ 1√
2
,
which concludes the proof of the theorem.
We must now prove the above claim. We shorten the notation by writing θ
(∗)
k
for θ(Z
(∗)
k , P ). Since the two points Z
(∗)
k are the boundary points of a cylinder set
containing P we have
θ(Z
(1,0)
k , Z
(0,1)
k ) = θ
(1,0)
k + θ
(0,1)
k .
Using this, together with some elementary inequalities,√√√√sin
(
θ
(1,0)
k
2
)
cos
(
θ
(1,0)
k
2
)
sin
(
θ
(0,1)
k
2
)
cos
(
θ
(0,1)
k
2
)
≤ 1
2
(
sin
(
θ
(1,0)
k
2
)
cos
(
θ
(0,1)
k
2
)
+ cos
(
θ
(1,0)
k
2
)
sin
(
θ
(0,1)
k
2
))
=
1
2
sin
(
θ(Z
(1,0)
k , Z
(0,1)
k )
2
)
=
1
2
√
2c
(1,0)
k c
(0,1)
k
.
Here, the last equality is from Lemma 2.7. This shows that the product of the
left hand sides in (14) and (15) is bounded by 1/2, completing the proof of the
claim. 
Next, we will show in the following proposition that the points {Z(∗)k } contain
best approximations of P . Therefore, they are an analogue of partial convergents
obtained by continued fractions of real numbers.
Theorem 2.9. Let Z = (a
c
, b
c
) be a rational point in Q. Suppose that
P = [d1, . . . , dk, . . . ]Q
is an irrational point of Q. Then there exists a k ≥ 0 such that
min{δ(P ;Z(1,0)k ), δ(P ;Z(0,1)k )} ≤ δ(P ;Z).
Proof. Recall from §2.2 that P is a unique point lying in the intersection of de-
creasing cylinder sets {C(d1, . . . , dk)}∞k=0. If Z is one of the boundary points of any
of these cylinder sets, then there is nothing to prove, so we will assume below that
Z is not one of the boundary points. Pick the smallest k with
Z 6∈ C(d1, . . . , dk).
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Z
(1,0)
k = Z
(1,0)
k−1
Z
(0,1)
k
Z
(0,1)
k−1
P ∈ C(d1, . . . , dk)
Z 6∈ C(d1, . . . , dk)
Z
(1,0)
k−1
Z
(0,1)
k
Z
(1,0)
k
Z
(0,1)
k−1
Z 6∈ C(d1, . . . , dk)
P ∈ C(d1, . . . , dk)
Figure 5. The cylinder set C(d1, . . . , dk) and the points P and Z
when dk = 1 (left) and when dk = 2 (right).
Then Z is in the interior of C(d1, . . . , dk−1). We will prove that the inequality in
the proposition holds for such k.
First, let us consider the case dk = 1. The left picture in Figure 5 shows how
C(d1, . . . , dk) sits inside of C(d1, . . . , dk−1). We note that
(A) θ(P,Z
(1,0)
k ) ≤ θ(Z(0,1)k , Z(1,0)k ),
(B) c
(1,0)
k = c
(1,0)
k−1 < c, and
(C) θ(Z
(0,1)
k , Z) ≤ θ(P,Z).
The inequalities (A) and (C) come from the fact that C(d1, . . . , dk) contains P but
not Z, and (B) is a consequence of Lemma 2.2, applied to C(d1, . . . , dk−1). From
(A) and Lemma 2.6, we get
δ(P ;Z
(1,0)
k ) = 2c
(1,0)
k sin
(
θ(P,Z
(1,0)
k )
2
)
≤ 2c(1,0)k sin
(
θ(Z
(0,1)
k , Z
(1,0)
k )
2
)
.
Now, we apply Lemma 2.7 to obtain
(16) δ(P ;Z
(1,0)
k ) ≤
2c
(1,0)
k√
2c
(0,1)
k c
(1,0)
k
.
Then use the inequality (B) and then Lemma 2.7 once more to obtain
δ(P ;Z
(1,0)
k ) ≤
2c√
2c
(0,1)
k c
≤ 2c sin
(
θ(Z
(0,1)
k , Z)
2
)
.
Finally, (C) gives
δ(P ;Z
(1,0)
k ) ≤ 2c sin
(
θ(P,Z)
2
)
= δ(P ;Z).
For the case dk = 3, we repeat the above process replacing (1, 0) with (0, 1).
It remains to examine the case dk = 2. Let d˜k be the k-th Romik digit of Z, so
that
Z = [d1, . . . , dk−1, d˜k, . . . ].
Without loss of generality, we may assume that d˜k = 1. The right picture in
Figure 5 exhibits the locations of Z and P in this case, which shows that
θ(Z,Z
(0,1)
k ) ≤ θ(P,Z).
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With this, we proceed as before using Lemmas 2.6 and 2.7:
δ(P ;Z) = 2c sin
(
θ(P,Z)
2
)
≥ 2c sin
(
θ(Z,Z
(0,1)
k )
2
)
≥ 2c√
2cc
(0,1)
k
≥
√
2
√
c
c
(0,1)
k
≥
√
2.
Here, the last inequality is from Lemma 2.2 since Z is in the interior of a cylinder
set C(d1, . . . , dk−1, 1).
To complete the proof, we claim that at least one of δ(P ;Z
(1,0)
k ) and δ(P ;Z
(1,0)
k )
is bounded by
√
2. First, assume c
(1,0)
k ≤ c(0,1)k . Note that we can reuse (16)
again because the inequality (A) and Lemma 2.7 are still applicable in this case.
Therefore,
δ(P ;Z
(1,0)
k ) ≤
2c
(1,0)
k√
2c
(1,0)
k c
(0,1)
k
≤
√
2.
If c
(1,0)
k ≥ c(0,1)k , then we get δ(P ;Z(0,1)k ) ≤
√
2 by exchanging the role of Z
(1,0)
k and
Z
(0,1)
k . This completes the proof of the proposition. 
Corollary 2.10. Suppose that P is an irrational point in Q. Then,
δ(P ) = lim inf
k→∞
min
{
δ(P ;Z
(1,0)
k ), δ(P ;Z
(0,1)
k )
}
.
Definition 2.11. For P = (α, β) = [d1, d2, . . . ]Q, define
P∨ = (β, α).
Also, for d ∈ {1, 2, 3}, define
d∨ =


3 if d = 1,
2 if d = 2,
1 if d = 3.
Clearly, we have
P∨ = [d∨1 , d
∨
2 , . . . ]Q.
The idea of this definition is as follows. In computing δ(P ), it is sufficient to con-
sider the minima of {δ(P ;Z(1,0)k ), δ(P ;Z(0,1)k )} for all k ≥ 1 due to Corollary 2.10.
Instead, we can fix one boundary point, say, (∗) = (0, 1) (therefore, Zk = Z(0,1)k for
all k) and consider the minima of {δ(P ;Zk), δ(P∨;Zk)} for all k ≥ 1. The following
proposition justifies this approach.
Proposition 2.12. We have
δ(P ;Z
(0,1)
k ) = δ(P
∨;Z(1,0)k ),
and
δ(P ;Z
(1,0)
k ) = δ(P
∨;Z(0,1)k ).
Proof. Let
S =

0 1 01 0 0
0 0 1

 .
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Then it is straightforward to see that S2 = I3 (the 3× 3 identity) and
SMdS =Md∨
for d ∈ {1, 2, 3}. Hence
Md1Md2 · · ·Mdku(0,1) = S · (SMd1S)(SMd2S) · · · (SMdkS)(Su(0,1))
= S ·Md∨1 Md∨2 · · ·Md∨ku(1,0).
In other words, we showed z
(0,1)
k (d1, d2, . . . dk) = S · z(1,0)k (d∨1 , d∨2 , . . . d∨k ). The first
equality in the proposition follows from this. The second equality is proven similarly.

Remark 2.13 (Notational remark). So far we have used (∗) to mean either (∗) =
(1, 0) or (0, 1) in Z
(∗)
k , z
(∗)
k and u
(∗). From now on, we will choose (∗) = (0, 1) and
suppress (∗) from all the notations. So, Zk, zk and u will mean Z(0,1)k , z(0,1)k and
u(0,1).
2.4. Perron’s formula. Let α be an irrational number and consider its continued
fraction expansion
α = [b1, b2, b3, . . . ].
Let pn/qn be the sequence of partial convergents of α. A well-known formula of
Perron [Per29] says
|qn(qnα− pn)| = ([0, bn, bn−1, . . . , b1] + [bn+1, bn+2, . . . ])−1.
The goal of this subsection is to state and prove an analogue of this formula in
Theorem 2.16 below, which we will refer to as Perron’s formula.
Definition 2.14. For P = (α, β) ∈ Q, we define
‖P‖ = 1 + β
α
=
α
1− β ,
which is the stereographic image of P from (0, 1) onto the x-axis. When P = (0, 1)
we will say ‖P‖ =∞. We note here that the map
Q −→ [1,∞], P 7→ ‖P‖
is a homeomorphism. It is easy to see from Figure 6 that
‖P‖ = cot
(
θ(P )
2
)
,
where θ(P ) is the angle from (0, 1) to P measured in the clockwise direction. Also,
we have that
‖P‖ ≥ 1
with the equality holding if and only if P = (1, 0).
Proposition 2.15. Let
P = [d1, d2, . . . ]Q.
For each d = 1, 2, 3, denote by [d, P ] the point in Q whose Romik digit expansion
is given by
[d, d1, d2, . . . ]Q.
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x
y
P = (α, β)
‖P‖‖P‖−1
θ(P )
Figure 6. Definition of ‖P‖ for P ∈ Q
Then, we have
‖[1, P ]‖ = 2− ‖P‖−1,
‖[2, P ]‖ = 2 + ‖P‖−1,
‖[3, P ]‖ = 2 + ‖P‖.
Proof. We prove the d = 1 case carefully, as other cases follow from similar calcu-
lations. Let P = (α, β) and P ′ = (α′, β′) = [1, P ]. We apply Proposition 2.1 but
with the roles of P and P ′ reversed because T (P ′) = P this time. Let ξ = (α, β, 1)
and ξ′ = (α′, β′, 1). Since
M1ξ =

−1 2 2−2 1 2
−2 2 3



αβ
1

 =

 −α+ 2β + 2−2α+ β + 2
−2α+ 2β + 3

 ,
we have
‖[1, P ]‖ = 1 + β
′
α′
=
(−2α+ 2β + 3) + (−2α+ β + 2)
−α+ 2β + 2 =
−4α+ 3β + 5
−α+ 2β + 2 .
On the other hand,
2− ‖P‖−1 = 2− α
1 + β
=
−α+ 2β + 2
1 + β
.
It is now straightforward to check that
−4α+ 3β + 5
−α+ 2β + 2 =
−α+ 2β + 2
1 + β
using α2+β2 = 1. Then this yields ‖[1, P ]‖ = 2−‖P‖−1. The other two equations
are proven similarly. 
Theorem 2.16 (Perron’s formula). Fix an irrational point P ∈ Q with its Romik
digit expansion expressed as
P = (α, β) = [d1, d2, . . . , dk, dk+1, . . . ]Q.
For each k > 1, let P ′k = T
k(P ). Also, let
P ′′k = [dk, dk−1, . . . , d2, d1, 3
∞]Q.
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Then, for all large k,
δ(P ;Zk) =
2
‖P ′k‖+ ‖P ′′k ‖ − 2
· ǫk(P ).
Here,
ǫk(P ) =
sin(θ(P )/2)
sin(θ(Zk)/2)
.
Therefore, ǫk(P )→ 1 as k →∞.
The following corollary is an immediate consequence of Perron’s formula and
Proposition 2.12.
Corollary 2.17. Let P ∈ Q be an irrational point. For each k ∈ N, define P ′k and
P ′′k as in Theorem 2.16. Also, define (P
∨)′k and (P
∨)′′k likewise for P
∨. Then
δ(P ) = min
{
lim inf
k→∞
2
‖P ′k‖+ ‖P ′′k ‖ − 2
, lim inf
k→∞
2
‖(P∨)′k‖+ ‖(P∨)′′k‖ − 2
}
.
The rest of this subsection is devoted to proving Theorem 2.16. Fix an index
k ≥ 1, large enough that the sequence {d1, . . . , dk} is equal to neither 1k nor 3k.
Let
M =Md1Md2 · · ·Mdk .
We introduce a vector wk = (w1, w2, w3), which is defined by
(17) wk = Udk ·Mdk−1Mdk−2 · · ·Md2Md1u.
Recall that we have fixed (∗) = (0, 1), thus u = (0, 1, 1), as explained in Re-
mark 2.13. Also, the matrices U1, U2, U3, H have been defined in Lemma 2.4. We
note from (17) that the entries of the vector
(18) Udkwk =Mdk−1Mdk−2 · · ·Md2Md1u
form a primitive Pythagorean triple. Therefore, not both w1 and w2 are positive,
even though (w1, w2, w3) do satisfy w
2
1 + w
2
2 = w
2
3 .
First, from Lemma 2.4,
wk = (UdkH)(Udk−1H) · · · (Ud2H)Ud1u.
However, it is easy to verify that u = Hu, so
(19) wk = (UdkH)(Udk−1H) · · · (Ud2H)(Ud1H)u =M−1u.
Therefore, we have
(20) 〈wk,u〉 = 〈Mwk,Mu〉 = 〈u, zk〉.
On the other hand, Proposition 2.1 says that if we write ξ = (α, β, 1) and
T k(P ) = (α′, β′), then the vectors M−1ξ and ξ′ = (α′, β′, 1) are positive scalar
multiples of each other. Denote this scalar by Fk(P ), so that
(21) M−1ξ = Fk(P )ξ′.
Using (21), (19), and Lemma 2.4, we find
〈ξ′,wk〉 = 〈Mξ′,Mwk〉 = 〈ξ,u〉
Fk(P )
.
So, (21) becomes
(22) M−1ξ =
〈ξ,u〉
〈ξ′,wk〉ξ
′.
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XY
θ(X)ψ(Y )
Figure 7. The angles θ(X) and ψ(Y )
We are now ready to compute δ(P ). We begin with Lemma 2.5 and then use
the equations (22) and (20):
δ2(P ;Zk) = −2ck〈ξ, zk〉 = −2ck〈M−1ξ,M−1zk〉
= −2 ck〈ξ,u〉〈ξ′,wk〉 〈ξ
′,u〉
= −2ck 〈ξ,u〉〈zk,u〉
〈ξ′,u〉〈wk,u〉
〈ξ′,wk〉 .
We will apply Lemma 2.6 to the above expression. So, we rearrange it so that
the pairing is always evaluated for x3-normalized vectors, meaning that their x3-
coordinates are one. Hence, we find
(23) δ2(P ;Zk) = −2 〈ξ,u〉〈zk/ck,u〉
〈ξ′,u〉〈wk/w3,u〉
〈ξ′,wk/w3〉 .
As in Definition 2.14, we denote by θ(X) the angle from (0, 1) to a point X ∈ Q,
measured clockwise. In addition, for Y 6∈ Q, denote by ψ(Y ) the angle from (0, 1)
to Y measured counterclockwise, as shown in Figure 7. Let Wk = (w1/w3, w2/w3).
Then Wk 6∈ Q because not both w1 and w2 are positive. Now, apply Lemma 2.6
to (23) to get
(24) δ2(P ;Zk) =
sin2(θ(P )/2)
sin2(θ(Zk)/2)
· 4 sin
2(θ(P ′k)/2) sin
2(ψ(Wk)/2)
sin2((θ(P ′k) + ψ(Wk))/2)
So, if we let
ǫk(P ) =
sin(θ(P )/2)
sin(θ(Zk)/2)
,
and apply some elementary trigonometry, (24) becomes
(25) δ(P ;Zk) =
2
cot(θ(P ′k)/2) + cot(ψ(Wk)/2)
· ǫk(P ).
A comparison of (25) and Theorem 2.16 shows that we only need to prove
(26) cot
(
θ(P ′′k )
2
)
= cot
(
ψ(Wk)
2
)
+ 2
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θ = θ(x, y)
ψ1 = ψ(x,−y)ψ2 = ψ(−x,−y)
ψ3 = ψ(−x, y)
θ
Figure 8. Angles in Lemma 2.18
to complete the proof of Theorem 2.16. Let R = (|w1|/w3, |w2|/w3) ∈ Q. Then
(18) reveals that
R = [dk−1, dk−2, . . . , d2, d1, 3∞]Q.
We use another trigonometry lemma. Its proof is elementary, so we omit it.
Lemma 2.18. Let X = (x, y) ∈ Q. Define the four angles θ, ψ1, ψ2, ψ3 as follows:
• θ is the angle measured from (0, 1) to X clockwise,
• ψ1(= π + θ) is the angle measured from (0, 1) to (x,−y) counterclockwise,
• ψ2(= π−θ) is the angle measured from (0, 1) to (−x,−y) counterclockwise,
and
• ψ3(= θ) is the angle measured from (0, 1) to (−x, y) counterclockwise.
Then 

cot(ψ1/2) = −1/ cot(θ/2),
cot(ψ2/2) = 1/ cot(θ/2),
cot(ψ3/2) = cot(θ/2).
Apply Lemma 2.18 to θ = θ(R) and ψd = ψ(Wk) with d = dk, and we have
(27) cot
(
ψ(Wk)
2
)
=


− cot−1(θ(R)/2) if dk = 1,
cot−1(θ(R)/2) if dk = 2,
cot(θ(R)/2) if dk = 3.
The final piece is to relate cot(θ(R)/2) = ‖R‖ and cot(θ(P ′′k )/2) = ‖P ′′k ‖. To do so,
we combine (27) and Proposition 2.15 to obtain (26). This completes the proof of
Theorem 2.16.
2.5. Purely periodic case. Fix Π = [d1, . . . , dk], a finite Romik digit sequence
with Π 6= [1k] and Π 6= [3k]. Suppose that P is purely periodic with period Π of
length k, that is,
(28) P = (α, β) = [Π∞]Q = [d1, . . . , dk, d1, . . . , dk, . . . ]Q.
Let Π∗ = [dk, . . . , d1] and write
(29) Q = [(Π∗)∞]Q = [dk, . . . , d1, dk, . . . , d1, . . . ]Q.
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We study the relationship between ‖P‖ and ‖Q‖ more closely. To do so, we rely on
an analogue of Lagrange’s theorem for Romik’s system (Theorem 3.7 in [CK19]). In
particular, it says that P = (α, β), having periodic Romik digit expansion, is defined
over a (real) quadratic extension field of Q. We will denote by σ its nontrivial field
automorphism over Q.
Proposition 2.19. Let P and Q be given as in (28) and (29) and let K be a
quadratic extension field over Q where P and Q are defined. Denote by σ the
nontrivial automorphism of K over Q. Then we have
‖Q‖ = 2− ‖P‖σ.
Proof. Let |P σ| = (|ασ |, |βσ|) ∈ Q. Then Corollary 3.8 (an analogue of Galois’
theorem for Romik’s system) in [CK19] says that
|P σ| = [dk−1, dk−2, · · · , d1, dk, dk−1, dk−2, · · · , d1, · · · ]Q.
Comparing this and (29), we see that the digits of |P σ| are obtained by shifting
those of Q. In other words,
(30) T (Q) = |P σ|.
Now, consider the case dk = 1. From Corollary 3.8 in [CK19] again, α
σ > 0 and
βσ < 0. So,
‖|P σ|‖ = 1− β
σ
ασ
.
Then we apply Proposition 2.15 with (30) to get
‖Q‖ = ‖[1, dk−1, . . . ]Q‖ = 2− ‖|P σ|‖−1
= 2− α
σ
1− βσ = 2− ‖P‖
σ.
The case dk = 2 is similar. Corollary 3.8 in [CK19] implies in this case that
‖|P σ|‖ = 1− β
σ
−ασ .
Therefore,
‖Q‖ = ‖[2, dk−1, . . . ]Q‖ = 2 + ‖|P σ|‖−1 = 2− α
σ
1− βσ = 2− ‖P‖
σ.
We omit the last case dk = 3, which is also similar. 
3. Properties of admissible Romik sequences
Having established basic properties of Romik digit expansions in §2, we now
focus on P ∈ Q with small L(P ) (see Definition 2.3). Our presentation in §3 and
§4 is a close adaptation of Bombieri’s exposition in [Bom07]. Following Bombieri,
we will say that P is admissible if L(P ) ≤ 2 and is strongly admissible if L(P ) < 2.
In the present section, we study properties of Romik digit expansions of admissible
P .
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3.1. Definitions. A Romik sequence is a sequence
P = [p1, p2, . . . ]
on {1, 2, 3}, which is infinite to the right. In other words, P ∈ {1, 2, 3}N. By a
slight abuse of language, we will also denote by P the point in Q whose Romik
digit expansion is the same as the sequence P . For each Romik sequence P , we
define
P∨ = [p∨1 , p
∨
2 , . . . ]
where
p∨j =


3 if pj = 1,
2 if pj = 2,
1 if pj = 3.
Note that this definition is compatible with Definition 2.11. Also, the reverse P ∗
of P is the same Romik sequence as P but written backwards. More rigorously,
P ∗ = [. . . , p2, p1] ∈ {1, 2, 3}Z≤0
For two Romik sequences P and Q we define
P ≤ Q
whenever ‖P‖−1 ≤ ‖Q‖−1. If we regard P and Q as points in Q, then P ≤ Q
whenever the Euclidean distance from P to (0, 1) is less than or the same as the
distance from Q to (0, 1).
Proposition 3.1. Suppose that P and Q are two Romik sequences. The following
statements are equivalent:
(i) P ≤ Q,
(ii) [1, P ] ≤ [1, Q],
(iii) [2, Q] ≤ [2, P ],
(iv) [3, P ] ≤ [3, Q].
Proof. This follows easily from Proposition 2.15. 
Proposition 3.2. Suppose that
P = [d1, . . . , dk, p1, p2, . . . ] and Q = [d1, . . . , dk, q1, q2, . . . ],
where p1 6= q1. Assume that P and Q are distinct (as points in Q). Let t be the
number of 2’s appearing in [d1, . . . , dk]. When t is even, P ≤ Q if and only if
p1 > q1. When t is odd, P ≤ Q if and only if p1 < q1.
Proof. We use induction on t. If the sequence [d1, . . . , dk] contains no 2’s, then we
can use Proposition 3.1 repeatedly to show that P ≤ Q if and only if [p1, . . . ] ≤
[q1, . . . ]. The latter is equivalent to p1 > q1. Now, assume that [d1, . . . , dk] contains
2’s and let dl = 2 be the first or leftmost occurrence of 2 in the sequence [d1, . . . , dk].
Then the sequence [d1, . . . , dl−1] contains no 2’s. Define
P ′ = [dl+1, . . . , dk, p1, p2, . . . ], and Q′ = [dl+1, . . . , dk, q1, q2, . . . ].
Proposition 3.1 shows that
P ≤ Q⇔ [2, P ′] ≤ [2, Q′]⇔ Q′ ≤ P ′.
The desired conclusion now follows from the induction hypothesis. 
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We will call an element of {1, 2, 3}Z a doubly infinite Romik sequence. For any
doubly infinite Romik sequence T = [. . . , t−1, t0, t1, . . . ], the two sequences T ∗
(called the reverse of T ) and T∨ are defined similarly, that is,
T ∗ = [. . . , t1, t0, t−1, . . . ] and T∨ = [. . . , t∨−1, t
∨
0 , t
∨
1 , . . . ].
For any given doubly infinite Romik sequence T and for k ∈ Z, the k-th section
of T is the sequence whose j-th term is tj+k for all j ∈ Z. We will write the k-th
section as P ∗|Q where P = [p1, . . . ] and Q = [q1, . . . ] are defined by{
pj = tk+1−j for all j ≥ 1,
qj = tj+k for all j ≥ 1.
Conversely, two Romik sequences P and Q give rise to a doubly infinite Romik
sequence T via concatenation whose 0-th section is P ∗|Q.
We adapt Bombieri’s notion in [Bom07] of extremal sequences to our situation.
Let P be a Romik sequence. We use the notations in Theorem 2.16 and consider
the sequences
{(‖P ′k‖, ‖P ′′k ‖) | k = 1, 2, . . . } ⊂ [1,∞]× [1,∞],
and
{(‖(P∨)′k‖, ‖(P∨)′′k‖) | k = 1, 2, . . .} ⊂ [1,∞]× [1,∞].
Let (η1, η2) ∈ [1,∞] × [1,∞] be any limit point of any one of the two sequences
above. Since ‖ · ‖ : Q −→ [1,∞] is a homeomorphism there is a unique pair
(P1, P2) ∈ Q ×Q such that ‖P1‖ = η1 and ‖P2‖ = η2. We then obtain a doubly
infinite Romik sequence T whose 0-th section is P ∗1 |P2. Such a T is said to be
associated to P . In addition, if
L(P ) =
η1 + η2 − 2
2
,
then we will say that T is extremal.
We now move to define a Lagrange number L(T ) for a doubly infinite Romik
sequence T . Suppose P and Q are Romik sequences. Define L(P ∗|Q) to be
L(P ∗|Q) = ‖P‖+ ‖Q‖ − 2
2
.
For a doubly infinite Romik sequence T , we define
(31) L(T ) = max
{
sup
P∗1 |Q1
L(P ∗1 |Q1), sup
P∗2 |Q2
L(P ∗2 |Q2),
}
where {P ∗1 |Q1} and {P ∗2 |Q2} run over all sections of T and T∨, respectively. It is
not difficult to deduce from (31) that
L(T ) = sup
P∗|Q
{max (L(P ∗|Q), L((P∨)∗|Q∨))}
where {P ∗|Q} runs over all sections of T .
Note that the definition of L(P ∗|Q) is symmetric in P and Q. Therefore,
(32) L(T ) = L(T ∗) = L(T∨) = L((T∨)∗),
for any doubly infinite Romik sequence T .
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Proposition 3.3. Suppose that P ∈ Q is irrational. If a doubly infinite Romik
sequence T is associated to P , then
L(T ) ≤ L(P ),
with the equality holding if and only if T is extremal. An extremal doubly infinite
Romik sequence T always exists for any irrational P ∈ Q.
Proof. Corollary 2.17 shows that
L(P ) = max
{
lim sup
k→∞
‖P ′k‖+ ‖P ′′k ‖ − 2
2
, lim sup
k→∞
‖(P∨)′k‖+ ‖(P∨)′′k‖ − 2
2
}
.
All the assertions in the proposition follow from this and the definition of L(T ). 
3.2. Doubly infinite admissible Romik sequences. We say that T is admis-
sible if L(T ) ≤ 2 and strongly admissible if L(T ) < 2. Note that, if any one of
{T, T∨, T ∗, (T∨)∗} is admissible (or strongly admissible), then the rest are admissi-
ble (or strongly admissible) because of (32). We gather some properties of doubly
infinite admissible Romik sequences in terms of their digits.
Proposition 3.4. Suppose that P is a Romik sequence. Then, we have
‖P∨‖ = ‖P‖+ 1‖P‖ − 1 .
Proof. This follows immediately from the definition and the fact that, if P = (α, β),
then P∨ = (β, α). 
We will now show that an admissible T cannot contain certain blocks, that is,
finite sequences of Romik digits. To ease notation, we will often omit commas
between Romik digits, whenever there is no fear of confusion. For example, we
write 33 instead of 3, 3.
Proposition 3.5. Suppose T is admissible. Then, the following blocks cannot
appear in T :
33, 11, 232, 212.
Proof. Assume that T contains 33, so that it contains a section P ∗|33Q for some
Romik sequences P and Q. Then, Proposition 2.15 implies
‖P‖+ ‖[3, 3, Q]‖ = ‖P‖+ 4 + ‖Q‖,
so that
L(P ∗|33Q) = 1 + (‖P‖+ ‖Q‖)/2 > 2.
This shows that an admissible T cannot contain 33. Applying the same argument
to T∨, we see that 11 is also forbidden. For 232, we obtain from Proposition 2.15
again that
‖[2, P ]‖+ ‖[3, 2, Q]‖ = 6 + ‖P‖−1 + ‖Q‖−1,
so that
L(P ∗2|32Q) = 2 + ‖P‖
−1 + ‖Q‖−1
2
> 2.
This proves that 232 is forbidden. Again, by considering T∨, we see that 212 is
also forbidden. 
Proposition 3.6. Suppose that P and Q are Romik sequences.
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(a) We have
L(P ∗2|31Q) ≥ L((P∨)∗2|13Q∨).
(b) L(P ∗2|31Q) ≤ 2 if and only if P ≤ Q. Moreover, L(P ∗2|31Q) = 2 if and
only if P = Q.
Proof. Using Proposition 2.15 repeatedly, we have
‖[3, 1, Q]‖ = 4− ‖Q‖−1
and
‖[2, P ]‖ = 2 + ‖P‖−1,
so that
(33) L(P ∗2|31Q) = 4 + ‖P‖
−1 − ‖Q‖−1
2
.
Similarly, for L((P∨)∗2|13Q∨),
‖[2, P∨]‖+ ‖[1, 3, Q∨]‖ = 4 + ‖P∨‖−1 − (2 + ‖Q∨‖)−1,
so that
(34) L((P∨)∗2|13Q∨) = 2 + ‖P
∨‖−1 − (2 + ‖Q∨‖)−1
2
.
From (33) and (34),
(35) L(P ∗2|31Q)− L((P∨)∗2|13Q∨) =
1 +
‖P‖−1 − ‖P∨‖−1
2
+
1
2
(
1
2 + ‖Q∨‖ −
1
‖Q‖
)
.
Apply Proposition 3.4 to (35) and obtain
‖P‖−1 − ‖P∨‖−1
2
=
3‖P‖+ 1
‖P‖2 + ‖P‖ − 1.
It is straightforward to deduce from ‖P‖ ≥ 1 that the right hand side of the above
expression is bounded below by −1/2, so that
(36)
‖P‖−1 − ‖P∨‖−1
2
≥ −1
2
.
Similarly, we find
(37)
1
2
(
1
2 + ‖Q∨‖ −
1
‖Q‖
)
=
1
2
( ‖Q‖ − 1
3‖Q‖ − 1 −
1
‖Q‖
)
≥ −1
2
from Proposition 3.4 and ‖Q‖ ≥ 1. Then from (35), (36), and (37), we obtain
L(P ∗2|31Q)− L((P∨)∗2|13Q∨) ≥ 0.
This proves (a). The statement (b) easily follows from (33). This completes the
proof of the proposition. 
Proposition 3.7. Suppose that a doubly infinite Romik sequence T is admissible.
Then, 2(31)k32 and 2(13)k12 are both forbidden in T for any k ≥ 0.
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Proof. It is sufficient to prove only the first kind is forbidden because 2(31)k32 =
(2(13)k12)∨. Assume that T contains such a sequence. Choose a minimal k. Note
that k = 0 would produce a forbidden block 232 (Proposition 3.5). So, k is at least
1.
Choose a section · · · 2|31(31)k−132 · · · of T and write it as
P ∗2|31Q,
with P = [p1, p2, . . . ] and Q = (31)
k−132 . . . . From Proposition 3.6, we have
P ≤ Q. We will use this and Proposition 3.1 to reveal the digits of P successively.
Consider the following table:
P : p1 p2 · · ·
Q : 3 1 3 1 · · · 3 1︸ ︷︷ ︸
(k − 2)-times
3 2
First, P ≤ Q implies that p1 = 3. Then notice that neither p2 = 3 nor p2 = 2
is possible because it would produce a forbidden block 33 or 232 in T , so p2 = 1.
Next, apply P ≤ Q again to force p3 = 3. Then p4 = 3 is impossible because
this would create a 33. Also, p4 = 2 is impossible because this would violate the
minimality of k. This way, we continue to reveal the digits of P until we arrive at
P = (31)k−13 . . . .
Then there is no possible value for the next digit of P ; 3 would produce a forbidden
block 33, 2 would violate the minimality of k, and 1 is not possible because P ≤ Q.
This finishes the proof that T cannot contain 2(31)k32. 
Proposition 3.8. Suppose that P and Q are Romik sequences.
(a) L(P ∗3|1Q) = L(P ∗|31Q) and L(P ∗1|3Q) = L(P ∗13|Q).
(b) L(P ∗2|2Q) ≤ 2.
(c) L(P ∗13|1Q) ≤ 2.
Proof. All these can be proven by Proposition 3.4. For (a),
L(P ∗3|1Q) = ‖[3, P ]‖+ ‖[1, Q]‖ − 2
2
=
‖P‖+ ‖[3, 1, Q]‖ − 2
2
= L(P ∗|31Q),
and the second equality in (a) is similar. For (b), we have
L(P ∗2|2Q) = ‖[2, P ]‖+ ‖[2, Q]‖ − 2
2
=
2 + ‖P‖−1 + ‖Q‖−1
2
≤ 2.
To prove (c),
L(P ∗13|1Q) = ‖[3, 1, P ]‖+ ‖[1, Q]‖ − 2
2
=
4− ‖P‖−1 − ‖Q‖−1
2
≤ 2. 
Proposition 3.9. Suppose that a doubly infinite Romik sequence T is admissible.
Then, the following blocks are forbidden in T :
1 22k+1 3, 3 22k+1 1, 3 22k 3, 1 22k 1,
for any k ≥ 0.
Proof. We will prove that 12k3 for an odd k and 12k1 for an even k are forbidden,
as the other cases will follow from this by considering T∨. Assume the contrary
and suppose that an admissible T contains one of these. Take a minimal k.
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We know that k is at least 1 because 11 and 33 are already forbidden. Suppose
k ≥ 1 is odd. This means that T contains 12k3. The block 12k3 can be extended
to the right only as 12k31, resulting in a section
P ∗12k−12|31Q
of T for some Romik sequences P and Q. Apply Proposition 3.6 to obtain 2k−11P ≤
Q. We consider the digits of P and Q in the following table:
2k−11P :
k − 1 times︷ ︸︸ ︷
2 · · · 2 1 p1 · · ·
Q : q1 q2 · · · qk qk+1 · · ·
First, q1 = 1 is not possible because it would produce a forbidden block 11 in T .
Also, q1 = 3 is impossible because of the inequality 2
k−11P ≤ Q, so we conclude
q1 = 2. For q2, we see that q2 = 3 violates the minimality of k and that q2 = 1
would invalidate 2k−11P ≤ Q. So, the only possible choice is q2 = 2. For q3, the
inequality 2k−13P ≤ Q says this time that q3 = 3 is impossible. If q3 = 1, then it
will produce 12l1 with l < k, violating the minimality of k. So, q3 = 2. Continuing
this way using the minimality of k and the inequality 2k−13P ≤ Q, we obtain
q1 = · · · = qk−1 = 2. Finally, for qk, the inequality 2k−13P ≤ Q implies qk = 3, but
this would violate the minimality of k. This proves that T cannot have a sequence
12k3 for an odd k ≥ 1.
Similarly, one can derive a contradiction for the case when the minimal k is even.
We leave the detail for the reader. 
Proposition 3.10. A doubly infinite Romik sequence T is admissible if and only
if:
(i) none of the blocks 33, 11, 232, 212 appears in T , and
(ii) every section P ∗2|31Q of T , T ∗, T∨ and (T ∗)∨ satisfies P ≤ Q.
Proof. Suppose T is admissible. The conditions (i) and (ii) are restatements of
Propositions 3.5 and 3.6. Conversely, assume that T satisfies (i) and (ii). We need
to show that, for every section P ∗|Q of T and T∨, we have L(P ∗|Q) ≤ 2.
We write a section of T as
P ∗1 d1|d2P2
for some Romik digits d1 and d2. Of the nine choices arising from all possible
values of d1 and d2, the cases (d1, d2) = (1, 1) and (3, 3) are forbidden in T . Also,
we don’t need to consider (d1, d2) = (2, 2), because Proposition 3.8 says such a
section always satisfies L(P ∗1 2|2P2) ≤ 2. If (d1, d2) = (2, 3), then the block d1d2
can only be extended to the right as 231, so that the section becomes
P ∗1 2|31P ′2,
and we already know from (ii) and Proposition 3.6 that L(P ∗2|31P ′2) ≤ 2. When
(d1, d2) = (2, 1), it extends to the right as 213, resulting in a section P
∗
1 2|13P ′2.
From Proposition 3.6,
L(P ∗1 2|13P ′2) ≤ L((P∨1 )∗2|31(P ′2)∨),
which we already know is ≤ 2. Considering reverses and using the fact that L(P ∗|Q)
is symmetric in P and Q, the only remaining case to consider is (d1, d2) = (3, 1).
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The block d1d2 = 31, when extended to the left, can only result in the following
two types of sections
P ∗23|1Q, P ∗13|1Q.
Proposition 3.8 says that L(P ∗13|1Q) ≤ 2, covering the second type of section. For
the first type, we use Proposition 3.8 again to obtain,
L(P ∗23|1Q) = L(P ∗2|31Q),
which was already shown to be ≤ 2. This completes the proof that all possible
choices of (d1, d2) result in L(P
∗
1 d1|d2P2) ≤ 2. 
4. Combinatorial characterization of admissible Romik sequences
4.1. Words. A finite word on an alphabet A is a finite sequence with values in
A . Likewise, an infinite word is an infinite sequence (to the right) with values in
A . We denote by A ∗ and A N the sets of all finite and infinite words, respectively.
Here, we follow a well-established convention in combinatorics to use A ∗ for the
free monoid on A . We warn readers here that the superscript ∗ in this case does not
mean “reversing words or sequences”, as we do in other places of the present paper.
We will assume that A ∗ contains the empty word, which acts as the identity element
under concatenation. By a doubly infinite word on A , we will mean an equivalence
class in the set A Z of doubly infinite sequences, where two such sequences are
defined to be equivalent whenever they are shifts of one another. In this paper, we
use two alphabets, {a, b} and {a, b, a∨}.
For a finite word w on {a, b}, we will say w is odd if w contains an odd number
of b’s, and is even otherwise.
A doubly infinite word B on {a, b, a∨} is said to be ∨-oriented if B does not
contain any of the words
(38) ab2ka∨, a∨b2ka, ab2k+1a, a∨b2k+1a∨
for any k ≥ 0 as a subword. Any word of the form (38) is said to be forbidden.
Notice that, if any one of B,B∗, B∨, (B∗)∨ is ∨-oriented, then the other three are
also ∨-oriented.
For w in {a, b, a∨}∗ or in {a, b, a∨}N, we say that w is ∨-oriented if the concate-
nated word aw does not contain any of the forbidden words.
For any word w, finite, infinite, or doubly infinite, on either alphabet {a, b} or
{a, b, a∨}, we define its reverse w∗ by reading the letters in w in reverse order. If
w is finite or doubly infinite, so is w∗. If E = l1l2 · · · ∈ A N with lj ∈ A , then
E∗ = · · · l2l1 ∈ A Z≤0 .
For any word w on {a, b, a∨}, finite, infinite, or doubly infinite, we define w∨ to
be the word obtained by attaching ∨ to each letter in w and applying the rule
b∨ = b, and (a∨)∨ = a.
By definition, taking ∨ commutes with concatenation, that is,
(w1w2)
∨ = w∨1 w
∨
2
for finite w1 and w2. Also by definition, the empty word remains unchanged under
taking ∗ or ∨.
Proposition 4.1. Let w ∈ {a, b, a∨}∗. The following statements are equivalent:
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(i) w is ∨-oriented,
(ii) aw is ∨-oriented,
(iii) bw∨ is ∨-oriented.
Proof. We will prove, instead, that the following statements are equivalent:
(a) aw contains a forbidden subword,
(b) aaw contains a forbidden subword,
(c) abw∨ contains a forbidden subword.
The statement (a) clearly implies (b). Also, notice that none of the forbidden words
has aa as prefix. Therefore, if f is a forbidden subword of aaw then f must be a
subword of aw as well. So, (b) implies (a).
To show that (a) and (c) are equivalent, suppose that f is a forbidden subword
of aw. If f is a subword of w at the same time, then, f∨ is a forbidden subword of
w∨ and abw∨ as well. Now, if f is not a subword of w but is a subword of aw, then
f is a prefix of aw. Therefore, f = ab2ka∨ or ab2k+1a for some k ≥ 0. This gives
aw = ab2ka∨w1 or aw = ab2k+1aw1
for some w1 ∈ {a, b, a∨}∗. Then
abw∨ = ab2k+1aw∨1 or abw
∨ = ab2k+2a∨w∨1 .
This proves that (a) implies (c). The converse is similar and we omit the details. 
Next, we define (w) ∈ {a, b, a∨}∗ for w ∈ {a, b}∗ inductively on the length of
w as follows. First, (a) = a and (b) = b. If w is of length 2 or greater, we write
w = lw′ with l ∈ {a, b} and w′ ∈ {a, b}∗ and define (w) to be
(w) =
{
a (w′) if l = a,
b ((w′))∨ if l = b.
Proposition 4.2. For w1, w2 ∈ {a, b}∗, we have
(w1w2) =
{
(w1)(w2) if w1 is even,
(w1)(w2)
∨ if w1 is odd.
Proof. We use induction on the number t of b in w1. Suppose that t = 0, that is,
w1 = a
k for some k ≥ 0. Then by definition,
(w1) = (a
k) = ak.
Therefore,
(w1w2) = (a
kw2) = a
k(w2) = (w1)(w2),
which proves the case for t = 0. Assume t > 0. If t is odd, then we can write
w1 = a
kbw′1 for some k ≥ 0 and an even w′1 ∈ {a, b}∗. Then applying the definition
of  repeatedly, we obtain
(w1w2) = (a
kbw′1w2) = a
kb(w′1w2)
∨.
Using the induction hypothesis and applying the definition of  backwards repeat-
edly,
akb(w′1w2)
∨ = akb(w′1)
∨(w2)∨ = (akbw′1)(w2)
∨ = (w1)(w2)∨.
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Now, suppose that t is even. Then, w1 = a
kbw′1 with w
′
1 odd. Proceeding similarly,
(w1w2) = (a
kbw′1w2) = a
kb(w′1w2)
∨
= akb(w′1)
∨(w2) = (akbw′1)(w2)
= (w1)(w2).
This proves the proposition for all t ≥ 0. 
Corollary 4.3. Let w ∈ {a, b}∗ and suppose w is written as
w = ak1bk2ak3w1
for some k1, k2, k3 ≥ 0 and w1 ∈ {a, b}∗. Then
(w) =
{
ak1bk2ak3(w1) if k2 is even,
ak1bk2(a∨)k3(w1)∨ if k2 is odd.
Proof. This is clear from Proposition 4.2. 
Denote by A k the subset of A ∗ consisting of all words of length k. We define
{a, b, a∨}k∨−oriented = {u ∈ {a, b, a∨}k | u is ∨-oriented}.
Proposition 4.4. For any w ∈ {a, b}∗, (w) is ∨-oriented. Moreover, the map ,
when restricted to {a, b}k, is a bijection onto {a, b, a∨}k∨−oriented for any k ≥ 0.
Proof. For the first assertion, we use induction on the number of b in w. When w
has no b, then w = ak for some k and (w) = ak from Corollary 4.3, which is clearly
∨-oriented. If w contains b, then we write w = ak1bk2ak3w1 where w1 contains
fewer b than w. Then, by the induction hypothesis, (w1) is ∨-oriented. If k2 is
even, Corollary 4.3 gives
(w) = ak1bk2ak3(w1).
We repeatedly apply Proposition 4.1 to the above formula and conclude that (w)
is also ∨-oriented. If k2 is odd, then
(w) = ak1bk2(a∨)k3(w1)∨ = ak1bk2(ak3(w1))∨.
As before, we use Proposition 4.1 repeatedly to conclude that (w) is also ∨-oriented.
Next, we show that  : {a, b}k −→ {a, b, a∨}k∨−oriented is a surjection by induction
on k. The case k = 1 is trivial, so let k > 1. Let w ∈ {a, b, a∨}k∨−oriented. If
w = aw1 for some w1 ∈ {a, b, a∨}k−1, Proposition 4.1 shows that w1 is ∨-oriented.
By the induction hypothesis there exists u ∈ {a, b}k−1 such that (u) = w1. Then
w = (au). If on the other hand, w begins with b so that w = bw1 for some
w1 ∈ {a, b, a∨}k−1, then Proposition 4.1 says that w∨1 is ∨-oriented. Therefore,
(u) = w∨1 for some u ∈ {a, b}k−1. This yields w = (bu).
To show that  : {a, b}k −→ {a, b, a∨}k∨−oriented is an injection, we let
ι : {a, b, a∨}k∨−oriented −→ {a, b}k
be the “forget-the-∨” map. It is clear that the composition ι ◦  is an identity on
{a, b}k. Hence,  is an injection. 
We can extend  to {a, b}N, so that
(39)  : {a, b}N −→ {a, b, a∨}N.
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To do so, we regard A N as the inverse limit of {A k}∞k=0 with the projection map
being the projection onto prefixes of length k. Then we have a map
k : {a, b}N −→ {a, b}k −→ {a, b, a∨}k
for each k ≥ 0. The map  in (39) is defined by  = lim←−k 
k.
Corollary 4.5. For w ∈ {a, b}∗ and E ∈ {a, b}N, we have
(wE) =
{
(w)(E) if w is even,
(w)(E)∨ if w is odd.
Proof. Let w′ be any prefix of E and let k be the sum of lengths of w and w′. Then,
k(wE) = (ww′) =
{
(w)(w′) if w is even,
(w)(w′)∨ if w is odd,
from Proposition 4.2. Since this is true for an arbitrarily long prefix w′, the proof
follows. 
Corollary 4.6. For any E ∈ {a, b}N, (E) is ∨-oriented.
Proof. If w is an arbitrary prefix of E, then we see from Corollary 4.5 that (w)
is a prefix of (E). Then Proposition 4.4 shows that the concatenated word a(w)
cannot contain any forbidden subword. This proves that (E) is ∨-oriented. 
Let
{a, b, a∨}∨−oriented = {E ∈ {a, b, a∨}N | E is ∨-oriented}.
Corollary 4.6 says that the image of  is contained in {a, b, a∨}∨−oriented.
Corollary 4.7. The map
 : {a, b}N −→ {a, b, a∨}∨−oriented
is a bijection.
Proof. This is clear from Proposition 4.4. 
Next, suppose w is either a finite or infinite word (to the right) on {a, b, a∨}. We
define Π(w) to be the Romik sequence, finite or infinite, obtained by applying the
substitution rule
(40) Π(a) = 3 1, Π(b) = 2, Π(a∨) = 1 3
to each letter in w successively. We apply the same rule to reversed infinite words.
That is, if E = l1l2 · · · ∈ {a, b, a∨}N, then Π(E∗) is a reversed Romik sequence
Π(E∗) = · · ·Π(l2)Π(l1) ∈ {1, 2, 3}Z≤0.
Finally, for w ∈ A ∗ we define
w∞ = www · · · ∈ A N.
Proposition 4.8. The following properties hold:
(a) Taking ∨ commutes with ∗, ∞, and Π. That is, (w∗)∨ = (w∨)∗, (w∞)∨ =
(w∨)∞, and Π(w∨) = (Π(w))∨ for w ∈ {a, b, a∨}∗.
(b) For w ∈ A ∗ and E ∈ A N, we have (wE)∗ = E∗w∗.
(c) For w ∈ {a, b, a∨}∗ and E ∈ {a, b, a∨}N, we have Π(w∗) = (Π(w∨))∗ and
Π(E∗) = (Π(E∨))∗.
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(d) If w ∈ {a, b}∗ is even, then (w∗) = (w)∗.
(e) If w ∈ {a, b}∗ is even, then ((w))∞ = (w∞).
Proof. The properties (a) and (b) are clear from definition. For (c), it is sufficient to
observe that when a Romik sequence is read backwards, any instance of 31 becomes
13, and vice versa.
Before we prove (d), notice that for any u ∈ A ∗ with u = u1u2, we have
u∗ = u∗2u
∗
1. This claim is obvious from the definition of ∗. We now proceed with
proving (d) using induction on the number of b’s in w ∈ {a, b}∗. If w = ak,
then (w) = ak. Therefore, (d) is trivially true. Suppose w contains at least two
b’s. We write w = w1ba
k2bak1 with k1, k2 ≥ 0 and an even w1 ∈ {a, b}∗. Then
w∗ = ak1bak2bw∗1 . From Corollary 4.3,
(w∗) = ak1b(a∨)k2b(w∗1).
On the other hand, by applying Proposition 4.2, we have
(w) = (w1)b(a
∨)k2bak1 .
With the induction hypothesis, the two equations yield (w∗) = (w)∗. This proves
(d). The property (e) is an immediate consequence of Corollary 4.5. 
Definition 4.9 (Order on words). We equip {a, b}∗ and {a, b}N with the lexico-
graphic order “”. When w1 and w2 are in {a, b}∗ and are of different length, we
use the dictionary order. Namely, “ant”“anthill”. However, in this paper, we will
need to compare finite words only when their lengths are equal. For {a, b, a∨}N, we
define
E1  E2 ⇔ Π(E1) ≤ Π(E2).
The alphabets {a, b} and {a, b, a∨} are given the discrete topology, and we endow
{a, b}N and {a, b, a∨}N with the product topology.
Proposition 4.10. The map
 : {a, b}N −→ {a, b, a∨}∨−oriented
is an order-preserving homeomorphism.
Proof. We already proved in Corollary 4.7 that  is a bijection. To show that  is
order-preserving, we let F1, F2 ∈ {a, b}N. Assume F1  F2 and F1 6= F2. Let w be
the longest (possibly empty) common prefix of F1 and F2 and let t be the number
of occurrence of b in w. Since F1  F2 and F1 6= F2, we must have
F1 = wa · · · and F2 = wb · · · .
Suppose that t is even. From Corollary 4.5 we get (F1) = (w)a · · · and (F2) =
(w)b · · · . Therefore, we have
Π((F1)) = [d1, . . . , dk, 3, 1, . . . ] and Π((F2)) = [d1, . . . , dk, 2, . . . ],
where [d1, . . . , dk] contains an even number of 2. Proposition 3.2 implies that
(F1)  (F2). If t is odd, then (F1) = (w)a∨ · · · and (F2) = (w)b · · · . In
this case,
Π((F1)) = [d1, . . . , dk, 1, 3, . . . ] and Π((F2)) = [d1, . . . , dk, 2, . . . ],
where [d1, . . . , dk] contains an odd number of 2. Again, Proposition 3.2 gives (F1) 
(F2).
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To prove that  : {a, b}N −→ {a, b, a∨}∨−oriented is a homeomorphism, let
ι : {a, b, a∨}∨−oriented −→ {a, b}N
be the “forgetting-∨’s” map. The map ι is clearly the inverse of . Also, both 
and ι are continuous. This is because two sequences in {a, b}N or in {a, b, a∨}N are
“close” with respect to the product topology whenever they have a long enough
common prefix. 
Proposition 4.11. Let u1, u2 ∈ {a, b}∗ and let E1, E2 ∈ {a, b, a∨}N. Assume that
the lengths of u1 and u2 are the same. We have the following equivalences.
(a) u1  u2 ⇔ u∞1  u∞2 ⇔ (u∞1 )  (u∞2 ).
(b) E1  E2 ⇔ ‖Π(E1)‖ ≥ ‖Π(E2)‖ ⇔ ‖Π(E∨1 )‖ ≤ ‖Π(E∨2 )‖.
(c) u1  u2 ⇔ ‖Π((u∞1 ))‖ ≥ ‖Π((u∞2 ))‖ ⇔ ‖Π((u∞1 ))∨‖ ≥ ‖Π((u∞2 ))∨‖.
Proof. The first equivalence in (a) is clear from definition and the second follows
from Proposition 4.10. For (b), the first equivalence is directly from Definition 4.9,
and the second comes from the fact that when a Romik sequence is regarded as
a point P = (α, β) in Q, we have P∨ = (β, α). Finally, (c) is a result of (a) and
(b). 
4.2. Doubly infinite admissible words. Let T = [· · · , t0, t1, · · · ] ∈ {1, 2, 3}Z be
a doubly infinite Romik sequence. If T or any shift of T can be written using the
substitution rule in (40) as a doubly infinite word B on {a, b, a∨}, then we say that
B is an associate of T . It is clear that B is an associate of T if and only if B∨ is
an associate of T∨.
A section of a doubly infinite word B is an element of the equivalence class B.
(Recall from our definition in §4.1 that B is an equivalence class in {a, b, a∨}Z where
two elements in {a, b, a∨}Z are equivalent when they are shifts of one another.) If
[. . . , b−1, b0, b1, . . . ] is a section of B, then we write it as E∗|F , where
E = [b0, b−1, . . . ] and F = [b1, b2, . . . ].
Furthermore, we define
L(E∗|F ) = L(Π(E∗)|Π(F )),
and let
(41) L(B) = sup
E∗|F
{max (L(E∗|F ), L((E∨)∗|F∨))}
where {E∗|F} runs over all sections of B. We will say that B is admissible if
L(B) ≤ 2 and strongly admissible if L(B) < 2.
Proposition 4.12. Suppose that B is a doubly infinite word on {a, b, a∨}. Then,
L(B) = L(B∗) = L(B∨) = L((B∗)∨).
Proof. It is clear that L(B) = L(B∨) by definition. Let E∗|F be a section of B.
Then we use Proposition 4.8 to find
L(E∗|F ) = L(Π(E∗)|Π(F ))
= L((Π(E∨))∗|Π(F ))
= L((Π(F ))∗|Π(E∨))
= L(Π((F∨)∗)|Π(E∨)) = L((F∨)∗|E∨).
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This yields L(B) = L((B∗)∨). 
Note that any section of a doubly infinite word can translate to a section of a
doubly infinite Romik sequence by applying the substitution rule (40). However,
given a doubly infinite Romik sequence T , some sections of T may “break” a or a∨
as · · · 3|1 · · · or · · · 1|3 · · · when converted to sections of a doubly infinite word B.
So, they may not be associated directly to sections of B. Nonetheless, this doesn’t
affect L(B), as is shown in the next proposition.
Proposition 4.13. If B is an associate of T , then L(B) = L(T ). In particular, B
is admissible if and only if T is admissible.
Proof. It is enough to consider a section of T of type
· · · 3|1 · · · or · · · 1|3 · · ·
which doesn’t appear as a section of B. We write such a section as
P ∗3|1Q or P ∗1|3Q
for some Romik sequences P andQ. From Proposition 3.8, we see that L(P ∗3|1Q) =
L(P ∗|31Q) ≤ L(T ) and L(P ∗1|3Q) = L(P ∗13|Q) ≤ L(T ). Since P ∗|31Q or P ∗13|Q
must have appeared as a section of B, we conclude that L(T ) = L(B). 
Proposition 4.14. If a doubly infinite word B is admissible, then it is ∨-oriented.
Also, if T is a doubly infinite admissible Romik sequence, then T has an associate
B, which is admissible and ∨-oriented.
Proof. This is a consequence of Propositions 3.5, 3.7, 3.9, and 4.13. 
Proposition 4.15. Assume that B is ∨-oriented. Then B is admissible if and
only if every section E∗b|aF of B, B∗, B∨ or (B∗)∨ satisfies E∨  F . Moreover,
L(E∗b|aF ) = 2 if and only if E∨ = F .
Proof. Let E∗b|aF be a section of B, B∗, B∨ or (B∗)∨. Then, from Proposition 4.8,
L(E∗b|aF ) = L(Π(E∗b)|Π(aF ))
= L((Π(E∨b))∗|Π(aF ))
= L((Π(E∨))∗ 2|31Π(F ))
≤ 2
if and only if Π(E∨) ≤ Π(F ) by Proposition 3.6. The last inequality is by definition
equivalent to E∨  F . Hence, we obtain both assertions in this proposition from
the previous statement and Propositions 3.10, 4.12, and 4.13. 
4.3. Christoffel words. Before we continue our study of admissible words, we re-
view some definitions and basic properties of Christoffel words. Our main reference
is [BLRS09].
Fix two positive coprime integers t and s and draw a line segment ℓ connecting
(0, 0) and (s, t). Next, draw a path C from (0, 0) to (s, t) not intersecting ℓ and
located below ℓ by joining line segments of unit length as follows. Beginning with
(0, 0), we successively connect adjacent points in Z × Z either horizontally from
(p, q) to (p+1, q), or vertically from (p, q) and (p, q+1), in a way that the interior
of the resulting polygon formed by ℓ and C contains no points in Z× Z. Then the
lower Christoffel word of slope t
s
∈ Q is the word on {a, b} encoding C, where a
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(7, 4)
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wlower = aabaabaabab, and wupper = babaabaabaa.
Figure 9. Lower and upper Christoffel words of slope 47 . This
picture is from Figure 1.2 in [BLRS09].
represents a horizontal segment in C and b represents a vertical segment in C. If we
draw C similarly but lying above ℓ, then the word representing C is called the upper
Christoffel word of slope t
s
. See Figure 9 for an example. Also, we refer readers to
Chapter 1 of [BLRS09] for other equivalent definitions of Christoffel words. Also,
see Chapters 7 and 8 in [Aig13]. Note that Aigner’s lower Christoffel word ch p
q
is
the same as the lower Christoffel word with slope p
q−p in [BLRS09].
The words w = a and w = b are regarded as trivial Christoffel words (of slope 0
and∞, respectively). Any Christoffel word of lengh 2 or greater is called nontrivial.
As t is the number of occurrence of b in a Christoffel word w of slope t/s, we see
that the parity of w is the same as that of t.
The properties of Christoffel words we will need later are summarized in the
following proposition. For proof, see Proposition 4.2 in [BLRS09] and Proposition
7.27 and Remark 7.28 in [Aig13].
Proposition 4.16. Let w ∈ {a, b}∗ be a nontrivial lower Christoffel word.
(a) We have w = aub for a palindrome u ∈ {a, b}∗, namely, u = u∗.
(b) The reverse w∗ of w is the upper Christoffel word of the same slope.
(c) Let u be any conjugate of w (that is, u = w2w1 for some w1, w2 ∈ {a, b}∗
such that w = w1w2), and let u
∗ be its reverse. Then,
w  u, u∗  w∗.
Now, we characterize doubly infinite admissible words B using Christoffel words.
If w is a nontrivial lower Christoffel word, then we define
Bw =
{
· · · (w)(w) · · · if w is even,
· · · (w)(w)∨(w)(w)∨ · · · if w is odd.
Following Bombieri, we define λ(B) to be the supremum of the length l(w) of
w ∈ {a, b, a∨}∗ such that (w∨)∗b|aw occurs as a subword of B.
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Theorem 4.17. If B is admissible and λ(B) = ∞, then L(B) = 2. If B is
admissible and λ(B) <∞, then either B or B∨ is equal to one of the following:
(i) · · · bbb · · · ,
(ii) · · · aaa · · · ,
(iii) Bw for a nontrivial lower Christoffel word w.
Proof. Suppose that there is a sequence of sections E∗j (w
∨
j )
∗b|awjFj of B with
l(wj) → ∞. Notice from Proposition 4.14 that B is ∨-oriented. Therefore, the
infinite words wjFj and wjE
∨
j are also ∨-oriented for all j ≥ 0. Apply Propo-
sition 4.10 and use the compactness of {a, b, a∨}∨−oriented to conclude that there
exists a subsequence {jk} along which both wjkFjk and wjkE∨jk converge to a com-
mon infinite word W , which is also ∨-oriented. (For instance, we first choose a
convergent subsequence {wjnFjn} of {wjFj}, then choose a subsequence of {jn}
along which wjE
∨
j converges.) Then,
L(B) ≥ L(E∗j (w∨j )∗b|awjFj)→ L((W∨)∗b|aW ) = 2
by Proposition 4.15.
Now, assume that λ(B) < ∞ and that B is not constant. Let C be the doubly
infinite word on {a, b} obtained by “forgetting ∨’s” from B. Suppose that E∗1b|aE2
is a section of either C or C∗. Define F1 = (E1) and F2 = (E2). Since both F1
and F2 are ∨-oriented, a concatenation (F∨1 )∗b|aF2 gives a section of a ∨-oriented
doubly infinite word. Moreover, if we drop all ∨’s from (F∨1 )∗b|aF2, then we must
get E∗1b|aE2 back. This shows that (F∨1 )∗b|aF2 is a section of B, B∨, B∗ or (B∗)∨.
Then we can apply Proposition 4.15 and conclude that F1  F2, which in turn
gives E1  E2 from Proposition 4.10.
With this, we invoke Bombieri’s Theorem 15 in [Bom07], according to which C is
periodic with period given by a lower Christoffel word w with length l(w) = λ(C).
We write a section of C as E∗|E with E = w∞. Then, (E) = (w)(w) · · · or
(E) = (w)((w))∨(w)((w))∨ · · · , depending on the parity of w. Note that the
section (j(E))∗|j(E) is an element of B or B∨. The conclusion of the proposition
follows from this. 
Proposition 4.18. Let w be a lower Christoffel word. Then,
L(Bw) =
‖Π((w∞))‖+ ‖Π(((w∗)∞))∨‖ − 2
2
.
Proof. Let u = (ww). Since ww is even we can apply Proposition 4.8 to obtain
u∞ = ((ww)∞) = (w∞).
Also, from Proposition 4.8 again,
u∗ = ((ww)∗) = (w∗w∗),
so that
(u∗)∞ = ((w∗w∗))∞ = ((w∗w∗)∞) = ((w∗)∞).
Now, define
E = (u∗)∞ and F = u∞.
Then E∗|F is a section of Bw. Furthermore,
Π(E∨) = (Π(E))∨ = Π((u∗)∞)∨ = Π(((w∗)∞)∨
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So,
L(E∗|F ) = L(Π(E∗)|Π(F )) = L((Π(E∨))∗|Π(F ))
=
‖Π(u∞)‖+ ‖Π((u∗)∞)∨‖ − 2
2
=
‖Π((w∞))‖ + ‖Π(((w∗)∞))∨‖ − 2
2
.
Note that the section Π(E∗)|Π(F ) is equal to P ∗2|31Q for some Romik sequences
P and Q because every lower Christoffel word begins with a and ends with b. So,
we obtain from Proposition 3.6
L(E∗|F ) ≥ L((E∨)∗|F∨).
In view of the definition in (41), it now remains to show that L(E∗|F ) is greater
than or equal to L((E′)∗|F ′) for any other section (E′)∗|F ′ of Bw.
Let w′ be any conjugate of the word w, namely, w′ = w2w1 where w = w1w2 for
some subwords w1 and w2 of w. From Proposition 4.16, we have
w  w′, (w′)∗  w∗.
We apply Proposition 4.11 with u = ww and u′ = w′w′ to obtain
‖Π((w∞))‖ ≥ ‖Π(((w′)∞)), ‖
and similarly
‖Π(((w∗)∞))∨‖ ≥ ‖Π((((w′)∗)∞))∨‖.
Repeating the above calculation with
E′ = ((u′)∗)∞ and F ′ = (u′)∞,
we conclude that L(E∗|F ) ≥ L((E′)∗|F ′). This completes the proof. 
Theorem 4.19. Let w be a lower Christoffel word and let Pw be the Romik sequence
defined by
Pw = Π((w
∞)).
Then,
L(Pw) =
‖Pw‖ − ‖Pw‖σ
2
.
Here, σ is the nontrivial field automorphism of the quadratic field over which Pw is
defined (see §2.5).
Proof. Let [d1, . . . , dk] be the minimal period of Pw. That is,
[d1, . . . , dk] =
{
Π((w)) if w is even,
Π((ww)) = Π((w)(w)∨)) if w is odd.
Let Qw be the Romik sequence given by
Qw = [dk, dk−1, . . . , d1, dk, dk−1, . . . ]Q.
Let us assume w is even first. We use Proposition 4.8 repeatedly to get
[dk, . . . , d1] = Π((w))
∗ = Π((w)∨∗) = Π((w∗)∨)
= Π((w∗))∨.
Therefore,
Qw = Π(((w
∗)∞))∨.
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On the other hand, Proposition 2.19 shows ‖Qw‖ = 2− ‖Pw‖σ. So, from Proposi-
tion 4.18, we complete the proof of the theorem for even w. (The doubly infinite
word Bw is clearly associated with P
∗
w|Pw.) For an odd w, we let u := ww and
observe that
Π((w∞)) = Π((u∞)), and Π(((w∗)∞))∨ = Π(((u∗)∞))∨.
Then we apply the same argument as above to u and complete the proof. 
5. Proof of Main Theorem
In this section, we complete the proof of Theorem 1.3. All matrices in this section
are of size 2× 2, unless specified otherwise. They act on real numbers by fractional
linear transformation:
(42)
(
p p′
q q′
)
· t = pt+ p
′
qt+ q′
.
5.1. Cohn matrices.
Definition 5.1. Define
(43) A =
(
4 −1
1 0
)
, B =
1√
2
(
3 1
1 1
)
, and A∨ =
(
2 3
1 2
)
.
For w ∈ {a, b}∗, we define a Cohn matrix Mw associated to w to be the matrix
obtained by substituting a with A and b with B and then performing matrix multi-
plication. In other words, if w = ae1bf1 · · · aekbfk with nonnegative integers ej , fj,
then
Mw = A
e1Bf1 · · ·AekBfk .
Define a map D : [1,∞] −→ Q to be
D(t) =
(
2t
t2 + 1
,
t2 − 1
t2 + 1
)
,
and let
Tˆ (t) = (D−1 ◦ T ◦D)(t).
Then (Q, T ) is conjugate to ([1,∞], Tˆ ) as dynamical systems with a conjugation
map being D. Note that Tˆ is slightly different from Romik’s Tˆ in [Rom08]. An
easy calculation shows that D−1(P ) = ‖P‖ and that
Tˆ (t) =


1/(−t+ 2) if 1 ≤ t ≤ 2,
1/(t− 2) if 2 ≤ t ≤ 3,
t− 2 if t ≥ 3.
Let
M1 =
(
2 −1
1 0
)
, M2 =
(
2 1
1 0
)
, M3 =
(
1 2
0 1
)
.
Under D, the matrices M1,M2,M3 correspond to the 3× 3 matrices M1, M2, M3
defined by (9) in §2 in the sense that, if d is the Romik digit of P ∈ Q, then
Tˆ (‖P‖) =M−1d · ‖P‖.
A straightforward calculation shows that
(44) A =M3M1 and B
2 =M2M2.
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In addition, we have
(45) A∨ =M1M3.
Lemma 5.2. For all j ≥ 0, we have
BAjB =M2(A
∨)jM2.
Proof. We use induction on j. An easy calculation using (44) and (45) proves the
cases for j = 0 and j = 1. For j > 1, the induction hypothesis gives
BAjB = (BAj−1B)B−2(BAB)
= (M2(A
∨)j−1M2)B−2(M2A∨M2)
=M2(A
∨)j−1(M2B−2M2)A∨M2.
We see from (44) that the middle product is the identity, and this completes the
proof of the lemma. 
Proposition 5.3. Suppose that w ∈ {a, b}∗ is even. Write
Π((w)) = [d1, . . . , dk].
Then,
Mw =Md1 · · ·Mdk .
Proof. If w has no b, then the proposition is immediate from (44). Suppose that
w contains exactly two b’s. Write w = ak1bak2bak3 for k1, k2, k3 ≥ 0. Then we use
Lemma 5.2 to find that
Mw = A
k1BAk2BAk3 = Ak1M2(A
∨)k2M2Ak3 .
On the other hand, Corollary 4.3 shows that
(46) (w) = (ak1bak2bak3) = ak1b(a∨)k2bak3 .
We apply Π to (46) and use the relations (44) and (45) to obtainMw =Md1 · · ·Mdk .
Now, suppose that w has more than two b’s. Write w = w1w2 where both w1
and w2 are even words and contain fewer b’s than w. Using Proposition 4.2, we
obtain
Π((w)) = Π((w1))Π((w2)).
Then the proof of the proposition follows from this and the induction hypothesis.

Proposition 5.4. For any w ∈ {a, b}∗, we have that{
Mw ∈ SL2(Z) if w is even,
Mw ∈ SL2(Z/
√
2) if w is odd.
Here, Z/
√
2 is the ring of all numbers of the form z/
√
2 for some z ∈ Z.
Proof. Since det(A) = det(B) = 1, it is clear that Mw ∈ SL2(R). The rest follows
from Lemma 5.2 and the induction on the number of b’s in w. 
The following proposition is an analogue of Lemme 3.2 in [Reu05].
Proposition 5.5. Suppose that u ∈ {a, b}∗ is a palindrome, that is, u∗ = u. Let
w = aub. Denote by qw the lower left entry of Mw. Then
qw =
Tr(Mw)
4
.
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Proof. We use induction on the length of u. If u is either the empty word or is of
length 1, then the proposition is proven by direct calculation.
If u = ava for another palindrome v ∈ {a, b}∗, then we can write
(47) AMvB =
(
4q − q′ r
q q′
)
for some q, q′, r. An easy calculation shows
Mw = AMuB = A(AMvB)(B
−1AB)
=
(
60q − 15q′ − 4r 15q − 4q′
16q − 4q′ − r 4q − q′
)
.
From this, we see that 16q − 4q′ − r = Tr(Mw)/4.
If u = bvb, we write AMvB as (47) again and proceed:
Mw = AMuB = (ABA
−1)(AMvB)B
=
(
33
2 q + 16q
′ − 32r 112 q + 13q′ − 32r
9
2q + 5q
′ − 12r 32q + 4q′ − 12r
)
.
This shows that 92q + 5q
′ − 12r = Tr(Mw)/4. 
Theorem 5.6. Let w be a lower Christroffel word and let Pw = Π((w
∞)). Then
L(Pw) =
√
Tr(Mw)2 − 4
2qw
.
Here, qw is the lower left entry of Mw.
Proof. By definition, Pw is purely periodic. Recall from §2.5 that there exists a
real quadratic field extension K/Q such that ‖Pw‖ ∈ K. As in §2.5, we will denote
by σ the nontrivial field automorphism of K over Q.
First, we claim that ‖Pw‖ and ‖Pw‖σ are distinct fixed points ofMw with respect
to the fractional linear action given in (42). Suppose that w is even. Write Pw =
(α, β) and Π((w)) = [d1, . . . , dk]. The periodicity of Pw implies that the vectors
(α, β, 1) and (ασ, βσ, 1) are eigenvectors of (the 3 × 3 matrix) M := Md1 · · ·Mdk
(see Proposition 2.1). Then, our claim follows from Proposition 5.3.
For an odd w, we apply the same argument to u = ww. In particular, Pu =
Π((u∞)) = Pw and Mu = M2w. Since the fixed points of Mw are also fixed points
of Mu, our prior proof for the even case shows that ‖Pw‖ and ‖Pw‖σ are the
fixed points of Mw. This completes the proof of our claim for all nontrivial lower
Christoffel word w.
Writing Mw =
(
p p′
q q′
)
, we have
‖Pw‖ = p‖Pw‖+ p
′
q‖Pw‖+ q′ and ‖Pw‖
σ =
p‖Pw‖σ + p′
q‖Pw‖σ + q′ .
Recall from §5.1 that ‖ · ‖ maps Q onto [1,∞]. Since Pw ∈ Q and P σw 6∈ Q, we
have ‖Pw‖ ≥ 1 ≥ ‖Pw‖σ. Therefore, we have
‖Pw‖ = (p− q
′) +
√
Tr(Mw)2 − 4
2q
and
‖Pw‖σ = (p− q
′)−
√
Tr(Mw)2 − 4
2q
.
44 BYUNGCHUL CHA AND DONG HAN KIM
Apply Theorem 4.19 and we obtain
L(Pw) =
‖Pw‖ − ‖Pw‖σ
2
=
√
Tr(Mw)2 − 4
2q
. 
Corollary 5.7. For any lower Christroffel word w, the number qw is positive. In
addition, we have {
qw ∈ Z if w is even,
qw ∈ Z/
√
2 if w is odd.
Proof. The positivity of qw is a consequence of Theorem 5.6. The remaining claim
in the corollary follows from Proposition 5.4. 
5.2. Markoff numbers and Markoff triples. We call
(48) 2x2 + y21 + y
2
2 = 4xy1y2
the Markoff equation. A triple (x; y1, y2) of positive integers satisfying (48) is called
a Markoff triple. The notation (x; y1, y2) is meant to distinguish x from y1 and y2,
while (y1, y2) is considered to be unordered. The triple (1; 1, 1) will be called the
singular Markoff triple, and all other Markoff triples are called nonsingular ones.
The set of all nonsingular Markoff triples forms an infinite, complete binary tree
whose root is (1; 3, 1). This is pictured in Figure 1 in §1. For a given nonsigular
Markoff triple (x; y1, y2), its three neighboring vertices are given by
(2y1y2 − x; y1, y2), (x; 4xy2 − y1, y2), (x; y1, 4xy1 − y2).
The proof of this statement is identical to its classical counterpart for the equation
m21 +m
2
2 +m
2
3 = 3m1m2m3.
Definition 5.8. For w ∈ {a, b}∗, we define the Markoff number mw to be
mw =
{
Tr(Mw)/4 if w is even,
Tr(Mw)/(2
√
2) if w is odd.
When w is a lower Christoffel word, we find from Proposition 5.5 and Corollary 5.7
that mw is a positive integer and that
mw =
{
qw if w is even,√
2qw if w is odd.
Borel and Laubie proved in [BL93] that any nontrivial lower Christoffel word w
admits the standard factorization (u, v) in a unique way. That is, there exist unique
u and v in {a, b}∗ such that w = uv and that both u and v are lower Christoffel
words themselves. We observe that exactly one of (u, v, w) is even and the other
two are odd. This follows from a fact that the numbers of occurrences of b in u and
v are coprime (see Lemma 3.4 in [BLRS09]), so u and v cannot be simultaneously
even.
The following theorem is an adaptation of Theorem 1 in [Reu09] to our situation.
Also, compare it with Theorems 23 and 26 in [Bom07].
Theorem 5.9. A triple (x; y1, y2) is a nonsingular Markoff triple if and only if it
is equal to (mu,mv,mw) for a unique nontrivial lower Christoffel word w with its
standard factorization w = uv. Of the three Markoff numbers, x is equal to the
Markoff number of the even word among (u, v, w).
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Proof. The proof of this theorem is almost identical to a corresponding proof in the
context of classical Markoff theory. Essentially, the structures of three trees—the
Christoffel tree in [BdL97] consisting of standard factorizations of lower Christoffel
words, the classical Markoff tree consisting of positive solution triples to m21+m
2
2+
m23 = 3m1m2m3, and lastly the Markoff tree in Figure 1—are all isomorphic. We
clarify some small differences between the classical case and ours below.
Let w be a nontrivial lower Christoffel word and let w = uv be its standard
factorization. As explained in the proof of Theorem 1 in [Reu09] and Theorem 23
in [Bom07], there exists a positive automorphism ψ of the free group F2 on a and
b, namely, an automorphism that can be written as a positive word on U and V
such that
(u, v, w) = (a, b, ab)ψ.
Here, U and V are the automorphisms of F2 defined by
aU = ab, bU = b and aV = a, bV = ab.
As a result, uvu−1v−1 is conjugate to aba−1b−1 as elements in F2, so we have
Tr(MuMvM
−1
u M
−1
v ) = Tr(ABA
−1B−1) = Tr
(−13 36
−4 11
)
= −2.
Applying the Fricke identity, we have
(49) Tr(Mu)
2 +Tr(Mv)
2 +Tr(Mw)
2 = Tr(Mu)Tr(Mv)Tr(Mw).
As noted above, one of (u, v, w) is an even word and the other two are odd. Write
z for the even one, and z1, z2 for the odd ones. We use Definition 5.8 to express
(49) in mz, mz1 , mz2 and obtain
2m2z +m
2
z1
+m2z2 = 4mzmz1mz2 .
This shows that (mz;mz1 ,mz2) is a Markoff triple.
The rest of the proof is identical to the classical case. We refer the reader to
[Reu09] and Theorems 23 and 26 of [Bom07]. 
Recall from (5) and (6) of §1 that we defined the two sets
Mx = {x | (x; y1, y2) is a Markoff triple} = {1, 5, 11, 29, 65, 349, . . .}
and
My = {y | y = max{y1, y2} for a Markoff triple (x; y1, y2)}
= {1, 3, 11, 17, 41, 59, . . .}.
We are now ready to complete the proof of our main theorem.
Proof of Theorem 1.3. We proved in Theorem 5.6 that
L(Pw) =
√
Tr(Mw)2 − 4
2qw
.
If w is even, then Tr(Mw) = 4mw and qw = mw, so that
L(Pw) =
√
16m2w − 4
4m2w
=
√
4− 1
m2w
.
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When w is odd, we have Tr(Mw) = 2
√
2mw and qw = mw/
√
2, so
L(Pw) =
√
8m2w − 4
2m2w
=
√
4− 2
m2w
.
When w runs over all lower Christoffel words, Theorem 5.9 says that mw runs over
all values in Mx and My.
Conversely, suppose that P ∈ Q is strongly admissible. Choose an extremal T .
Then Proposition 4.14 gives a strongly admissible B which is associated to T . We
apply Theorem 4.17 to conclude that either B or B∨ is equal to Bw for a lower
Christoffel word w, so
L(P ) = L(Bw) ∈
{√
4− 1
x2
|x ∈Mx
}
∪
{√
4− 2
y2
| y ∈My
}
.

Remark 5.10. It is natural to ask if L (S1)<2 can be interpreted as a Markoff
spectrum. This is done by A. Schmidt in [Sch76]. We briefly explain the connection
between [Sch76] and our results.
Let A and B be as in (43) and let 〈A,B〉 be the subgroup of PSL2(R) gen-
erated by the images of A and B in PSL2(R). A simple calculation shows that
Tr[B,A−1] = −2. Therefore, 〈A,B〉 is a Fricke group, namely, a Fuchsian group
which is isomorphic to a free group on two generators and whose fundamental do-
main is of genus one (see §3.1 in [Sch76]). It turns out that 〈A,B〉 is conjugate to
Schmidt’s special Fricke group Ξ0(2
√
2, 2
√
2, 4; 4). More concretely, if we let
X =
(
1 −1
0 1
)
,
then Ξ0(2
√
2, 2
√
2, 4; 4) is generated by
U0 = XBX
−1 =
1√
2
(
2 2
1 2
)
and T0 = X(A
−1B)X−1 =
1√
2
(
0 −2
1 4
)
.
It is proven in §5 of [Sch76] that the set of all values
√
δ(f)/µΦ0(f) for Schmidt’s
Φ0-minimal forms f for Ξ0(2
√
2, 2
√
2, 4; 4) is the same as 2L (S1)<2.
6. Hurwitz’s bound for the 2-sphere
The purpose of this section is to prove Theorem 1.4. Let
O = {(x, y, z) ∈ R3 | x, y, z ≥ 0, x2 + y2 + z2 = 1}
be the first octant of the unit sphere S2 in R3. The approximation constant δ(P )
of P = (α, β, γ) ∈ O is defined similarly as in Definition 2.3. Namely, for a rational
point Z = (a
h
, b
h
, c
h
) ∈ O, we let
δ(P ;Z) = h ·
√(
α− a
h
)2
+
(
β − b
h
)2 (
γ − c
h
)2
.
Here, the fractions a
h
, b
h
, c
h
are always understood in the lowest terms. The positive
integer h is called the height of Z. The approximation constant of P is defined to
be
δ(P ) = lim inf
h→∞
δ(P ;Z),
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where rational points Z are ordered by height. As before, we let L(P ) = 1/δ(P )
and
L (S2) = {L(P ) | P ∈ O, δ(P ) <∞}.
We briefly review Berggren trees of Pythagorean quadruples from [CNT18]. A
primitive Pythagorean quadruple is a quadruple (x1, x2, x3, x4) of positive integers
with gcd(x1, x2, x3, x4) = 1 such that x
2
1 + x
2
2 + x
2
3 = x
2
4. It is shown in [CNT18]
that every primitive Pythagorean quadruple is obtained in a unique way by repeated
actions via left-multiplication of the following seven matrices
M1 =


0 −1 −1 1
1 0 −1 1
1 −1 0 1
1 −1 −1 2

 , M2 =


0 1 −1 1
−1 0 −1 1
−1 1 0 1
−1 1 −1 2

 ,
M3 =


0 −1 1 1
−1 0 1 1
−1 −1 0 1
−1 −1 1 2

 ,M4 =


0 1 −1 1
1 0 −1 1
1 1 0 1
1 1 −1 2

 ,M5 =


0 1 1 1
−1 0 1 1
−1 1 0 1
−1 1 1 2

 ,
M6 =


0 −1 1 1
1 0 1 1
1 −1 0 1
1 −1 1 2

 , M7 =


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 2


on a root quadruple (a, b, c, h). Here, a primitive Pythagorean quadruple is a root
quadruple if it satisfies any one of the conditions:
a+ b = h, b+ c = h, c+ a = h.
We refer the reader to [CNT18] for more detail.
Using the matrices M1, . . . ,M7, we construct an analogue of the Romik map by
defining T : O −→ O to be
T (x, y, z) =
( |y + z − 1|
2− x− y − z ,
|z + x− 1|
2− x− y − z ,
|x+ y − 1|
2− x− y − z
)
.
Then (a, b, c, h) and (a′, b′, c′, h′) are primitive Pythagorean quadruples satisfying

a
b
c
h

 =Md


a′
b′
c′
h′


for some d ∈ {1, . . . , 7} if and only if T ( a
h
, b
h
, c
h
) = (a
′
h′
, b
′
h′
, b
′
h′
).
For P = (α, β, γ) ∈ O, we define d(P ) to be an element in {1, . . . , 7} according
to the inequalities satisfied by α, β, γ in the left table in Figure 10. Note that, if P
is in the boundary set
B = {(α, β, γ) ∈ O | α+ β = 1, β + γ = 1, or γ + α = 1},
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Definition of d(P )
1


α+ β ≤ 1
β + γ ≥ 1
γ + α ≤ 1
2


α+ β ≤ 1
β + γ ≤ 1
γ + α ≥ 1
3


α+ β ≥ 1
β + γ ≤ 1
γ + α ≤ 1
4


α+ β ≤ 1
β + γ ≥ 1
γ + α ≥ 1
5


α+ β ≥ 1
β + γ ≤ 1
γ + α ≥ 1
6


α+ β ≥ 1
β + γ ≥ 1
γ + α ≤ 1
7


α+ β ≥ 1
β + γ ≥ 1
γ + α ≥ 1
(1, 0, 0) (0, 1, 0)
(0, 0, 1)
β = 0
γ = 0
α = 0
12
3
4
65
7
Figure 10. Let P = (α, β, γ) ∈ O. The table in the left gives the
definition d(P ) as a circled number, depending on the inequalities
satisfied by α, β, γ. The diagram in the right exhibits O ⊂ R3 and
its subsets representing d(P ). Dotted lines show α+β = 1, β+γ =
1, γ + α = 1, and the circled numbers indicate the corresponding
regions.
then we let P have more than one valid Romik digit d(P ). (The boundary set B is
shown as dotted lines in the right diagram of Figure 10.) For example, if

α+ β < 1,
β + γ > 1,
γ + α = 1,
then P lies on the intersection of regions 1 and 4 . By definition, we consider
both d(P ) = 1 and d(P ) = 4 to be valid in this case. The j-th digit dj of P is
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defined by dj = d(T
j−1(P )) for all j ≥ 1, and we write
P = [d1, d2, . . . ]O .
Each P ∈ O has a unique Romik digit expansion if and only if T k(P ) 6∈ B for all
k ≥ 0. Also, it is not difficult to prove that P ∈ O is rational if and only if there
exists k ≥ 0 such that
T k(P ) = (1, 0, 0), (0, 1, 0), or (0, 0, 1).
We equip R4 with a bilinear pairing
〈x,y〉 = x1y1 + x2y2 + x3y3 − x4y4,
where x = (x1, x2, x3, x4) and y = (y1, y2, y3, y4). The matrices M1, . . . ,M7 are
orthogonal with respect to 〈 ·, 〉. Some of our results in §2 are easily extended to
this setting with minimal adaptation.
Let us write
(I) = (1, 0, 0), (II) = (0, 1, 0), (III) = (0, 0, 1)
and fix a Romik digit sequence d1, . . . , dk. We define the cylinder set C(d1, . . . , dk)
to be
C(d1, . . . , dk) = {P ∈ O | dj = d(T j−1(P )) for j = 1, . . . , k}.
The cylinder set C(d1, . . . , dk) is a spherical triangle on O, and its vertices are
computed as follows. Let
M =Md1 · · ·Mdk ,
and let
u(I) =


1
0
0
1

 , u(II) =


0
1
0
1

 , u(III) =


0
0
1
1

 .
Write (∗) to mean one of (I), (II), (III) and let
z
(∗)
k =


a
(∗)
k
b
(∗)
k
c
(∗)
k
h
(∗)
k

 =Mu(∗).
Then three vertices of C(d1, . . . , dk) are
Z
(∗)
k =
(
a
(∗)
k
h
(∗)
k
,
b
(∗)
k
h
(∗)
k
,
c
(∗)
k
h
(∗)
k
)
.
Lemma 6.1 (Triangle Lemma). Suppose that D is a point inside a triangle △ABC
in R2. Then,
min
{
BC · AD
CA ·AB ,
CA · BD
AB ·BC ,
AB · CD
BC · CA
}
≤ 1√
3
.
Proof. Label the following quantities as in Figure 11:

a = BC,
b = CA,
c = AB,


α = AD,
β = BD,
γ = CD,


θA = ∠BDC,
θB = ∠ADC,
θC = ∠ADB.
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A Bc
C
ab
α β
γ
D
Figure 11. △ABC and its sides
To prove the lemma, let us assume the contrary, so that
(50)
aα
bc
>
1√
3
,
bβ
ca
>
1√
3
,
cγ
ab
>
1√
3
.
We assume without loss of generality that θC is the maximum of {θA, θB, θC}. In
particular, this implies that θC > π/2, so that
(51) cos θC < 0.
On the other hand, the law of cosine for △ABD gives
(52) c2 = α2 + β2 − 2αβ cos θC .
Notice that (50) gives
α >
1√
3
bc
a
, β >
1√
3
ca
b
, γ >
1√
3
ab
c
.
Applying these inequalities and (51) to (52), we find
c2 >
1
3
b2c2
a2
+
1
3
c2a2
b2
− 2
3
c2 cos θC .
Hence,
cos θC >
1
2
(
b2
a2
+
a2
b2
− 3
)
≥ 1
2
(2− 3) = −1
2
.
As a result, θC < 2π/3. This is a contradiction because
2π = θA + θB + θC ≤ 3θC < 2π. 
We are now ready to begin the proof of Theorem 1.4. For X = (x1, x2, x3) and
Y = (y1, y2, y3) with
∑
x2i =
∑
y2i = 1, we denote by θ(X,Y ) the angle between−−→
OX and
−−→
OY with respect to the usual Euclidean metric in R3. Furthermore, let us
abbreviate
(53)


z
(I)
k = sin
(
θ(Z
(II)
k
,Z
(III)
k
)
2
)
,
z
(II)
k = sin
(
θ(Z
(III)
k
,Z
(I)
k
)
2
)
,
z
(III)
k = sin
(
θ(Z
(I)
k
,Z
(II)
k
)
2
)
.
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Then a modified version of Lemma 2.7 gives,
z
(I)
k =
1√
2h
(II)
k h
(III)
k
, z
(II)
k =
1√
2h
(III)
k h
(I)
k
, z
(III)
k =
1√
2h
(I)
k h
(II)
k
.
(Recall here that h
(∗)
k is the height of Z
(∗)
k .) We solve this for h
(∗)
k to obtain
(54) h
(I)
k =
z
(I)
k√
2z
(II)
k z
(III)
k
, h
(II)
k =
z
(II)
k√
2z
(III)
k z
(I)
k
, h
(III)
k =
z
(III)
k√
2z
(I)
k z
(II)
k
.
Let us also abbreviate 

p(I) = sin
(
θ(P,Z
(I)
k
)
2
)
,
p(II) = sin
(
θ(P,Z
(II)
k
)
2
)
,
p(III) = sin
(
θ(P,Z
(III)
k
)
2
)
.
Then we combine Lemma 2.6 with (54) to obtain
δ(P,Z
(I)
k ) = 2h
(I)
k p
(I) =
√
2z
(I)
k p
(I)
z
(II)
k z
(III)
k
.
Likewise, we have
δ(P,Z
(II)
k ) =
√
2z
(II)
k p
(II)
z
(III)
k z
(I)
k
and δ(P,Z
(III)
k ) =
√
2z
(III)
k p
(III)
z
(I)
k z
(II)
k
.
Hence,
(55) min
(∗)=(I),(II),(III)
{
δ(P,Z
(∗)
k )√
2
}
= min
{
z
(I)
k p
(I)
z
(II)
k z
(III)
k
,
z
(II)
k p
(II)
z
(III)
k z
(I)
k
,
z
(III)
k p
(III)
z
(I)
k z
(II)
k
}
.
Recall that Z
(∗)
k → P as k → ∞. Choose k to be arbitrarily large. Then
we see from (53) that z
(∗)
k is arbitrarily small. Furthermore, the spherical triangle
C(d1, . . . , dk) together with P becomes arbitrarily close to a planar triangle△ABC
with side lengths a = z
(I)
k , b = z
(II)
k , c = z
(III)
k together with an interior point D,
so that α, β, γ are arbitrarily close to p(I), p(II), p(III), respectively. We combine
Lemma 6.1 and (55) to obtain that
(56) δ(P ) = lim inf
h→∞
δ(P ;Z) ≤ lim inf
k→∞
min
(∗)=(I),(II),(III)
{
δ(P ;Z
(∗)
k )
}
≤
√
2
3
.
This establishes the inequality in Theorem 1.4.
To complete the proof of Theorem 1.4, we need to find δ(P ) for P = ( 1√
3
, 1√
3
, 1√
3
).
A straightforward calculation shows that P = [7∞]O and that the vectors
v1 =


1√
3
1√
3
1√
3
1

 , v2 =


− 1√
3
− 1√
3
− 1√
3
1

 , v3 =


1
−1
0
0

 , v4 =


1√
2
1√
2
−√2
0

 ,
are eigenvectors of M7 associated to the eigenvalues
λ1 = 2 +
√
3, λ2 = λ
−1
1 = 2−
√
3, λ3 = −1, λ4 = −1.
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Moreover,
(57) [〈vi,vj〉]i,j=1,...,4 =


0 −2 0 0
−2 0 0 0
0 0 2 0
0 0 0 3

 .
Pick any rational point Z = (a
h
, b
h
, c
h
) in O and express z = (a, b, c, h) as a linear
combination of v1,v2,v3,v4:
(58) z = l1v1 + l2v2 + l3v3 + l4v4.
From (57), we obtain
l1 =
〈z,v2〉
〈v1,v2〉 = −
〈z,v2〉
2
,
l2 =
〈z,v1〉
〈v1,v2〉 = −
〈z,v1〉
2
,
l3 =
〈z,v3〉
〈v3,v3〉 =
〈z,v3〉
2
,
l4 =
〈z,v4〉
〈v4,v4〉 =
〈z,v4〉
3
.
Notice that the x4-coordinates of v3 and v4 are both zero. So, (58) gives
h = −〈z,v2〉
2
− 〈z,v1〉
2
.
We apply Proposition 2.5 with ξ = v1 to deduce
δ2(P ;Z) = −2h〈v1, z〉 = (〈z,v2〉+ 〈z,v1〉)〈v1, z〉) ≥ 〈v1, z〉〈v2, z〉.
On the other hand,
〈v1, z〉〈v2, z〉 = h2 − (a+ b+ c)
2
3
=
2
3
(
(a− b)2 + (b− c)2 + (c− a)2)
≥ 2
3
.
This shows that δ(P ;Z) ≥
√
2/3. Combine this with (56) to obtain δ(P ) =
√
2/3.
This completes the proof of Theorem 1.4.
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