XIN ZHANG, MIT, USA ARMANDO SOLAR-LEZAMA, MIT, USA As machine learning systems are increasingly used to make real world legal and financial decisions, it is of paramount importance that we develop algorithms to verify that these systems do not discriminate against minorities. We design a scalable algorithm for verifying fairness specifications. Our algorithm obtains strong correctness guarantees based on adaptive concentration inequalities; such inequalities enable our algorithm to adaptively take samples until it has enough data to make a decision. We implement our algorithm in a tool called VeriFair, and show that it scales to large machine learning models, including a deep recurrent neural network that is more than five orders of magnitude larger than the largest previously-verified neural network. While our technique only gives probabilistic guarantees due to the use of random samples, we show that we can choose the probability of error to be extremely small.
INTRODUCTION
Machine learning is increasingly being used to inform sensitive decisions, including legal decisions such as whether to offer bail to a defendant [Lakkaraju et al. 2017] , and financial decisions such as whether to give a loan to an applicant [Hardt et al. 2016] . In these settings, for both ethical and legal reasons, it is of paramount importance that decisions are made fairly and without discrimination [Barocas and Selbst 2016; Zarsky 2014] . Indeed, one of the motivations for introducing machine learning in these settings is the expectation that machines would not be subject to the same implicit biases that may affect human decision makers. However, designing machine learning models that satisfy fairness criterion has proven to be quite challenging, since these models have a tendency to internalize biases present in the data. Even if sensitive features such as race and gender are withheld from the model, it often internally reconstructs sensitive features.
Our goal is to verify whether a given fairness specification holds for a given machine learning model, focusing on specifications that have been proposed in the machine learning literature. In particular, our goal is not to devise new specifications. There has been previous work on trying to verify probabilistic specifications [Gehr et al. 2016; Sampson et al. 2014; Sankaranarayanan et al. 2013] , including work specifically targeting fairness [Albarghouthi et al. 2017] . Approaches based on symbolic integration [Gehr et al. 2016 ] and numerical integration [Albarghouthi et al. 2017 ] have been proposed. However, these approaches can be extremely slowÐindeed, previous work using numerical integration to verify fairness properties only scales to neural networks with a single hidden layer containing just three hidden units [Albarghouthi et al. 2017] , whereas state-of-the-art neural networks can have dozens of layers and millions of hidden units. There has also been prior work aiming to verify probabilistic specifications using approximate techniques such as belief propagation and sampling [Sampson et al. 2014] . While these techniques are much more scalable, they typically cannot give soundness guarantees; thus, they can be useful for bug-finding, but are not suitable for verifying fairness properties, where the ability to guarantee the fairness of a given model is very important.
Our approach is to do probabilistic verification by leveraging sampling, using concentration inequalities to provide strong soundness guarantees. 1 In particular, we provide guarantees of the form:
whereŶ is the response provided by our algorithm (i.e., whether the specification holds for the given model), and Y is the true answer. To enable such guarantees, we rely on adaptive concentration inequalities [Zhao et al. 2016] , which are concentration inequalities where our verification algorithm can improve its estimateŶ of Y until Eq. 1 holds. We prove that our verification algorithm is both sound and precise in this high-probability sense. While in principle the probabilistic guarantee expressed by the formula is weaker than a traditional soundness guarantee, we show that our approach allows us to efficiently prove the above property with ∆ very close to zero. For example, in our evaluation on a deep neural network, we take ∆ = 10 −10 , meaning there is only a 10 −10 probability that a program that our algorithm verifies to be fair is actually unfair. In contrast, the probability of winning the October 2018 Powerball was about 3 times higher (roughly 3 × 10 −9 ) [Picchi 2019 ]. To the best of our knowledge, our work is the first to use adaptive concentration inequalities to design a probabilistically sound and precise verification algorithm.
Furthermore, while our algorithm is incomplete and can fail to terminate on certain problem instances, we show that nontermination can only occur under an unlikely condition. Intuitively, nontermination can happen in cases where a specification łjust barely holdsžÐi.e., for a random variable X , we want to show that E[X ] ≥ 0, but E[X ] = 0. Then, the error in our estimate of E[X ] will never be small enough to determine whether E[X ] ≥ 0 holds. Except in these cases, we prove that our algorithm terminates in finite time with probability 1.
We implement our algorithm in a tool called VeriFair, which can be used to verify fairness properties of programs. 2 In particular, we compare VeriFair to the state-of-the-art fairness verification tool FairSqare [Albarghouthi et al. 2017] ; our tool outperforms theirs on each of the 12 largest problem instances in their benchmark. Furthermore, the FairSqare benchmarks are implemented in Python; compiling their problem instances to native code can yield more than a 200× increase in the performance of VeriFair (in contrast, the running time of their tool is not increased this way, since they use symbolic techniques). Finally, we evaluate VeriFair on a much larger benchmark: we study a deep neural network used to classify human-drawn sketches of various objects [Google 2018; Ha and Eck 2017] . Our benchmark consists of neural networks with about 16 million parameters, which is more than 5 orders of magnitude larger than the largest neural network in the FairSqare benchmark, which has 37 parameters. On this benchmark, Fig. 1 . Left: A classifier f job : R 2 → {true, false} for deciding whether to offer a job to a candidate (adapted from [Albarghouthi et al. 2017] ). This classifier takes as input two featuresÐthe candidate's college ranking (col_rank), and the candidate's years of work experience (years_exp). Right: A population model P job over the features is_male, col_rank, and years_exp of job candidates. Note that a candidate's years of work experience is affected by their gender.
VeriFair terminates in just 697 seconds (with probability of error ∆ = 10 −10 ). This result shows that VeriFair can scale to large image classification tasks, for which fairness is often an important propertyÐfor example, login systems based on face recognition have been shown to make more mistakes detecting minority users than detecting majority users [Simon 2009 ]. In summary, our contributions are
• We propose an algorithm for verifying fairness properties of machine learning models based on adaptive concentration inequalities (Section 4). • We prove that our algorithm is sound and precise in a high-probability sense, and guarantee termination except in certain pathelogical casesÐmost importantly, fairness does not łjust barelyž hold (Section 5). • We implement our algorithm in a tool called VeriFair. We show that VeriFair substantially outperforms the state-of-the-art fairness verifier FairSqare, and can furthermore scale to problem instances more than 10 6 × larger than FairSqare (Section 6).
MOTIVATING EXAMPLE
Consider the simple classifier f job shown on the left-hand side of Figure 1 (adapted from [Albarghouthi et al. 2017] ). This classifier predicts whether a given candidate should be offered a job based on two features: the ranking of the college they attended and their number of years of work experience. For both legal and ethical reasons, we may want to ensure that f job does not discriminate against minorities. There are a number of ways to formalize nondiscrimination. In this section, we show how our techniques can be applied to checking a fairness specification called demographic parity [Calders et al. 2009 ]; we discuss additional fairness specifications of interest in Section 3.2. Demographic parity is based on legal guideline for avoiding hiring discrimination is the ł80% rulež [Biddle 2006 ]. This rule says that the rate at which minority candidates are offered jobs should be at least 80% of the rate at which majority candidates are offered jobs:
Then, f job satisfies demographic parity if Y job = true.
Note that the demographic parity specification assumes given a distribution P of features for job candidates, which we call a population model [Albarghouthi et al. 2017] , since µ male and µ female are conditional expectations over this distribution. In general, a population model is specified as a probabilistic program that takes no inputs, and returns the features (i.e., college ranking and years of work experience) for a randomly sampled member of that population. For example, on the right-hand side of Figure 1 , we show a population model P job over job candidates. We refer to P job | gender = male as the majority subpopulation, and P job | gender = female as the minority subpopulation. In this example, male candidates have more years of experience on average than female candidates, but they have the same college ranking on average. We discuss how population models can be obtained in Section 7.
Given classifier f job , demographic parity specification Y job with population model P job , and a desired confidence level ∆ ∈ R + , the goal of our verification algorithm is to check whether Y job holds. In particular, our algorithm estimates the fairness of f by iteratively sampling random values V a,1 , ..., V a,n ∼ P job | gender = a for each a ∈ {male, female}, and then using these samples to estimate µ male and µ female :
Then, our algorithm usesμ male andμ female to estimate Y job :
Note thatŶ job is easy to compute; the difficulty is bounding the probability of error, namely, γ = Pr[Ŷ job Y job ] ∈ R + . In particular, our estimatesμ male andμ female may have errors; thus,Ŷ job may differ from the true value Y job . It is well known that γ → 0 as the number of samples n goes to infinity; thus, while we can never guarantee that fairness holds, we can do so with arbitrarily high confidence. In particular, for any ∆ ∈ R + , our algorithm returnsŶ job satisfying
The key challenge is establishing finite sample bounds on γ , and furthermore, doing so in an adaptive way so it can collect as much data as needed to ensure that Eq. 2 holds (i.e., γ ≤ ∆). In particular, there are two key techniques our algorithm uses to establish Eq. 2. First, our algorithm uses an adaptive concentration inequality (from [Zhao et al. 2016] ) to establish lemmas on the error of the estimatesμ male andμ female , e.g., 
We describe how our algorithm does so in Section 4.3. Finally, our algorithm terminates once γ ≤ ∆, at which point we guarantee that the estimateŶ job satisfies Eq. 2, i.e., our algorithm accurately outputs whether fairness holds with high probability. In particular, our algorithm is sound and precise in a probabilistic sense. Furthermore, our algorithm terminates with probability 1 unless the problem instance is pathelogical in one of two ways: (i) µ male = 0 (so Y job contains a division by zero), or (ii) fairness łjust barelyž holds, i.e., µ female µ male = 0.8. In our evaluation, we show that even for ∆ = 10 −10 , our algorithm terminates quickly on a deep neural network benchmarkÐi.e., we can feasibly require that our algorithm make a mistake with probability at most 10 −10 .
PROBLEM FORMULATION
We formalize the fairness properties that our algorithm can verify; our formulation is based on previous work [Albarghouthi et al. 2017 ].
Verification Algorithm Inputs
Classification program. Our goal is to verify fairness properties for a deterministic program f : V → {0, 1} that maps given members of a population V (e.g., job applicants) to a single binary output r ∈ R = {0, 1} (e.g., whether to offer the applicant a job). For example, f may be a machine learning classifier such as a neural network. Note that f may use parameters learned from training data; in this case, our verification algorithm operates on the output of the training algorithm. Our verification algorithm only requires blackbox access to f , i.e., for any chosen input v ∈ V, it can execute f on v to obtain the corresponding output r = f (v).
Population model. We assume we are given a probability distribution P V over V, which we refer to as the population model, encoded as a probabilistic program that takes no inputs and construct a random member V ∼ P V of the population. Furthermore, we assume that our algorithm can sample conditional distributions P V | C, for some logical predicate C over V (i.e., C : V → {true, false}). For example, assuming V is discrete, our algorithm can do so using rejection samplingÐwe randomly sample V ∼ P V until C(V ) = true, and return this V . The predicate C is dependent on the fairness property that we are trying to prove; in our evaluation, we show that for the fairness properties that we study, the necessary predicates have sufficiently large support that rejection sampling is reasonably efficient.
Specification language. The syntax and semantics of the specifications that we aim to verify are shown in Figure 2 . The start symbol of the grammar is S. In this grammar, the symbol µ Z (where Z is a Bernoulli random variable) represents the expected value of Z , and c ∈ R is a numerical constant. The remainder of this grammar enables us to construct arithmetic expressions of the expectated values µ Z and the constants c. Intuitively, this specification language enables us to encode arithmetic relationships between various conditional expectations that should hold. The advantage of introducing a specification language is that we can flexibly verify a wide range of fairness specifications in the same framework. As we show in Section 3.2, a number of fairness specifications that have been proposed in the literature can be expressed in our specification language.
Fairness Specifications
Next, we describe how three fairness specifications from the machine learning literature can be formalized in our specification language; the best fairness specification to use is often context specific. We discuss additional specifications that can be represented in our language in Section 7. We first establish some notation. For any probability distribution P Z over a space Z with corresponding random variable Z ∼ P Z , we let
Demographic parity. Intuitively, our first property says that minority members should be classified as f (V ) = 1 at approximately the same rate as majority candidates [Calders et al. 2009 ].
be conditional random variables for members of the majority and minority subpopulations, respectively. Let R maj = f (V maj ) and R min = f (V min ) be the Bernoulli random variables denoting whether the classifier f offers a favorable outcome to a member of the majority and minority subpopulation, respectively. Given c ∈ [0, 1], the demographic parity property is
In our example of hiring, the majority subpopulation is P job | gender = male, the minority subpopulation is P job | gender = female, and the classifier f job : R 2 → {0, 1} determines whether a candidate with the given years of experience and college rank is offered a job. Then, demographic parity says that for every male candidate offered a job, at least 1 − c female candidates should be offered a job.
Equal opportunity. Intuitively, our second property says that qualified members of the minority subpopulation should be classified as f (V ) = 1 at roughly the same rate as qualified members of the majority subpopulation [Hardt et al. 2016] .
Definition 3.2. Let q ∈ Q = {qual, unqual} indicate whether the candidate is qualified, and let
be conditional random variables over V representing qualified members of the majority and minority subpopulations, respectively. Let R maj = f (V maj ) and R min = f (V min ) denote whether candidates V maj and V min are offered jobs according to f , respectively. Then, the equal opportunity property is
Continuing our example, this property says that for every job offered to a qualified male candidate, at least 1 − c qualified female candidates should be offered a job as well.
Path-specific causal fairness. Intuitively, our third property says that the outcome (e.g., job offer) should not depend directly on a sensitive variable (e.g., gender), but may depend indirectly on the sensitive covariate through other mediator covariates deemed directly relevant to predicting job performance (e.g., college degree) [Nabi and Shpitser 2018] . For simplicity, we assume that the mediator covariate M = {0, 1} is binary, that we are given a distribution P M over M, and that the classifier f : V × M → {0, 1} is extended to be a function of M.
be how a member of the majority subpopulation is classified by f , and let
be how a member of the minority subpopulation is classified by f , except that their mediator covariate M is drawn as if they were a member of the majority subpopulation. Given c ∈ [0, 1], the path-specific causal fairness property is
The key insight in this specification is how we sample the mediator variable M min for a member V min of the minority population. In particular, we sample M min conditioned on the characteristics V min , except that we change the sensitive attribute to A = maj instead of A = min. Intuitively, M min is the value of the mediator variable if V min were instead a member of the majority population, but everything else about them stays the same. In our example, suppose that we have a mediator covariate college (either yes or no) and a non-mediator covariate years_exp. Then, the path-specific causal fairness property says that a female candidate should be given a job offer with similar probability as a male candidateÐexcept she went to college as if she were a male candidate (but everything else about herÐi.e., her years of job experienceÐstays the same). Thus, this specification measures the effect of gender on job offer, but ignoring the effect of gender on whether they went to college.
Algorithm 1 Algorithm for verifying the given specification Y ∈ L(S). The quantity ε(δ Z , n) is defined in Eq. 10. The rules for checking Γ ⊢ Y : (I , γ ), for I ∈ {true, false}, are shown in Figure 3 .
The intuition behind our algorithm is that for a Bernoulli random variable Z with distribution P Z , we can use a fixed number of random samples Z 1 , ..., Z n ∼ P Z to estimate µ Z :
Note that no matter how many samples we take, there may always be some error ε between our estimateμ Z and the true expected value µ Z . Our algorithm uses adaptive concentration inequalities to prove high-probability bounds on this error. Then, it uses these bounds to establish highprobability bounds on the output of our algorithmÐi.e., whether the fairness specification holds. We describe each of these components in more detail in the remainder of this section.
Adaptive concentration inequalities. We can use concentration inequalities to establish highprobability bounds on the error |μ Z − µ Z | of our estimateμ Z of µ Z of the form
Note that the probability is taken over the (independent) random samples Z 1 , ..., Z n ∼ P Z used in the estimateμ Z ; when there is no ambiguity, we omit this notation. Our algorithm uses adaptive concentration inequalities to establish bounds of the form Eq. 5. In particular, they enable the algorithm to continue to take samples to improve its estimateμ Z . Once our algorithm terminates, the adaptive concentration inequality guarantees that a bound of the form Eq. 5 holds (for a given δ ∈ R + ; then, ε is a function of δ specified by the inequality). We describe the adaptive concentration inequalities we use in Section 4.2.
Concentration for expressions. Next, consider an expression X ∈ L(T ). We can use substitutê µ Z for µ Z in X to obtain an estimate E for X . Then, given that Eq. 5 holds, we show how to derive high-probability bounds of the form
We use the notation X : (E, ε, δ ) to denote that Eq. 6 holds; we call this relationship a lemma.
Similarly, for Y ∈ L(S), we can substituteμ Z for µ Z in Y to obtain an estimate I for Y , and derive high-probability bounds of the form
Unlike Eq. 6, we can establish that I exactly equals Y with high probability; this difference arises because Y ∈ {true, false} are discrete values, whereas X ∈ R are continuous values. We describe inference rules used to derive these lemmas X : (E, ε, δ ) and Y : (I, γ ) in Section 4.3.
Verification algorithm. Given a classifier f : V → {0, 1}, a population model P V , a specification Y ∈ L(S), and a confidence level ∆ ∈ R + , our goal is determine whether Y is true with probability at least 1 − ∆. For simplicity, we assume that Y only has a single subexpression of the form µ Z (where Z is a Bernoulli random variable with distribution P Z ); it is straightforward to generalize to the case where Y contains multiple such subexpressions. At a high level, our algorithm iteratively computes more and more accurate estimatesμ Z of µ Z untilμ Z is sufficiently accurate such that it can be used to compute an estimate I of Y satisfying Eq. 7. In particular, on the nth iteration, our algorithm performs these steps:
(1) Draw a random sample Z n ∼ P Z , and update its estimateμ Z of µ Z according to Eq. 4.
(2) Establish a lemma µ Z : (μ Z , ε Z , δ Z ) using the adaptive concentration inequality (for a chosen value of δ Z ).
(3) Use the inferences rules to derive a lemma Y : (I , γ ) from the lemma in the previous step. (4) Terminate if γ ≤ ∆; otherwise, continue. The full algorithm is shown in Algorithm 1. In the body of the algorithm, s is a running sum of the n samples Z 1 , ..., Z n ∼ P Z taken so far, soμ Z = s n . The variables δ Z and ε Z come from our adaptive concentration inequality, described in Section 4.2. Furthermore, δ Z is chosen to be sufficiently small such that we can compute an estimate I of Y with the desired confidence level ∆, as we describe in Section 4.4.
Adaptive Concentration Inequalities
Concentration inequalities can be used to establish bounds of the form Eq. 5. For example, Hoeffding's inequality says Eq. 5 holds for δ = 2e −2nε 2 (equivalently, ε = 1 2n log 2 δ ) [Hoeffding 1963] :
Then, for any ε, δ ∈ R + , we can establish Eq. 5 by taking n sufficiently largeÐin particular, because 2e −2nε 2 → 0 as n → ∞, so for sufficiently large n, we have δ ≤ 2e −2nε 2 . A priori, we cannot know how large n must be, since we do not know how small ε must be for us to be able to prove or disprove the fairness specification. For example, for a specification of form Y ≡ (µ Z ≥ d), if µ Z is very close to d, then we need ε to be very small to ensure that our estimatê µ Z is close to µ Z . For example, consider the two conditions
If C 0 holds, then together with the fact that |μ Z − µ Z | ≤ ε, we can conclude that
Similarly, if C 1 holds, then we can conlude that
However, a prior, we do not knowμ Z , so we cannot directly use these conditions to determine how small to take ε. Instead, our algorithm iteratively samples more and more points so ε becomes smaller and smaller (for fixed δ ) until one of the two conditions C 0 and C 1 in Eq. 9 holds.
To implement this strategy, we have to account for multiple hypothesis testing. In particular, we need to establish a series of bounds for the estimatesμ (0) Z ,μ (1) Z , ... of µ Z on successive iterations of our algorithm. For simplicitly, suppose that we apply Eq. 8 to two estimatesμ (0)
The problem is that while we have established that each of the two events |μ (0) Z − µ Z | ≤ ε and |μ (1) Z − µ Z | ≤ ε occur with high probability 1 − δ , we need for both of these events to hold with high probability. One way we can do so is to take a union bound, in which case we get
Rather than building off of Hoeffding's inequality, our algorithm uses adaptive concentration inequalities, which naturally account for multiple hypothesis testing. In particular, they enable our algorithm to continue to take samples to improve its estimateμ Z . Upon termination, our algorithm has obtained J samples Z i ∼ P Z . Note that J is a random variable, since it depends on the previously taken samples Z i , which our algorithm uses to decide when to terminate. Then, an adaptive concentration inequality guarantees that a bound of the form Eq. 5 holds, where J is substituted for n and ε is specified by the bound. In particular, we use the following adaptive concentration inequality based on [Zhao et al. 2016] .
let J be a random variable on N ∪ {∞} such that Pr[J < ∞] = 1, and let ε(δ, n) = 3 5 · log(log 11/10 n + 1) + 5 9 · log(24/δ ) n .
Then, given any δ ∈ R + , we have
We give a proof in Appendix A.1.
Concentration for Specifications
Now, we describe how our algorithm derives estimates E for X (where X ∈ L(T )) and estimates I for Y (where Y ∈ L(S)), as well as high-probability bounds on these estimates. We use the notation X : (E, ε, δ ) to denote that E ∈ R is an estimate for X with corresponding high-probability bound where ε, δ ∈ R + . We call Eq. 11 a lemma. Similarly, we use the notation Y : (I , γ ) to denote that I ∈ {true, false} is an estimate of Y with corresponding high-probability bound
where γ ∈ R + . Then, let Γ = {µ Z : (μ Z , ε, δ )} be an environment of lemmas for the subexpressions µ Z . In Figure 3 , we show the inference rules that our algorithm uses to derive lemmas for expressions X ∈ L(T ) and Y ∈ L(S) given Γ. The rules for expectations µ Z and constants c are straightforward. Next, consider the rule for sumsÐits premise is
By a union bound, the events |E − X | ≤ ε and |E ′ − X ′ | ≤ ε ′ hold with probability at least 1 − (δ + δ ′ ), so
, which is exactly the conclusion of the rule for sums. The rules for products, inverses, and if-then-else statements hold using similar arguments; the only subtlety is that for inverses, a constraint |E| > ε in the premise of the rule is needed to ensure that that X 0 with probability at least 1 − δ . The rules for conjunctions, disjunctions, and negations also follow using similar arguments. There are two rules for inequalities X ≥ 0Ðone for the case where the inequality evaluates to true, and one for the case where it evaluates to false. Note that at most one rule may apply (but it may be the case that neither rule applies). We describe the rule for the former case; the rule for the latter case is similar.
Note that the inequality evaluates to true as long as X ≥ 0. Thus, suppose that E is an estimate of X satisfying the premise of the rule, i.e.,
is the specification to be verified and δ ∈ R + is the desired confidence.
Rearranging the inequality E − X ≤ ε gives
Thus, X ≥ 0 = true with probability at least 1 − δ (since the original inequality holds with probability at least 1 − δ ). In other words, we can conclude that X ≥ 0 : (true, δ ), which is exactly the conclusion of the rule for the inequality evaluating to true. In summary, we have:
Theorem 4.2. The inference rules in Figure 3 are sound.
We give a proof in Appendix A.2. As an example, we describe how to apply the inference rules to infer whether the demographic parity specification Y parity holds. Recall that this specification is a function of the Bernoulli random variables R maj and R min . Suppose that
and that |E maj | > ε maj . Let
Now, if E parity − ε parity ≥ 0, then Y parity : (true, δ maj + δ min ), and if E parity + ε parity < 0, then Y parity : (false, δ maj + δ min ).
Choosing δ Z
To ensure that Algorithm 1 terminates, we have to ensure that for any given problem instance, we eventually either prove or disprove the given specification Y . 3 More precisely, as n → ∞ (where n is the number of samples taken so far), we must derive Γ ⊢ Y : (I , γ ) for some γ ≤ ∆ (where ∆ is the given confidence level) and I ∈ {true, false}, with probability 1. In particular, the value γ depends on the environment Γ = {µ Z : (s/n, ε Z , δ Z )}. In Γ, our algorithm can choose the value δ Z ∈ R + (which determines ε Z = ε(δ Z , n) via Eq. 10). Thus, to ensure termination, we have to choose δ Z so that we eventually derive Y : (I, γ ) such that γ ≤ ∆.
In fact, γ is a simple function of δ Z Ðeach inference rule in Figure 3 adds the values of δ (or γ ) for each subexpression of the current expression, so γ equals the sum of the values of δ for each leaf in the syntax tree of Y . Since we have assumed there is a single Bernoulli random variable Z , each leaf in the syntax tree has either δ = δ Z (for leaves labeled µ Z ) or δ = 0 (for leaves labeled c ∈ R). Thus, γ has the form γ = m · δ Z for some m ∈ N. The rules in Figure 4 compute this value m = Y δ Ðthe base cases are µ Z δ = 1 and c δ = 0, and the remaining rules add together the values of m for each subexpression of the current expression.
As a consequence, for any ∆ ∈ R + , we can derive Y : (I , γ ) with γ ≤ ∆ from Γ by choosing δ Z = ∆/m. Theorem 4.3. Let (P Z , Y ) be a well-defined problem instance, and let ∆ ∈ R + be arbitrary. Let δ Z = ∆/ Y δ , and let
be the lemma established on the nth iteration of Algorithm 1 (i.e., using n random samples Z ∼ P Z ). Then, for any δ 0 ∈ R + , there exists n 0 ∈ N such that for all n ≥ n 0 , we have
where γ ≤ ∆ with probability at least 1 − δ 0 .
We give a proof in Appendix A.3. Note that the probability is taken over the n random samples Z ∼ P Z used to construct E (n) . Also, note that the success of the inference is in a high-probability, asymptotic senseÐthis approach is necessary since adversarial sequences of random samples Z ∼ P Z may cause nontermination, but the probability of such adversarial samples becomes arbitrarily small as n → ∞. Finally, we have focused on the case where there is a single Bernoulli random variable µ Z . In the general case, we use the same δ Z = ∆/ Y δ for each Bernoulli random variable Z ; Theorem 4.3 follows with exactly the same reasoning.
Continuing our example, we describe how δ R maj and δ R min are computed for Y parity . In particular, the inference rules in Figure 4 give Y parity δ = 2, so it suffices to choose
Recall from Section 4.3 that we actually have γ = δ R maj + δ R min , so this choice indeed suffices to ensure that γ ≤ ∆.
THEORETICAL GUARANTEES
We prove that Algorithm 1 terminates with probability 1 as long as the given problem instance satisfies a technical condition. Futhermore, we prove that Algorithm 1 is sound and precise in a probabilistic sense.
Termination
Algorithm 1 terminates as long as it the given problem instance satisfies the following condition:
Definition 5.1. Given a problem instance consisting of an expression W ∈ L(T ) ∪ L(S) together with a distribution P Z for each µ Z occuring in W , we say the problem instance is well-defined if its subexpressions are well-defined. If W ≡ (X ≥ 0) or W ≡ X −1 , we furthermore require that X 0.
If Y contains a subexpression X −1 such that X = 0, then X −1 is infinite. As a consequence, Algorithm 1 fails to terminate since it cannot estimate of X −1 to any finite confidence level. Next, the constraint on subexpressions of the form X ≥ 0 is due to the nature of our problem formulation. In particular, consider an expression X ≥ 0, where X = 0. In our setting, we cannot compute µ Z exactly since we are treating the Bernoulli random variables Z , ... as blackboxes. Therefore, we also cannot compute X exactly (assuming it contains subexpressions of the form µ Z ). Thus, we can never determine with certainty whether X ≥ 0.
Theorem 5.2. Given a well-defined problem instance, Algorithm 1 terminates with probability 1, i.e., where n is the number of samples taken so far.
The proof of this thoerem is somewhat subtle. In particular, our algorithm only terminates if we can prove thatμ (n) Z → µ Z as n → ∞, whereμ (n) Z is the estimate of µ Z established on the nth iteration. However, we cannot use our adaptive concentration inequality in Theorem 4.1 to prove this guarantee, since our adaptive concentration inequality assumes that our algorithm terminates with probability 1. Thus, we have to directly prove that our estimates converge, and then use this fact to prove that our algorithm terminates. We give a full proof in Appendix A.4.
The restriction to well-defined properties is not majorÐfor typical problem instances, having X = 0 hold exactly is very unlikely. Furthermore, this restriction to well-defined problem instances is implicitly assumed by current state-of-the-art systems, including FairSqare [Albarghouthi et al. 2017 ]. In particular, it is a necessary restriction for any system that does not exactly evaluate the expectations µ Z . For example, FairSqare relies on a technique similar to numerical integration, and can only obtain estimates µ Z ∈ [E − ε, E + ε]; therefore, it will fail to terminate given an ill-defined problem instance.
Probabilistic Soundness and Precision
Let Y ∈ L(S) be a specification, and consider a verification algorithm tasked with computing Y . Typically, the algorithm is sound if it only returns true when Y = true, and it is precise if it only returns false when Y = false. However, because our algorithm uses random samples to evaluate Y , it cannot guarantee soundness or precisionÐe.g., adversarial sequences of samples can cause the algorithm to fail. Instead, we need probabilistic notions of soundness and precision.
Definition 5.3. Let ∆ ∈ R + . We say a verification algorithm is ∆-sound if it returns true only if
where the probability is taken over the random samples drawn by the algorithm. Furthermore, if the algorithm takes ∆ as a parameter, and is ∆-sound for any given ∆ ∈ R + , then we say that the algorithm is probabilistically sound.
Definition 5.4. Let ∆ ∈ R + . We say a verification algorithm is ∆-precise if it returns false only if
where the probability is taken over the random samples drawn by the algorithm. Furthermore, if the algorithm takes ∆ as a parameter, and is ∆-precise for any given ∆ ∈ R + , then we say that the algorithm is probabilistically precise.
Theorem 5.5. Algorithm 1 is probabilistically sound and probabilistically precise.
We give a proof in Appendix A.5. For ill-defined problem instances, Algorithm 1 may fail to terminate, but nontermination is allowed by probabilistic soundness and precision.
EVALUATION
We have implemented our algorithm a tool called VeriFair, which we evaluate on two benchmarks. First, we compare to FairSqare on their benchmark, where the goal is to verify whether demographic parity holds [Albarghouthi et al. 2017] . In particular, we show that VeriFair scales substantially better than FairSqare on every large problem instance in their benchmark (with ∆ = 10 −10 ). However, the FairSqare benchmark fails to truly demonstrate the scalability of VeriFair. In particular, it exclusively contains tiny classifiersÐe.g., the largest neural network in their benchmark has a single hidden layer with just two hidden units. This tiny example already causes FairSqare to time out. Indeed, the scalability of FairSqare depends on the complexity the internal structure of the classifier and population model, whereas the scalability of VeriFair only depends on the time it takes to execute these models.
Thus, for our second benchmark, we use a state-of-the-art deep recurrent neural network (RNN) designed to classify sketches [Google 2018 ], together with a state-of-the-art deep generative model for randomly sampling sketches similar to those produced by humans [Ha and Eck 2017] . Together, these two deep neural networks have more than 16 million parameters, which is 5 orders of magnitude larger than the largest neural network in the FairSqare benchmark. We show that VeriFair scales to this benchmark, and furthermore study how its scalability depends on various hyperparameters. In fact, FairSqare cannot even be applied to this benchmark, since FairSqare can only be applied to straight line programs but the RNN computation involves a possibly unbounded loop operation.
FairSquare Benchmark
We begin by comparing our tool, VeriFair, to FairSqare, a state-of-the-art fairness verification tool. The results on this benchmark were run on a machine with a 2.2GHz Intel Xeon CPU with 20 cores and 128 GB of memory.
Benchmark. The FairSqare benchmark contains 39 problem instances. Each problem instance consists of a classifier f : V → {0, 1}, where V = R d with d ∈ [1, 6], together with a population model encoding a distribution P V over V. The classifiers include decision trees with up to 44 nodes, SVMs, and neural networks with up to 2 hidden units. The population models include one where the features are assumed to be independent and two Bayes net models. The goal is to check whether demographic parity holds, taking c = 0.15 in Definition 3.1. We run VeriFair using ∆ = 10 −10 (i.e., the probability of an incorrect response is at most 10 −10 ). [Albarghouthi et al. 2017] . For each problem instance (i.e., a classifier and population model), we show the total number of lines of code (LOC), the response of each tool, the running time of each tool (in seconds, timed out after 900 seconds), the ratio of the running time of VeriFair to that of FairSquare (lower is better), and for the rejection sampling strategy used by VeriFair, the number of accepted samples, total samples, and the acceptance rate. In the ratio of running times, we conservatively assume FairSquare takes 900 seconds to run if it times out; this ratio sometimes equals 0 due to rounding error. In theory, FairSqare provides stronger guarantees than VeriFair, since FairSqare never responds incorrectly. Intuitively, the guarantees provided by FairSqare are analogous to using VeriFair with ∆ = 0. However, as we discuss below, because we have taken the parameters to be so small, they have essentially no effect on the outputs of VeriFair. Also, the population models in the FairSqare benchmark often involve conditional probabilities. There are many ways to sample such a probability distribution. We use the simplest technique, i.e., rejection sampling; we discuss the performance implications below. Finally, the problem instances in the FairSqare benchmark are implemented as Python programs. While we report results using the original Python implementations, below we discuss how compiling the benchmarks can substantially speed up execution.
Results. For both tools, we set a timeout of 900 seconds. We give a detailed results in Table 1 . For each problem instance, we show the running times of VeriFair and FairSqare, as well as the ratio running time of VeriFair running time of FairSqare ,
where we conservatively assume that FairSqare runs in 900 seconds for problem instances in which it times out. We also show the number of lines of code and some statistics about the rejection sampling approach we use to sample the population models.
VeriFair outperforms FairSqare on 30 of the 39 problem instances. More importantly, VeriFair scales much better to large problem instancesÐwhereas FairSqare times out on 4 problem instances, VeriFair terminates on all 39 in within 200 seconds. In particular, while FairSqare relies on numerical integration that may scale exponentially in the problem size, VeriFair relies on sampling, which linearly in the time required to execute the population model and classifier.
In Figure 5 (a), we show results for 12 of the largest problem instances. In particular, we include the largest two each of decision tree, SVM, and neural network classifiers, using each of the two Bayes net population models. As can be seen, VeriFair runs faster than FairSqare on all of the problem instances, and more than twice as fast in all but one.
Similarly, in Figure 5 (b) , we plot the cumulative running time of each tool across all 39 problem instances. For this plot, we sort the problem instances from smallest to largest based on number of lines of code. Then, the plot shows the cumulative running time of the first i problem instances, as a function of i. As before, we conservatively assume that FairSqare terminates in 900 seconds when it times out. As can be seen, VeriFair scales significantly better than FairSqareÐVeriFair becomes faster than FairSqare after the first 9 problem instances, and substantially widens that lead as the problem instances become larger.
Compiled problem instances. The running time of VeriFair depends linearly on the time taken by a single execution of the population model and classifier. Because the benchmarks are implemented in Python, the running time can be made substantially faster if they are compiled to native code. To demonstrate this speed up, we manually implement two of the problem instances in C++:
• The decision tree with 14 nodes with the independent population model; in this problem instance, VeriFair is slowest relative to FairSqare (29.3× slower). VeriFair runs the compiled version of this model in just 0.40 seconds, which is a 301× speed up, and more than 10× faster than FairSqare. • The decision tree with 14 nodes with Bayes net 2 as the popluation model; in this problem instance, VeriFair is slowest overall (190.1 seconds) . VeriFair runs the compiled version of this model in just 0.58 seconds, which is a 327× speed up.
Note that compiling problem instances would not affect FairSqare, since it translates them to SMT formula.
Comparison of guarantees. We ran the VeriFair ten times on the benchmark; the responses were correct on all iterations. Indeed, because we have set ∆ = 10 −10 , it is extremely unlikely that the response of VeriFair is incorrect.
Rejection sampling. When the population model contains conditional probabilities, VeriFair uses rejection sampling to sample the model. The acceptance rate is always between 20-21%. This consistency is likely due to the fact that the models in the FairSqare benchmark are always modeling the same population. Thus, rejection sampling is an effective strategy for the FairSqare benchmark. Furthermore, we discuss possible alternatives to rejection sampling in Section 7.
Path-specific causal fairness. We check whether path-specific causal fairness Y causal holds for three FairSqare problem instancesÐthe largest classifier of each kind using the Bayes net 2 population model. We use the number of years of education as the mediator covariate. We use ∆ = 10 −10 . VeriFair concludes that all of the problem instances are fair. The running time for the decision tree DT 44 with 44 nodes is 2.47 seconds, for the SVM SVM 6 with d = 6 features terminates is 8.89 seconds, and for the neural network NN 3,2 with d = 3 features and 2 neurons is 0.35 seconds.
Quick Draw Benchmark
Our next benchmark consists of a deep recurrent neural network (RNN) classifier and a deep sequence-to-sequence variational autoencoder (VAE) population model [Ha and Eck 2017] . Recall that VeriFair scales linearly with the running time of the classifier and population model; therefore, VeriFair should scale to these very complex models as long as executing the model can be executed in a reasonable amount of time. In this benchmark, we use VeriFair to verify the equal opportunity property described in Definition 3.2. Finally, we study how the running time of VeriFair on this benchmark depends on various problem parameters. The results on this benchmark were run on a machine with an Intel Core i7-6700K 4GHz quad core CPU, an Nvidia GeForce GTX 745 with 4GB of GPU memory (used to run the deep neural networks), and 16GB of memory. Note that we cannot run FairSqare on this benchmark, since it can only handle straight-line models but recurrent neural networks involve a loop operation.
Benchmark. The classifier in our benchmark is an RNN f : X → {0, 1}, where x ∈ X is representation of a 256 × 256 image that is a black and white sketch drawn by a human. This image is represented as a sequence of strokes (x, y, p), where (x, y) is the displacementand p is a command (pen down, pen up, or finish drawing). Each input is a drawing of one of 345 different categories of objects, including dogs, cats, firetrucks, gardens, etc. To obtain a binary classifier, we train a classifier to predict a binary label y ∈ {0, 1} indicating whether the input image is a drawing of a dog. The neural network was trained on a dataset X ⊆ X containing 70K training examples, 2.5K cross-validation examples, and 2.5K test examples; overall, 0.3% of the training images are dogs. Its accuracy is 18.8%, which is 626× better than random. Our population model is the decoder portion of a VAE [Ha and Eck 2017] , which generates a random sequence in the form described above.
We have the country of origin for each image; we consider images from the United States to be the majority subpopulation (43.9% of training examples), and images from other countries to be the minority subpopulation. We train two population models: (i) a decoder d maj trained to generate sketches of dogs from the United States, and (ii) d min to generate sketches of dogs from other countries.
We aim to verify the equal opportunity property. Recall that this property says that the classifier f should not make mistakes (in particular, false negatives) much more frequently for members of the minority class than for members of the majority class. For example, a classifier that always responds randomly is fine, but the classifier cannot respond accurately for majority members and randomly for minority members. In the context of the Quick Draw benchmark, this fairness property says that the classifier should not perform worse for people from outside of the United States. This guarantee is important for related tasksÐe.g., classifiers for detecting skin cancer from photographs [Esteva et al. 2017 ] and login systems based on face recognition [Simon 2009 ]; for example, certain face recognition systems have been shown to have more difficulty detecting minority users than detecting majority users. As before, we use parameter c = 0.15 in the fairness specification.
Batched samples. Typical deep learning frameworks are much more efficient when they operate on batches of data. Thus, we batch the samples taken by VeriFairÐon each iteration, it samples 1000 images X maj ∼ d maj and 1000 images X min ∼ d min as a batch, and computes f (X maj ) and f (X min ) as a batch as well. As a consequence, Algorithm 1 may sample up to 999 more images than needed, but we find that execution time improves significantlyÐsampling a single image takes about 0.5 seconds, whereas sampling 1000 images takes about 30 seconds, for a speed up of about 17×.
Results. We ran VeriFair on our benchmark; using ∆ = 10 −5 , VeriFair terminates in 301 seconds and uses 14,000 samples, and using ∆ = 10 −10 , VeriFair terminated in 606 seconds and uses 28,000 samples.
Varying c. Besides the running time of the classifier f and population models d maj and d min , the most important factor affecting the running time of VeriFair is the value of the parameter c. In particular, in the specification
as the left-hand side and right-hand side of the inequality become closer together, then we need increasingly accurate estimates of µ R min and µ R maj to check whether the specification holds. Thus, VeriFair needs to take a larger number of samples to confidently determine whether Y equal holds. We ran VeriFair on with values of c near
in particular, c ∈ {0.35, 0.36, ..., 0.45} (with ∆ = 10 −5 ). In Figure 6 (a), we plot the running time of VeriFair on Quick Draw as a function of c. VeriFair terminated for all choices of c except c = 0.41, which timed out after 96 hours. For the remaining choices of c, the longest running time was c = 0.40, which terminated after 84 hours. We also show whether VeriFair concludes that the specification is true (green marker) or false (red marker)ÐVeriFair concludes that Quick Draw is fair if c > 0.41 and unfair if c ≤ 0.40.
In practice, c is unlikely to be very close to c 0 . Furthermore, approaches based on numerical integration would suffer from a similar divergence near c = c 0 , since their estimate of Y equal is subject to numerical errors that must be reduced by increasing precision, which increases running time.
Varying ∆. We study the running time of VeriFair on Quick Draw as a function of ∆, which controls the probability that VeriFair may respond incorrectly. In particular, we ran VeriFair on Quick Draw with values ∆ ∈ {10 −10 , 10 −9 , ..., 10 −1 } (with c = 0.15). In Figure 6 (b) , we plot the running time of VeriFair as a function of ∆. As expected, the running time increases as ∆ becomes smaller. Even using ∆ = 10 −10 , the running time is only about 10 minutes. In particular, VeriFair scales very well as a function of ∆Ðthe running time only increases linearly even as we decrease ∆ exponentially.
DISCUSSION
In this section, we discuss various aspects of our algorithm.
Population models.
A key input to our algorithm is the population model encoding the distribution over population members. Intuitively, population models are analogous to preconditions. Population models are required for most fairness definitions, since these definitions are typically constraints on statistical properties of the classifier for different subpopulations. Without a population model, we cannot reason about the distribution of outputs. Population models can easily be obtained by fitting a density estimation model (e.g., a GAN, Bayesian network, VAE, etc.) to the data.
An advantage of our approach compared to previous work is that we only require blackbox access to the population model. Thus, if a population model is unavailable, our tool can actually be run online as real population members arrive over time. In this setting, it may be possible that an unfair model is deployed in production for some amount of time, but our tool will eventually detect the unfairness, upon which the model can be removed.
Additional fairness specifications. While we have focused on a small number of fairness specifications, many others have been proposed in the literature. Indeed, the exact notion of fairness can be context-dependent; a major benefit of our approach is that it can be applied to a wide range of specifications. For example, we can straightforwardly support other kinds of fairness for supervised learning [Galhotra et al. 2017; Zafar et al. 2017] . We can also straightforwardly extend our techniques to handle multiple minority subgroups; for example, the extension of demographic parity to a set M min of minority subgroups is
Furthermore, we can support extensions of these properties to regression and multi-class classification; for example, for regression, an analog of demographic parity is
and R min = f (V min ) are as before, and c ∈ R + is a constant. 4 In other words, the outcomes for members of the majority and minority subpopulations are similar on average. In the same way, we can support extensions to the reinforcement learning setting [Wen et al. 2019] . We can also support counterfactual fairness [Kusner et al. 2017 ] and causal fairness [Kilbertus et al. 2017] , which are variants of path-specific causal fairness without a mediator variable. Another approach to fairness is individual fairness [Dwork et al. 2012] , which intuitively says that people with similar observed covariates should be treated similarly. Traditionally, this notion is defined over a finite set of individuals x, y ∈ X, in which case it says:
where f (x) ∈ R k are the outcomes and λ ∈ R + is a given constant. This finite notion is trivial to check by enumerating over V , V ′ ∈ V. We can check an extension to the case of continous V , V ′ ∈ V, except where we only want Eq. 13 to hold with high probability:
In particular, note that R is a Bernoulli random variable that indicates whether Eq. 13 holds for a random pair V , V ′ ∼ V. Thus, the specification Y ind says that the probability that Eq. 13 holds for random individuals V and V ′ is at least 1 − c.
Sampling algorithm. Recall that VeriFair uses rejection sampling, which we find works well for typical fairness definitions. In particular, most definitions only condition on being a member of the majority or minority subpopulation, or other fairly generic qualifications. These events are not rare, so there is no need to use more sophisticated sampling techniques. We briefly discuss how our approach compares to symbolic methods, as well as a possible approach to speeding up sampling by using importance sampling.
First, we note that existing approaches based on symbolic methodsÐin particular, FairSqare; see Figure 6 in [Albarghouthi et al. 2017] Ðwould also have trouble scaling to specifications that condition on rare events. The reason is that FairSqare requires that the user provides a piecewise constant distributionP V that approximates the true distribution P V . Their approach performs integration by computing regions of the input space that have high probability according to this approximate distributionP V ; once an input region is chosen, it computes the actual volume according to the true distribution P V . Thus, if the approximationP V is poor, then the actual volume could be much smaller than the volume according to the approximation, so their approach would also scale poorly.
Furthermore, if our algorithm has access to a good approximationP V , then we may be able to use it to speed up sampling. In particular, suppose that we have access to a piecewise constantP V , where each piece is on a polytope A i (for i ∈ [h]) of the input space, and the probability on A i is a constant p i ∈ [0, 1]. We consider the problem of sampling from P V | C, where we assume (as in FairSqare) that the constraints C are affine. In this context, we can useP V to improve the scalability of sampling by using importance sampling. First, to sampleP V | C, we can efficiently compute the volume of each of constrained polytope v i = Vol(A i ∩ A C ), where A C is the polytope corresponding to the constraints C [Lawrence 1991]. Next, we can directly sample V ∼P V as follows: (i) sample a random polytope according to their probabilities according toP V | C, i.e., i ∼ Categorical(p 1 · v 1 , ..., p h · v h ), and (ii) randomly sample a point V ∼ Uniform(A i ∩ A C ); the second step can be accomplished efficiently [Chen et al. 2018 ]. Finally, for a random variable X that is a function of V , we have the following identity:
where f P V and fP V are the density functions of P V andP V , respectively, and where we assume that the support ofP V contains the support of P V . Thus, the importance sampling estimator iŝ
for samples V 1 , ..., V n and where the corresponding values of X are X 1 , ..., X n . Assuming
then Theorem 4.1 continues to hold for Eq. 14; in general, it is straightforward to scale X so that the theorem applies. One caveat is that this approach is that it requires that P V has bounded domain (since the support ofP V must contain the support of P V ). Technically, the same is true for FairSqare; in particular, since tails of most distributions are small (e.g., Gaussian distributions have doubly exponentially decaying tails), truncating the distribution yields a very good approximation. However, the FairSqare algorithm remains sound since its upper and lower bounds account for the error due to truncation; thus, it converges as long as the truncation error is smaller than the tolerance ε. Similarly, we can likely bound the error for our algorithm, but we leave this approach to future work.
Limitations. As we have already discussed, our algorithm suffers from several limitations. Unlike FairSqare, it is only able to provide high-probability fairness guarantees. Nevertheless, in practice, our experiments show that we can make the failure probability vanishingly small (e.g., ∆ = 10 −10 ). Furthermore, our termination guarantee is not absolute, and there are inputs for which our algorithm would fail to terminate (i.e., where fairness łjust barelyž holds). However, existing tools such as FairSqare would fail to terminate on these problem instances as well. Finally, our approach would have difficulty if the events conditioned on in the population model have very low probability since it relies on rejection sampling.
Challenges for specifications beyond fairness. We focus on fairness properties since sampling population models tends to be very scalable in this setting. In particular, we find that sampling the population model is usually efficientÐas above, they are often learned probabilistic models, which are designed to be easy to sample. Furthermore, we find that the conditional statements in the fairness specifications usually do not encode rare eventsÐe.g., in the case of demographic parity, we do not expect minority and majority subpopulations to be particularly rare. In more general settings, there are often conditional sampling problems that are more challenging. For these settings, more sophisticated sampling algorithms would need to be developed, possibly along the lines of what we described above.
Furthermore, our specification language is tailored to fairness specifications, which typically consist of inequalities over arithmetic formulas, and boolean formulas over these inequalities. For other specifications, other kinds of logical operators such as temporal operators may be needed.
Finally, we note that our approach cannot be applied to verifying adversarial properties such as robustness [Goodfellow et al. 2014] , which inherently require solving an optimization problem over the inputs of the machine learning model. In contrast, fairness properties are probabilistic in the sense that they can be expressed as expectations over the outputs of the machine learning model.
RELATED WORK
Verifying fairness. The work most closely related to ours is [Albarghouthi et al. 2017] , which uses numerical integration to verify fairness properties of machine learning models including decision trees, SVMs, and neural networks. Because they rely on constraint solving techniques (in particular, SMT solvers), their tool is substantially less scalable than oursÐwhereas their tool does not even scale to a neural network with 37 parameters (including those in the Bayes net population model), our tool scales to deep neural networks with 16 million parameters. In contrast to their work, our algorithm may return an incorrect result; however, in our evaluation, we show that these events are very unlikely to happen.
Checking fairness using hypothesis testing. There has also been recent work on checking whether fairness holds by using hypothesis testing [Galhotra et al. 2017 ]. There are two major advantages of our work compared to their approach. First, they use p-values, which are asymptotic, so they cannot give any formal guarantees; furthermore, they do not account for multiple hypothesis testing, which can yield misleading results. In contrast, our approach establishes concrete, highprobability fairness guarantees. Second, their approach is tailored to a single fairness definition. In contrast, our algorithm can be used with a variety of fairness specifications (including theirs).
Fairness in machine learning. There has been a large literature attempting to devise new fairness specifications, including demographic parity [Calders et al. 2009 ], equal opportunity [Hardt et al. 2016] , and approaches based on causality [Kilbertus et al. 2017; Kusner et al. 2017 ]. There has also been a large literature focusing on how to train fair machine learning classifiers [Calders and Verwer 2010; Corbett-Davies et al. 2017; Dwork et al. 2012 Dwork et al. , 2018 Fish et al. 2016; Pedreshi et al. 2008 ] and transforming the data into fair representations [Calmon et al. 2017; Feldman et al. 2015; Hajian and Domingo-Ferrer 2013; Zemel et al. 2013 ]. Finally, there has been work on quantifying the influence of input variables on the output of a machine learning classifier; this technique can be used to study fairness, but does not provide any formal fairness guarantees [Datta et al. 2017] . In contrast, our work takes fairness properties as given, and aims to design algorithms for verifying the correctness of existing machine learning systems, which are treated as blackbox functions.
Verifying probabilistic properties. There has been a long history of work attempting to verify probabilistic properties, including program analysis [Albarghouthi et al. 2017; Sampson et al. 2014; Sankaranarayanan et al. 2013 ], symbolic execution [Filieri et al. 2013; Geldenhuys et al. 2012] , and model checking [Clarke and Zuliani 2011; Grosu and Smolka 2005; Kwiatkowska et al. 2002; . Many of these tools rely on techniques such as numerical integration, which do not scale in our setting [Albarghouthi et al. 2017] . Alternatively, abstraction interpretation has been extended to probabilistic programs [Claret et al. 2013; Monniaux 2000 Monniaux , 2001a ; see [Gordon et al. 2014 ] for a survey. However, these approaches may be imprecise and incomplete (even on non-pathelogical problem instances).
Statistical model checking. There has been work on using statistical hypothesis tests to check probabilistic properties [Clarke and Zuliani 2011; Grosu and Smolka 2005; Herault et al. 2006; Sampson et al. 2014; Sankaranarayanan et al. 2013; Younes and Simmons 2002] .
One line of work relies on a fixed sample size [Hérault et al. 2004; Sampson et al. 2014; Sen et al. 2004 Sen et al. , 2005 . Then, they use a statistical test to compute a bound on the probability that the property holds. Assuming a concentration inequality such as Hoeffding's inequality is used [Hérault et al. 2004] , 5 then they can obtain high-probability bounds such as ours. A key drawback is that because they do not adaptively collect data, there is a chance that the statistical test will be able to neither prove nor disprove the specification. Furthermore, simply re-running the algorithm is not statistically sound, since it runs into the problem of multiple hypothesis testing [Johari et al. 2017; Zhao et al. 2016 ].
An alternative approach that has been studied is to leverage adaptive statistical hypothesis testsÐin particular, Wald's sequential probability ratio test (SPRT) [Wald 1945 ]. Like the adaptive concentration inequalities used in our work, SPRT continues to collect data until the specification is either proven or disproven [Legay et al. 2010; Younes and Simmons 2002, 2006; Younes 2004] . SPRT can distinguish two hypotheses of the form
where Z is a Bernoulli random variable and d 1 > d 0 . There are two key shortcomings of these approaches. First, we need to distinguish H 0 vs. ¬H 0 (or equivalently, the case d 0 = d 1 ). This limitation is fundamental to approaches based on Wald's testÐit computes a statistic S 0 based on d 0 and a statistic S 1 based on d 1 , and compares them; if d 0 = d 1 , then we always have S 0 = S 1 , so the test can never distinguish H 0 from H 1 . Second, Wald's test requires that the distribution of the random variables is known (but the parameters of the distribution may be unknown). While we have made this assumption (i.e., they are Bernoulli), our techniques are much more general. In particular, we only require a bound on the random variables. Indeed, our techniques directly apply to the setting where R min = f (V min ) and R maj = f (V maj ) are only known to satisfy R min , R maj ∈ [0, 1]. In particular, Theorem 4.1 applies as stated to random variables with domain [0, 1].
Finally, for verifying fairness properties, we need to compare a ratio of means µ R min µ R maj rather than a single mean µ Z . Prior work has focused on developing inference rules for handling formulas in temporal logics such as continuous stochastic logic (CSL) [Sen et al. 2004; Younes and Simmons 2002] and linear temporal logic (LTL) [Hérault et al. 2004 ] rather than arithmetic formulas such as ours. The inference rules we develop enable us to do so.
Verifying machine learning systems. More broadly, there has been a large amount of recent work on verifying machine learning systems; the work has primarily focused on verifying robustness properties of deep neural networks [Bastani et al. 2016; Gehr et al. 2018; Goodfellow et al. 2014; Huang et al. 2017; Katz et al. 2017; Raghunathan et al. 2018; Tjeng and Tedrake 2017] . At a high level, robustness can be thought of as an optimization problem (e.g., MAX-SMT), whereas fairness properties involve integration and are therefore more similar to counting problems (e.g., COUNTING-SMT). In general, counting is harder than optimization [Valiant 1979] , at least when asking for exact solutions. In our setting, we can obtain high-probability approximations of the counts.
CONCLUSION
We have designed an algorithm for verifying fairness properties of machine learning systems. Our algorithm uses a sampling-based approach in conjunction with adaptive concentration inequalities to achieve probabilistic soundness and precision guarantees. As we have shown, our implementation VeriFair can scale to large machine learning models, including a deep recurrent neural network benchmark that is more than six orders of magnitude larger than the largest neural network in the FairSqare benchmark. While we have focused on verifying fairness, we believe that our
