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A NONCLASSICAL SOLUTION TO A CLASSICAL SDE AND A CONVERSE TO
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MATIJA VIDMAR
Abstract. For a discrete-negative-time discrete-space SDE, which admits no strong solution in the classical
sense, a weak solution is constructed that is a (necessarily nonmeasurable) non-anticipative function of the
driving i.i.d. noise. En route one — quite literally — stumbles upon a converse to the celebrated Kolmogorov’s
zero-one law for sequences with independent values.
1. Introduction and main results
All filtrations and processes in this section are indexed by Z≤0; the natural filtration of a process Z is denoted
FZ . Consider the following classical (simplest non-trivial) discrete-negative-time discrete-space SDE1:
Xn = Xn−1ξn, n ∈ Z≤0, (1)
where (ξn)n∈Z≤0 is a sequence of independent equiprobable random signs [for each n ∈ Z≤0, ξn is {−1, 1}-valued
and P(ξn = 1) = 12 ] and where (Xn)n∈Z≤0 is the unknown process that also takes its values in {−1, 1}. It is
paradigmatic [5, Eq. (1)]; recall its most conspicuous features.
Definition 1. (a) A weak solution to (1) consists of a filtered probability space (Ω,G,P,F) and of a pair (ξ,X)
of F-adapted {−1, 1}-valued processes defined thereon such that (1) holds and such that for each i ∈ Z≤0, ξi is
an equiprobable random sign independent of Fi−1. (b) A strong solution to (1) is a weak solution, as in (a), for
which FX is included in Fξ. (c) Uniqueness in law holds for (1) if in any weak solution from (a) the process X
has the same law.
(•1) Take a weak solution of Definition 1(a). For any n ∈ Z≤0, P(Xn = 1) = P(Xn−1 = −1, ξn = −1) +
P(Xn−1 = 1, ξn = 1) = P(Xn−1 = −1)P(ξn = −1) + P(Xn−1 = 1)P(ξn = 1) = 12 (P(Xn−1 = −1) + P(Xn−1 =
1)) = 12 . Therefore, because of (1) again and because the ξn, n ∈ Z≤0, are independent equiprobable random
signs relative to F to which X is adapted, the Xn, n ∈ Z≤0, are independent equiprobable random signs also.
There is uniqueness in law for (1).
(•2) On the other hand, let, on some probability space (Ω,G,P), X = (Xn)n∈Z≤0 be a sequence of independent
equiprobable random signs, F = FX its natural filtration, and define the process ξ = (ξn)n∈Z≤0 so that it satisfies
(1). It gives a weak solution of (1): plainly the ξn, n ∈ N, are equiprobable random signs; furthermore, for
all n ∈ Z≤0 and for all k ∈ N one has P(ξn = 1, Xn−1 = · · · = Xn−k = 1) = P(Xn = Xn−1 = · · · = Xn−k =
1) = 2−k−1 = P(ξn = 1)P(Xn−1 = · · · = Xn−k = 1), yielding the independence of ξn from FXn−1 (while the
adaptedness of ξ to FX is clear).
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1One should really read this as “stochastic difference equation”, since time is discrete.
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(•3) Finally, take again any weak solution of Definition 1(a). For each n ∈ Z≤0 and for each k ∈ N one
has P(Xn = 1, ξn = · · · = ξn−k+1 = 1) = P(ξn = · · · = ξn−k+1 = 1, Xn−k = 1) = P(ξn = · · · = ξn−k+1 =
1)P(Xn−k = 1) = P(Xn = 1)P(ξn = · · · = ξn−k+1 = 1). Therefore, for all n ∈ Z≤0, Xn is independent of Fξn
(hence in fact of the whole of ξ); being non-degenerate, it cannot also be Fξn-measurable. No weak solution to
(1) can ever be strong.
Remark 2. In Definition 1 one could ask, ceteris paribus: in (a) for (1) to hold only a.s.-P; and/or in (b) for
FX to be included only in the P-completion of Fξ. It would be without consequence for (•1)-(•2)-(•3).
The preceding is well-known — the multiplicative-increments-evolution process ξ of X in (1) innovates but
fails to generate X: in no weak solution of Definition 1(a) can any of the Xn, n ∈ Z≤0, be a measurable function
of ξ. But nevertheless,
Theorem 3. (1) admits a weak solution of Definition 1(a) in which, for each n ∈ Z≤0, Xn is a function of
ξ|Z≤n [necessarily this function is not measurable w.r.t. (2{−1,1})⊗Z≤n , of course];
in (1) the evolution process can explain everything (albeit non-measurably)! It is shown to be true in Section 2.
Remark however already here that
(•4) (1) admits also a weak solution of Definition 1(a) in which the property of Theorem 3 fails on every P-
almost certain set. Take indeed the solution of (•2) with Ω = {−1, 1}Z≤0 , X the coordinate projections, G = F0
(hence P = ( 12δ−1 +
1
2δ1)
×Z≤0). Let Ω∗ be P-almost certain. Put Ω∗∗ := Ω∗\θ(Ω\Ω∗), where θ := −idΩ is the
idempotent measure-preserving transformation of Ω that flips all the signs. Then Ω∗∗ ∈ 2Ω∗ is P-almost certain
and θ(Ω∗∗) = θ(Ω∗)\(Ω\Ω∗) ⊂ Ω∗. Take any ω ∈ Ω∗∗ (it exists); then {ω, θ(ω)} ⊂ Ω∗. One has ξ(ω) = ξ(θ(ω)),
while Xk(ω) 6= −Xk(ω) = Xk(θ(ω)) for all k ∈ Z≤0. So, in fact, on no P-almost certain Ω∗ can any of the Xk,
k ∈ Z≤0, be a function of ξ.
In passing one finds informative (a very special case of) the following converse to Kolmogorov’s zero-one
law. To better appreciate it, the reader will recall the content of the latter: if (ξi)i∈I is any independency of
sub-σ-fields under a probability P, then lim sup ξ :=
⋂
finiteF∈2I ∨i∈I\F ξi ⊂ P−1({0, 1}); in particular the tail
σ-field of a sequence of independent random elements is trivial. What the result to follow shows is that, in the
discrete setting, a kind of (the best one can hope for) converse also holds: except when this obviously fails,
an event of a sequence with independent values is negligible (resp. almost certain) only if it is contained in a
negligible (resp. contains an almost certain) tail event of said sequence.
Theorem 4. Let (Ω,G,P) be a probability space and let ξ = (ξn)n∈N be a sequence of independent random
elements thereon with ξn valued in a countable set En for n ∈ N. Consider the following statements.
(i) For all n ∈ N and e ∈ En, P(ξn = e) > 0.
(ii) For every P-a.s. Ω∗ ∈ σ(ξ) there exists a P-a.s. Ω∗∗ ∈ lim supn→∞ σ(ξn) with Ω∗∗ ⊂ Ω∗.
(iii) For every P-negligible Ω∗ ∈ σ(ξ) there exists a P-negligible Ω∗∗ ∈ lim supn→∞ σ(ξn) with Ω∗∗ ⊃ Ω∗.
Then (ii) and (iii) are equivalent, and they are implied by (i). If furthermore ξ is sufficiently nice in the sense
that
for all n ∈ N, for all {e, f} ⊂ En with e 6= f and P(ξn = e) = 0, and for all ω ∈ Ω with
ξn(ω) = f , there exist an ω
′ ∈ Ω and a k ∈ N such that ξn(ω′) = e while ξl(ω) = ξl(ω′) for all
l ∈ N≥k,
then the statements (i)-(ii)-(iii) are in fact all equivalent.
This result is proved in Section 3. Some immediate remarks.
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(a) ξ is certainly “sufficiently nice” if it is the canonical process on
∏
m∈NEm; as usual the main added
value of this condition, as opposed to simply “sitting” oneself on a canonical space, appears to be in it
being able to handle spaces that are products of the canonical space and some other space.
(b) Perhaps one could weaken the “ξ is sufficiently nice” condition, but one cannot dispense with it com-
pletely, simply because, waiving it, then any of the En, n ∈ N, can be enlarged by some e′ /∈ En,
without affecting the validity of (ii) or (iii), while for such e′ of course P(ξn = e′) = 0. Of course in the
preceding the equivalence of (i) and (ii) fails somehow for trivial reasons; see however Example 10 for a
more satisfying counterexample.
(c) The countability of the ranges of the ξn, n ∈ N, is, apparently, more or less essential for anything of
interest to be recorded in this vein (see Remark 9).
(d) Instead of with the sequence of discrete random elements ξ one could work, in a clear way, with a
sequence of countable measurable partitions. However, it seems easier to think about the matter in
terms of sequences of random elements.
(e) The independence assumption of Theorem 4 is essential, see Example 11.
(f) By discarding a P-negligible event and making the En, n ∈ N, smaller, condition (i) can always be
forced if it does not hold to begin with.
2. Theorem 3: construction of a non-anticipative solution to (1)
It will be more convenient in this section to work with N in lieu of Z≤0 as the (temporal) index set.
Let Ω := {−1, 1}N, ξ = (ξn)n∈N the coordinate process on Ω, ∼ the equivalence relation of equality of tails:
ω1 ∼ ω2 ⇔ (ω1 = ω2 on N≥n for some n ∈ N) , {ω1, ω2} ⊂ Ω.
Let also Ω∗ be the range of a choice function on Ω/∼; assume for convenience (as one may) that 1N ∈ Ω∗.
For ω∗ ∈ Ω∗ put X1(ω∗) := 1 and then inductively Xn+1(ω∗) := Xn(ω∗)ξn(ω∗) for n ∈ N [in particular
Xn(1N) = 1 for all n ∈ N]; for ω ∈ Ω\Ω∗ let ω∗ be the unique element of Ω∗ equivalent to ω, let n ∈ N be such
that ω = ω∗ on N≥n [there is ambiguity in n, but it does not matter], put Xn(ω) := Xn(ω∗) and define Xk(ω)
for k ∈ N\{n} so that the recursion
Xl+1(ω) = Xl(ω)ξl(ω), l ∈ N,
is satisfied (it holds also for ω ∈ Ω∗). For each n ∈ N, Xn is a function of (ξk)k∈N≥n : if ξk(ω) = ξk(ω′) for all
k ∈ N≥n, then ω ∼ ω′ and (so) Xn(ω) = Xn(ω′), no matter what the ω and ω′ from Ω may be. The preceding
construction is due to Jon Warren [3].
Let now P := ( 12δ−1 +
1
2δ1)
×N be the “fair-coin-tossing” measure on BΩ := (2{−1,1})⊗N. Note that BΩ is also
the Borel σ-field on Ω for the product topology (where each coordinate has the discrete topology) and that
the map Φ := (Ω 3 ω 7→ ∑n∈N ω(n)+12n+1 ∈ [0, 1]) is continuous as well as a mod 0 isomorphism between P, the
completion of P, and the Lebesgue measure on [0, 1]. Under P the random variables ξn, n ∈ N, are independent
equiprobable random signs.
Now, none of the Xn, n ∈ N, is a random variable under P (meaning that none of them is BΩ-measurable).
For if it was, then each of the Xn, n ∈ N, would be so, and then, again for each n ∈ N, because Xn is a function
of (ξk)k∈N≥n , it would even be a (2
{−1,1})⊗N≥n -measurable function of the (ξk)k∈N≥n [this is because of the
structure of the space; quite simply Xn = Xn(ψn), where ψn(ω) := ( 1, . . . , 1︸ ︷︷ ︸
(n91)times
, ξ|N≥n) for ω ∈ Ω], which in turn,
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upon a trivial transposition from N to Z≤0, would yield a strong solution to (1), a contradiction (recall (•3)
from the Introduction).
In fact, for each n ∈ N, Xn is not even a random variable under P: a simple completion cannot (begin to)
save us. It is not unexpected, though it is a little less obvious. To see it we proceede yet again by contradiction.
If one (equivalently each) of the Xn, n ∈ N, would be a random variable under P, then, for all n ∈ N, Xn = X ′n
a.s.-P for some X ′n ∈ BΩ/2{−1,1}. Thus, by Theorem 4, on a P-almost certain tail event A of ξ, we would have
Xn = X
′
n and hence Xn = X
′
n(ψn) for all n ∈ N [the tail event A intervenes somewhat crucially here: for ω ∈ A
also ψn(ω) ∈ A (because A ∈ σ(ξ|N≥n)), thus X ′n(ψn(ω)) = Xn(ψn(ω)) = Xn(ω) (because Xn is a function of
ξ|N≥n)]2. But then we would again obtain a strong solution to (1) (recall Remark 2), a contradiction. (There
are many other interesting constructions of non-measurable sets from a sequence of /independent/ coin tosses,
e.g. [1, 2].)
In spite of the preceding, as we shall see, we will be able to extend P to a probability P′ in such a manner
that, under P′, X1 is an equiprobable random sign independent of ξ. Then, plainly, under P′, the Xn, n ∈ N,
will become independent equiprobable signs. Transposing from N to Z≤0 it will yield Theorem 3 (recall (•2)
from the Introduction).
Lemma 5. Let (X,H,Θ) be a probability space, N ∈ N and (Sn)Nn=1 a partition of X into Θ-saturated subsets
(saturated: innner measure zero, outer measure one; in particular, not-Θ-measurable). Then Θ admits an
extension to a probability Θ′ on H∨σX({S1, . . . , SN}) rendering each Si, i ∈ [N ], independent of H and having
Θ′(Si) = 1/N .
Proof. See [4, p. 139, solution of Example 7.7]: it is stated there on Euclidean space for a probability on the
Borel sets equivalent to Lebesgue measure, but actually the equivalence condition is only used with reference to
[4, Example 6.9] for the existence of the partition, while the rest of the argument is seen easily not to depend on
any special property that Euclidean space with its Borel σ-field might have viz. any other measurable space. 
Because of the preceding lemma (with N = 2), to see the existence of the advertised P′ it will be enough to
show that the event {X1 = 1} is a saturated set of P, viz. that it is of inner measure 0 and outer measure 1. To
this end note first that the map that “flips” the first coordinate is a measure-preserving bimeasurable bijection
of Ω to itself that sends {X1 = 1} to {X1 = −1} = Ω\{X1 = 1}. In consequence it is enough to check that
{X1 = 1} has inner measure 0. Suppose per absurdum that an A ⊂ {X1 = 1} has strictly positive P-measure.
Let ? be the operation of coordinate-wise multiplication on Ω. For {A,B} ⊂ 2Ω, A ? B := {a ? b : (a, b) ∈
A × B}, while k ? A = {k ? a : a ∈ A} for k ∈ Ω and A ⊂ Ω — such usage of ? is clearly commutative and
associative in the clear meaning of these qualifications.
We will establish in a lemma below that {X1 = 1} ? {X1 = 1} contains {ξ1 = 1, . . . , ξn = 1} for some
n ∈ N (it is a version of the Steinhaus property for the Lebesgue measure). But this cannot be. Notice in
fact that if {ω1, ω2} ⊂ {X1 = 1} with ω1 ∼ ω2, then ω1 ? ω2 ∈ {X1 = 1} [for, because ω1 ∼ ω2, there
is an n ∈ N such that ω1 and ω2 agree on N≥n, in particular Xn(ω1) = Xn(ω2) and, since ω1 ? ω2 agrees
2Of course since Xn = Xn ◦ ψn, to show that Xn = X′n ◦ ψn a.s.-P (and hence that Xn ∈ σ(ξ|N≥n )
P
/2{−1,1}), really one needs
only that P(ψn ∈ {Xn = X′n}) = 1; however, ψn is not measure-preserving and therefore it is presumably not (entirely) obvious,
i.e. an intervention of (something akin to) Theorem 4 seems necessary. In view of Xn = Xn ◦ψn, an alternative path to establishing
that Xn ∈ σ(ξ|N≥n )
P
/2{−1,1}, would be to argue that ψn ∈ σ(ξ|N≥n )
P
/BΩP; since ψn ∈ σ(ξ|N≥n )/BΩ it amounts to checking that
ψ−1n (A) is P-negligible when A is, which is basically the same kind of thing as was needed before. On the other hand, it is also
clear that the full force of Theorem 4 is not needed here, and in lieu of it one could certainly provide a — shorter when compared
to the proof of Theorem 4 — argument tailored to this specific context.
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with 1N on N≥n, also Xn(ω1 ? ω2) = Xn(1N) = 1; then 1 = X1(ω1) = ξ1(ω1) · · · ξn−1(ω1)Xn(ω1) and 1 =
X1(ω2) = ξ1(ω2) · · · ξn−1(ω2)Xn(ω2); therefore 1 = ξ1(ω1) · · · ξn−1(ω1)Xn(ω1) · ξ1(ω2) · · · ξn−1(ω2)Xn(ω2) =
ξ1(ω1)ξ1(ω2) · · · ξn−1(ω1)ξn−1(ω2) = ξ1(ω1 ? ω2) · · · ξn−1(ω1 ? ω2) = ξ1(ω1 ? ω2) · · · ξn−1(ω1 ? ω2)Xn(ω1 ? ω2) =
X1(ω1 ?ω2)]. Further, the ω ∈ Ω that has ωk = (−1)δk,n+1 for all k ∈ N belongs to {ξ1 = 1, . . . , ξn = 1}∩{X1 =
−1}. We must have ω = ω1 ? ω2 for some {ω1, ω2} ⊂ {X1 = 1}. However, since ω ∼ 1N, it means that ω1 ∼ ω2
and hence ω = ω1 ? ω2 ∈ {X1 = 1}, a contradiction.
It remains to establish the following version of the Steinhaus theorem.
Lemma 6. Let A have positive P-measure. Then A ? A contains a neighborhood of 1N.
Proof. It is nearly verbatim the proof of the usual Steinhaus theorem for Lebesgue measure (and actually even
a little easier in places). We note that for each k ∈ Ω, (Ω 3 ω 7→ ω ? k ∈ Ω) is both a measure preserving
bimeasurable bijection and a homeomorphism.
Let K be compact and U be open such that K ⊂ A ⊂ U and 2P(K) > P(U); they exist because of the inner
and outer regularity of P (inherited from the same property for the Lebesgue measure via the continuous mod 0
isomorphism Φ). For each k ∈ K ⊂ U there is an open neighborhood Wk of 1N of the form {ξ1 = · · · = ξn = 1}
(for some n ∈ N) such that k ? Wk ⊂ U ; note that Wk ? Wk = Wk. Then {k ? Wk : k ∈ K} is an open
cover of K; there is a finite subcover {k1 ? Wk1 , . . . , kn ? Wkn} for some k1, . . . , kn from K and n ∈ N. Put
W := Wk1 ∩ · · · ∩Wkn , an open neighborhood of 1N.
We see that
K ?W ⊂ (∪ni=1ki ? Wki) ? W ⊂ ∪ni=1ki ? Wki ? Wki = ∪ni=1ki ? Wki ⊂ U.
Let w ∈W and suppose (K ? w) ∩K = ∅. Then 2P(K) = P(K ? w) + P(K) ≤ P(U), a contradiction. It means
that for every w ∈ W we have {k1, k2} ⊂ K ⊂ A such that w ? k1 = k2, i.e. w = k1 ? k2, whence w ∈ K ? K.
So W ⊂ K ?K ⊂ A ? A. 
As a final remark to this proof, notice that now that it has been established that {X1 = 1} has inner
measure zero and outer measure one, the argument supplying the non-P-measurability of X1 becomes, of
course, superfluous. Still it was quite natural to check the preceding first before attempting the nevertheless
more elaborate proof of the saturadedness of {X1 = 1}.
Let us close this section by spending a little time on a complement to Theorem 3, namely an analogue of it
in which the random variables have diffuse laws.
Remark 7. Consider the SDE with state space S := {−1, 1}N:
Yn = Yn−1 ? ηn, n ∈ Z≤0, (2)
where the ηn, n ∈ N, are independent uniform (i.e. having law ( 12δ1 + 12δ−1)×N) on S, and the S-valued process
(Yn)n∈Z≤0 is to be solved for. Still ? is coordinate-wise multiplication.
Note: a probability on S (with the σ-field (2{−1,1})N, of course) is uniform iff it is invariant under ?-
multiplication. It follows easily that: (i) for all n ∈ N, if under some probability the U1, . . . , Un are independent
uniform on S, then so too are their running ?-products U1, . . . , U1 ? · · · ? Un; (ii) if U and V are S-valued and
independent, one of which is uniform on S, then U ? V is uniform on S also.
Suppose now we are given a weak solution to (2), namely, on some filtered probability space, a pair (η, Y )
of adapted S-valued processes such that (2) holds and such that for each i ∈ Z≤0, ηi is uniform on S and
independent of Fi−1. Then from the observations (i)-(ii) preceding: the Yn, n ∈ Z≤0, are independent uniform
on S (in particular they are diffuse); Yn is independent of Fηn (even of Fη) for each n ∈ Z≤0. There is
A NONCLASSICAL SOLUTION TO A CLASSICAL SDE AND A CONVERSE TO KOLMOGOROV’S ZERO-ONE LAW 6
thus uniqueness in law and no weak solution to (2) is strong. On the other hand, starting with a sequence
Y = (Yn)n∈Z≤0 consisting of independent random variables uniform on S we construct at once a weak solution
to (2), just like it was done with (1). Moreover, to construct a weak solution to (2) that is “non-anticipative”
in the noise η one need simply take the product of N copies of (P′, X) as constructed above and proceed in the
obvious manner. Therefore the phenomenon for (1) recorded in Theorem 3 persists in a setting with diffuse
laws.
3. Theorem 4: a converse to Kolmogorov’s zero-one law
We work in the setting of Theorem 4. The equivalence of (ii) and (iii) is by taking complements.
Let n ∈ N and pi be a transposition (a transposition exchanges two elements, leaving the others unchanged)
of En. Denote by θ
n
pi :
∏
m∈N≥n Em →
∏
m∈N≥n Em the map given by θ
n
pi(e) := (pi(en), en+1, en+2, . . .) for
e ∈ ∏m∈N≥n Em, i.e. θnpi = pi ⊗ (⊗m∈N>n idEm). Clearly θnpi is a (⊗m∈N≥n2Em)-bimeasurable idempotent bijec-
tion. Furthermore, assuming (i), we see that for all k ∈ N and then for all en ∈ En, . . . , en+k ∈ En+k, one has
P(ξn = en, ξn+1 = en+1 . . . , ξn+k = en+k) = P(ξn = en)P(ξn+1 = en+1) · · ·P(ξn+k = en+k) = P(ξn=en)P(ξn=pi(en))P(ξn =
pi(en))P(ξn+1 = en+1) · · ·P(ξn+k = en+k) = P(ξn=en)P(ξn=pi(en))P(ξn = pi(en), ξn+1 = en+1, . . . , ξn+k = en+k) =
P(ξn=en)
P(ξn=pi(en))P(pi(ξn) = en, ξn+1 = en+1, . . . , ξn+k = en+k). By an application of Dynkin’s lemma we conclude
that ((ξk)k∈N≥n)?P = Dn · {[θnpi((ξk)k∈N≥n)]?P}, where Dn :=
(
En 3 e 7→ P(ξn=e)P(ξn=pi(e))
)
◦ prn :
∏
m∈N≥n → (0,∞).
It implies that the map θnpi preserves the P-law of (ξk)k∈N≥n up to equivalence, in the sense that
(†) ((ξk)k∈N≥n)?P ∼ (θnpi)?[((ξk)k∈N≥n)?P].
We will argue that as a consequence (ii) holds true.
Lemma 8. Let (X,H,Θ) be a probability space and let θ = (θi)i∈I be a countable family of idempotent measur-
able bijections of X such that θi?Θ ∼ Θ for each i ∈ I. Suppose an X∗ is Θ-almost certain. Then there exists
a Θ-almost certain X∗∗ contained in X∗ that is invariant under θi for each i ∈ I (i.e. θi(X∗∗) = X∗∗ for all
i ∈ I).
Proof. Suppose first I = {1}; put θ := θ1 for short. Because θ?Θ ∼ Θ, the event X∗∗ := X∗\θ(X\X∗) is
Θ-almost certain. Besides, θ(X∗∗) = θ(X∗)\(X\X∗) ⊂ X∗\θ(X\X∗) = X∗∗. Owing to θ being idempotent it
means that in fact X∗∗ = θ(X∗∗).
Let now I be finite and having at least two elements (the case I = ∅ is trivial, of course), I = {1, . . . , n} for
some n ∈ N≥2. Put Ω∗0 := Ω∗. By the preceding, inductively, there are Θ-almost certain and nonincreasing:
Ω∗1 ∈ 2Ω
∗
0 invariant under θ1, . . ., Ω
∗
n ∈ 2Ω
∗
n−1 invariant under θn; Ω
∗
n+1 ∈ 2Ω
∗
n invariant under θ1, . . ., Ω
∗
2n ∈
2Ω
∗
2n−1 invariant under θn; and so on and so forth. Putting Ω
∗∗ := ∩n∈NΩ∗n it is plain that Ω∗∗ ∈ 2Ω
∗
is Θ-almost
certain. Besides, for each i ∈ [n]: θi(Ω∗∗) ⊂ ∩k∈N0Ω∗i+kn = Ω∗∗; again by idempotency it means that Ω∗∗ is
invariant under θi.
Finally, consider I = N. By what we have just shown, inductively, there is a nonincreasing sequence (Ω∗n)n∈N
of Θ-almost certain sets contained in Ω∗ and with Ω∗n invariant under θ1, . . . , θn for each n ∈ N. Therefore Ω∗∗
is Θ-almost certain, contained in Ω∗, and for each n ∈ N, θn(Ω∗∗) ⊂ ∩m∈N≥nΩ∗m = Ω∗∗, whence Ω∗∗ is also
invariant under θ. 
Now, Ω∗ ∈ σ(ξ) means that Ω∗ = ξ−1(E∗) for some E∗ ∈ ⊗m∈N2Em ; E∗ is ξ?P-almost certain. The number
of transpositions of E1 being denumerable, by the preceding lemma applied to ξ?P and by (†) with n = 1,
there is a ξ?P-almost certain E∗∗ ∈ 2E∗ that is invariant under θ1pi for any transposition pi of E1. Therefore
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E∗∗ = E1 × prN≥2(E∗∗) and so Ω∗∗1 := ξ−1(E∗∗) ∈ σ(ξ|N≥2). Besides, Ω∗∗1 is P-almost certain and contained in
Ω∗.
Because of (†) again, we may now inductively define a whole nonincreasing sequence (Ω∗∗n )n∈N of P-almost
certain sets with Ω∗ ⊃ Ω∗∗n ∈ σ(ξN>n) for each n ∈ N. Clearly Ω∗∗ := ∩n∈NΩ∗∗n is P-almost certain and belongs
to lim supn→∞ σ(ξn). Hence (ii) in fact holds true.
Suppose now (iii) valid, ξ “sufficiently nice” and, per absurdum, (i) false. For some n ∈ N and e ∈ En,
P(ξn = e) = 0, so {ξn = e} must be contained in a P-negligible event B belonging to lim supk→∞ σ(ξk). But
such B, because of the “ξ is sufficiently nice” condition, will contain also {ξn = f} for all f ∈ En\{e}, hence Ω,
a contradiction. This, together with the above, establishes Theorem 4.
Remark 9. If, ceteris paribus, for some n ∈ N, the space En is not countable, but rather comes equipped with a
σ-field that contains the singletons (and w.r.t. which ξn is a random element), then automatically P(ξn = e) = 0
for some e ∈ En. By the same token as in the preceding paragraph we see that {ξn = e} is a P-negligible event
from σ(ξ) that is contained in no P-negligible event of lim supk→∞ σ(ξk), provided of course ξ is “sufficiently
nice”. Thus in this case no converse (in the spirit of Theorem 4) to Kolmogorov’s zero-one law can be hoped
for.
Example 10. Let X := {−1, 1}N ∪ {0N} (where 0N is the constant 0 on N), let η = (ηk)k∈N be the coordinate
process on X, H := σ(η), Θ := (12δ−1 + 12δ1)×N. The event {η1 = 0} = {0N} is Θ-negligible. On the other
hand, let X∗ be any Θ-negligible event. Then a fortiori X∗\{0N} is Θ{−1,1}N -negligible. By Theorem 4 applied
to the space {−1, 1}N it follows that X∗\{0N} is contained in a Θ{−1,1}N-negligible tail event of η|{−1,1}N , hence
also X∗ is contained in a Θ-negligible tail event of η. Therefore (iii) is met but (i) fails (for the process η on
(X,H,Θ) and taking En = {−1, 0, 1} for all n ∈ N). Of course it means that η is not “sufficiently nice” (as it
is not).
Example 11. Let X := {−1, 1}N0 , let η = (ηk)k∈N0 be the coordinate process on X, H := σ(η), Θ a probability
on H under which η0 is an equiprobable random sign, while conditionally on {η0 = 1} (resp. {η0 = −1}), the
sequence (ηk)k∈N is that of the (additive) increments of a simple non-degenerate random walk Z = (Zn)n∈N0
on the integers (with Z0 = 0) that drifts to ∞ (resp. −∞). The event X∗ := {supn∈N0 Zn =∞}∩{η0 = −1} is
Θ-negligible. If it were contained in a negligible tail event X∗∗ of η (or even just in a negligible event of σ(η|N)),
then X∗∗ would contain the tail event {supn∈N0 Zn =∞}, however this event is not Θ-negligible (it has indeed
probability a half). By Theorem 4 it follows that η cannot be an independency (as it is not).
Example 12. For a “positive” example, let X := {−1, 1}N, let η = (ηk)k∈N be the coordinate process on X,
H := σ(η), Θ a probability on H under which η is a sequence of independent equiprobable random signs.
Let also Z = (Zn)n∈N0 be the random walk on the integers whose sequence of (additive) increments is η,
Z0 = 0. The event A := {supn∈N0 Zn = ∞} is Θ-almost certain, but so is X∗ := A\{ω} for any given
ω ∈ A; the first of these is a tail event, while the latter is evidently not (because if it were, then it would
have to not contain any x ∈ X that agrees eventually with ω, whereas in fact every such x that is 6= ω
belongs to X∗, and there are many such x /though we only need one/). Nevertheless, by Theorem 4, X∗
must contain a Θ-almost certain tail event of η; of course we can make one explicit immediately, namely
X∗∗ := {supn∈N0 Zn =∞}\{x ∈ X : x agrees eventually with ω}.
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