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INFINITE SERIES INVOLVING HYPERBOLIC FUNCTIONS
YASUSHI KOMORI, KOHJI MATSUMOTO, AND HIROFUMI TSUMURA
Abstract. In the former part of this paper, we summarize our previous results on
infinite series involving the hyperbolic sine function, especially, with a focus on the
hyperbolic sine analogue of Eisenstein series. Those are based on the classical results
given by Cauchy, Mellin and Kronecker. In the latter part, we give new formulas for
some infinite series involving the hyperbolic cosine function.
1. Introduction
The former part of this paper (Sections 2 - 4) is a survey of our previous work [11–14]
on infinite series involving the hyperbolic sine function. In the latter part (Section 5), we
give some new formulas for infinite series involving the hyperbolic cosine function which
can be regarded as cosh-versions of the known formulas in [12].
Let N, N0, Z, Q, R and C be the sets of natural numbers, nonnegative integers, rational
integers, rational numbers, real numbers and complex numbers, respectively. Let i =√−1 = epii/2, ρ = e2pii/3, and H = {z ∈ C | ℑz > 0}.
We begin with recalling the following classical formula proved by Cauchy [3] and also
by Mellin [18,19], and further, rediscovered by Ramanujan (see Berndt [1]):
(1.1) S1(4k + 3; i) = (2π)
4k+3
2
2k+2∑
j=0
(−1)j+1B2j(1/2)B4k+4−2j(1/2)
(2j)!(4k + 4− 2j)!
for k ∈ N0, where
S1(s; τ) =
∞∑
m=1
(−1)m
sinh(mπi/τ)ms
(s ∈ C)
for τ ∈ H, and {Bn(x)} are Bernoulli polynomials defined by
text
et − 1 =
∞∑
n=0
Bn(x)
tn
n!
.
In Section 2, we state a certain generalization of (1.1) which we showed in [13]. As a
generalization of S1(s; τ), we consider the series
∞∑
m=1
(−1)m{∏n−1
j=1 sinh(mπi/η
j)
}
ms
,
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where n ∈ Z≥2 and η = epii/n, and give some formula for this series which includes (1.1)
(see Theorem 2.1). In fact, the case n = 2 of that formula implies (1.1).
In Section 3, we consider, for r ∈ N and τ ∈ H, the double series∑
m∈Z
m6=0
∑
n∈Z
(−1)rn
sinh(mπi/τ)r(m+ nτ)k
(k ∈ N).(1.2)
This generalized form (1.2) is necessary for applications (see, e.g., Proposition 3.12), but
it is to be noted that a delicate convergence problem arises in the case k = 1. This double
series is regarded as a hyperbolic sine analogue of the classical Eisenstein series
G2k(τ) =
∑
(m,n)∈Z2
(m,n) 6=(0,0)
1
(m+ nτ)2k
(k ∈ N≥2).
We summarize our research on the series (1.2) and its further generalizations (see Definition
3.3) which we showed in [14], based on the work of Kronecker and Katayama. This
includes a previous result given by the third-named author (see [26]). Further we give
some applications of this fact to q-zeta functions.
In Section 4, we consider the double series analogue of S1(s; τ) defined by
(1.3) S2(s; τ) =
∑
(m,n)∈Z2
m6=0
n6=0
m+n>0
(−1)m+n
sinh(mπi/τ) sinh(nπi/τ)(m + n)s
(s ∈ C).
We state certain generalizations of (1.1) which we showed in [12]. For example, when τ = i,
we evaluate S2(−4k; i) (see Theorem 4.5) and S2(4k; i) (see Theorem 4.6) for k ∈ N.
In Section 5, we give new formulas for the infinite series involving the hyperbolic cosine
function. A cosh-version of the result which will be stated in Section 2 was already given
in [13, Remark 6.6]. Also the third named-author proved a cosh-version of the result which
will be stated in Section 3 (see [27, Theorem 3.1]). Therefore the remaining task is to give
a cosh-version of the result which will be stated in Section 4. As an analogue of (1.1), we
begin by considering Ramanujan’s formula
∞∑
m=0
(−1)m
cosh((m+ 1/2)π)(m + 1/2)4k+1
=
(2π)4k+1
8
2k∑
j=0
(−1)jE2j(1/2)
(2j)!
E4k−2j(1/2)
(4k − 2j)!(1.4)
for k ∈ N0 (for more general form, see Berndt [1, p. 276, Entry 21(ii)]), where {En(x)} are
Euler polynomials defined by
2ext
et + 1
=
∞∑
n=0
En(x)
tn
n!
.
We consider the double series analogous to (1.4) defined by
(1.5) C2(s; τ) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n
cosh((m+ 1/2)πi/τ) cosh((n+ 1/2)πi/τ)(m + n+ 1)s
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for s ∈ C and τ ∈ H. This series can also be regarded as the hyperbolic cosine analogue
of (1.3). It should be noted that we can prove a functional relation between C2(s; τ) and
S1(s; τ) (see Theorem 5.1), though we cannot obtain the corresponding result on S2(s; τ).
From this fact we can deduce several arithmetic consequences on special values of C2(s; τ);
for instance, putting τ = i and using Theorem 4.1, we obtain
C2(−4k + 2; i) ∈ Q ·
(̟
π
)4k
(k ∈ N)
(see Corollary 5.4 and Example 5.5), where ̟ is the “lemniscate constant” defined by
̟ = 2
∫ 1
0
dx√
1− x4 =
Γ(1/4)2
2
√
2π
= 2.62205 · · · .
We also evaluate C2(−6k + 2; ρ) for k ∈ N using the result in Theorem 4.3 (see Example
5.6). Furthermore we can obtain
C2(4k; i) ∈ Q · π4k−1 (k ∈ N),
which can be regarded as a double analogue of (1.4) (see Corollary 5.7 and Example 5.8).
A part of the present article, mainly Section 3, is the written version of the second
author’s talk at the 11th Vilnius Conference on Probability Theory and Mathematical
Statistics. On this occasion the second author expresses his sincere gratitude to the orga-
nizers, especially Professor E. Manstavicˇius, for the invitation and the kind hospitality.
2. A generalization of the Cauchy-Mellin formula
In our previous paper [13], we give the following generalization of the Cauchy-Mellin
formula (1.1):
Theorem 2.1 ( [13] Theorem 6.1). Let n ∈ Z≥2 and η = epii/n. Assume 0 < y < 1 and
p ∈ Z, or y = 0, 1 and p > n/2. We have
(2.1) C2p+1
∑
m∈Z
m6=0
cos(2mπy)
m2p+1−n
n−1∏
j=1
cosh
(
2mπiηj(y − 1/2))
sinh (mπiηj)

= −2
n−1(2πi)2p+1−n
ηn(n−1)/2
∞∑
m1,...,mn=0
m1+···+mn=p
n∏
ν=1
B2mν (y)
(2mν)!
η2(ν−1)mν ,
where
Ch =
n−1∑
j=0
ηj(1−h) =

n if h ≡ 1 (mod 2n),
0 if h 6≡ 1 (mod 2n) and 2 ∤ h,
2
1−η1−h
if h 6≡ 1 (mod 2n) and 2 | h.
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Example 2.2. It is easy to confirm that the case (n, y) = (2, 1/2) implies (1.1). Further-
more it follows from (2.1) that
∞∑
m=1
1
sinh(mπi/ρ)2m4
= − 1
5670
π4,
∞∑
m=1
(−1)m
sinh(mπiξ) sinh(mπiξ2) sinh(mπiξ3) sinh(mπiξ4)m6
= − 1
93550
π6,
∞∑
m=1
coth(mπi/ρ)2
m10
=
40247
3831077250
π10,
where ξ = e2pii/8.
The formula (2.1) is deduced from the functional equation for Barnes multiple zeta-
functions (see [13, Theorem 2.1], also proved independently by Shibukawa [24]) which we
will again consider in Section 4. In the case of the double zeta-function, that functional
equation can be read as
ζ2(s; y; 1, τ) : =
∞∑
m=0
∞∑
n=0
1
((1 − y)(1 + τ) +m+ nτ)s(2.2)
= − 2πi
Γ(s)(e2piis − 1)
{∑
m∈Z
m6=0
( e(2mpiiτ)y
e2mpiiτ − 1
)
(2mπi)s−1e2mpiiy
+
1
τ
∑
m∈Z
m6=0
( e(2mpii/τ)y
e2mpii/τ − 1
)
(2mπi/τ)s−1e2mpiiy
}
for y ∈ [0, 1) and τ ∈ H. In particular when y = 1/2 and τ = i, we have
ζ2(s; 1/2; 1, i) : =
∞∑
m=0
∞∑
n=0
1
(1/2 +m+ (1/2 + n)i)s
(2.3)
= −(2π)
s(epiis/2 − 1)
Γ(s)(e2piis − 1) S1(1− s; i).
Therefore we may say that S1(s; i) is the ”dual” of the Barnes double zeta-function via the
functional equation (2.3). Setting s = −4k − 2 in (2.3), we obtain (1.1). More generally,
using the functional equation for Barnes multiple zeta-functions and letting s be a suitable
nonpositive integer, we can obtain (2.1).
In Section 4, we consider the values of S1(s; τ) at nonpositive integers.
3. Hyperbolic sine analogues of Eisenstein series
In this section, we present the results on hyperbolic sine analogues of Eisenstein series
given in [11,14].
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For τ ∈ H, we consider the Eisenstein series and the level 2 Eisenstein series defined by
G2k(τ) :=
∑
(m,n)∈Z2
(m,n) 6=(0,0)
1
(m+ nτ)2k
(k ∈ N≥2),
G12k(τ) = G2k(τ ; (1, 1); 2) :=
∑
(m,n)∈Z2
1
(2m+ 1 + (2n + 1)τ)2k
(k ∈ N≥2)
(see Hecke [4], also Koblitz [10] and Serre [23]). We recall the following classical formula
of Hurwitz [6] and that of Katayama [8]:
G4k(i) =
(2̟)4k
(4k)!
H4k (k ∈ N),
G14k(i) =
(2̟)4k
(4k)!
H14k (k ∈ N),
where H4k and H
1
4k are the Hurwitz number and the 2-division Hurwitz number, respec-
tively. Actually H4k is defined by the Laurent expansion coefficient of the Weierstrass
℘-function:
℘(z) =
1
z2
+
∑
λ
(
1
(z − λ)2 −
1
λ2
)
=
1
z2
+
∞∑
k=1
2kHk
k
zk−2
(k − 2)! ,
where λ runs over all non-zero lattice points spanned by ̟ and ̟i, that is, λ = m̟+n̟i
(m,n ∈ Z), and H14k can be similarly defined (see [8, Section 6]).
As hyperbolic sine analogues of these results, the third-named author [26,27] considered
the series ∑
m∈Z
m6=0
∑
n∈Z
(−1)n
sinh(mπ)(m+ ni)k
(k ∈ N),
∑
m∈Z
∑
n∈Z
(−1)n
sinh((2m + 1)π)(2m + 1 + (2n + 1)i)k
(k ∈ N),
and so on. For example, he gave∑
(m,n)∈Z2
m6=0
(−1)n
sinh(mπ)(m+ ni)3
=
̟4
15π
− 7
90
π3 +
1
6
π2,(3.1)
∑
(m,n)∈Z2
(−1)n
sinh((2m + 1)π)(2m + 1 + (2n + 1)i)6
=
iπ2
1536
(4̟4 − 5π3).
The method to prove them is to use the property of the absolutely and uniformly conver-
gent associated double series, which is called the ‘u-method’ (see, for example, [17, 25]).
Here it is to be stressed that these results can be deduced from a more general formula
as follows. Let τ ∈ H. Define the two-variable Eisenstein series
Z2(s1, s2; τ) =
∑
m∈Z
m6=0
∑
n∈Z
1
ms1(m+ nτ)s2
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and its hyperbolic sine analogue
G2(s1, s2; τ) =
∑
m∈Z
m6=0
∑
n∈Z
(−1)n
sinh(mπi/τ)ms1(m+ nτ)s2
.
Then we have the following theorem.
Theorem 3.1 ( [11] Theorem 3.2). For k ∈ Z≥2, s ∈ C and τ ∈ H, we have
(3.2) G2(s, k; τ) =
τ
πi
[k/2]∑
ν=0
(2πi/τ)2ν
(2ν)!
B2ν(1/2)Z2(s, k + 1− 2ν; τ).
We define
G2(τ) =
∑
m∈Z
∑
n∈Z
(m,n) 6=(0,0)
1
(m+ nτ)2
.
It is known that G2(i) = −π (see [23, Section 7]).
Example 3.2. Setting (k, τ) = (3, i) in (3.2), we can recover (3.1), that is,
G2(0, 3; i) =
1
π
{
G4(i)− 2ζ(4) + (2π)
2
2!
B2(1/2) (G2(i) + 2ζ(2))
}
=
̟4
15π
− 7
90
π3 +
1
6
π2
from G4(i) = ̟
4/15, B2(1/2) = −1/12, and
Z2(0, 2j; i) = G2j(i)− 2(−1)jζ(2j) (j ∈ N),
where ζ(s) is the Riemann zeta-function (see [11, (36), (37)]).
Inspired by these results, we introduce a general form of the hyperbolic sine analogue
of Eisenstein series which we studied in [14].
First we recall the classical work of Kronecker [15] and the work of Katayama [8]. Define
the Jacobi odd theta function by
θ(z, τ) = −i
∑
n∈Z
exp
(
πi(n +
1
2
)2τ + 2πi(n +
1
2
)z + πin
)
(3.3)
and put
E(ξ, x, y, ω1, ω2) = e
2piixξ/ω1
ω1
θ′(0, τ)θ(ξ/ω1 + xτ − y, τ)
θ(ξ/ω1, τ)θ(xτ − y, τ) ,
where ξ ∈ C, x, y ∈ R, 0 < x < 1, ω1, ω2 ∈ C, τ = ω2/ω1 ∈ H. In his study of elliptic
functions, Kronecker proved
E(ξ, x, y, ω1, ω2) = lim
M→∞
lim
N→∞
∑
−M≤m≤M
−N≤n≤N
e−2pii(mx+ny)
ξ +mω1 + nω2
,
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and also gave the Laurent expansion:
E(ξ, x, y, ω1, ω2) = 1
ξ
+
∞∑
j=0
Hj+1(x, y, ω1, ω2)
(j + 1)!
ξj.
Later, Katayama proved
lim
M→∞
lim
N→∞
∑
−M≤m≤M
−N≤n≤N
(m,n)6=(0,0)
e−2pii(mx+ny)
(mω1 + nω2)j+1
=
(−1)j
(j + 1)!
Hj+1(x, y, ω1, ω2).(3.4)
Since this gives a kind of generalization of Hurwitz’s formula, we call Hj+1(x, y, ω1, ω2)
the generalized Hurwitz number. Note that the case (x, y) = (0, 0) of Katayama’s formula
(3.4) was already obtained by Herglotz (see [5]).
For our present aim, it is necessary to show a hyperbolic sine analogue of (3.4). Let
F(ξ, z, ω2) = 2πi
ω2
e2piiξz/ω2
e2piiξ/ω2 − 1 ,
which is essentially the generating function of Bernoulli polynomials, and define
Dr(ξ) = E(ξ, x, y, ω1, ω2)F(ξ, z, ω2)r (r ∈ N).
Further, let Kr(ξ) be the residue at η = 0 of the function
Dr(ξ)
η
−Dr(η)F(ξ − η, {y + rz}, ω2).
Then we can show that, for −1 < x, y < 1, 0 ≤ z ≤ 1, the function Kr(ξ) is meromorphic
in ξ, and especially holomorphic at ξ = 0. Therefore we can expand Kr(ξ) at ξ = 0:
Kr(ξ) =
∞∑
k=1
Kk,r(x, y, z, ω1, ω2)
k!
ξk−1.
This Kk,r(x, y, z, ω1, ω2) plays a role similar to that of generalized Hurwitz numbers in our
present situation.
Corresponding to this result, we define a general form of hyperbolic sine analogue of
Eisenstein series.
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Definition 3.3 ( [14] Section 3).
G〈r〉k (x, y, z;ω1, ω2)
=

LimM,N
∑
−M≤m≤M
−N≤n≤N
m6=0
(−1)rn
(sinh(mπi/τ))r
e2pii(m(x+r(z−1/2)/τ)+n(y+r(z−1/2)))
(mω1 + nω2)k
(
for k = 1 and 0 < z < 1, y + rz 6∈ Z, or
k = 2, (x, y) 6= (0, 0) and z = 0, 1
)
,
∑
(m,n)∈Z2
m6=0
(−1)rn
(sinh(mπi/τ))r
e2pii(m(x+r(z−1/2)/τ)+n(y+r(z−1/2)))
(mω1 + nω2)k(
for k ≥ 3, or
k = 2 and 0 < z < 1
)
,
(3.5)
where we denote by LimM,N any one of the following limits:
(3.6) lim
M→∞
N→∞
, lim
M→∞
lim
N→∞
, lim
N→∞
lim
M→∞
.
Here the first limit means that M = {Mk}∞k=1, N = {Nk}∞k=1, such that for any R > 0
one can find K = K(R) for which Mk ≥ R, Nk ≥ R hold for any k ≥ K.
Then, as a hyperbolic sine analogue of Katayama’s formula (3.4), we obtain
Theorem 3.4 ( [14] Theorem 3.2). With the above notation,
G〈r〉k (x, y, z;ω1, ω2) = −
1
k!
(ω2
πi
)r
Kk,r(x, y, z, ω1, ω2).
We briefly sketch the proof of this theorem. Let CM,N be the parallelogram, centered
at the origin, and on which are the points (M + 1/2)ω1, (N + 1/2)ω2.
First, we show that
LimM,N
∫
CM,N
ξ−kE(ξ)F(ξ)rdξ = 0
by careful estimation of the integrand, with noting the quasi-periodicity of E and F , such
as
E(ξ + ω1, x, y, ω1, ω2) = E(ξ, x, y, ω1, ω2)e2piix
(recall that E is defined by using the theta function), and
F(ξ + ω2) = F(ξ)e2piiz .
On the other hand, by residue calculus, the integral is written as a sum of residues of
ξ−kE(ξ)F(ξ)r at ξ = mω1 + nω2. Finally, each residue can be evaluated by using some
properties of Bernoulli polynomials. Combining these results, we obtain the assertion of
Theorem 3.4.
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Theorem 3.4 implies that the hyperbolic sine analogue of Eisenstein series can be written
in terms of Kk,r(x, y, z, ω1, ω2). To evaluate Kk,r(x, y, z, ω1, ω2), we need the following
definitions.
Definition 3.5. The Bernoulli polynomial of higher order B
〈r〉
k (x) is defined by(
text
et − 1
)r
=
∞∑
k=0
B
〈r〉
k (x)
tk
k!
.
This definition of the Bernoulli polynomial of higher order is slightly modified from the
original definition of No¨rlund (see [21,22]).
Definition 3.6. We define B〈r〉k (z;ω2) by
F(ξ, z, ω2)r =
∞∑
k=0
B〈r〉k (z;ω2)
k!
ξk−r.
Recall that Kk,r(x, y, z, ω1, ω2) are Taylor coefficients of
Kr(ξ) = Resη=0
(Dr(ξ)
η
−Dr(η)F(ξ − η, {y + rz}, ω2)
)
.(3.7)
The right-hand side consists of Dr and F , and further, Dr consists of E and Fr. Since Hk
and B〈r〉k are Laurent coefficients of E and Fr, respectively, comparing the coefficients of
the both sides of (3.7), we can find a relation among Kk,r, Hk and B〈r〉k .
Theorem 3.7 ( [14] Theorem 3.4). Assume 0 ≤ z ≤ 1 and let k, r ∈ N. For (x, y) 6= (0, 0),
(3.8) Kk,r(x, y, z;ω1, ω2)
= k!
k+r∑
l=r+1
Hl(x, y;ω1, ω2)
l!
B〈r〉k+r−l(z;ω2)
(k + r − l)!
+ k!
r∑
l=0
Hl(x, y;ω1, ω2)
l!
×
(B〈r〉k+r−l(z;ω2)
(k + r − l)! −
r−l∑
j=0
B〈r〉r−j−l(z;ω2)
(r − j − l)!
(−1)j
j!
(k + j − 1)!
(k − 1)!
Bk+j({y + rz};ω2)
(k + j)!
)
.
For (x, y) = (0, 0) and z 6= 1,
(3.9) Kk,r(0, 0, z;ω1, ω2)
= k!
k+r∑
l=r+1
Hl(ω1, ω2)
l!
B〈r〉k+r−l(z;ω2)
(k + r − l)!
+ k!
r∑
l=0
l 6=1
Hl(ω1, ω2)
l!
×
(B〈r〉k+r−l(z;ω2)
(k + r − l)! −
r−l∑
j=0
B〈r〉r−j−l(z;ω2)
(r − j − l)!
(−1)j
j!
(k + j − 1)!
(k − 1)!
Bk+j({rz};ω2)
(k + j)!
)
.
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In the case (x, y, ω1, ω2) = (0, 0, 1, i), we obtain the following result, because B〈r〉k (z;ω2) =
(2πi/ω2)
kB
〈r〉
k (z).
Theorem 3.8 ( [14] Corollary 3.5). Let r ∈ N. Assume that k ≥ 3 and 0 ≤ z ≤ 1, or that
k = 2 and 0 < z < 1, or that k = 1, 0 < z < 1 and rz 6∈ Z. Then we have
πrG〈r〉k (0, 0, z; 1, i)
(3.10)
=
k+r∑
l=r+1
(2̟)lHl
l!
(2π)k+r−lB
〈r〉
k+r−l(z)
(k + r − l)!
+
r∑
l=4
(2̟)lHl
l!
(2π)k+r−l
( B〈r〉k+r−l(z)
(k + r − l)! −
r−l∑
j=0
(−1)j
(
k + j − 1
j
)
B
〈r〉
r−j−l(z)
(r − j − l)!
Bk+j({rz})
(k + j)!
)
− (2π)
k+r−1
2
( B〈r〉k+r−2(z)
(k + r − 2)! −
r−2∑
j=0
(−1)j
(
k + j − 1
j
)
B
〈r〉
r−j−2(z)
(r − j − 2)!
Bk+j({rz})
(k + j)!
)
− (2π)k+r
(B〈r〉k+r(z)
(k + r)!
−
r∑
j=0
(−1)j
(
k + j − 1
j
)
B
〈r〉
r−j(z)
(r − j)!
Bk+j({rz})
(k + j)!
)
∈ Q[π,̟4, z].
Example 3.9. From this theorem, we give the following examples.∑
(m,n)∈Z2
m6=0
1
(sinh(mπ))2(m+ ni)2
=
̟4
15π2
− 11
45
π2 +
2
3
π,
LimM,N
∑
−M≤m≤M
−N≤n≤N
m6=0
(−1)n
(sinh(mπ))5(m+ ni)
= − ̟
4
15π3
+
191
945
π − 8
15
.
For the case τ = ρ, we first recall the properties of G2j(ρ) (see, for example, [16,20,30]).
Let
˜̟ = 2∫ 1
0
1√
1− x6 dx =
Γ(1/3)3
24/3π
= 2.4286506 · · · .
Then it is known that G6k(ρ) ∈ Q · ˜̟ 6k (k ∈ N), for example,
G6(ρ) =
˜̟ 6
35
, G12(ρ) =
˜̟ 12
7007
, G18(ρ) =
˜̟ 18
1440257
.(3.11)
Here, combining Theorems 3.4 and 3.7, we obtain the following examples.
Example 3.10.∑
(m,n)∈Z2
m6=0
(−1)n
sinh(mπi/ρ)(m+ nρ)5
= ρi
(
− ˜̟ 6
35π
+
31
2520
π5 − 7
√
3
540
π4
)
.
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Remark 3.11. From the above observation, we obtain the following reciprocity formula
(see [14, Eq. (8.16)]) for G1(τ) = G〈1〉1 (0, 0, 1/2; 1, τ):
G1(τ) + G1(−1/τ) = τ
2 − 1
3τi
π − 2.
This essentially follows from the quasi-modular relation G2(−1/τ) = τ2G2(τ) + 2πiτ
(see [10,23]).
At the end of this section, we report an application to the theory of q-zeta functions.
Around 1950, Carlitz [2] introduced a q-analogue of Bernoulli numbers. In the 1980s,
Koblitz [9] introduced a q-analogue of the zeta-function, which interpolates Carlitz’s q-
Bernoulli numbers. After their work, various other definitions of q-zeta functions have been
proposed. Some of them are motivated by the theory of quantum groups; for example,
Ueno and Nishizawa [28] introduced a q-analogue of Hurwitz zeta-functions, in their study
of the spectral zeta-function associated with the quantum group SUq(2).
Here we consider the q-analogue of the Riemann zeta-function introduced by Kaneko,
Kurokawa and Wakayama (see [7]):
ζq(s) = (1− q)s
∞∑
m=1
qm(s−1)
(1− qm)s
where q ∈ R, 0 < q < 1. For any s ∈ Cr {1}, we have
lim
q→1
ζq(s) = ζ(s).
Wakayama and Yamasaki [29] generalized the above notion to introduce the following
2-variable q-zeta function:
fq(s, t) = (1− q)s
∞∑
m=1
qmt
(1− qm)s
(so, fq(s, s− 1) = ζq(s)). For any (s, t) ∈ C2 except s = 1, we have
lim
q→1
fq(s, t) = ζ(s).
Here we point out that certain special values of this fq(s, t) can be evaluated in connec-
tion with our series involving the hyperbolic sine function.
When q = e−2pi, we have
fq(2k, k) =
(
1− e−2pi
2
)2k ∞∑
m=1
1
(sinh(mπ))2k
for any positive integer k. On the other hand, the following relation is a special case
of [14, Lemma 9.1].
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Proposition 3.12.
∞∑
m=1
1
(sinh(mπ))2k
=
1
π
∞∑
m=1
lim
N→∞
∑
−N≤n≤N
(−1)n
(sinh(mπ))2k−1(m+ ni)
.
Therefore, applying Theorem 3.8, we can evaluate the value of fq(2k, k) for q = e
−2pi.
For example, we have
fq(2, 1) = ζq(2) =
(1− e−2pi)2
8
(
1
3
− 1
π
)
,
fq(4, 2) =
(1− e−2pi)4
32
(
̟4
15π4
− 11
45
+
2
3π
)
.
More generally, we can prove the same type of evaluation formula for q = e−2pii/τ
(τ ∈ H). For example
fq(2, 1) = ζq(2) =
(1− e−2pii/ρ)2
8
(
1
3
− 2√
3π
)
for q = e−2pii/ρ.
4. Double series involving the hyperbolic sine function
In this section, we state some formulas for double series involving the hyperbolic sine
function which we showed in [12].
Recall the special type of functional equation for the Barnes double zeta-function (by
setting (y, τ) = (1/2, i) in (2.2)):
(4.1)
∞∑
m=0
∞∑
n=0
1
(m+ 1/2 + (n + 1/2)i)s
=
(2π)s
2Γ(s) (epiis + 1)
(
epiis/2 + 1
) ∑
m∈Z
m6=0
(−1)mms−1
sinh(mπ)
.
Note that, by calculating the values at nonpositive integers on both sides of (4.1), we can
obtain the Cauchy-Mellin formula (1.1).
Combining (4.1) and Katayama’s result for G14k(i) (see Section 3), we obtain the fol-
lowing theorem.
Theorem 4.1 ( [12] Theorem 3.2). For k ∈ N,
(4.2) S1(−4k + 1; i) =
∞∑
m=1
(−1)mm4k−1
sinh(mπ)
=
24k−2
k
H14k
(̟
π
)4k
.
Example 4.2.
S1(−3; i) =
∞∑
m=1
(−1)mm3
sinh(mπ)
= −1
8
(̟
π
)4
,
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S1(−7; i) =
∞∑
m=1
(−1)mm7
sinh(mπ)
=
9
16
(̟
π
)8
.
Next we consider the case τ = ρ. As well as the case τ = i, we obtain the following.
Theorem 4.3 ( [12] Theorem 3.5). For k ∈ N,
(4.3) S1(−6k + 1; ρ) ∈ Q ·
( ˜̟
π
)6k
.
Example 4.4. For example, we obtain the following:
S1(−5; ρ) =
∞∑
m=1
(−1)mm5
sinh(mπi/ρ)
= −9
8
( ˜̟
π
)6
,
S1(−11; ρ) =
∞∑
m=1
(−1)mm11
sinh(mπi/ρ)
=
30375
16
( ˜̟
π
)12
.
Using the same method as in [26] and applying the above result, we obtain the following
results for S2(s; i) defined by (1.3).
Theorem 4.5 ( [12] Theorem 4.1). For k ∈ N,
S2(−4k; i) = −4k
π
S1(−4k + 1; i) = −2
4k
π
H14k
(̟
π
)4k
.(4.4)
Theorem 4.6 ( [12] Theorem 4.7). For k ∈ N0,
S2(4k; i) = 4k
π
S1(4k + 1; i) + 2
(
1− π
3
)
S1(4k − 1; i)
− 4
π
k∑
j=1
ζ(4j + 2)S(4k − 4j − 1; i).
(4.5)
Remark 4.7. Combining (1.1) and (4.5), we see that π S2(4k; i) − 4k S1(4k + 1; i) ∈ Q[π]
(k ∈ N). However it is unclear whether S1(4k + 1; i) can be written in terms of π, ̟ and
so on, so is S2(4k; i).
5. A functional relation between C2(s; τ) and S1(s; τ)
In this section, we consider C2(s; τ) defined by (1.5), and prove cosh-versions of the
theorems in Section 4. As we mentioned in Remark 4.7, it is unclear whether we can
express S2(4k; i) (k ∈ N) in terms of π, ̟, and so on. On the other hand, we can prove
the following simple but non-trivial functional relation between C2(s; τ) and S1(s; τ), which
ensures some arithmetic properties of C2(s; τ) such as C2(4k; i) ∈ Q · π4k−1 (k ∈ N). This
is an interesting point, because the situation is different from the hyperbolic sine case.
Theorem 5.1. Let τ ∈ C with ℑτ > 0. For s ∈ C,
C2(s; τ) = −2S1(s− 1; τ).(5.1)
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In order to prove this theorem, we prepare the following lemmas.
Lemma 5.2. Let (u, v) ∈ R2rZ2. There uniquely exists a meromorphic function h(z) =
h(z;u, v) in z ∈ C satisfying
(5.2) h(z) =
1
z − 1/2 +O(1), h(z + 1) = e
2piiuh(z), h(z + τ/2) = e2piivh(z)
with simple poles only at z ∈ Z+ 1/2 + τZ/2. Furthermore, when v = 0, we have
(5.3) h(z) = h(z;u, 0) =
2
uτ
+O(1)
as u→ 0 for z /∈ Z+ 1/2 + τZ/2, and the residue at z = m+ 1/2 (m ∈ Z) is e2piimu.
Proof. First we show the uniqueness. Suppose there exist h1(z) and h2(z) satisfying (5.2).
Let H(z) = h1(z)− h2(z). Then H(z) is entire and satisfies
(5.4) H(z + 1) = e2piiuH(z), H(z + τ/2) = e2piivH(z).
Hence H(z) is a bounded entire function, namely is a constant function. Due to the quasi-
periodicity (5.4), this constant must be zero, because at least one of e2piiu and e2piiv is not
equal to 0. This implies the uniqueness.
Next we show that the desired function can be given explicitly by
(5.5) h(z) = e2piiu(z−1/2)
θ′(0; τ/2)θ(z − 1/2 + uτ/2 − v; τ/2)
θ(z − 1/2; τ/2)θ(uτ/2 − v; τ/2) ,
where θ is the theta function defined by (3.3). Using the properties
θ(0; τ) = 0, θ(z + 1; τ) = −θ(z; τ), θ(z + τ ; τ) = − exp(−πiτ − 2πiz)θ(z; τ),
we can easily verify that h(z) in (5.5) satisfies the conditions (5.2) with simple poles only
at z ∈ Z+ 1/2 + τZ/2.
The asymptotic behavior (5.3) follows from the Laurent expansion of (5.5) in u. The
evaluation of the residue is easy. 
Lemma 5.3. For k ∈ N and q ∈ C with |q| < 1, we have
(5.6)
∑
m∈Z
1
(q2m+1 + q−2m−1)
(
q2(m−k)+1 + q−2(m−k)−1
) = − k
q2k − q−2k .
Proof. First we let q = e−pii/τ for any τ ∈ C with ℑτ > 0, which satisfies |q| < 1. Let h(z)
be the function given in Lemma 5.2. We define
f(z) =
1
(e−2piiz/τ + e2piiz/τ )(e−2pii(z−k)/τ + e2pii(z−k)/τ )
h(z)
=
1
(q2z + q−2z)(q2(z−k) + q−2(z−k))
h(z).
(5.7)
Then
(5.8) f(z + τ/2) = e2piivf(z).
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Besides the poles due to h(z), the function f(z) has simple poles at z ∈ τ(Z/2 + 1/4) and
z ∈ τ(Z/2 + 1/4) + k.
Now put v = 0. Let ε be a sufficiently small positive number. By considering the
contour integral C with vertices ±N ± τ/4 + ετ , we have
1
2πi
∫
C
f(z)dz =
N−1∑
m=−N
e2piimu
(q2(m+1/2) + q−2(m+1/2))(q2(m+1/2−k) + q−2(m+1/2−k))
+ Res
z=τ/4
f(z) + Res
z=τ/4+k
f(z).
(5.9)
Furthermore
Res
z=τ/4
f(z) =
−τ
4π
−1
i(q−2k − q2k)h(τ/4),(5.10)
Res
z=τ/4+k
f(z) =
−1
i(q2k − q−2k)
−τ
4π
e2piikuh(τ/4).(5.11)
We observe
(5.12) lim
N→∞
1
2πi
∫
C
f(z)dz = 0,
because the integrals over two horizontal segments are cancelled with each other, while
the integrals over two vertical segments tend to 0. Therefore we obtain
(5.13) lim
N→∞
N−1∑
m=−N
e2piimu
(q2(m+1/2) + q−2(m+1/2))(q2(m+1/2−k) + q−2(m+1/2−k))
=
1
4π
τi
(q2k − q−2k) (e
2piiku − 1)h(τ/4).
By (5.3), we have
lim
u→0
1
4π
τi
(q2k − q−2k)(e
2piiku − 1)h(τ/4) = 1
4π
τi
(q2k − q−2k)(2πik)
2
τ
= − k
(q2k − q−2k) .
(5.14)
Thus (5.6) holds for q = e−pii/τ for any τ ∈ C with ℑτ > 0. Here we note that each side
of (5.6) is absolutely convergent for |q| < 1. Hence (5.6) holds for all q ∈ C with |q| < 1.
This completes the proof. 
Proof of Theorem 5.1. For t ∈ C with ℜt > 0, let
F (t; τ) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n+1e−(m+n+1)t
cosh((m+ 1/2)πi/τ) cosh((n+ 1/2)πi/τ)
.(5.15)
Since the right-hand side is equal to∑
(m,n)∈Z2
(−1)ke−kt
cosh((m+ 1/2)πi/τ) cosh(−(m− k + 1/2)πi/τ) ,
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by Lemma 5.3 with q = e−pii/2τ , we have
(5.16) F (t; τ) = 2
∞∑
k=1
(−1)kke−kt
sinh(kπi/τ)
.
Note that F (t; τ) is holomorphic for t ∈ C with ℜt > 0.
For s ∈ C with ℜs > 1, let
I(s; τ) =
∫ ∞
0
F (t; τ)ts−1dt.(5.17)
This is holomorphic for s ∈ C with ℜs > 1. Using (5.15), we have
I(s; τ) =
∫ ∞
0
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n+1e−(m+n+1)t
cosh((m+ 1/2)π/τ) cosh((n + 1/2)π/τ)
ts−1dt
= Γ(s)
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n+1
cosh((m+ 1/2)πi/τ) cosh((n+ 1/2)πi/τ)(m + n+ 1)s
= −Γ(s)C2(s; τ).
Also, by using (5.16), we similarly obtain
I(s; τ) = 2Γ(s)S1(s− 1; τ).
Therefore we see that (5.1) holds for ℜs > 1. Since C2(s; τ) and S1(s − 1; τ) are entire,
(5.1) holds for all s ∈ C. This completes the proof. 
From Theorem 4.1, we have the following.
Corollary 5.4. For k ∈ N,
(5.18) C2(−4k + 2; i) = −2
4k−1
k
H14k
(̟
π
)4k
.
Example 5.5.
C2(−2; i) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n(m+ n+ 1)2
cosh((m+ 1/2)π) cosh((n+ 1/2)π)
=
1
4
(̟
π
)4
,
C2(−6; i) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n(m+ n+ 1)6
cosh((m+ 1/2)π/2) cosh((n+ 1/2)π)
= −9
8
(̟
π
)8
,
C2(−10; i) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n(m+ n+ 1)10
cosh((m+ 1/2)π/2) cosh((n+ 1/2)π)
=
189
4
(̟
π
)12
.
Example 5.6. Combining Theorems 4.3 and 5.1, we obtain
(5.19) C2(−6k + 2; ρ) ∈ Q ·
( ˜̟
π
)6k
.
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In fact, by Example 4.4, we can explicitly give
C2(−4; ρ) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n(m+ n+ 1)4
cosh((m+ 1/2)πi/ρ) cosh((n + 1/2)πi/ρ)
=
9
4
( ˜̟
π
)6
,
C2(−10; ρ) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n(m+ n+ 1)10
cosh((m+ 1/2)πi/ρ) cosh((n + 1/2)πi/ρ)
= −30375
8
( ˜̟
π
)12
,
C2(−16; ρ) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n(m+ n+ 1)16
cosh((m+ 1/2)πi/ρ) cosh((n + 1/2)πi/ρ)
=
658560375
4
( ˜̟
π
)18
.
Combining (5.1) and (1.1) with s = 2k (k ∈ N), we easily obtain the following result
which can be regarded as a double analogue of (1.4).
Corollary 5.7. For k ∈ N0, we have C2(−4k − 4; i) = 0 and
C2(4k; i) =
∑
(m,n)∈Z2
m+n+1>0
(−1)m+n
cosh((m+ 1/2)π) cosh((n + 1/2)π)(m + n+ 1)4k
= (2π)4k−1
2k∑
j=0
(−1)jB2j
(
1
2
)
(2j)!
B4k−2j
(
1
2
)
(4k − 2j)! .
(5.20)
Example 5.8. The following formulas can be derived from (5.20):
C2(4; i) = 1
1440
π3,
C2(8; i) = 13
29030400
π7,
C2(12; i) = 4009
13948526592000
π11,
C2(16; i) = 13739
74500348575744000
π15.
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