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Abstract- -An approach to design fault-tolerant hexagonal systolic array (SA) for multiplication 
of rectangular matrices is described. The approach comprises three steps. First, redundancies are 
introduced at the computational level by deriving three equivalent algorithms but with disjoint index 
spaces. Second, we perform the accommodation f index spaces to the projection direction to obtain 
hexagonal SA with optimal number of processing elements (PE) for a given problem size. Finally, 
we perform mapping of the accommodated index spaces into fault-tolerant systolic array using valid 
transformation matrix. As a result, we obtain SA with optimal number of PEs which performs 
fault-tolerant matrix multiplication. In the case of square matrices of order N x N, this array 
comprises N 2 + 2N PEs with active computation time tc ----- 5N - 4 time units. Fault tolerance is 
achieved through triplicated computation of the same problem instance and majority voting. We 
have proposed two hardware solutions for the voting process: one when voting is performed at the 
end of the computation, i.e., at the output of the SA, and the other where voting is performed after 
each computational step. With the proposed method, any single transient or permanent fault can be 
detected and corrected. Experimental results show that with the proposed schemes a lot of multiple 
error patterns can be tolerated, also. © 2004 Elsevier Ltd. All rights reserved. 
Keywords - -Mat r ix  multiplication, Fault-tolerance, Systolic arrays. 
1. INTRODUCTION 
Matrix multiplication plays a central role in numerical linear algebra, since we met it in almost 
all numerical algorithms, including matrix inversion, eigenvalue computation, umerical solution 
of the PDE, as well as in many technical problems including digital signal processing, circuit 
simulation, digital control, etc. Matrix multiplication is a very regular computation and lends 
itself well to parallel implementation. Regular structures uch as systolic arrays (SA) axe well 
suited for matrix multiplication and are also amenable to VLSI/WSI implementation because of 
simple and regular design, and nearest neighbor communications. 
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Fault tolerance has become a crucial design requirement for VLSI/WSI array processors. Fault 
tolerance can be achieved through some form of redundancy, i.e., either information (ABFT) [1,2], 
space and/or time [3-5], and by reconfiguration. 
In this paper, we present a systematic approach to design a fault-tolerant VLSI/WSI SA 
for multiplication of matrix A of order N1 x N3 by matrix B of order N3 x N2 to obtain 
matrix C of order N1 × N2. The method is based on fanlt-tolerant mapping theory which 
is developed from space-time mapping technique [6-10], and the theory on concurrent error 
detection using space/time redundancy [4,5,11]. Fault tolerance is achieved through tripli- 
cated computation of the same problem instance and majority voting. Our mapping algo- 
rithm to obtain fault-tolerant systolic array is based on composition of two linear transforma- 
tions (H,T), contrary to the approach proposed in [5], which uses only valid transformation 
matrix T. Linear transformation H accommodates index space of the matrix multiplication 
algorithm to the projection direction #. This accommodation e ables us to obtain SA with 
optimal number of processing elements (PE) for a given problem size. Optimal SA is ob- 
tained when valid transformation T is applied on the accommodated index space. The total 
number of PEs, np, and the total computation time, to, are two major performance measures. 
Therefore, we take their product AT -- rtp× tc (space-time complexity) as the indicator of 
the SA optimality. The fault tolerant SA for matrix multiplication obtained by the proposed 
method has AT = N3(min{N1, N2} + 2)(3 max{N1, N2} + min{N1, N2} + N3 - 4) compared to 
AT = (N I (N2 - 1) + N2(N3 + 1) + N3(N1 + 1) - 1)(N1 + N2 + N3 - 2) obtained in [5]. When 
N1 = N2 = N3 -- N we, respectively, obtain AT = (N 2 + 2N)(bN - 4) - O(5N3), compared to 
AT = (3N 2 + N - 1)(3N - 2) = O(9N3). 
2. BACKGROUND 
Let A = (a~k) and B -- (bkj) be two matrices of order N1 × N3 and N3 x N2, respectively. To 
find their product, C -- A. B, the following recurrence relation can be used: 
c(k) A(k--1) i j := cij + a~kbkj, k = 1, 2, . . . ,  N3, (2.1) 
for all i - 1, 2,.. .  ,N1, and j = 1, 2, . . . ,  N2, where c~ 3 = cij. The systolic algorithm that 
computes C = A. B according to (2.1) has the following form. 
ALGORITHM_I .  
for  k := l  to N3 do 
:for j := l  to N2 do 
for i :=I  to NI do 
a( i , j , k )  := a( i , j  - 1, k); 
b( i , j , k )  := b(i - 1,j, k); 
c( i , j ,  k) := c(i, j, k - 1) + a( i , j ,  k) • b(i , j ,  k); 
end:for{i, j k,} ; 
Ak) We will call this algorithm the basic where a( i ,O,k)  - a~k, b(O, j ,k)  - bkj and c( i , j , k )  =- cij . 
one. 
Now, we will briefly explain the main steps for synthesizing 2D planar arrays that implement 
matrix multiplication according to Algorithm_l. The computational structure of the Algorithm_l 
is determined by the inner computation space (see, for example, [12]) 
P~,t= {( i , j , k )  l l <_i < N~, I <_j <_N2, 1 <k<Na},  (2.2) 
where data are used or computed, and a dependency matrix 
D = -3 -3  ~3 (2.3) = 1 
0 
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The space of initial computations, Pin = {~n(a) U Pin(b) U Pin(c)}, is defined as 
Pin(a)={(i,O,k)tl<i<N1, 1< k <Y3}, 
Pin(b) = {(0, j ,k) I 1 _ j < N2, 1 < k < N3}, 
Pi,(c) = {(i,j, 0) I 1 < i < N~, 1 < j < Y2}. 
An important performance parameter of the designed SA is the pipeline period a, which is the 
time interval in clock units between two successive activities of a processor, c~ -- 1 means that a 
processor is busy in every clock, a -- 2 means the processor is activated in every other clock, etc. 
Here we are interested in hexagonal arrays with pipeline period a = 3, since they can be used to 
achieve fault-tolerant computing. 
Hexagonal SA with the pipeline period a = 3 is obtained by mapping computational structure 
(D, Pint) along the direction fi = [1 1 1] T using one of the transformation matrices of the form 
T =  = = 
$2 Lt~1 t32 tsaJ 
The mapping is performed as 
T :  (D, Pint) ~-~ (A, Pint), 
(2.4) 
(2.5) 
where Pint -- {(t, x, y)}. Here t represents he time instance when the computation is performed, 
while (x, y) = [ y ] denotes the coordinates of the PE where the computation is taking place. Both 
refer to the index point (i, j, k). The communication li ks between the PEs are implemented along 
the projection of data dependency vectors; i.e., 
As  = s D = . (2.6) 
Standard synthesis procedure (see, for example, [14,15]) does not take into account some fen-. 
tures of the computations in Algorithm_l that can be used to minimize space parameters of 
the SA. 
.As we have mentioned, one of the features of this array is pipeline period a -- 3. Other plana¢ 
arrays have 1 < a < 2. A systolic array is not fully utilized if a > 1. One way to increase the SA 
utilization is to execute two or more problem instances imultaneously (see, for example, [10]). 
Another is to perform replicated computations of the same problem instance to achieve fault 
tolerance (see, for example, [3,5,11]). 
In the error masking approach, which is known as N-tuple modular redundancy, N copies 
(N odd) of a module and majority voter are used to mask the error from a failed module. At 
least three modules are necessary in a voting system that is typically called triple modular e.- 
dundancy (TMR). It seems that at least 200 percent hardware overhead for fault tolerance is 
needed. In practice, it needs to put triplicate computations to the voter, and then, gets a cor-- 
rect result. The triplicated computations may be computed in different PEs and/or differen~ 
time using space-shift, time-shift, or space-time-shift [11]. If the replicated computations are 
performed simultaneously b  different PEs, it is a space-shift scheme. If the replicated computa- 
tions are computed by the same PE at different imes it is a time-shift scheme. If the replicated 
computations are computed by different PEs at different imes, it is a space-time-shift scheme. 
A systolic array with pipeline period a = 3 can perform an original algorithm and two redun- 
dant algorithms derived from the original one, concurrently. These redundant computations can 
be performed by the idle PEs at idle clock cycles. In the text that follows, we will briefly describe 
the idea employed in [5] to design a fault-tolerant hexagonal SA for matrix multiplication. By 
the proposed method, any single error at any given time can be detected and corrected. 
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Zhang et al. [5] have observed that an additional two algorithms equivalent to Algorithm_l can 
be derived by translating the space P = Pin k/Pint along the vectors d= [-(2/3) (1/3) (1/3)] T 
and d= [-(4/3) (2/3) (2/3)] T. The common description of all three algorithms is as follows. 
ALGORITHMS_2. 
fo r  r :=0 to 2 do 
for  k := l  to Ns do 
for  j := l  to N2 do 
for  i := l  to N1 do 
a(i - 2r/3, j + r13, k + r/3) := a(i - 2r/3, j + r/3 - 1, k + r/3); 
b(i - 2r/3, j + r/3, k + r/3) := b(i - 2r/3 - 1, j + r/3, k + r/3); 
c(i - 2r/3, j + r/3, k + r/3) := c(i - 2r/3, j + r/3, k + r/3 - 1)+ 
+a(i - 2r/3, j + r/3, k + r/3) • b(i - 2r/3, j + r/3, k + r/3); 
endfor{i, j k, r} ; 
For r = 0, 1, 2, three equivalent algorithms with disjoint index spaces are obtained. The initial 
values in Algorithms_2 are given by a( i -2r /3,  r/3, k+r/3) - a,~, b(-2r/3,  j+r /3 ,  k+r/3) - bkj, 
and c(i - 2r/3, j + r/3, r/3) -- O. The final results of Algorithms_2 are c(i - 2r/3, j + r/3, N3 + 
r/3) -- c~j. 
The inner computation space of the above three algorithms are 
-~- , j+~,k+ 0<r<2,  I< i<N1,  I< j<_N2,  l<k<N3 . 
Using valid transformation matrix [5] 
1 1 1 
-1  1 0 , 
0 -1  1 
(2.7) 
the computational structure (D, Pint(r)) is mapped into fault-tolerant SA, i.e., 
T :  (D, Pint(r)), ~ (A, Ant(r)).  
Note that several valid transformations T that map (D, Pint(r)) into (A, Pint(r)) can be generated. 
For T defined by (2.7), the (x, y) positions of PEs in the SA are given by 
while time schedule, t, is determined according to 
-~ , j+~,k+ =i+ j+k .  (2.9) 
The communication li ks between the PEs are implemented along the projections of data depen- 
dency vectors; i.e., 
As ---- L b a cJ = 0 --1 --1 " 
The array obtained according to (2.8)-(2.10) has the following features: 
• number of PEs: np= NI(N2 - 1) + N2(Na + 1) + Na(N1 + 1) - 1, 
• computation time: tc = N1 + N2 + Na - 2, 
• space-time complexity: AT = np x tc = [NI(N2 - 1) + N2(Ns + 1) + Ns(N1 + 1) - 1][N1 + 
N2 + N3 - 2]. 
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For the case N1 = N2 = N3 = N, the following is obtained [4,5]: 
np = 3N 2 +N-  1, t¢ = 3N-  2, 
AT = (3N 2+N-1) (3N-2)=O(gN3) .  
(2.n) 
This array, as well as the original one without fault-tolerant capability, has a large number 
of PEs. In the next section, we will describe a modification of the synthesis procedure that 
generates hexagonal arrays with optimal number of PEs with respect o a problem size. 
The corresponding SA that implements fault-tolerant matrix multiplication for Nz = N2 = 
N3 = 3 is shown in Figure 1. This array is referred to as optimal fault-tolerant SA with respect 
to a space-time complexity in [5]. 
b22b2~b,~b~b~ 
b~2b23b23b~ 
C31 C12 C12 C12 0 
C~ C~2 C2~ 0 0 
C3~ C32 C13 013 C13 
0 C23 C23 C23 
C= C~ C~ 
b13b13b,3 
Figure 1. Data flow in the SA during fault-tolerant matrix multiplication for Nz = 
N2 = N3 = 3, obtained in [5]. 
3. MODIF ICAT ION OF  THE SYNTHESIS  PROCEDURE 
In what follows, we will briefly describe the design procedure that enables us to obtain SAz 
with an optimal number of PEs without fault-tolerance capabilities. Then, we will use it to 
obtain the SA with optimal number of PEs that performs fault-tolerant matrix multiplication. 
The inner computation space Pint of Algorithm_l is a cubic lattice where each node has integer 
coordinates in the corresponding (i', f, k) Cartesian space. The orthogonal projection of this 
lattice on the (i*~)-plane has N1N2 nodes, on the (i'f~)-plane N1N3 nodes, and on the (~f~)-plane 
N2N3 nodes. Since the projection on (i'k)-plane cannot be used to obtain a systolic array that 
performs fault-tolerant computation, we will not take it into consideration. 
Depending on the relation between N1 and N2, we can choose the projection on either the 
(~f~)-plane or the 0"k)-plane to obtain the image with minimal number of nodes, namely the one 
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which consists of 
np -- N3 min{N1, N2} (3.1) 
nodes. It is well known that nonorthogonal projections give images with larger number of nodes 
than (3.1). Consequently, the same is valid for the image obtained by the projection vector 
-- [1 1 1] T. Therefore, we axe interested to find out a mapping H which maps the inner 
computation space Pint into an equivalent one, denoted as Pi*t, i.e., 
H :  Pint' ~ Pint, (3.2) 
such that after applying T on (D, Pi*t), i.e., 
T :  (D, Pi*t) ~ (A, Pint) (3.3) 
the obtained image, i.e., the corresponding SA, contains the optimal number of PEs with respect 
to a problem size, namely the one determined by (3.1). Of course, this transformation must not 
violate the correctness of the computation. 
Let us consider the mapping H, = (F, G), defined as [lO ] 
F= 1 1 , G= , (3.4) 
1 0 
and 
F= 1 , 
1 
Accordingly, mapping (3.2) can be rewritten as 
[i] (3.5) 
[u v j k]T+a, (3.6) 
for each i = 1, . . . ,  N1, j = 1, . . . ,  N2, and k = 1,. . . ,  N3. Let us observe that H maps projection 
vector fi = [1 1 1] T onto itself, i.e., H : /7  ~-* fi, regardless of whether g is defined as (3.4) or (3.5). 
Actually, H performs an accommodation f index space to the projection direction fi by skewing 
index space. 
Suppose, for example, that H is defined by (3.4). According to (3.6), we obtain that 
P i~t={[ i  i+ j -1  i+k-1]T [ l< i<N1,  I<_j<_N~, l<k<N3}.  
Now, consider the subset Pint(J, k) C Pi*t, defined as 
Pi*~t(j,k)={[i i+ j -1  /+k- l ]  T I I< i<N1} 
for arbitrary j and k, 1 _< j < N2, 1 _ k _< N3. Since for all points with position vector 
~ [i i+ j  1 i+k-1]Tand i f f~  [ i+1  i+ j  i+k]T f rom int(Y,k),holdff~-/~'= 
[1 1 1] T = fi, we conclude that all index points from the space Pi*t(J, k) are placed on the line 
with direction ft. This means that mapping (3.2) maps all index points from the subset Pi~t(J, k) 
into one point in the projection plane. Since there are totally N2N3 different subsets Pi*t(J, k), 
1 _< j < N2, 1 < k < N3, we conclude that the image Pint of Pi*t has N2N3 points. Actually, 
we have proved that with the composition of two mappings, H defined by (3.4) and T defined 
by (3.3), a systolic array with np ---- N2N3 PEs is obtained. 
Similarly, if composition of mapping H, defined by (3.4), and T defined by (3.3), is applied, a 
systolic array with np = NIN3 PEs will be obtained. 
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Accordingly, depending on the relation between N1 and N2 (i.e., /~\ > /~½ or N1 < N2) we 
choose mapping H defined by (3.4) or (3.5) to obtain the SA with number of PEs determined 
by (3.1). 
To see that correctness of the computation is preserved it is enough to see that, for example, 
according to H defined by (3.4) an algorithm equivalent to Algorithm_l can be derived° The 
inner computation space of this new algorithm is Pint" The algorithm has the following form. 
ALGORITHM_3. 
for  k := l  to Na do 
for j := l  to N2 do 
for  i := l  to N1 do 
a(i, i  + j -  l , i  + k -1 )  :=a( i , i  + j -  2,i-F k -  i); 
b(i,i + j -  l , i  +k-1)  :=b( i -  l , i  + j -  l , i  +k-1) ;  
c ( i , i+ j - l , i+k-1)  := c ( i , i+ j - l , i+k-2)+a( i , i+ j - l , i+k-1) .b ( i , i - F j - l , i+k-1) ;  
endfor{i, j, k,} ; 
whereas for initial values the following is valid: a(i, O, k) - a(i, O, k + N3) = a~k, b(O, i, k) -=- 
b(0, j -F N2, k) ---- b(0, j, k-F N~) - bkj. Here we use the fact that for some fixed i the computations 
in Algorithm_3 can be performed over arbitrary permutation of index variables j and k (see, for 
example, [13]). 
4. DES IGNING FAULT-TOLERANT 
SA FOR MATRIX MULTIPL ICATION 
It is not difficult to conclude that index variables i, j ,  and k were equally treated in Algo- 
rithms_2. In our approach, as we have explained in the previous ection, we make a difference 
whether N1 > N2 or N1 < N2 in order to perform space optimization. Therefore, instead of Algc~ 
rithms_2 we will consider other three equivalent algorithms depending on the relation between N1 
and N2. 
When N1 _> N2 we use the following three algorithms to design fault-tolerant SA with optimal 
number of PEs. 
ALGOKITHMS_4. 
for  r :=0 to 2 do 
for  k := l  to Na do 
for  j := l  to N2 do 
for i := l  to N1 do 
a(i + r /3 , j  - r, k) := a(i + r /3 , j  - r - 1, k); 
b(i + r /3 , j  - r, k) := b(i -F r /3 - 1, j - r, k); 
c(i H- r/3, j - r, k) := c(i H- r/3, j - r, k - 1) -F a(i H- r/3, j - r, k) * b(i -F r/3, j - r, k); 
endfor{i, j k, r} ; 
with the following initial values: a(i -F r /3 , - r ,  k) =_ aik, b(r /3, j  - r, k) -- bkj, and c(i + r /3 , j  .- 
r, 0) - 0. The final results of Algorithms_4 are c(i + r/3, j - r, Na) =- c~j. The inner computation 
spaces of Algorithms_4 are given by 
The data dependency matrix is the same as for Algorithms_l, i.e., as one given by (2.3). In the 
case NI >_ N2 we take H defined by (3.4) and T defined as 
[ 1 I 1 .] 
-1  0 1 
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Note that transformation matrix T is not the same as one given by (2.7). Namely, under the 
conditions defined in [9], the transformation T given by (2.7) is no more valid, since it would 
generate SA with bad spatial features. 
Now, according to (3.2) and (3.3), i.e., according to mappings H : Pint(r) ~-+ Pi*t(r) and 
T : (D, Pi~t) ~ (A, Pint), we obtain that (x, y) positions of the PEs in the hexagonal SA are 
obtained as 
for each 0 < r < 2, 1 < i < N1, 1 _< j _< N2, 1 < k < Na. The t ime schedule of the data item 
indexed by ( i , j ,  k) is given by 
( t=t  i+~, i+ j - -~- l , i+k+-g-1  =3 i+ j+k-2 .  
Note that for input data items, we assume the following periodicity: 
( ) a i+-g+Nl , j -T ,k+ -a  i+~, j -T ,k+-g+N a -a ik ,  
( b i+~,j-~+N2,k+-g -b i+-g,3---ff-,k+-g+Na --bk~. 
The initial (x, y) positions of input data items are determined from 
y~ k -1  ' 
b O, i+ j -1 - -~,~+k+-g-1  , , = 
Y b 3 i+ j+2k-5  ' 
( ,  ) c i+-~, i+ j -7 -1 ,O  , > < [3 -3 i - j  ' 
for each 0 < r < 2, 1 < i < N1, 1 _ j <_ N2, 1 < k < N3. The obtained SA has the following 
features: 
,~p = Y3 ( Y2 + 2), 
t¢ = 3N1 + N2 + N3 - 4, (4.1) 
AT = N3(N2 + 2)(3N1 + N2 + N3 - 4). 
For N1 = N2 = N3 = N, we have 
np = N(N + 2), tc = 5N - 4, AT = N(N 4- 2)(5N - 4) = O (5N3).  (4.2) 
When N1 < N2, accommodation of Pint(r) is performed over index variable j .  Now, we start 
from the following three algorithms. 
ALGORITHMS_5. 
fo r  r:----0 to  2 do 
fo r  k := l  to  N3 do 
fo r  j := l  ¢o N2 do 
fo r  i:----1 to  N1 do 
a(i -- r , j  + r/3, k) := a(i - r , j  + r /3  - 1, k); 
b(i - r , j  -4- r/3, k) :--- b(i - r - 1 , j  + r/3, k); 
c(i - r , j  + r/3, k) := c(i - r , j  + r/3, k - 1) + a(i - r , j  + r/3, k) • b(i - r , j  -F r/3, k); 
end:for{i, j, k, r} ; 
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with the following initial values: 
r/3, 0) = 0. The final results are 
The inner computation spaces 
283 
a(i - r,r/3, k) -- aik, b(-r , j  + r/a,k) -- bkj, and c ( i -  r, j  + 
c(i - r, j + r/3, k + N3) -- c4j. 
of Algorithms_5 are given by 
k) lO<r<2,1<i<Nl ,  l <_j<_N2,1<_k<_N3 }, 
The data dependency matrix is 
Pint(r) to the direction t7 -- [1 
transformation T we choose 
the same as the one given by (2.2). In order to accommodate 
1 1] T over index variable j ,  we take H defined by (3.5). For 
11 11 
1 -1  0 • 
0 1 -1  
One can find more about the criteria for choosing valid transformation matrix under certain 
conditions in [9]. The (x, y) coordinates of the PEs in the obtained SA are determined from 
- 
X . 7" T - -  
1 ' 
k r _  
[J+ +5 
for each 0 < r < 2, 1 < i < N1, 1 _< j _< N2, 1 < k < Na. The time schedule of the data item 
indexed by (i, j, k) is given by 
2r r . r ) 
t=t  i+ j - -~- l , j+~, j+k+-~- I  = i+3 j+k-2 .  
Now, for input data items we assume the following periodicity: 
a i - -~+Nl ,  j+-~,k+ -a  i - -~ , j+-5 ,  k+g+N3 -a~k, 
b -b  i -  
The initial (x, y) positions of input data items are 
a i+ j - -~- l ,0 , j+k+g-1  , , 
b O , j+~, j+k+-~- i  ~-~ 
( c i+ j - -~- l , j+-g ,O  ~ 
for each 0 < r < 2, 1 <i<N1,  l<_j <__N2, 1 < k < Na. 
The obtained array has the following features: 
n,  = N3(N1 + 2), 
tc = NI + 3N2 + N3-4 ,  
2?" 7" T 7,  --bkj. 
determined from 
Y a L 5 -3 j - i -2k  ' 
X 
Y c [3 j+ i -a J '  
AT = N3(N1 + 2)(N1 + 3N2 + Ns - 4). 
For N1 = N2 = N3 = N, we obtain the same as in (4.2). 
(4.3) 
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According to the previous, we conclude that a hexagonal SA for fault-tolerant matrix multi- 
plication has the following characteristics: 
np ---- Na(min{N1,N2} + 2), 
tc = (3 m~x{N1, N2} + ~n{N1, Y~} + N3 - 4), 
AT = N3(min{N1, N2} + 2)(3 max{N1, N~} + rain{N1, N2} + N3 - 4). 
Obviously, for Nz = N2 = N3 = N, features of the obtained array are determined by (4.2). 
For a given problem size, this array has a minimal possible number of PEs needed to perform 
fault-tolerant matrix multiplication. Compared to the array obtained in [5], the number of PEs 
is reduced almost three times, space-time complexity, AT, two times, while the total execution 
time is only slightly increased. The data schedule in this array at the beginning of fault-tolerant 
matrix multiplication for N1 = N2 -- N3 = 3 is diagrammed in Figure 2. 
%e %" " 
0 0 
0 %, 
%, %, 
0 0 
0 %, 
Ct2 C12 
0 0 
0 C,3 
c23 c23 
C. Cll Cll 
C21 C21 0 
C~, 0 0 
C22 C~ C~ 
cs2 c~ 0 
C12 0 0 
c~ c~ c~ 
C13 C13 0 
c23 0 0 
Figure 2. Data  flow in the SA synthesized by the described 
tolerant matr ix  multiplication for N1 --- N2 = N3 ---- 3. 
procedure during fault- 
A detail concerning the voting mechanism is sketched in Figure 3. Figure 3 depicts only the 
processing elements at the boundary of fault-tolerant SA, since only the final results are subjects 
in the voting process. Note that each multiplexer (MUX) takes data from three different PEs at 
three different cycles. The inputs are selected in "round robin" manner starting from input 0. 
Control signals for all multiplexers are unique. Each voter takes three results to vote. There are 
[(N + 2)/3] * 3 multiplexers and [(N + 2)/3] voters. By the proposed scheme, a single permanent 
or temporary fault can be tolerated. A number of multiple fault patterns can be tolerated also, 
provided that faults do not affect he same element of the resulting matrix. 
a 
c 
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Figure 3. A detail of the voting process. 
A better error coverage can be achieved if voting is performed after each computational step. 
In this case, additional hardware has to be inserted between each row of processing elements. 
Figure 4 shows the structure of the voting hardware inserted between each two rows of the PEs. 
Now, there are two levels of multiplexers: [(N + 2)/3] • 3 at the output of PEs, and N + 2 at the 
input of PEs. Control signals for all multiplexers in one row are unique and could be pipelined 
along with the elements of matrix C through the array. Again, the inputs of multiplexers are 
selected in a "round robin" way, starting from input 0. Each voter takes three results to vote and 
broadcast the result to three multiplexers. By the proposed scheme, multiple faults occurred on 
the same resulting element can be tolerated if they appear at different clock cycles. 
PE . . -  
t 
liiill ' ~4~'~, 1 TT ?t l  , ,  , - "  , w " • 
VOTER I ... L F- ! 
tp .~  ~"J 
- L - I~ . .  J...~.. J . . .  PE~ I~PE.. '~'PE~* 
. . . . .  W . . . .  
iii"ii'  
Figure 4. A detail of the voting process when performed between each stage of 
processing elements. 
row i 
row i+1 
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5. EXPERIMENTAL RESULTS 
In order to estimate the error coverage of the proposed method and to compare two hardware 
solutions, we have performed simulations by inserting errors randomly during the computations 
for various error rates and dimensions of matrices. Simulation is performed such that the total 
number of operations of add-multiply type is approximate]y 108 in order to insert an approxi- 
mately equal number of errors for the same error rates, fp, and various dimensions of matrices, n. 
Some of the simulation results are presented in Tables 1-3 and graphically in Figures 5-7. For 
higher error rates, e.g., between 10 -2 to 10 -3 , the second hardware solution gives substantially 
better error coverage, between 86.19% and 99.99%. For error rates _< 3.16.10 -5, the second hard- 
ware solution provides 100% error coverage. For error rates _~ 10 -6, both schemes provide 100% 
error coverage. 
Table i. Simulation results for matrix dimension 50 x 50. 
Matrix Dimension, n: 50 × 50 
No. of Multiplications: 800 
No. of Operations: 300.000.000 
Error 
Rate (fp) 
1.00E-02 
3.16E-03 
1.00E-03 
3.16E-03 
1,00E-04 
3.16E-04 
1.00E-05 
1.00E-06 
1.00E-07 
1.00E-08 
- log( fp )  
2 
2.5 
3 
3.5 
4 
4.4 
5 
6 
7 
8 
No. of Errors 
3000211 
948085 
300151 
94950 
30305 
9451 
3034 
287 
31 
5 
Voting Performed at 
the End 
Correct 
Elements 
Error 
Coverage 
65.474 
94.192 
99.307 
99.924 
99.992 
99.999 
99.999 
IO0 
tO0 
100 
Voting between Each 
Stage of PEs 
Correct 
E~me~s 
1309490 
1883852 
1986151 
1998486 
1999847 
1999991 
1999997 
2000000 
2000000 
2000000 
1970386 
1997003 
1999708 
1999973 
1999994 
2000000 
2000000 
20OOOOO 
2000000 
2000000 
Error 
Coverage % 
98.519 
99.850 
99.985 
99.998 
99.999 
100 
100 
100 
100 
100 
Total Number of Computed 2000000 2000000 
Elements 
Table 2. Simulation results for matrix dimension 200 x 200. 
Matrix Dimension, n: 200 x 200 Voting Performed at Voting between Each 
No. of Multiplications: 13 the End Stage of PEs 
No. of Operations: 312.000.000 
Error - log(fp) No. of Errors Correct Error Correct Error 
Rate (fp) Elements Coverage % Elements Coverage % 
1.00E-02 
3.16E-03 
1.00E-03 
3.16E-03 
1.00E-04 
3.16E-04 
1.00E-05 
1.00E-06 
1.00E-07 
1.00E-08 
2 
2.5 
3 
3.5 
4 
4.5 
5 
6 
7 
8 
3119625 
985209 
311912 
98451 
31638 
9908 
3118 
329 
32 
4 
Total Number of Computed 
Elements 
25727 
284395 
474962 
514436 
519380 
519937 
519992 
520000 
520000 
520000 
520000 
4.947 
54.691 
91.338 
98.930 
99.880 
99.987 
99.998 
tO0 
IO0 
100 
490017 
516887 
519695 
519971 
519995 
520000 
520000 
520000 
520000 
520000 
520000 
94.234 
99.401 
99.941 
99.994 
99.994 
99.999 
100 
100 
100 
IO0 
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Table 3. Simulation results for matrix dimension 500 x 500. 
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Matrix Dimension, n: 500 X 500 
No. of Multiplications: 1
No. of Operations: 375.000.000 
Error 
Rate (Ip) 
1.00E-02 
3.16E-03 
1.00E-03 
3.16E-03 
1.00E-04 
3.16E-04 
1.00E-05 
1.00E-06 
1.00E-07 
I.O0E-08 
--log(fp) 
2 
2.5 
3 
3.5 
4 
4.5 
5 
6 
7 
8 
No. of Errors 
3749988 
1184690 
375255 
118708 
37542 
11850 
3762 
370 
38 
4 
Total Number of Computed 
Elements 
Voting Performed at 
the End 
Correct Error 
Elements Coverage 
25 0.01 
27302 10.920 
164643 65.857 
235431 94.1724 
248296 99.318 
249799 99.919 
249979 99.991 
250000 100 
250000 100 
250000 i00 
250000 
Voting between Each 
Stage of PEs 
Correct Error 
Elements Coverage % 
215492 86.196 
246282 98.512 
249594 99.837 
249961 99.984 
249990 99.996 
250000 100 
250000 100 
250000 100 
250000 100 
250000 100 
250000 
Z e 
@ 
g 
2500000 
2000000 
1500000 
1000000 
500000 
0 
7 
-=- Voting performed at the end | 
--=- Voting between each stage of PEs _]" 
0 2 4 6 8 10 
- noo(fp) 
Figure 5. A number of correctly computed elements for various error rates for matrix 
dimension 50 x 50. 
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Figure 6. A number of correctly computed elements for various error rates for matrix 
dimension 200 × 200. 
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Figure 7. A number of correctly computed elements for various error rates for matrix 
dimension 500 × 500. 
6. CONCLUSION 
We have described a method to synthesize an opt imal fault-tolerant SA for matr ix  multiplica- 
t ion with minimal hardware overhead. The array is opt imal in the sense of space-time complex- 
ity, AT. Its AT measure is almost two times less than that  of the array given in [5]. The fault 
tolerance is achieved through tr ipl icated computat ion of the same problem instance followed by 
the major i ty  voting. A single permanent and temporary fault and a number of multiple fault 
patterns can be tolerated by the proposed scheme. We have described two hardware solutions for 
the voting process: one when voting is performed at the end of the computation, and the other 
when it is performed after each computational  step. In both cases, fault detection and location 
are not necessary for fault-tolerance; rrors are masked concurrently with normal operation of the 
systolic array. Exper imental  results show that a lot of multiple error patterns can be tolerated, 
also. 
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