The increased generality thus afforded should be useful in dealing with certain problems in stochastic estimation where M is not known a priori to be dominated. In any case it is hoped that the present exposition, which leans heavily on some of the more elementary parts of functional analysis, will appeal to those who are oriented toward that subject. 1* The compactness condition* We will assume throughout this paper that the field S is closed with respect to M, that is that S contains every set whose outer measure is 0 for each μ in M. Such sets will be referred to hereafter as ikf-null sets.
For each μ in M, S-measurable / and real number p with 1 5g p < co we will write ||/|| P , μ for the (finite or infinite) number
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the sequence (f nj ) converges almost everywhere with respect to each μ in M. Writing / for the limit of the f nj f s we have oo \\f-fnj\\p = 3 which goes to 0 as j goes to oo.
The spaces E p are new as far as we know but they are related to spaces considered by other authors. In particular if Λf is a dominated set of Borel measures on a locally compact Hausdorff space then E x is a Kothe space (see reference [1] ). The subset g^ of the dual space, introducted below, is closely related to the Kothe dual. On the other hand if 1 < p < oo and E p is reflexive it is an MT space (see reference [3] ).
Each μ in M and h in L q (μ) give rise to an element l(h, μ) in
E P (X, S, M)* through the formula l(h, μ)(f) = [fhdμ.
Clearly \\l(h,μ)\\^\\h\\ q>μ .
We will write & P (X,S,M) for the set of all finite linear combinations of such elements. & P (X, S, M) is a total subset of E P (X, S, MY, i.e., if l(f) -0 for some/ in E P (X 9 S, M) and every I in & P (X, S, M) then / = 0. Hence ξ? p (X, S, M) induces a Hausdorίf topology on E P (X, S, M) , namely the weakest topology in which the elements of & P (X, S, M) are continuous. We will write B P (X, S, M) for the unit ball in E P (X 9 S, M) and will generally shorten B P (X, S, M) and & P (X, S, M) to B v and g; respectively.
DEFINITION. (X, S, M) is compact if and only if B P (X, S, M)
is compact in the %? P (X, S, M) topology for some p, 1 < p < oo. It will be seen later (Theorem 1.1) that if B p (X f S, M) is g;(X, S, M) compact for some 1 < p < oo it is compact for all such p.
We note before going on that M can always be replaced by the set C(M) = [ZUWi I α* ^ 0, Σ?=i«< = 1, i"*e M] since \\f\\ PfM = II/IUJT, and gr,(Z, S, M) = & P (X, S, C{M) ).
W p (μ), the weakly topologized unit ball in L p (μ) is compact if 1 < p < oo and hence so is the product space Π^e^ W p (μ) with the usual Tychonoff topology. The diagonal mapping i p which sends each / in B p into the element of the product space whose value at W p {μ) is / maps B p in a one-to-one way into the product space and the topology thus induced on B p is easily seen to be identical to the g^ Proof. Clearly the third condition implies the second which in turn implies the first. We will complete the proof by showing that the first condition implies the third. Let v -Σ?=i 2~wμ«, let A n be the set where dμjdv and dμjdv are positive, and let g be the characteristic function of a measurable subset of A n on which dμjdμ n is bounded. Since (fμ) is in the closure of i P (B p for the function whose value at x is f(x) if I f(x) I ^ n and 0 otherwise. The last assertion follows from the fact that any function l(f, μ) from ^p is the uniform limit on B*> of the ^-continuous functions l (f {n) , μ). If i P (B p ) is compact, so is its closed subset i p (BJ) .
Hence B^ is gVeompact and consequently gf Γ compact if B p is ^-compact. Conversely, if B*> is g^-compact and (fμ) is in the closure of i P (B p 
is in the g^-closure of ipCBoo) so there exists a b n in .5^ with nb n = f,ί n) [μ] for all μ and it is easily seen that nb n converges almost everywhere with respect to each μ to a function / which is therefore S-measurable and satisfies or all μ. (Y, T, N) are compact and X x F, S x Γ, and M x N are the product space, the field generated by the S and T cylinder sets and the set of product measures, is (1x7, S x T, M x N) compact? The second problem corresponds to the case of independent trials.
We close this section with a list of examples.
for μeM ω and the / obtained by setting / equal to f* on X ω is S-measurable and i p (f) = (fμ). Note that U* -M« cannot be dominated if the parameter set is not countable so that the compactness condition is really more general than domination. EXAMPLE 2. Let X be the closed interval [0, 1] , S the Borel sets and M all the measures which are either concentrated at a point or else are absolutely continuous with respect to Lebesgue measure, Every subset of [0, 1] gives rise to an element in the closure of i p (B p ) on setting / μ = 1 if μ is concentated at a point xm A and 0 otherwise. It is easily seen that (/ μ ) = i p (b) implies that b is the characteristic function of A which is impossible if A is not in S so (X, S, M) is not compact. If only the point measures were involved we could replace S by the set T of all subsets of X in which case (X, T 9 M) would be compact, but Lebesgue measure, of course, cannot be extended to T. EXAMPLE 3. Let ω be a probability measure on (X, S) and for some C Ξ> 1 set M -\μ\ μ is absolutely continuous with respect to ω
EXAMPLE 4. Let v be a probability measure on (X, S) and let M -[μ\ μ is absolutely continuous with respect to v\. It is easily seen that E p is isometrically equivalent to LJp) for all p, 1 ^ p ^ oo.
2
Sufficient subfields of S. We will need the following extension of S.
is equal almost everywhere to an element of S],
It is clear that S aS and that every μ in M can be extended to S. A function b is S-measurable if and only if, for each • μ, it is almost everywhere equal to an S-measurable function. S may properly contain S, in fact, if M is the set of all point measures on X and S is any field, then there are no ikΓ-null sets but S is the field of all subsets of X.
Proof. As previously noted we can replace M by G(M) y the convex set spanned by M. Let b be an S-measurable function of absolute bound 1. For each μ there is a ί> μ in B* equal μ-almost everywhere to b. (b μ ) is in the closure of i^Bv) since for any μ 19 , μ n if y -(1/w) Σ?=i £*»> ^hen 6 V = δ μ j/i { ] for each i. Hence there is an immeasurable b λ with 6j = δ μ = b[μ] and 6 and 6 α clearly differ only on an ikf-null set. THEOREM 
// (X, S, ikί) is compact and T is a subfield of S, then (X, T, M) is compact.
Proof. If (6 μ ) is in the closure of i p (B p (X, T, M) ), then for every flu " m $ l*» there is a T measurable 6' with V = δ μ< [μj. Since Tc S = S, b' can be replaced by an S measurable b" so (6 μ ) is in the closure of i p (B p (X, S, M) ). Hence there is an S-measurable function b with h -bμ [μ] for all μ and b is clearly T-measurable.
If T is a subfield of S, μ is a probability measure on S, and / is in L p (μ), then the conditional expectation 1 of / on T with respect to
If there exists a Immeasurable function satisfying the above equation for all μ in M, we will write it E(f\ T, M). If E(b\ T, M) exists for each bounded Smeasurable δ, the subfield T is said to be sufficient. 3* Estimation* If ί^7 is a real-valued function on M and / is an estimate of F, that is, an S-measurable function, then one measure of the error to be expected from / is e p (f) = sup μeΛf \\f -F(μ) \\ PΦ . THEOREM 
If (X, S, M) is compact, F is a bounded function on M, and 1 < p S °°, then there is an f in E P (X, S, M) which minimizes e p (f).
Proof. Replacing F by aF we can assume that sup^e^ I F(μ) \ ( 1/3). If a = inf /6^p e p (f), then a ^ e p (0) = sup^¥ \F(μ) \ g (1/3). Let (f n ) be a sequence from £7 P with e p (f n ) converging to a. For large enough n, \\f n \\ PΦ ^\\f n - The
. Suppose (X, S, M) is compact, F is a bounded function on M and 1 < p < ©o. TΛβw for every estimate f of F in E P (X,S,M) there is a p-admissible estimate f 0 of Fwith \\f o -F(μ)\\ Pφ\ \f-F(μ)\\ Ptμ . for all μ in M and for every unbiased estimate g of F in E P {X, S, M) there is a p-admissible unbiased estimate g 0 of F with II 0 O -F(μ) \\ PΦ ^ || g -F(μ) \\ PΦ for all μ in M.
Proof. We will write g < h if || g -F(μ)
||
compactness of (X, S, M) does not imply that E P (X, S, M) is reflexive (see Example 4) but the next theorem shows that E**(X, S, M)
is the direct sum of the image of E P (X, S, M) under the natural map and the annihilator of & P (X, S, M) if (X, S, M) is compact and 1 < p < °°. THEOREM 
(X, S, M) is compact if and only if for each 1 < v < °° and L in E**(X 9 S, M) with \\ L || ^ A there is an f in E P {X, S, M) with \\f\\ P , M ^ A and L(l(h, μ)) = [hfdμ for all μ in M and h in L q (μ).
Proof. Suppose the condition of the theorem is satisfied and (/ μ ) is in the closure of i p (B p ). The functional L on g^ given by L(l(h, μ)) = \ hf μ dμ is well defined for if l (h, μ) -l(g, v) and / is an element of
(9 9 »)(/)-= L{l{g 7 v)). L is also bounded on & P (X,S,M) since, for εome / in B P (X, S, M) with / = f μ [μ] \ L(l(h, μ)\ = \ l(h, μ)(f) \ S 11111 11 /11 ^ 11111. By the Hahn-Banach theorem L has an extension L to E**(X,S,M) so there is an / in E P (X,S,M) with L(l(h, μ)) = Yhfdμ-\hf μ dμ for all μ in M and h in L q (μ). Clearly f = fμ[μ]
for all μ in M, i.e., i P (B p ) is closed and hence (X,S,M) is compact. Suppose conversely that (X, S, M) is compact and L is an element of E**(X, S, M). It will be sufficient to do the case || L \\ g 1. For each μ we can define a linear functional L^ on L q (μ) by setting L^(h) =
L(l(h, μ)).
Since
with ||/ μ ||p, μ ^ 1 and ^(fc) = Yhfβμ. The proof will be completed if we can show that (f μ ) is in the closure of i p (B p ) for then there will be an / with / -f, [μ] and L(l(h, μ) 
and hence / v = / μj [/^i] for y = 1, , n. 
Reflexivity of E P (X, S, M).
We have already given (Example 3 of § 1) an example in which E P (X, S, M) is reflexive for all 1 < p < oo. It is clear that the set M used there could be chosen considerably smaller while still retaining the property that E P (X, S, M) is equivalent to L p (ω) for each 1 < p < oo. The following example shows that this is by no means the more general case of a reflexive E p (X f S, M).
EXAMPLE 5. Let μ be a nonatomic probability measure on (X, S) and y a point in X such that the set (y) is in S. Choose p and s with 1 < p < s < co. For each g in L s {μ) let μ a be the measure defined by f\g\-'dμ + c,f(y) where c ff = 1 -l
-
An application of Holders inequality shows that c g ^ 0 so /ί, is a positive measure and since \dμ g -1 it is a probability measure. We will write μ 0 for the probability measure concentrated at y and set Let M' p = [v \l(l, v) e K p ] . Then E P (X,S,M) = E P (X,S,M;), in fact II/IU -11/11,,*; for all f in E P (X f S, M).
Proof. Any I in K p is positive and countably additive and has 1(1) = 1 so can be represented as a probability integral, i.e., l(f) = \fdv. For any / in E P (X, S, M) if f n is the function whose value is f(x) or 0 depending on whether | f(x) | g n or not and (μ 3 ) is a sequence from C(M) with 1 (1, μ 3 ) converging to I we have
In the reflexive case this latter limit is ||/||? lΛί which completes the proof.
Proof. We define measures μ n in M p , sets A n in S, and numbers a n inductively as follows: L is not dense in E P (X, S, M) for any p since Z(l, μ 0 ) is in every E P (X 9 S, M)* and Z(l, ^0)(L) = 0.
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