Abstract
Introduction
One of the most common requests made by economists to statisticians is for a measure of relative importance of independent variables in their econometric models. For example, health economists are interested in assessing the relative importance of various socioeconomic variables like income, wealth, social class, education etc. in determining health inequalities (Mondal and Shitan, 2014, Kjøllesdal et al., 2010) . Although there are no unambiguous measures of relative importance, standardized regression coefficients and zero-order correlations are often used to answer this question by researchers, but they have been shown to fail in considering both the effect the variable has by itself and in presence of other variables in the model (Johnson, 2000) .
In this backdrop, I propose a hybrid approach based on a conflation of Machine Learning (ML) and conventional econometrics to assess the relative importance of independent variables.
Here, I demonstrate applicability of the proposed hybrid econometric-ML approach to alreadyestablished determinants of food inflation in India, where statistically significant independent variables are first identified through common econometric techniques and those variables are then used in constructing an exploratory (no independent testing) model using machine learning techniques which provides an opportunity to quantify the relative variable importance.
Unlike other domains of science, the adoption of ML in economic research has been sparse (Einav and Levin, 2014) and slow. ML techniques could potentially serve as a powerful econometric tool in estimating exploratory/predictive economic models on high-dimensional data (Varian, 2014) . In the future, ML is expected to become a standard tool of empirical research in economics as well as contribute to the development of economic theory.
The rest of the article is organized as follows: Section 2 presents the limitations of existing approaches to determining the relative importance of variables. Section 3 expounds the hybrid approach central to this article. Section 4 illustrates the applicability of the proposed approach in assessing the relative importance of determinants of food inflation with appended takeaways for food policy in the Indian context. Section 5 concludes with caveats and suggestions for future research 2. Relative Importance: Limitations of conventional econometrics Economists often have the dual goal of prediction and explanation which are followed by an attempt to understand the importance/significance of predictor/independent variables. The search for a method to rank and quantify the relative importance of independent variables is, however, going on for many years (Johnson & LeBreton, 2004) . The statistical method most commonly employed by economists are regressions (Ramcharan, 2006) . However, the commonly reported statistics within regression results do not answer the question of the relative importance of independent variables. Regular regression coefficients denote the mean change in the dependent variable given a unit increase in the independent variable. However, larger coefficients don't necessarily imply more variable importance as the units of measurement may vary between the different type of variables. Another commonly reported statistic, p-value, which is used to establish statistical significance is unusable for determining variable importance as low p-values could also arise from large sample sizes or very precise estimates and hence, don't necessarily indicate relative importance.
To overcome these limitations, researchers in the past have developed straightforward methods for ranking variables based on their relative importance, with standardized regression coefficients (or beta weights) being the most commonly used (Darlington, 1990) . Beta weights represent the mean change in the dependent variable given a one standard deviation change in the independent variable, allowing them to be compared across different type of variables.
The sum-product of independent variables' beta weights and zero-order correlation with dependent variable is equal to R 2 (R-squared) of the model. When predictors are uncorrelated, beta weights and zero-order correlations are equivalent so, in such a case the relative importance of each variable can be evaluated from beta weights. Usefulness is another measure commonly used to ascribe relative importance to variables based on the increase in R 2 that a variable produces when it is added to a model that already contains all the other variables (Darlington, 1968) .
Unfortunately, these simple measures for analyzing the relative importance of independent variables fail to properly partition variance to different variables when the variables are correlated with one other, which is often the case with economic time series data. In the presence of multicollinearity, relative contributions of the independent variables having the weakest correlation with dependent variable may be ignored or subdued in the model, which can even lead to negative regression coefficients for variables that are indeed positively correlated with independent variable (Stadler et al., 2017) . A rich literature has developed on assessing the relative importance of independent variables in the fields of psychology, economics, statistics, medicine and consumer science, which has been critically reviewed by Johnson and LeBreton, (2004) . The two approaches, dominance analysis (Azen & Budescu, 2003) and relative weights analysis (Johnson, 2000) , have become widely popular in the recent past. Both these methods take into account an independent variable's direct effect and its effect on outcome in presence of other variables, and produce relative importance scores that signify the proportionate contribution each variable makes to R 2 .
Dominance analysis requires specification of all possible subsets of a regression model and establishment of general dominance of variables; the average increase in R 2 associated with a variable across all possible submodels quantifies variable importance. Dominance analysis approach tends to become cumbersome and computationally expensive as the number of independent variables increases; a model with (n) independent variables require specification of (2 n -1) submodels. Johnson (2000) therefore suggested relative weights analysis as an alternative wherein correlated independent variables are transformed into maximally related orthogonal variables, i.e., transformed variables that are uncorrelated with each other but maximally correlated with the original dependent variable. It is important to understand that relative weights approach does not solve the problem of multicollinearity, it just circumvents it, and acknowledging that Johnson (2000) himself points out a major shortcoming of this approach with highly correlated independent variables -when multicollinear variables have similar correlations with dependent variable also, relative weights could get artificially inflated. 
A hybrid approach
Generally, time series data in economics is available at lower frequencies (quarterly or annually) and the farther we go back in time the less likely it becomes to find data of reliable quality. Consequently, this dearth of macroeconomic data makes predictive modeling extremely challenging in economics which usually performs well on 'big data'. Hence, the optimal approach, which I recommend here, is to use established econometric techniques for drawing causal inferences and ascertaining statistically significance of independent variables using typically 'small' economic datasets and then build on those results with machine learning algorithms which are commonly employed in predictive analytics.
I propose a straightforward 3-step hybrid approach to quantify the relative importance of variables:
Step 1: Identify statistically significant variables which explain the dependent variable from common econometric techniques (generally multiple regression).
Step 2: Construct an exploratory (no independent testing) model with variables identified in step 1 using machine learning algorithms which are commonly employed in predictive analytics.
Step 3: Now, to quantify the relative importance of independent variables, employ specific feature importance modules of machine learning algorithms for data mining in the exploratory model constructed in step 2.
As a side note, it's important to clarify the distinctions between "predictive analytics", "predictive modelling", "data mining" and "machine learning" which are commonly misconstrued as synonyms. Predictive analytics includes a variety of statistical techniques, viz., data mining, predictive modeling and machine learning. Machine learning encompasses various algorithms which can recognize patterns in data and learn from them. Predictive modeling is the use of conventional statistics or machine learning algorithms to estimate future outcomes. And finally, data-mining, which is more of a cross-disciplinary field, uses conventional statistical techniques, visualization, as well as, machine learning algorithms to discover and extract properties from datasets.
The proposal of the above hybrid approach has been motivated by an important observation made by Shmueli (2010) that the statistical models used for causal explanation in social sciences are almost always association-based models 2 , of which regression is the most common example. In economics (and many other scientific fields such as psychology, education, etc.), it is posited that models that possess high explanatory power often command inherent predictive power. The reason behind this presumption is many-fold, Firstly, econometrics in its early stages of development (early and mid-20 th century) seem to be heavily influenced by the then-contemporaneous philosophy of science literature, particularly the hypothetico-deductive method of Hempel and Oppenheim (1948) , which explicitly equates prediction and explanation. Secondly, the role of theory in economics is central to its development and consequently the discipline views data and statistical modeling strictly through the lens of the theoretical model. But, what comes as a surprise is economists' reluctance to go the other way, i.e., employ predictive modeling for theory building or testing and then ascribe causation. This is quite absurd given the fact that explanatory models can never be confirmed and difficult to contradict whereas predictive models could be accepted/rejected based on negative empiricism. A possible reason for this bias against predictive analytics could be the statistical training of non-statistician researchers which is reflected in the standard introductory statistics textbooks (Shmueli, 2010) . A deeper cause of this bias lies in the social science roots of economics as a discipline, where prediction is largely considered unscientific (Berk, 2016) . Economists keep on disagreeing among themselves whether prediction per se is a legitimate objective of economic science (Feelders, 2002) and, are even skeptical about these newer data mining methods which put more emphasis on predictive fit (Einav and Levin, 2014) . The critical step in establishing causality is estimating the counterfactual -a prediction of what would have happened in the absence of an intervention. In this regard, Varian (2016) proposes a beautiful approach as an alternative to the commonly used control group data as an estimate of the counterfactual; the proposed train-test-treat-compare (TTTC) method employs standard ML tools to build a predictive model using data from before the experiment was run and the counterfactual is provided by the predictions of this model, thus eliminating the need for control groups. By snubbing predictive analytics, economics might have been missing out on new causal mechanisms and new hypotheses, which data mining techniques and advanced machine learning algorithms can unearth by capturing underlying complex patterns and relationships.
To fill this lacuna and encourage conflation of explanatory and predictive analytics in economics, this article has proposed a simultaneous use of data mining techniques usually employed in predictive analytics and commonly used explanatory models in econometrics.
This marriage between explanatory econometrics and predictive analytics is especially convenient in the case of relative importance assessment in association-based regression models, as, in predictive analytics, the predictors are selected based on their ex-ante availability and quality of association between predictors (analogous to independent variables) and the response variable (analogous to dependent variable). In such a case, using machine algorithms for assessing the relative importance of variables whose statistical significance has already been established by conventional econometrics should prove to be efficacious.
Illustrative Example: Food Inflation in India
This section demonstrates the application and utility of the hybrid approach with food inflation in India as the target variable. To avoid adding econometric modelling related redundancy to economic literature (which, certainly isn't the aim of this article) the following independent As an illustration of the proposed hybrid approach, a nonparametric regression ensemble has been developed using decision trees with gradient boosting for least squares (Friedman 2001) to assess the relative importance of individual features (analogous to independent variables/predictors) in explaining the inflationary trend in food prices. Unlike parametric regression, supervised machine learning techniques, such as gradient boosting, do not attempt to characterize the relationship between predictors and response with model parameters but rather produces an ensemble of weak prediction models, decision trees in this case, such that it improves the overall performance of model (Hastie et In machine learning, there happen to be two types of approaches to assess relative importance of features, one, model-specific and the other being, model-agnostic. In the context of tree-based ensemble methods such as BRTs, a naïve way to measure variable importance is to look at 'selection frequency', i.e., the number of times each variable is selected by all individual trees in the ensemble. However, in this article I employ a more elaborate approach wherein the relative importance of the predictor variables in the model is assessed via a relative influence score of a variable, which is decided based on the number of times a variable gets selected during splitting, weighted by the squared improvements, and averaged over all possible trees (Friedman & Meulman 2003) . The cumulative sum of improvements of all splits associated with the given variable across all trees gives the raw variable importance. These raw scores are then used to rescale the variable importance values such that the most important variable gets a relative score of 100, while the other variables are rescaled to reflect their importance relative to the most important variable on a scale of 0 to 100. exploratory models respectively. However, I continue to use the former terminology for the sole purpose of maintaining consistency with the literature referred to in this section of the article.
A different kind of approach, called 'permutation importance', is prevalent in machine learning literature and this approach, being model-agnostic, could even be used for so-called "blackbox" models like neural networks, where it is difficult to explain how the model characterizes the relationship between the features and the response variable. Inspired by seminal paper on random forests by Breiman (2001) , the rationale behind this measure is pretty straightforward: When the independent variable X i is randomly permuted, its original association with the response Y is broke. If the original variable X i was associated with the response Y, then altering or permuting its values should result in a substantial decrease in the model performance. The importance score quantifies the contribution of variable X i to the performance of the model by measuring the reduction in performance after permuting the feature values while keeping the remaining independent variables unperturbed based on a pre-specified evaluation metric. When the evaluation metric used is an error/loss metric (such as Relative squared error, Root mean squared error etc.), then the permutation importance score ( ) is defined as,
where is the base performance metric score and is the performance metric score after shuffling. This is done iteratively for each of the independent variables, one at a time. The permutation scores are then scaled on 0 to 100 in a fashion similar to splitting-based importance score.
Data
In the present example, the annual inflation in retail food prices (FCPI), measured by year-on- 
Country context and background
The second most populous country on the planet, India, had been struggling in the past decade to keep its food price inflation 7 within politically acceptable and economically sustainable levels. Unlike developed economies, food inflation has had a significant impact on cumulative inflation, as food expenditure constitutes more than 40 percent 8 of total household expenditure in India. Consequently, future inflation expectations are driven, to a great degree, by food prices in this country -creating a vicious circle. The retail food inflation has grown at an average rate of 9.82 percent since FY07 9 and even crossed double digits in four instances ( Fig. 1) , with food prices becoming more than double in absolute terms in these last ten years.
After episodes of food crisis in 1970s, India has followed the path of achieving self-sustenance in two main staples -rice and wheat, complemented by centralised procurement of these two crops from the market to meet the needs of buffer stocks and grain distribution system run by 7 For this study, retail inflation is based on CPI-IL for industrial labourers, unless stated otherwise. The average year-on-year aggregate inflation (7.4%) and food inflation (7.2%) were at comparable levels during FY91 to FY06, but post 2007 financial crisis food inflation has always exceeded aggregate retail inflation by more than two percentage points, barring two years of FY11-12 in which crude oil prices rose sharply taking fuel component of total inflation with itself (see Fig. 1 ). The effect of decline in global food prices in FY10 was not transmitted into the domestic market as the domestic food prices grew by more than 15% in that year primarily due to excessive stock hoarding by FCI in the wake of the 2007-08 global food crisis.
With a moderate gain in FY12, food prices started rising again as the household inflation expectations remained at persistently high levels during FY10-14, a period which witnessed a surge in crude oil prices and political upheavals with state and general elections being held in 2013-14. Various government interventions including significant hikes in MSP, pre-election policy announcements involving food and fertilizer subsidies and other populist measures caused ballooning of central and state fiscal deficits. These measures not only caused inflation in the immediate years but also prolonged the inflationary pressures in the economy resulting in double-digit food inflation during FY13-14. With the creation of an inflationary spiral of elevated inflation expectations 10 and food inflation levels transmitting into core inflation and wages 11 , the aggregate retail inflation remained at uncomfortably high levels during 2010-14 averaging more than ten percent. Within the food items, the highest inflation was observed among pulses with a three-fold rise in prices, whereas the price of overall food basket has doubled in the last ten years.
Results and Discussion
The BRT model has been constructed over 50,000 trees with a learn rate of 0.0001 and subsample fraction of 0.95. To capture multi-variable interactions in the given small dataset, six maximum nodes per tree are allowed and minimum number of observations in terminal nodes is kept at three. The developed model fits 12 the actual data quite well (see Fig. 2 ) with a R-squared value of 99.1 percent and MSE (mean squared error) flatlining beyond 30,000 trees (Fig. 3) . Readers should refrain from interpreting these error measures as 'predictive 10 According to RBI (2014), a one percent increment in food inflation is followed by an immediate rise in one-year-ahead household inflation expectations by half percentage points, the effect of which persists for eight quarters. 11 The influence of Indian food inflation on price expectations and wage setting create large secondround effects on core inflation (Anand et al. 2014 ) 12 Readers should not confuse this with 'overfitting' as the model in question here is exploratory (no independent testing) in nature, not a predictive one. FY91  FY92  FY93  FY94  FY95  FY96  FY97  FY98  FY99  FY00  FY01  FY02  FY03  FY04  FY05  FY06  FY07  FY08  FY09  FY10  FY11  FY12  FY13  FY14  FY15  FY16 Actual v/s Predicted food inflation
Actual Predicted
The results (see Fig. 4 ) indicate that all variables have non-zero importance 13 percent. A rise in farm wages inflates the cost of production and is believed to cause a wage spiral in the economy by raising the benchmark 'reservation wage' -the lowest rate that workers are prepared to accept for jobs across sectors which could possibly increase demand 13 Note that, 'importance' here is not same as 'statistical significance'. (Fig. 5) indicate that all the independent variables are important, including FAO, and the hierarchy is not too intense which is corroborated in Fig. 4 as well.
All the above computations were performed in Salford Predictive Modeler ® v8.0.
Takeaways for Policy
Policy practitioners often grapple with assigning priorities to the underlying variables and in the lack of a quantitative approach end up making decisions based on political ideologies or some other subjectivity. In this regard, the proposed hybrid approach which ascribes relative importance to underlying variables could certainly prove helpful in structuring policy priorities.
In the present study, MSP emerged as the most important factor affecting inflation in food prices and should be dealt accordingly. The efficacy of MSP hikes to act as production incentive becomes questionable in itself, in the presence of inflationary effects of cost-indexed MSP on farm input costs and subsidies on the same farm inputs. The use of incentive schemes like MSP in boosting agricultural production may be limited as Rajan (2014) argues that "the gains from MSP increases have not accrued to the farm sector in full measure on account of rising costs of inputs". This is evident from the trend in internal Terms of Trade 17 (ToT) of agricultural commodities which has flat-lined in the recent times. Rajan (2014) compares the approach of increasing production through hikes in MSP to "a dog chasing its tail" -it can never catch it, as hikes in MSPs also drives input costs upwards. There is a need to evaluate whether an exclusive policy -providing price support for output or subsiding inputs -would be a sufficient stimulus for agricultural production. The principal role of MSPs should be the alignment of domestic prices along the long-term trend in international prices.
The 2 nd /3 rd important factor, rising farm wages, is a positive sign and going forward, the focus should certainly not be on stalling this rise but rather on bringing down the pay-productivity gap. A high agricultural labor productivity is essential for supplementing the higher demand arising out of increase in wages. The desired productivity move is achievable through adoption of advanced agronomic technologies, investment in mechanization, and extension of farms.
Intensive capital requirements of mechanization could be addressed by enabling village panchayats in leasing farm machines. However, the growing dependence on productivity for raising production to meet domestic demand might not help in easing inflationary pressures in the short to medium term and may cause prices to rise even more as the introduction of new technologies increases the average cost of production during adoption years. This might lead to a situation where inflation in food prices would sustain in a period of rising agricultural output.
The next factor in relative importance, shift in the dietary pattern towards pulses and other protein-rich items, is certainly a welcoming sign, but to avoid a 'calorie catastrophe', the Indian government needs to offer remunerative procurement prices for pulses, which would not only incentivise farmers with small un-irrigated plots but would also encourage cultivators with access to capital and irrigation to invest in pulses. The increase in MSPs needs to complemented with procurement of pulses by FCI at the announced MSPs, similar to rice and wheat. The recent announcement by the Indian government to create a buffer stock of 2 MT of pulses would certainly help farmers and act as a national protein security-net during the time of crisis. As a next step, the Indian government should explore inclusion of pulses in PDS for ensuring nutrition security to the poor.
The recently launched national mission (PMKSY) to expand the cultivable area under irrigation is a welcome step forward in the regard of reducing monsoon dependency of Indian farms, the 4 th /5 th important variable emerging out of the present study. In regard to the next important variable, a renewed Indian government's commitment to fiscal consolidation is commendable and would certainly support the disinflation process going forward. However, the withdrawal of the politically sensitive outright doles given in the wake of the financial crisis of 2007-08 still poses a challenge to winding down the deficit financing without an abrupt shock to an already fragile economic growth.
The challenge is to ensure food and nutritional security for growing Indian population with rising incomes as land and water resources continue to become scarcer. The ability of Indian government to bring in major agricultural policy reforms would not only determine the trajectory of food inflation in the coming years but also have a lasting effect on agricultural growth and ultimately, rural poverty rate in India.
Conclusions
Even when the primary aim of any study is explanation or establishing causal inferences, variables. This is not a wholly tenable argument and requires further study on the reliability of importance scores derived from different ML algorithms in the presence of correlations among variables.
Regarding interpretability of results of this hybrid approach, users should remain cautious while judging if 'small' differences between relative importance scores (permutation or splitting) are meaningful since there are no built-in protections like p-value, associated with this approach. This is certainly a deficiency plaguing the conflation of ML and econometrics in the present times, as rightly pointed out by Athey (2017) . Construction of valid confidence intervals or alternate metrices to ensure fairness and comparability for such ML-based approaches could be an exciting line of future research.
As a closing remark, I would reiterate that -prediction is not same as explanation or causal inference (Shmueli, 2010 ) and the type of uncertainties 18 associated with them are different (Helmer and Rescher, 1959 ) and owing to these, the usage of machine learning algorithms in econometrics, which are otherwise, used in predictive analytics, might seem unreasonable to some readers but it's important to bear in mind that the distinction of ML as prediction vs causal inference tool is not defined, per se, and there is an emerging body of literature advocating the employment of ML in causal inference, viz., Grimmer ( 
Supplementary Material
The dataset for replication of results presented in this study could be accessed at http://dx.doi.org/10.7910/DVN/JUNBRQ. 18 Predictive exercises pay more attention to model uncertainties as opposed to explanation which considerably focusses more on statistical uncertainty and standard errors (Einav and Levin, 2014) steepest descent is identified as the negative gradient of the given loss function calculated at the current model −1 , 
Model parametrization
The calibration of developed BRT model is done through the following parameters, i.
Number of trees:
The number of trees/iterations determines the model complexity. A large number of trees is recommended to exhaust the internal data structure and bring the mean squared error to statistically acceptable levels.
ii. Learn rate / Shrinkage: Slow learning rate improves predictive performance at the expense of increased computation time, however, smaller shrinkage values are recommended while growing a large number of trees.
iii. 
vi. Regression Loss criterion:
Among all kinds of loss functions, the natural choice for regression is least squares owing to its overlying computational attributes. For least squares, the initial model 0 is specified by the mean of the target values.
