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Abstract
In this paper, we mainly study the Steinberg unitary Leibniz algebra stul(n,D) defined
over a unital dialgebra D. We consider its universal central extension and obtain some results
as in the Steinberg unitary Lie algebra case.
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1. Introduction
It is well known that any associative algebra gives rise to a Lie algebra, with
bracket [a, b] = ab − ba. In [13], Loday introduces a non-antisymmetric version of
Lie algebras, whose bracket satisfies the Leibniz relation (see below) and therefore is
called Leibniz algebra. The Leibniz relation, combined with antisymmetry, is a var-
iation of the Jacobi identity, hence Lie algebras are antisymmetric Leibniz algebras.
The natural cohomology theory of Leibniz algebras is denoted by HL∗.
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In [15], Loday introduces an ‘associative’ version of Leibniz algebras, called dial-
gebras, equipped with two binary operations,  and , which satisfy the five relations
(see (D) in Section 2). These identities are all variations of the associative law, so
associative algebras are dialgebras for which the two products coincide. The peculiar
point is that the bracket [a, b] =: a  b − b  a defines a Leibniz algebra which is
not antisymmetric, unless the left and right products coincide. Hence dialgebras yield
a commutative diagram of categories and functors
Dias −→ Leib
↓ ↓
Ass −→ Lie
For a unital associative algebra A over a field K with an (anti-)involution − and
γ = (γ1, . . . , γn), where γi /= 0 ∈ K , the Steinberg unitary algebra stu(n,A,−, γ )
(resp. stul(n,A,−, γ )) over K is a Lie algebra (resp. Leibniz algebra) generated by
the symbols uij (a) 1  i /= j  n, a ∈ A, subject to the relations
uij (a) = uji(−γiγ−1j a¯);
uij (k1a + k2b) = k1uij (a) + k2uij (b), for a, b ∈ A, k1, k2 ∈ K;
[uij (a), ukl(b)] = 0, if i /= l and j /= k;
[uij (a), ukl(b)] = uil(ab), if i /= l and j = k;
[uij (a), ukl(b)] = −ukj (ba), if i = l and j /= k.
By definition the elementary unitary Lie algebra eu(n,A,−, γ ) is a subalgebra of
gl(n,A) generated by Eij (a) − γiγjEji(a¯), for all 1  i < j  n and a ∈ A, where
Eij (a) is the n × n matrix with a on (i, j)-position and 0 in all others. Clearly ϕ
(resp. ψ) : stu(n,A,−, γ ) (resp. stul(n,A,−, γ )) → eu(n,A,−, γ ) by ϕ(uij (a))
(resp. ψ(uij (a))) = Eij (a) − γiγjEji(a¯) is a surjective homomorphism.
The algebras stu(n,A,−, γ ) and stul(n,A,−, γ ) are studied in several papers
[1,2,5,6,9]. For n  5, the algebra (stu(n,A,−, γ ), ϕ) is the universal central exten-
sion of the elementary unitary Lie algebra eu(n,A,−, γ ) with kernel −1HD1(A),
the first skew-dihedral homology group [5]. Moreover, (stul(n,A,−, γ ), ψ) is the
universal central extension of eu(n,A,−, γ ) (viewed as a Leibniz algebra) with ker-
nel HH−1 (A), the first Hochschild homology group HH1(A) (see [14]) modulo the
submodule generated by a ⊗ b − a¯ ⊗ b¯, ∀a, b ∈ A (see [14,6]). These algebras in
the case of n = 3 and n = 4 were also considered in several papers. Especially, the
universal central extensions of sl(n,A) (as a special case of the elementary uni-
tary Leibniz algebras) in the categories of Lie algebras and Leibniz algebras were
obtained in [5,6], and were first studied in [8,9] for the category of Lie algebras and
in [17] for the category of Leibniz algebras.
The aim of this paper is to consider the Leibniz algebra stul(n,D,−, γ ), which is
called Steinberg unitary Leibniz algebra, over a unital dialgebra D with involution −.
We also obtain some important results as in the associative algebra case. Using these
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results, we also show that the Steinberg Leibniz algebra stl(n,D) (defined in [10]) is
the universal central extension of the special linear Leibniz algebra sl(n,D) over a
unital dialgebra D with kernel HHS1(D), which is the first modified Hochschild
homology group of the dialgebra D ([4], also see below). The above research is very
helpful to study ‘Leibniz K-theory’, which was conjectured by Loday in [16] and also
plays a key role in studying the Leibniz algebras graded by finite root systems (see [10]).
The paper is organized as follows. In Section 2, we recall the notions of Leibniz
algebras and dialgebras, introduce some homology groups for dialgebras. In Section
3, we define the Steinberg unitary Leibniz algebra stu(n,A,−, γ ) and study some
of its properties. In Sections 4 and 5 we mainly study the universal central extension
of stu(n,A,−, γ ) for n  3.
Throughout this paper, Z denotes the ring of integers, K a field with char K /= 2,
D denotes a unital dialgebra over a field K with a (anti-)involution −.
2. Dialgebras and Leibniz algebras
We recall the notions of dialgebras and Leibniz algebras and their (co)homology
as defined in [3,12–15].
2.1. Dialgebras
Let K be a field. A (associative) dialgebra D over K is a K-vector space equipped
with two operations ,: D ⊗ D → D, called left and right products, satisfying the
following five axioms:
a  (b  c) = (a  b)  c = a  (b  c),
(a  b)  c = a  (b  c),
(a  b)  c = a  (b  c) = (a  b)  c.
(D)
A dialgebra is called unital if it is given a specified bar-unit: an element 1 ∈ D
which is a unit for the left and right products only on the bar-side, that is 1  a =
a = a  1, for any a ∈ D. A morphism of dialgebras is a K-linear map f : D →
D′ which preserves the products, i.e. such that f (a  b) = f (a)  f (b), where
denotes either the product  or the product . Denote by Dias and Ass the categories
of dialgebras and associative algebras over K , respectively. Then the category Ass is
a full subcategory of Dias.
Obviously a dialgebra is an associative algebra if and only if a  b = a  b = ab.
Example (Differential associative dialgebra). Let (A, d) be a differential associative
algebra. So by hypothesis, d(ab) = (da)b + adb and d2 = 0. Define left and right
products on A by the formulas
x  y = xdy, x  y = (dx)y.
Then A equipped with these two products is a dialgebra.
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A left module over a dialgebra D is a K-module M equipped with two linear
maps
: D ⊗ M → M, : D ⊗ M → M
satisfying the axioms (D) whenever they make sense. There is, of course, a similar
definition for right modules.
A bimodule over a dialgebra D, also called a representation, is a K-module M
equipped with two linear maps
,: D ⊗ M → M, ,: M ⊗ D → M
satisfying the axioms (D) whenever they make sense.
Obviously a bimodule over D is a left module and also a right module, and D is
a bimodule over itself.
Let D be a dialgebra over K , and M a representation of D. A derivation on D
with values in M is a K-linear map µ : D → M such that
µ(a  b) = µ(a)  b + a  µ(b), a, b ∈ D,
where = ,. Denote by Der(D,M) the K-module of all derivations on D with
values in M . The inner derivations of D in M are the adjoint maps adm : D → M
for m ∈ M by adm(x) = x  m − m  x, for all x ∈ D, and their set is Inn(D,M) =
{adm ∈ Der(D,M)|m ∈ M}.
Given a vector space over K , the tensor module over V is
T (V ) = K ⊕ V ⊕ V ⊗2 ⊕ · · · .
The free associative dialgebra is given as follows.
Theorem 2.1 [15]. The free dialgebra on a vector space V is the K-module
Dias(V ) = T (V ) ⊗ V ⊗ T (V )
equipped with the two products induced by
(v−n · · · v−1 ⊗ v0 ⊗ v1 · · · vm)  (w−p · · ·w−1 ⊗ w0 ⊗ w1 · · ·wq)
= v−n · · · v−1 ⊗ v0 ⊗ v1 · · · vmw−p · · ·w−1w0w1 · · ·wq,
(v−n · · · v−1 ⊗ v0 ⊗ v1 · · · vm)  (w−p · · ·w−1 ⊗ w0 ⊗ w1 · · ·wq)
= v−n · · · v−1v0v1 · · · vmw−p · · ·w−1 ⊗ w0 ⊗ w1 · · ·wq,
where vi, wj ∈ V .
For any dialgebra D, let DAss be the quotient of D by the ideal generated by
the elements x  y − x  y for all x, y ∈ D. It is clear that DAss is an associative
algebra. The canonical projection D → DAss is universal among the maps from D
to associative algebras. In other words the associativization functor (−)Ass : Dias →
Ass is left adjoint to inc : Ass → Dias.
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2.2. Leibniz algebras
A Leibniz algebra [13] L is a vector space over a field K equipped with a
K-bilinear map
[−,−] : L × L → L
satisfying the Leibniz identity
[x, [y, z]] = [[x, y], z] − [[x, z], y], ∀x, y, z ∈ L. (2.1)
Obviously, a Lie algebra is a Leibniz algebra. A Leibniz algebra is a Lie algebra
if and only if [x, x] = 0 for all x ∈ L.
Suppose that L is a Leibniz algebra over K . For any z ∈ L, we define ad z ∈
EndKL by ad z(x) = −[x, z] for all x ∈ L. It follows (2.1) that
ad z([x, y]) = [ad z(x), y] + [x, ad z(y)]
for all x, y ∈ L. This says that ad z is a derivation of L. We also call it an inner
derivation of L.
Similarly we also have the definition of a general derivation of a Leibniz algebra
and we denote by Inn(L), Der(L) the set of all inner derivations, derivations of L,
respectively. They are also Leibniz algebras.
Let L be a Leibniz algebra, then M is said a representation of L if M is an
K-vector space equipped with two actions (left and right) of L:
[−,−] : L × M → M and [−,−] : M × L → M
satisfying the following three axioms:
[m, [x, y]] = [[m, x], y] − [[m, y], x],
[x, [m, y]] = [[x,m], y] − [[x, y], m],
[x, [y,m]] = [[x, y], m] − [[x,m], y],
for any m ∈ M and x, y ∈ L.
Let L be a Leibniz algebra over K . Consider the boundary map: δn : L⊗n →
L⊗(n−1) defined by
δn(x1 ⊗ · · · ⊗ xn) =
∑
1i<jn
(−1)j+1x1 ⊗ · · · ⊗ xi−1 ⊗ [xi, xj ]
⊗ xi+1 ⊗ · · · ⊗ xˆj ⊗ · · · ⊗ xn,
where xˆj indicates that the term xj is omitted. It is clear that δ2 = 0 (see [17]) and
the complex (L⊗n, δ) (L0 = K , δ1 = 0) gives the Leibniz homology HL∗(L) of the
Leibniz algebra L.
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Let L be a Leibniz algebra over K . It is called perfect if [L,L] = L. A central
extension of L is a pair (Lˆ, π) where Lˆ is a Leibniz algebra and π : Lˆ → L is a sur-
jective homomorphism such that Ker π lies in the center of Lˆ and the exact sequence
0 → Ker π → Lˆ → L → 0 splits as K-module. The pair (Lˆ, π) is a universal cen-
tral extension of L if for every central extension (L˜, τ ) of L there is a unique homo-
morphism ψ : Lˆ → L˜ for which τ ◦ ψ = π . So the universal central extension is
unique, up to isomorphism. From [6] (also see [7]), it is clear that a Leibniz algebra
L has a universal central extension if and only if L is perfect. Moreover if (Lˆ, π) is
the universal central extension of L, then
HL2(L) ∼= Ker π. (2.2)
We also have the following proposition.
Proposition 2.2 [10]. Let (L˜, f ) and (Lˆ, g) be central extensions of a Leibniz alge-
bra L. If Lˆ is perfect, then there exists only one homomorphism h from Lˆ to L˜ such
that f ◦ h = g.
Remark. In [17,5,6,11], the universal central extensions of many infinite dimen-
sional Lie algebras in the category of Leibniz algebras are determined.
We also denote by Leib and Lie the categories of Leibniz algebras and Lie alge-
bras over K , respectively.
For any dialgebra D, define
[x, y] = x  y − y  x,
then D equipped with this bracket is a Leibniz algebra. We denoted it by DL. The
canonical map D → DL induces a functor (−) : Dias → Leib.
For a Leibniz algebra L, let LLie be the quotient of L by the ideal generated by the
elements [x, y] + [y, x], for all x, y ∈ L. It is clear that LLie is a Lie algebra. The
canonical projection L → LLie is universal among the maps from L to Lie algebras.
In other words the functor (−)Lie : Leib → Lie is left adjoint to inc : Lie → Leib.
Moreover we have the following commutative diagram of categories and functors
Dias −→ Leib
↓ ↓
Ass −→ Lie
As in the Lie algebra case, the universal enveloping dialgebra of a Leibniz algebra
L is defined as
Ud(L) := (T (L) ⊗ L ⊗ T (L))/{[x, y] − x  y + y  x | x, y ∈ L}.
Proposition 2.3 [15]. The functor Ud : Leib → Dias is left adjoint to the functor
− : Dias → Leib.
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2.3. First Homology group for dialgebras
The Hochschild boundary is the K-linear map dn : D⊗(n+1) → D⊗n given by the
formula:
dn(a0 ⊗ a1 ⊗ · · · ⊗ an) =
n−1∑
i=0
(−1)ia0 ⊗ a1 ⊗ · · · ⊗ (ai  ai+1) ⊗ · · · ⊗ an
+ (−1)n(an  a0) ⊗ a1 ⊗ · · · ⊗ an−1. (2.3)
It is easy to check that dn ◦ dn+1 = 0 (see [4]). Thus we consider the nth homology
group HHn(D) = Ker dn/Im dn+1.
Let I be an ideal of D generated by a ⊗ (b  c) − a ⊗ (b  c), ∀a, b, c ∈ D.
Clearly I ⊂ Ker d1. We define C1(D) = D ⊗ D/(Im d2 + I ) and HHS1(D) :=
Ker d1/(Im d2 + I ), then we have the following exact sequence:
0 → HHS1(D) → C1(D) d1→ D. (2.4)
Remark. HHS1(D) was first defined by Frabetti in [4].
Now let D be a unital dialgebra, equipped with an (anti-)involution −, i.e.
a  b = b¯  a¯.
Set D+ = {x ∈ D, x¯ = x} and D− = {x ∈ D, x¯ = −x}.
Set ln(a0 ⊗ · · · ⊗ an) = (−1)n(n+1)/2(a¯0 ⊗ a¯n ⊗ a¯n−1 ⊗ · · · ⊗ a¯1), for ai ∈ D.
Let Ln(D) = D⊗(n+1)/Im(ln + id). Then (L∗(D), d) is a complex. We set
HDn(D) = Ker dn/Im dn+1.
Let CL1(D) = L1(D)/(Im d2 + I ) and HDS1(D) = Ker d1/(Im d2 + I ). We also
have the following exact sequence:
0 → HDS1(D) → CL1(D) d1→ D. (2.5)
For our use we give a different presentation of HHS1(D), HDS1(D) as was done
in [6].
Proposition 2.4. By definition, C1(D) = (D ⊗ D)/I1 is the quotient module of D ⊗
D by I1, where I1 is the submodule of D ⊗ D generated by the elements (a 
b) ⊗ c − a ⊗ (b  c)+ (c  a) ⊗ b, a ⊗ (b  c)− a ⊗ (b  c) for all a, b, c ∈ D.
Set 〈a, b〉h = a ⊗ b + I1, then
HHS1(D) =
{∑
i
〈ai, bi〉h
∣∣∣∣∣∑
i
ai  bi =
∑
i
bi  ai
}
is a submodule of C1(D).
Proposition 2.5. By definition, CL1(D) = (D ⊗ D)/J is the quotient module of
D ⊗ D by J, where J is the submodule of D ⊗ D generated by the elements a ⊗
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b− a¯ ⊗ b¯, (a  b)⊗ c − a ⊗ (b  c) + (c  a) ⊗ b, a ⊗ (b  c) − a ⊗ (b  c) for
all a, b, c ∈ D. Set 〈a, b〉 = a ⊗ b + J, then
HDS1(D) =
{∑
i
〈ai, bi〉
∣∣∣∣∣∑
i
ai  bi − bi  ai =
∑
i
(ai  bi − bi  ai)
}
is a submodule of CL1(D).
Proposition 2.6. Let D be a unital dialgebra, and (R,−) = (D ⊕ Dop, ex), then
we have
HDS1(R) ∼= HHS1(D).
Proof. Define ϕ1 : R ⊗ R → C1(D) by
ϕ1((a1, a2) ⊗ (b1, b2)) = 〈a1, b1〉h + 〈a2, b2〉h.
Then one can easily check that the elements
(a1, a2) ⊗ (b1, b2) − (a2, a1) ⊗ (b2, b1),
((a1, a2)  (b1, b2)) ⊗ (c1, c2) − (a1, a2) ⊗ ((b1, b2)  (c1, c2))
+ ((c1, c2)  (a1, a2)) ⊗ (b1, b2),
(a1, a2) ⊗ ((b1, b2)  (c1, c2)) − (a1, a2) ⊗ ((b1, b2)  (c1, c2))
lie in the kernel of ϕ1, therefore ϕ1 induces a map, which we still denote ϕ1 :
CL1(R) → C1(D) by
ϕ1(〈(a1, a2), (b1, b2)〉) = 〈a1, b1〉h + 〈a2, b2〉h.
Now we define ψ1 : C1(D) → CL1(R) by
ψ1(〈a, b〉h) = 〈(a, 0), (b, 0)〉,
then we can easily check that ψ1ϕ1 = idCL1(R) and ϕ1ψ1 = idC1(D). Thus ϕ1 = ψ−11
and ϕ1 is an isomorphism. 
Motivated by Kähler differential modules over commutative associative algebras,
we define the Kähler differential modules over commutative associative dialgebras
as follows.
For a commutative associative dialgebra D over K (i.e. a  b = b  a), the mod-
ule of differential (1D, d) of D is defined in the following way. Let {ai} be any
basis for D over K and let F be the free left D-module on a basis {d˜ai}, where
{d˜ai} is some set equipotent with {ai}. We treat F as a 2-sided D-module by setting
b  (d˜a) = (d˜a)  b and b  (d˜a) = (d˜a)  b for all a, b ∈ D. Let d˜ : D → F be
the K-linear map
∑
ci  ai → ∑ ci  d˜ai and let N be the D-submodule gener-
ated by the relations d˜(a  b) − (d˜a)  b + a  (d˜a), a, b ∈ D, = ,. Then
1D := F/N and the canonical quotient map a → d˜a + K is the differential map
d : D → 1D .
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Up to obvious isomorphism, (1D, d) is characterized by the property that for
every D-module M and every derivation f : D → M there is a unique D-module
map g : 1D → M such that f = g ◦ d . In this way DerK(D,M) ∼= HomD(1D,M).
As in the commutative algebra case, we have
Proposition 2.7 [10]. For a commutative dialgebra D,
HHS1(D) ∼= 1D.
Remark. If D is an associative algebra ( = ), then HHS1(D) is just the first
Hochschild homology group HH1(D) defined in [14], HDS1(D) is just H−1 (D) as
defined in [6].
3. Steinberg unitary Leibniz algebras
The matrix Leibniz algebra gl(n,D) is generated by all n × n matrices with coef-
ficients in a unital dialgebra D, and n  2 with the bracket
[Eij (a), Ekl(b)] = δjkEil(a  b) − δilEkj (b  a), (3.1)
for all a, b ∈ D.
Clearly, gl(n,D) is a Leibniz algebra. If D is an associative algebra, then gl(n,D)
becomes a Lie algebra.
Now we consider the subalgebra sl(n,D) := [gl(n,D), gl(n,D)], which is called
the special linear Leibniz algebra with coefficients in D, of gl(n,D).
The concept of Steinberg Leibniz algebra was first introduced in [17] for associa-
tive algebras and in [10] for dialgebras. By definition the Steinberg Leibniz algebra
stl(n,D) is a Leibniz algebra generated by symbols vij (a), 1  i /= j  n, a ∈ D,
subject to the relations
vij (k1a + k2b) = k1vij (a) + k2vij (b), for a, b ∈ D, k1, k2 ∈ K;
[vij (a), vkl(b)] = 0, if i /= l and j /= k;
[vij (a), vkl(b)] = vil(a  b), if i /= l and j = k;
[vij (a), vkl(b)] = −vkj (b  a), if i = l and j /= k.
It is clear that the last two relations make sense only if n  3.
With the axioms (D) the following formula is clear
[vij (a), vkl(b  c)] = [vij (a), vkl(b  c)]. (3.2)
Now we define homomorphisms ψ of Leibniz algebras
ψ : stl(n,D) → sl(n,D)
by the rule ψ(vij (a)) = Eij (a). It is clear that ψ is surjective.
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Let D be a unital dialgebra, equipped with an (anti-)involution −. The elementary
unitary Leibniz algebra eul(n,D,−, γ ) is a subalgebra of gl(n,D) generated by the
elements Eij (a) − γiγ−1j Eji(a¯), a ∈ D, 1  i /= j  n, where γ = (γ1, . . . , γn),
γi ∈ K×, the nonzero elements of K , 1  i  n. Clearly, if i, j, k are distinct, then[
Eij (a) − γiγ−1j Eji(a¯), Ejk(b) − γjγ−1k Ekj (b¯)
]
= Eik(a  b) − γiγ−1j Eki(a  b),
while if i, j, k, l are distinct, then[
Eij (a) − γiγ−1j Eji(a¯), Ekl(b) − γjγ−1k Elk(b¯)
] = 0.
Also, it is easy to see that eul(n,D,−, γ ) has a vector space decomposition
eul(n,D,−, γ ) = ξ0 ⊕
∑
1i<jn
⊕ξij ,
where
ξij =
{
Eij (a) − γiγ−1j Eji(a¯) | a ∈ D
}
for 1  i < j  n and ξ0 is the subalgebra of diagonal matrices of eul(n,D,−, γ ),
which is spanned by the elements[
Eij (a) − γiγ−1j Eji(a¯), Eji(b) − γjγ−1k Eij (b¯)
]
= Eii(a  b − a  b) − Ejj (b  a − b  a).
Example. If D is commutative, i.e. a  b = b  a for all a, b ∈ D, the involution
− = id , then we have the following examples.
(a) If γ = (1, 1, 1), then eul(n,D,−, γ ) ∼= K3 ⊗ D where K3 is the three-dimen-
sional Lie algebra over K with a basis {x, y, z} and relations [x, y] = z,
[y, z] = x, [z, x] = y. (The isomorphism is given by e12(a) − e21(a¯) → x ⊗
a, e23(a) − e32(a¯) → y ⊗ a, e31(a) − e13(a¯) → z ⊗ a).
(b) If γ = (1,−1, 1), then eul(n,D,−, γ ) ∼= sl(2) ⊗ D where sl(2) is the three-
dimensional Lie algebra over K with a basis {e, f, h} and relations [e, f ] = h,
[h, e] = 2e, [h, f ] = −2f .(The isomorphism is given by e12(a) − e21(a¯) →
1
2h ⊗ a, e23(a) − e32(a¯) + e31(a) − e13(a¯) → e ⊗ a, e31(a) − e13(a¯) −
e31(a) + e13(a¯) → f ⊗ a).
Now we give the definition of the Steinberg unitary Leibniz algebra.
Definition 3.1. For n  3, the Steinberg unitary Leibniz algebra stul(n,D,−, γ ) is
defined to be a Leibniz algebra over K generated by the symbols uij (a), a ∈ D,
1  i /= j  n, subject to the relations
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uij (a) = uji(−γiγ−1j a¯); (1)
uij (k1a + k2b) = k1uij (a) + k2uij (b), for a, b ∈ D, k1, k2 ∈ K; (2)
[uij (a), ukl(b)] = 0, if i /= l and j /= k; (3)
[uij (a), ukl(b)] = uil(a  b), if i /= l and j = k; (4)
[uij (a), ukl(b)] = −ukj (b  a), if i = l and j /= k. (5)
If γ = (1, . . . , 1), we let eul(n,D,−) and stul(n,D,−) denote the correspond-
ing elementary unitary and Steinberg unitary Leibniz algebras, respectively.
We also have
[uij (a), ukl(b  c)] = [uij (a), ukl(b  c)]. (3.3)
For a dialgebra D, we define a new dialgebra Dop with a  b (in Dop) = b 
a (in D) and a  b (in Dop) = b  a (in D).
Proposition 3.2. Let D be a unital dialgebra, let (R,−) = (D ⊕ Dop, ex), then
stul(n, R,−) ∼= stl(n,D) and eul(n, R,−) ∼= sl(n,D).
Proof. First there is a Leibniz algebra homomorphism
f : stul(n, R,−) → stl(n,D)
such that f (uij ((a, b))) = vij (a) − vji(b), for all a, b ∈ D. It is obvious that f is
onto. Also uij ((a, 0)) satisfies the relations (1)–(4). It follows that there exists a Leib-
niz algebra homomorphism g : stl(n,D) → stul(n, R,−) such that g(vij (a)) =
uij ((a, 0)). It is easy to see that g ◦ f (uij (a)) = uij (a) which shows that f is one
to one.
Similarly we can prove the second isomorphism. 
Let Tij (a, b) := [uij (a), uji(b)] for 1  i /= j  n, a, b ∈ D, and H be the sub-
module of stul(n,D) generated by Tij (a, b), i /= j , a, b ∈ D.
For distinct integers i, j, k and any a, b, c ∈ D, one can check that
[Tij (a, b), uik(c)] = uik((a  b − a  b)  c) (3.4)
and
[uik(c), Tij (a, b)] = −uik((a  b − a  b)  c). (3.5)
We only check (3.5) as follows:
[uik(c), Tij (a, b)] = [uik(c), [uij (a), uji(b)]]
= [[uik(c), uij (a)], uji(b)] − [[uik(c), uji(b)], uij (a)]
= [[uik(c), uji(a¯)], uij (b¯)] − [[uik(c), uji(b)], uij (a)]
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= −[ujk(a¯  c), uij (b¯)] + [ujk(b  c), uij (a)]
= uik(b¯  (a¯  c)) − uik(a  (b  c))
= uik((b¯  a¯)  c) − uik((a  b)  c)
= uik(a  b  c) − uik((a  b)  c)
= −uik((a  b − a  b)  c).
Using (3.4) and (3.5) and uij (c) = [uik(c), ukj (1)] we have
[Tij (a, b), uij (c)] = uij ((a  b − a  b)  c + c  (b  a − b  a)),
(3.6)
[uij (c), Tij (a, b)] = −uij ((a  b − a  b)  c + c  (b  a − b  a)).
(3.7)
Proposition 3.3. H is a subalgebra of stul(n,D,−, γ ) containing the center Z of
stul(n,D,−, γ ) with [H, uij (D)] ⊂ uij (D). Moreover one has
stul(n,D,−, γ ) = H ⊕
∑
1i<jn
⊕uij (D). (3.8)
Proof. Clearly one has a Leibniz algebra epimorphism:
ϕ : stul(n,D,−, γ ) → eul(n,D,−, γ )
such that
ϕ(uij (a)) = Eij (a) − γiγ−1j Eji(a¯).
It is clear that ϕ restricted to uij (D) maps uij (D) to ξij and is one to one, for 1 
i < j  n. Also ϕ(H) = ξ0. Let Z0 be the center of eul(n,D,−, γ ), then Z0 lies in
ξ0, thus ϕ−1(Z0) ⊂ H . 
Moreover, we have
Lemma 3.4. ϕ−1(Z0) = Z. In particular, Ker ϕ ⊂ Z (see [1]).
Lemma 3.5. For a unital dialgebra D and n  3, the kernel of uij (i /= j) is 0, i.e.
stul(n,D,−, γ ) is (n, γ )-faithful (see [1]).
Lemma 3.6. For a unital dialgebra D and n  3, the Steinberg unitary Leibniz
algebra stul(n,D,−, γ ) is perfect.
Proof. It is clear. 
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4. Universal central extension of eul(n,D,−, γ )
Now we shall prove the first main theorem of this paper.
Theorem 4.1. If n = 3 (char K /= 2, 3) or n  5 (char K /= 2), then (stul(n,D,−,
γ ), ϕ) is a universal central extension of the Leibniz algebra eul(n,D,−, γ ).
Proof. For the Steinberg unitary Leibniz algebra stul(3,D,−, γ ), we can use the
same methods as in [2] to show that stul(3,D,−, γ ) is centrally closed for char K /=
2, 3. We omit it.
Now we prove Theorem 4.1 for n  5. We only need to show that the central
extension (stul(n,D,−, γ ), ϕ) is universal.
Let (W, φ) be any central extension of the Leibniz algebra eul(n,D,−, γ ) and
n  5. We shall show that there exists a unique homomorphism ρ : stul(n,D,−,
γ ) → W such that φ ◦ ρ = ϕ.
Since φ : W → sl(m, n,A) is a surjective homomorphism, for any generator
Eij (a) ∈ sl(m, n,A), we can choose u˜ij (a) ∈ φ−1
(
Eij (a) − γiγ−1j Eji(a¯)
)
. Then
the commutator [u˜ij (a), u˜kl(b)] does not depend on the choice of representatives
of φ−1(Eij (a) − γiγ−1j Eji(a¯)) and φ−1
(
Eij (a) − γiγ−1j Eji(b¯)
)
. Moreover u˜ij (a)
satisfy (1) and (2) in the definition of stul(n,D) in Section 3. For any distinct inte-
gers i, j, k, l and a, b ∈ D, φ([u˜ij (a), u˜kl(b)]) = [φ(u˜ij (a)), φ(u˜kl(b))] = 0.
So [u˜ij (a), u˜kl(b)] ∈ Ker φ.
For distinct integers i, j, k, let
[u˜ik(a), u˜kj (b)] = u˜ij (a  b) + Ckij (a, b), (4.1)
where Ckij (a, b) ∈ Ker φ. Take l /∈ {i, j, k}, then
[u˜ik(a), u˜kj (b  c)] = [u˜ik(a), [u˜kl(b), u˜lj (c)] + Ckij (a, b  c)]
= [u˜ik(a), [u˜kl(b), u˜lj (c)]]
= [[u˜ik(a), u˜kl(b)], u˜lj (c)] − [[u˜ik(a), u˜lj (c)], u˜kl(b)]
= [u˜il(a  b), u˜lj (c)].
[u˜ik(a), u˜kj (b  c)] = [u˜ik(a),−[u˜lj (c), u˜kl(b)]]
= −[[u˜ik(a), u˜lj (c)], u˜kl(b)] + [[u˜ik(a), u˜kl(b)], u˜lj (c)]
= [u˜il(a  b), u˜lj (c)].
[u˜kj (b  c), u˜ik(a)] = [[u˜kl(b), u˜lj (c)], u˜ik(c)] = [[u˜kl(b), u˜lj (c)], u˜ik(a)]
= [u˜kl(b), [u˜lj (c), u˜ik(a)] + [[u˜kl(b), u˜ik(a)], u˜lj (c)]
= −[u˜il(a  b), u˜lj (c)].
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So
[u˜ik(a), u˜kj (b  c)] = [u˜il(a  b), u˜lj (c)] = [u˜ik(a), u˜kj (b  c)], (4.2)
and
[u˜kj (b  c), u˜ik(a)] = −[u˜il(a  b), u˜lj (c)]. (4.3)
Taking b = 1 in (4.2) we have
[u˜ik(a), u˜kj (c)] = [u˜il(a), u˜lj (c)]. (4.4)
It follows that Ckij (a, c) = Clij (a, c), which shows that Ckij is independent of the
choice of k. Setting Ckij (a, b) = Cij (a, b) we have
[u˜ik(a), u˜kj (b)] = u˜ij (a  b) + Cij (a, b), (4.5)
where Cij (a, b) ∈ Ker φ. Taking b = 1 we have
[u˜ik(a), u˜kj (1)] = u˜ij (a) + Cij (a, 1). (4.6)
Now we replace u˜ij (a) by u˜ij (a) + Cij (a, 1) for i > j and use (4.3) to get
[u˜ik(a), u˜kj (1)] = u˜ij (a) = −[u˜kj (1), u˜ik(a)] for i > j. (4.7)
We next check that (4.7) holds for i < j .
Taking a = c = 1 in (4.3) and using (4.2), we have
[u˜kj (b), u˜ik(1)] = −[u˜il(b), u˜lj (1)] = −[u˜ik(b), u˜kj (1)].
So for i < j ,
[u˜ik(b), u˜kj (1)] = −[u˜kj (b), u˜ik(1)]
= −[− γkγ−1j u˜jk(b¯),−γiγ−1k u˜ki(1)]
= −γiγ−1j u˜j i(b¯) = u˜ij (b). (4.8)
Taking c = 1 in (4.2) and using (4.7) we have
[u˜ik(a), u˜kj (b)] = [u˜ik(a  b), u˜kj (1)] = u˜ij (a  b). (4.9)
But taking c = 1 in (4.3) we get
[u˜kj (b), u˜ik(a)] = −[u˜il(a  b), u˜lj (1)] = −u˜ij (a  b). (4.10)
Now we shall show that
[u˜ij (a), u˜kl(b)] = 0, for distinct i, j, k, l. (4.11)
Since n  5, we may choose s /∈ {i, j, k, l}. Then u˜kl(b) = [u˜ks(b), u˜sl(1)].
Hence it follows that
[u˜ij (a), u˜kl(b)] = [u˜ij (a), [u˜ks(b), u˜sl(1)]]
= [[u˜ij (a), u˜ks(b)], u˜sl(1)] − [u˜ks(b), [u˜ij (a), u˜sl(1)]]
= 0.
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Therefore u˜ij (a), 1  i /= j  n, a ∈A satisfy the relations (1)–(5) in the def-
inition of stul(n,D). From above we see that the map ρ : stl(n,D) → W defined
by
ρ(uij (a)) = u˜ij (a)
is well defined and φ ◦ ρ = ψ .
The uniqueness of the mapping ρ follows from Proposition 2.2 and
Lemma 3.6. 
Now we compute the kernel of ϕ for n  3.
Lemma 4.2. For Tij , we have
(a) the mapping (a, b) → Tij (a, b) is K-bilinear and Tij (a, b) = Tji(a¯, b¯);
(b) Tij (a, b  c) = Tik(a  b, c) + Tkj (c  a, b) = Tij (a, b  c);
(c) Tij (a, 1) = −Tji(a, 1), for any distinct integers i, j ;
(d) Tij (a, 1) = 0, if a ∈ D+.
Proof. (a) It is clear.
(b)
Tij (a, b  c) = [uij (a), uji(b  c)] = [uij (a), [ujk(b), uki(c)]]
= [uij (a), ujk(b)], uki(c)]] − [[uij (a), uki(c)], ujk(b)]
= [uik(a  b), uki(c)]] + [ukj (c  a), ujk(b)]
= Tik(a  b, c) + Tkj (c  a, b).
(c) We put b = c = 1 in (b) and get
Tij (a, 1) = Tik(a, 1) + Tkj (a, 1).
Changing k, j in the above formula, we have
Tik(a, 1) = Tij (a, 1) + Tjk(a, 1).
So Tkj (a, 1) = −Tjk(a, 1). 
Lemma 4.3. For any j, k, we have
T1j (a, b) − T1j (b  a, 1) = T1k(a, b) − T1k(b  a, 1).
Proof
T1j (a, b) − T1j (b  a, 1) = T1j (a, 1  b) − T1j (b  a, 1  1)
= T1k(a  1, b) + Tkj (b  a, 1)
− (T1k(b  a, 1) + Tkj (b  a, 1))
= T1k(a, b) − T1k(b  a, 1). 
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From Lemma 4.3, it is possible to define the elements
t (a, b) = T1j (a, b) − T1j (b  a, 1),
which do not depend on j ( /= 1).
Lemma 4.4
(a) The mapping (a, b) → t (a, b) is K-bilinear and t (a, b) = t (a¯, b¯);
(b) t (a, b  c) = t (a  b, c) + t (c  a, b) = t (a, b  c);
(c) t (a, 1) = 0.
Proof. The statement (a) directly follows from the definition of t (a, b) and Lemma
4.2.
To prove (b), we note that
t (a, b  c) = T1j (a, b  c) − T1j ((b  c)  a, 1). (4.12)
By (4.12), we get
t (a, b  c) = T1j (a, b  c) − T1j ((b  c)  a, 1)
= T1k(a  b, c) + Tkj (c  a, b) − T1j ((b  c)  a, 1)
= (T1k(a  b, c) − T1k(c  (a  b), 1)) + (T1k(c  (a  b), 1)
+ Tkj (c  a, b)) − T1j ((b  c)  a, 1)
= t (a  b, c) + (T1k((c  a)  b), 1) + Tkj (1  (c  a), b)
−T1j ((b  c)  a, 1)
= t (a  b, c) + T1j (c  a, b  1) − T1j (b  (c  a), 1)
= t (a  b, c) + T1j (c  a, b  1) − T1j (b  (c  a), 1)
= t (a  b, c) + T1j (c  a, b) − T1j (b  (c  a), 1)
= t (a  b, c) + t (c  a, b).
(c) It is clear. 
To prove that K(n) and HDS1(D) are isomorphic, we consider the following
diagram:
0 → HDS1(D) → CL1(D) d1−→ D
↓ η ↓ µ
0 → K(n) → stul(n,D,−, γ ) ϕ−→ gl(n,D,−, γ )
(4.13)
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where the mappings µ and η are defined by µ(a) = E11(a) and η(a ⊗ b) = t (a, b).
From Lemma 4.4 it follows that the mapping η is well defined.
Lemma 4.5. The diagram (4.13) is commutative and the restriction to HDS1(D) of
η is a surjective homomorphism onto the kernel K(n).
Proof. It is easy to see that
ϕ(Tij (a, b)) = Eii(a  b − a  b) − Ejj (b  a − b  a).
By direct calculation we can obtain the commutative diagram:
ϕ ◦ η(a ⊗ b) = ϕ(t (a, b)) = ϕ(T1j (a, b)) − ϕ(T1j (b  a, 1))
= E11(a  b − a  b) − Ejj (b  a − b  a)
−E11(b  a − b  a) + Ejj (b  a − b  a)
= E11((a  b − b  a) − a  b − b  a) = E11(d1(a ⊗ b))
= µ ◦ d1(a ⊗ b).
Now we prove that η is surjective.
If a ⊗ b ∈ HDS1(D), then d1(a ⊗ b) = 0, i.e., a  b = b  a. So ϕ(t (a, b)) =
E11((a  b − b  a) − a  b − b  a) = 0. Therefore t (a, b) ∈ K(n), i.e., for the
restriction of η to HDS1(D) we have a mapping into the kernel K(n).
For any element t ∈ K(n), then t ∈ H by Lemma 3.4, where H is the K-module
generated by Tij (a, b), i /= j , a, b ∈ D. Taking into account the properties (b) and
(c) of Lemma 4.2, any generator Tij (a) can be written in the following way.
If i = 1, then
T1j (a, b) = T1j (a, b) − T1j (1, b  a) + T1j (1, b  a)
= t (a, b) + T1j (1, b  a).
If i /= 1, we set k = 1 in (b) of Lemma 4.2 and get
Tij (a, b) = Tij (a, 1  b) = Ti1(a, b) + T1j (b  a, 1)
= −T1i (a, b) + T1j (b  a, 1)
= −t (a, b) − T1i (b  a, 1) + T1j (b  a, 1).
Thus any element t ∈ T (m) has a presentation of the form
t =
∑
i
t (ai, bi) +
∑
j2
T1j (cj , 1),
where cj ∈ D− since T1j (cj , 1) = 0 for all cj ∈ D+.
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Since ϕ(t) = 0 and c¯j = −cj , we have
ϕ(t) = ϕ
∑
i
t (ai, bi) +
∑
j2
T1j (cj , 1)

=
∑
i
ϕ(t (ai, bi)) +
∑
j2
ϕ
(
T1j (cj , 1)
)
= E11
(∑
i
(aibi − biai − aibi − biai)
)
+ 2
∑
j2
(
E11(cj ) − Ejj (cj )
)
= 0.
So we have cj = 0, hence for all j  2 we get T1j (cj , 1) = 0 and∑i (aibi − biai −
aibi − biai) = 0.
Therefore t = ∑i t (ai, bi) with ∑i aibi − biai = ∑i (aibi − biai). So t =∑
i t (ai, bi) = η
(∑
i ai ⊗ bi
)
. Hence the restriction to HDS1(D) of η is a surjective
homomorphism onto the kernel K(n). 
Let Mn(D) be the K-algebra of n × n-matrices with coefficients from D, and
n  1.
Now we define homomorphism tr2 : Mn(D) ⊗ Mn(D) → D ⊗ D by
tr2(P ⊗ Q) =
∑
1i,jl
pij ⊗ qji, for P,Q ∈ Mn(D). (4.14)
To prove injectivity of η we consider the following diagram:
0 → K(n) → stul(n,D,−, γ ) ϕ−→ gl(n,D)
↓θ ↓tr
0 → HDS1(D) → CL1(D) d1→ D
(4.15)
Lemma 4.6. There exists a homomorphism of K-modules θ : stl(m, n,A) →
CL1(D) such that the diagram (4.15) is commutative and η is injective.
Proof. Define the mapping θ in a similar way as in [9]:
(1) θ is a homomorphism of K-modules θ : stul(n,D,−, γ ) → CL1(D);
(2) θ([x, y]) = ∑i,j ϕ(x)ij ⊗ ϕ(y)ji = tr2(ϕ(x) ⊗ ϕ(y));
(3) θ(uij (a)) = 0 (i /= j ). Then
θ(Tij (a, b)) = θ([uij (a), uji(b)]) = tr2(ϕ(uij (a)) ⊗ ϕ(uji(b)))
= tr2
((
Eij (a) − γiγ−1j Eji(a¯)
)⊗ (Eji(b) − γjγ−1i Eij (b¯)))
= a ⊗ b + a¯ ⊗ b¯.
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Moreover,
θ([uij (a), ukl(b)]) = tr2(ϕ(uij (a)) ⊗ ϕ(ukl(b))) = tr2(Eij (a) ⊗ Ekl(b))
=

0, if i /= l, j /= k;
θ(uil(a  b)), if i /= l, j = k;
θ(−ukj (b  a)), if i = l, j /= k.
To prove the commutativity of the diagram (4.15), it is sufficient to check it on
the elements uij and Tij (a, b) from stl(n,D). Indeed, we have
d1 ◦ θ(uij (a)) = 0;
tr ◦ ϕ(uij (a)) = tr(Eij (a)) = 0, since i /= j ;
d1 ◦ θ(Tij (a, b)) = d1(a ⊗ b + a¯ ⊗ b¯) = a  b − b  a − a  b − b  a
tr ◦ ϕ(Tij (a, b)) = tr(Eii(a  b − a  b) − Ejj (b  a − b  a))
= a  b − b  a − a  b − b  a.
Now we show that θ ◦ η is the identity on CL1(D).
θ ◦ η(a ⊗ b) = θ(t (a, b)) = θ(T1j (a, b) − T1j (b  a, 1))
= θ(T1j (a, b)) − θ(T1j (b  a, 1))
= a ⊗ b + a¯ ⊗ b¯ − (b  a) ⊗ 1 − b  a ⊗ 1
= θ(T1j (a, b)) − θ(T1j (b  a, 1))
= a ⊗ b + a¯ ⊗ b¯ − (b  a) ⊗ 1 − (a¯  b¯) ⊗ 1
≡ 2a ⊗ b(mod J ),
since a ⊗ b − a¯ ⊗ b¯ ∈ J and d2(a¯ ⊗ b¯ ⊗ 1) = (a¯  b¯) ⊗ 1 − a¯ ⊗ (b¯  1) + (1 
a¯) ⊗ b¯ = (a¯  b¯)⊗ 1 and d2(a ⊗ 1 ⊗ b) = (a  1) ⊗ b− a ⊗ (1  b)+ (b  a) ⊗
1 = (b  a) ⊗ 1. The last equality is due to a ⊗ (1  b) − a ⊗ (1  b) ∈ J .
Therefore η is injective. 
From the above lemmas we see that the kernel of the central extension
(stul(n,D), ϕ) of eul(n,D) for n  3 is
Ker ϕ ∼= HDS1(D). (4.16)
Then we have
Theorem 4.7. If n = 3 (char K /= 2, 3) or n  5 (char K /= 2), then (stul(n,D,−,
γ ), ϕ) is a universal central extension of the Leibniz algebra eul(n,D,−, γ ) with
kernel HDS1(D) for a unital dialgebra D.
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From Theorem 4.7 and (2.2) we have
Corollary 4.8. If n = 3 (char K /= 2, 3) or n  5 (char K /= 2), then HL2(eul(n,D,
−, γ ), ϕ) ∼= HDS1(D) for a unital dialgebra D.
Corollary 4.9 [10]. If n = 3 (char K /= 2, 3) or n  5 (char K /= 2) and D is a unital
dialgebra, then the following exact sequence:
0 → HHS1(D) → stl(n,D) π→ sl(n,D) → 0
is the universal central extension of sl(n,D).
Proof. Let (R,−) = (D + Dop, ex), then by Proposition 3.2 there are two isomor-
phisms ξ : stul(n, R, ex) → stl(n,D) and ξ ′ : eul(n, R, ex) → sl(n,D) and the
following commutative exact diagram:
0 → HDS1(R) → stul(n, R, ex) ϕ−→ eul(n, R, ex) → 0
↓ ξ ↓ ξ ′
0 → Ker π → st(D) π−→ sl(n,D) → 0
(4.17)
From Proposition 2.5 it follows that Ker π ∼= HHS1(D). 
Especially, if D is a unital commutative dialgebra, we also have the following
corollary by Proposition 2.7.
Corollary 4.10. If n = 3 (char K /= 2, 3) or n  5 (char K /= 2) and D is a unital
commutative dialgebra, HHS1(D) ∼= 1D, i.e.,
0 → 1D → stl(n,D) → sl(n,D) → 0
is the universal central extension of sl(n,D).
Remark. If D is a unital associative algebra, we obtain the same results as in [6].
5. Universal central extension of eul(4,D,−, γ )
Now we consider the Steinberg unitary Leibniz algebra stul(4,D,−, γ ) with
char K /= 2.
Let J1 be the subspace of D ⊗ D spanned by the following elements:
(a¯  b) ⊗ c − a ⊗ (b¯  c) + (c¯  a) ⊗ b,
((a  b − a  b)  c + c  (b  a − b  a)) ⊗ d,
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d ⊗ ((a  b − a  b)  c + c  (b  a − b  a)),
a ⊗ (b  c) − a ⊗ (b  c).
Let N(D,−) := (D ⊗ D)/J1 to be the quotient space and write l(a, b) = a ⊗ b +
J1. Then
l(a¯  b, c) − l(a, b¯  c) + l(c¯  a, b) = 0, (5.1)
l((a  b − a  b)  c + c  (b  a − b  a), d) = 0, (5.2)
l(d, (a  b − a  b)  c + c  (b  a − b  a)) = 0, (5.3)
l(a, b  c) = l(a, b  c). (5.4)
Lemma 5.1. For a, b, c, d ∈ D, we have
l(a, b) = l(a, b¯) = l(a¯, b), (5.5)
l(a  b, c) − l(a, b¯  c) + l(a  c, b) = 0, (5.6)
l(a, b¯  c) − l(b¯  a, c) − l(a¯  c, b) = 0, (5.7)
l(c, (b  a − b  a)  d) − l((a  b − a  b)  c, d) = 0. (5.8)
Proof. Taking b = c = 1 in (5.2) and (5.3) and using (5.4) gives (5.5).
Replacing a by a¯ in (5.1) and using (5.5) we obtain (5.6).
Eq. (5.7) follows directly from (5.1) and (5.5).
Since a  b − a  b ∈ D−, it follows from (5.6) that
l(c  (a  b − a  b), d) + l(c, (a  b − a  b)  d)
+ l(c  d, a  b − a  b) = 0.
So l(c  (a  b − a  b), d) + l(c, (a  b − a  b)  d) = 0 (here l(c  d, a 
b − a  b) = 0 is due to (5.3) and (5.4)) and using (5.3) and (5.4) gives (5.8). 
Let L = stul(4,D,−, γ ). Our goal is to show that the kernel of the universal
central extension of L is N(D,−). One can easily see that L is a Z42-graded Leibniz
algebra such that deg(uij (a)) = εi + εj , where εi = (0, . . . , 1, · · · , 0) ∈ Z42 with 1
in the ith place. Moreover we have
L = stul(4,D,−, γ ) = L0 +
∏
1i<j4
Lεi+εj ,
where
L0 = H =
∑
1i<j4
[uij (D), uji(D)] and Lεi+εj = uij (D).
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We now define Lˆ = L ⊕ N(D,−) with the following relations:
uij (a) = uji(−γiγ−1j a¯);
uij (k1a + k2b) = k1uij (a) + k2uij (b), for a, b ∈ D, k1, k2 ∈ K;
[uij (a), ukl(b)] = uil(a  b), if i /= l and j = k;
[uij (a), ukl(b)] = −ukj (b  a), if i = l and j /= k;
[uij (a), ukl(b)] = 0, if i /= l, j /= k and εi + εj + εk + ε1 /= ε;
[u12(a), u34(b)] = l(a, b) = [u34(a), u12(b)];
[u24(a), u13(b)] = −γ2γ−13 l(a, b) = [u13(a), u24(b)];
[u32(a), u14(b)] = −l(a, b) = [u14(a), u32(b)];
[N(D,−), Lˆ] = [Lˆ, N(D,−)] = 0,
where ε = ε1 + ε2 + ε3 + ε4.
It is easy to check that Lˆ with the above relations is a perfect Leibniz algebra (see
[6]). Now we define π : Lˆ → eul(n,D,−, γ ) by
π(N(D,−)) = 0, π |L = ϕ.
Then (Lˆ, π) is a central extension of eul(n,D,−, γ ).
In fact, we have
Theorem 5.2. (Lˆ, π) is a universal central extension of the Leibniz algebra
eul(4,D,−, γ ) with kernel HDS1(D) ⊕ N(D,−) if char K /= 2.
Proof. Let (W, φ) be any central extension of the Leibniz algebra eul(n,D,−, γ ),
and n  5. We shall show that there exists a unique homomorphism ρ : stul(n,D,−,
γ ) → W such that φ ◦ ρ = ϕ. By the same techniques in the Proof of Theorem
4.1 we can choose u˜ij (a) ∈ φ−1(Eij (a) − γiγ−1j Eji(a¯)) satisfy the relations in the
definition of stul(n,D) in Section 3.
Now we consider the case of distinct integers i, j, l, k, we have
[u˜ij (a  b), u˜kl(c)] = [[u˜ik(a), u˜kj (b)], u˜kl(c)]
= [u˜ik(a), [u˜kj (b), u˜kl(c)]] + [[u˜ik(a), u˜kl(c)], u˜kj (b)]
= [u˜ik(a),−γkγ−1j [u˜jk(b¯), u˜kl(c)]]
+[u˜il(a  c), u˜kj (b)]
= −γkγ−1j [u˜ik(a), u˜j l(b¯  c)] + [u˜il(a  c), u˜kj (b)],
and
[u˜ij (a  b), u˜kl(c)] = [[u˜il(a), u˜lj (b)], u˜kl(c)]
= [u˜il(a), [u˜lj (b), u˜kl(c)]] + [[u˜il(a), u˜kl(c)], u˜lj (b)]
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= −[u˜il(a), u˜kj (c  b)] − γkγ−1l [[u˜il(a), u˜lk(c¯)], u˜lj (b)]
= −[u˜il(a), u˜kj (c  b)] − γkγ−1l [[u˜ik(a  c¯)], u˜lj (b)]
= −[u˜il(a), u˜kj (c  b)] − γkγ−1j [[u˜ik(a  c¯)], u˜j l(b¯)].
We also have
[u˜ij (a  b), u˜kl(c)] = −γkγ−1j [u˜ik(a), u˜j l(b¯  c)] + [u˜il(a  c), u˜kj (b)],
(5.9)
and
[u˜ij (a  b), u˜kl(c)] = −[u˜il(a), u˜kj (c  b)] − γkγ−1j [u˜ik(a  c¯), u˜j l(b¯)].
(5.10)
Taking b = c = 1 in (5.9) and (5.10), we have
[u˜ij (a), u˜kl(1)] = 0.
Taking b = 1 in (5.9) and (5.10) again, we get
[u˜ij (a), u˜kl(c)] = −γkγ−1j [u˜ik(a), u˜j l(c)], (5.11)
and
[u˜ij (a), u˜kl(c)] = −[u˜il(a), u˜kj (c)], (5.12)
where we use (3.3).
It follows from (5.11) and (5.12) that (5.8) becomes
[u˜ij (a  b), u˜kl(c)] = [u˜ij (a), u˜kl(b¯  c)] − [u˜ij (a  c), u˜kl(b)]. (5.13)
Also, interchanging i and k, j and l in (5.11), respectively, we have
[u˜kl(a  b), u˜ij (c)] = −γiγ−1l [u˜ki(a), u˜lj (c)] = −γkγ−1j [u˜ik(a¯), u˜j l(c¯)]
= [u˜ij (a¯), u˜kl(c¯)]. (5.14)
Finally, using (3.6) and (3.7) we have
[u˜ij ((a  b − a  b)  c + c  (b  a − b  a)), u˜kl(d)]
= [[T˜ij (a, b), uij (c)], u˜kl(d)] = 0 (5.15)
and
[u˜kl(d), u˜ij ((a  b − a  b)  c + c  (b  a − b  a))]
= −[u˜kl(d), [uij (c), T˜ij (a, b)]] = 0, (5.16)
where T˜ij (a, b) = [u˜ij (a), u˜j i(b)].
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The Jacobi identity implies
[u˜ij (a), u˜kl(b  c)] = [u˜ij (a), u˜kl(b  c)] (5.17)
for distinct integers i, j, k, l.
Taking b = c = 1 in (5.15) and (5.16) we get
[u˜ij (a − a¯), u˜kl(d)] = 0 and [u˜kl(d), u˜ij (a − a¯)] = 0. (5.18)
Hence (5.14) become
[u˜kl(a), u˜ij (b)] = [u˜ij (a), u˜kj (b)]. (5.19)
Now we put
l˜(a, b) = [u˜12(a), u˜34(b)]
for all a, b ∈ D. Then we have
l˜(a¯  b, c) − l˜(a, b¯  c) + l˜(c¯  a, b) = 0,
l˜((a  b − a  b)  c + c  (b  a − b  a), d) = 0,
l˜(d, (a  b − a  b)  c + c  (b  a − b  a)) = 0,
l˜(a, b  c) = l˜(a, b  c)
for all a, b, c ∈ D.
Thus the elements u˜ij (a) and l˜(a, b) satisfy all relations in the definition of Lˆ =
L ⊕ N(D,−), and so there exists a Leibniz algebra homomorphism η : Lˆ → L˜ such
that η(uij (a)) = u˜ij (a), η(l(a, b)) = l˜(a, b) for all a, b ∈ D and 1  i /= j /= 4. It
is easily seen that π = φ ◦ η. Since Lˆ is perfect, then (Lˆ, π) is the universal central
extension of eul(n,D,−, γ ). Moreover with (4.16) we obtain Theorem 5.2. 
From above we easily have the following proposition.
Proposition 5.3. If (D,−) is a unital dialgebra. Then
HL2(stul(n,D,−, γ )) =

0, if n  5, char K /= 2,
0, if n = 3, char K /= 2, 3,
N(D,−), if n = 4, char K /= 2.
Now we consider (R,−) = (D ⊕ Dop, ex) with D a unital dialgebra. Let c =
(1,−1) ∈ R. Then c¯ = −c, c is invertible and lies in the center of R. Thus (5.2)
says that l(a, b) = 0 for all a, b ∈ R. So N(R,−) = 0. Then by Corollary 4.8 and
Theorem 5.2 we have
Corollary 5.4 [10]. When D is a unital dialgebra and char K /= 2, then the following
exact sequence
0 → HHS1(D) → stl(n,D) π→ sl(n,D) → 0
is the universal central extension of sl(n,D) for all n  3 (char K /= 3 if n = 3).
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