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Abstract
Multi-reference alignment entails estimating a signal in RL from its circularly-shifted and
noisy copies. This problem has been studied thoroughly in recent years, focusing on the finite-
dimensional setting (fixed L). Motivated by single-particle cryo-electron microscopy, we analyze
the sample complexity of the problem in the high-dimensional regime L → ∞. Our analysis
uncovers a phase transition phenomenon governed by the parameter α = L/(σ2 logL), where σ2
is the variance of the noise. When α > 2, the impact of the unknown circular shifts on the
sample complexity is minor. Namely, the number of measurements required to achieve a desired
accuracy ε approaches σ2/ε for small ε; this is the sample complexity of estimating a signal in
additive white Gaussian noise, which does not involve shifts. In sharp contrast, when α ≤ 2, the
problem is significantly harder and the sample complexity grows substantially quicker with σ2.
1 Introduction
We study the sample complexity of the multi-reference alignment (MRA) model: the problem of
estimating a signal from its circularly-shifted and noisy copies. Specifically, let X ∼ N (0, I) be an
L-dimensional vector with i.i.d. standard normal entries. We collect n independent measurements
of random cyclic shifts of X, corrupted by additive white Gaussian noise:
Yi = R`iX + σZi, i = 1, . . . , n, (1.1)
where R` denotes a cyclic shift, namely, (R`X)j = X(j+`) mod L for all j = 0, . . . , L − 1, Zi i.i.d.∼
N (0, I), and `i i.i.d.∼ Uniform({0, . . . , L− 1}) are statistically independent of X. Given the measure-
ments Y n = (Y1, . . . , Yn), one is interested in constructing an estimator Xˆ = Xˆ(Y n) of the signal.
Importantly, the unknown shifts `1, . . . , `n—while their estimation might be a means to an end—are
nuisance variables.
This paper focuses on the high-dimensional regime, where the dimension of the signal grows in-
definitely L → ∞. In this setting, we wish to characterize the relations between the number of
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measurements n, the length of each observation L, and the noise level σ2 that allow estimating X
to a prescribed accuracy. This is in contrast to previous works, surveyed in Section 3, which analyzed
the interplay between n and σ, while considering a fixed L.
It is important to note that given the measurements, there is no way to distinguish between X and
its cyclic shift since PY n|X=x = PY n|X=R1x = · · · = PY n|X=RL−1x. Therefore, we can only estimate
the orbit of X under the group of circular shifts ZL. Accordingly, we use the following distortion
measure
ρ(X, Xˆ) =
1
L
min
`=0,...L−1
‖X −R`Xˆ‖2. (1.2)
In the sequel, we loosely say that we aim to estimate X rather than its orbit, and refer to Eρ(X, Xˆ)
as the MSE.
Sample complexity Our goal in this paper is to characterize the smallest possible number of
measurements required to achieve a desired MSE in terms of the dimension L and the noise level σ2.
To that end, we define the smallest MSE attainable by any estimator as
MSE∗MRA(L, σ
2, n) := inf
Xˆ
Eρ(X, Xˆ(Y n)), (1.3)
and the sample complexity of the MRA problem
n∗MRA(L, σ
2, ε) := min
{
n : MSE∗MRA(L, σ
2, n) ≤ ε} . (1.4)
We define the signal-to-noise ratio (SNR) by
SNR :=
E‖X‖2
σ2
=
L
σ2
. (1.5)
This definition is consistent with previous works which considered a fixed L and σ →∞, implying
SNR→ 0; see Section 3.
The asymptotics in our model turn out to be particularly interesting when the dimension, the noise
level, and the SNR are simultaneously large. In particular, it will be convenient to parametrize the
noise variance by
σ2(α) =
L
α logL
⇐⇒ α = L
σ2 logL
=
SNR
logL
. (1.6)
Accordingly, we define MSE∗MRA(L,α, n) := MSE
∗
MRA(L, σ
2(α), n) and n∗MRA(L,α, ε) := n
∗
MRA(L, σ
2(α), ε).
Motivation. The MRA model is mainly motivated by single-particle cryo-electron microscopy
(cryo-EM)—a leading technology to constitute the 3-D structure of biological molecules. In its most
simplified version, the cryo-EM problem involves reconstructing a 3-D structure from its multiple
noisy tomographic projections, taken after the structure has been rotated by an unknown 3-D
rotation. In analogy, in the MRA model (1.1) the signal X is measured after an unknown circular
shift. In Theorem 2.3, we extend the basic model to include a projection; we refer to this model
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as the projected MRA model. This projection plays the role, to some extent, of the tomographic
projection in cryo-EM. Section 7 discusses further potential extensions.
The correspondence between MRA and cryo-EM, while admittedly not perfect, has motivated an
extensive study of the MRA problem in recent years. For example, the resolution limitations of MRA
were analyzed in [BJL+20] in order to draw an analogy to the achievable resolution of cryo-EM—a
crucial aspect from a biological standpoint. More relevant to this work, in [BBSK+17, PWB+19,
BCLS20,APS18], the sample complexity of the MRA and cryo-EM models were analyzed for a fixed
dimension L. Remarkably, it was shown that in the low noise regime (small σ), the number of
measurements should scale like σ2, while in the high noise regime (large σ) n must increase with σ6;
see further discussion in Section 3.
Our high-dimensional analysis is motivated by the size of modern cryo-EM datasets. In a typical
cryo-EM experiment, the number of measurements and the dimension of the 3-D structure are of the
same order of a few millions. For example, a 3-D structure of size 200× 200× 200 voxels resulting
in 8, 000, 000 parameters to be estimated. In fact, high-dimensional statistical analysis has been
already proven to be effective for cryo-EM data processing. For example, a covariance estimation
technique based on high-dimensional analysis (the so-called spiked model) has significantly improved
image denoising [BZS16].
Information-theoretic background and asymptotic notation. The analysis of this work is
greatly based on information-theoretic notions and techniques. For completeness, we review the
relevant definitions in Appendix A.
We also repeatedly use asymptotic notation. For sequences a = a(L) and b = b(L), we write
a(L) = O(b(L)) if there exists a constant C > 0 such that a(L) ≤ Cb(L) for all L. Similarly,
a(L) = Ω(b(L)) means a(L) ≥ Cb(L). Occasionally, we use a(L) = Oβ(b(L)) to signify explicitly
that C depends on some parameter β. The notation a(L) = o(b(L)) means a(L)/b(L) → 0 as
L → ∞. In particular, if a(L) = o(1) then a(L) → 0 asymptotically. Similarly, a(L) = ω(b(L))
means a(L)/b(L)→∞.
The code to reproduce the figures is publicly available at https://github.com/TamirBendory/
high-dimensional-mra-bounds.1
2 Main results and discussion
Phase transition. This work focuses on the asymptotic setting where L tends to infinity. Our
first main finding is that in this asymptotic limit there is a transition in terms of the behavior of
the sample complexity. For α > 2, the MRA problem is essentially as easy as estimating a signal
in additive white Gaussian noise (AWGN), with no random shifts. More precisely, for sufficiently
small distortion ε, the sample complexity tends to the sample complexity of estimating a signal in
AWGN, n∗AWGN(L,α, ε) = d
(
1
ε − 1
)
σ2(α)e, which behaves as σ2(α)ε for small ε. In sharp contrast,
for α ≤ 2 the problem becomes substantially harder.
1Our expectation-maximization implementation is based on the code of [BBM+17].
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Theorem 2.1 The sample complexity of the MRA model (1.1) obeys:
1. For any α > 2 we have
lim
ε→0
lim
L→∞
n∗MRA(L,α, ε)
σ2(α)/ε
= lim
ε→0
lim
L→∞
n∗MRA(L,α, ε)
n∗AWGN(L,α, ε)
= 1.
2. For any α ≤ 2 and any ε < 1 we have
lim
L→∞
n∗MRA(L,α, ε)
σ2(α)/ε
= lim
L→∞
n∗MRA(L,α, ε)
n∗AWGN(L,α, ε)
=∞.
In part 1 of Theorem 2.1, the lower bound n
∗
MRA(L,α,ε)
n∗AWGN(L,α,ε)
≥ 1 is trivial: estimating in the MRA
model is harder than estimating a signal in AWGN (namely, when the shifts are known). A small
subtlety is that the distortion measure Eρ(X, Xˆ) is a bit weaker than the standard definition of
MSE, E‖X− Xˆ‖2, as it allows for any cyclic shift. However, we show in Section 5 that, as expected,
this has a vanishing effect for large L. In order to show that limε→0 limL→∞
n∗MRA(L,α,ε)
n∗AWGN(L,α,ε)
≤ 1 we
introduce an algorithm that for any α > 2 requires about σ2(α)/ε samples to achieve Eρ(X, Xˆ) ≤ ε,
provided that ε is sufficiently small and L is sufficiently large. The sole purpose of the estimation
procedure is establishing an upper bound; its computational complexity is exponential in L and
thus the procedure is far from being efficient. More specifically, it is based on a two-step procedure.
First, we construct a δ-net that, by definition, contains a member close to X and look for the
most likely candidate within that net given the measurements. Second, we use this candidate in
order to determine almost all shifts ˆ`i, and then estimate the signal by alignment and averaging
Xˆ = 1n
∑n
i=1R−ˆ`iYi. The details are given in Section 6.
In order to establish part 2 of Theorem 2.1, we show that for α ≤ 2 the mutual information
(MI) I(X;Y ) between X and a single MRA measurement grows with L significantly slower than
I(X;X + σZ), as in estimating a signal in AWGN. The details are given in Section 5.
Although our results are asymptotic in L, the phase transition at α = 2 predicted by Theorem 2.1
is evident already for relatively small L. Figure 1 presents the root MSE (RMSE) as a function of α
for different values of L. We take our estimator Xˆ to be the output of the expectation-maximization
(EM) algorithm [DLR77,BBM+17], which is the standard choice for MRA; see details in Section 3.
For large values of L and large α, the error of EM tends to that of estimating a signal in AWGN,
implying that it detects the shifts accurately. For smaller values of α, the error grows rapidly,
especially when α < 2.
Connection with template matching. At this point, the reader may wonder what is the
intuitive interpretation of α = 2. To answer this question we now introduce the template matching
problem, which is studied in detail in Section 4. In this problem, we are given X and one MRA
measurement Y = R`X+Z, where X, R` and Z are distributed as above, and our goal is to recover
4
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Figure 1: The RMSE of EM (averaged over 100 trials) as a function of α for different values
of L. The number of measurements was set to be n(L) = 100L/ log(L). For large values of α, the
error reduces to the error of estimating a signal in AWGN,
√
σ2
σ2+n
= 1√
1+100α
, suggesting that EM
performs as if the shifts were known. For small values of α, and in particular α < 2, the error
rapidly increases.
the shift R`. We will see that in the asymptotic setting, α = 2 is the critical threshold for this
problem. That is, the error probability in recovering R` from (X,Y ) approaches 0 for all α > 2,
and approaches 1 for all α < 2.
In the MRA problem, recovering the shifts is harder, as we do not have access to X. We nevertheless
show that for α > 2, given enough measurements, it is possible to recover a fraction approaching 1
of the shifts correctly. On the other hand, recovering a large fraction of the shifts correctly for α < 2
is impossible since it is impossible even in the template matching model. Intuitively, if we cannot
recover almost all shifts, the attained MSE should be much worse than in estimating a signal in
AWGN, which means that the sample complexity should be much higher for α < 2. Our bounds in
Section 5 formalize this intuition.
To illustrate the phase transition for template matching, we conducted a “genie-aided” experiment,
presented in Figure 2. In this experiment, we use the true X (the “genie”) in order to estimate the
shifts by ˆ`i = arg max`∈{0,...,L−1}〈R`X,Yi〉. Then, we estimate the signal by aligning the measure-
ments and averaging Xˆ = 1n
∑n
i=1R− ˆ`iYi. For large values of α, the recovery error converges to the
error of estimating a signal in AWGN. For smaller α values, and in particular α < 2, the recovery
error rapidly increases.
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Figure 2: A “genie-aided” experiment: the true X is used to estimate the shifts ˆ`1, . . . , ˆ`n, as in
the template matching problem, and then the signal is estimated by aligning all measurements and
averaging Xˆ = 1n
∑n
i=1R− ˆ`iYi. The figure presents the RMSE (averaged over 50 trials) as a function
of α for different values of L. The number of measurements was set to be n(L) = 100L/ log(L).
For large values of α, the error reduces to the error of estimating a signal in AWGN (i.e., when the
shifts are known)
√
σ2
σ2+n
= 1√
1+100α
. For small values of α, and in particular α < 2, the template
matching error quickly increases.
Tighter lower bound for the low SNR regime. Theorem 2.1 shows that for all α ≤ 2 and
fixed ε < 1 the shifts make a difference: the sample complexity with unknown shifts (i.e., the MRA
problem) is ω(σ2(α)/ε), and is therefore substantially greater than the sample complexity when the
shifts are known. For α < 1, we were able to prove a much stronger lower bound on the sample
complexity.
Theorem 2.2 For any 0 < ε < 1 there exists a constant c = c(ε) such that for all 0 < α < 1
n∗MRA(L,α, ε) > cL
2−α. (2.1)
Theorems 2.1 and 2.2 are proved in Section 5.
The sample complexity of the projected MRA model. Recall that MRA serves as a toy
model of the cryo-EM reconstruction problem. An additional complication arising in cryo-EM is a
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fixed tomographic projection, a line integral, also known as the X-ray transform. To account for this
effect, we extend our basic model (1.1) to the projected multi-reference alignment problem (PMRA)
model:2
Yi = piSR`iX + σZi. (2.2)
Here, piS : RL → RL′ is matrix projecting a vector in RL to RL′ by keeping only the coordinates
that belong to a subset S ⊂ [L] of size L′ ≤ L and discarding the rest, and Zi i.i.d.∼ N (0, I) are
L′-dimensional i.i.d. Gaussian vectors. We assume that S is fixed and known to the estimator. As
in MRA without the projection, the goal is to reconstruct X up to a circular shift, that is, produce
an estimate X̂ such that Eρ(X, X̂) is as small as possible.
We study the PMRA problem in an asymptotic setting where L,L′, σ2 → ∞ simultaneously. It
makes sense to adopt a slightly different scaling for the noise in PMRA, as
σ2 = σ2PMRA(α) =
L′
α log(L)
. (2.3)
The reason for this particular scaling will be made clear from the analysis: the numerator is the
total signal energy available in a single measurement, E‖piSR`iX‖2 = L′; the log(L) factor is log
the size of the group of shifts. In Section 7 we provide some remarks as to how to extend our results
to other groups. Similarly to our notation for the MRA model, we denote the smallest attainable
MSE in the PMRA model as MSE∗PMRA(L,α, n), and the sample complexity as n∗PMRA(L,α, ε).
Theorem 2.3 Suppose that σ2PMRA(α) is scaled as in (2.3), and L,L
′ → ∞, so that L′ ≤ L and
L′ = ω(log(L)) (that is, L grows strictly less than exponentially fast in L′). The sample complexity
of the PMRA model (2.2) obeys the following lower bounds:
1. For any α > 2 and 0 < ε < 1 we have that
n∗PMRA(L,α, ε) ≥
L
L′
(
1
ε
− 1
)
σ2PMRA(α)(1 + o(1)). (2.4)
2. For any α ≤ 2 and 0 < ε < 1 we have that
n∗PMRA(L,α, ε) = ω
(
L
L′
σ2PMRA(α)
ε
)
. (2.5)
The proof of the theorem relies heavily on the proof of Theorem 2.1 and is sketched in Section 5.4.
We conjecture that at high SNR (α > 2), the lower bound given in Theorem 2.3 is in fact tight at
very low MSE (formally ε→ 0, as in Theorem 2.1).
3 Prior art
The multi-reference alignment problem was introduced by [BCSZ14], and fully formulated in [BCLS20].
The general MRA model reads
Yi = Ti(gi ◦X) + σZi, i = 1, . . . , n, (3.1)
2We mention that other projected MRA models were studied in [BBSK+17,BJL+20].
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where gi is a random element of a compact group G (drawn from a possibly unknown distribution
over G) acting on a vector space X ∈ X, and Ti, i = 1, . . . , n, are known linear operators. If Ti = I
for all i, gi are drawn uniformly from the group of cyclic shifts ZL, and X ∼ N (0, I), then (3.1)
reduces to the MRA model (1.1). This model can be thought of as a special case of a Gaussian
mixture model, where all centers are connected through a group action (i.e., a cyclic shift). If
Ti = piS for all i, we get the projected MRA model (2.2). In cryo-EM—the main motivation of
this work—G is the group of 3-D rotations SO(3), X is the space of 3-D “band-limited” functions
(that is, functions that can be expanded by finitely many basis functions), and Ti encodes the
(fixed) tomographic projection, as well as other linear effects, such as the microscope’s point spread
function (which varies across images) and sampling [Sin18,BBS20].
The sample complexity of the MRA model (1.1), in the minimax sense, was first studied in [BRW17,
PWB+19]. The focus of these works, as well as the rest of the works mentioned in this section,
is on the regime where the noise level σ and number of measurements n diverge, while the di-
mension of each measurement L is fixed, implying SNR → 0. These results were extended to the
general MRA model (3.1) by [BBSK+17] and [APS18] (the latter generalizes the framework pro-
posed in [ABL+18]). These papers constitute an intimate connection between the MRA model and
the method of moments—a classical estimation technique. Let d¯ be the lowest order moment that
distinguishes two different signals (signals that are not in the same orbit) given a specific MRA
model (namely, fixed Ti,X, and a distribution over G). Then, unless n · SNRd¯ → ∞, the MSE is
bounded from below. More informally, the moments determine the optimal (minimax) estimation
rate of the problem. For example, for the MRA model (1.1) it is known that the third moment
determines a generic signal uniquely (in this work we only consider normal i.i.d. signals that fall
into this category), i.e., d¯ = 3, and thus n · SNR3  1 is a necessary condition. Remarkably, this
phenomenon was observed empirically in context of cryo-EM early on by Signworth [Sig98].
In this work we discover that the statistical properties of MRA in high-dimensions, at least for
X ∼ N (0, I), are not characterized by moments, but rather by the parameter α that balances the
noise level and the dimension (1.6). In particular, in our setting SNR = α logL diverges, rather
than SNR → 0 as in previous works. In this sense, our results imply that the “low SNR” regime
is not only SNR → 0, and actually extends into unbounded values of SNR provided that it grows
slowly enough with L.
From the algorithmic perspective, two main computational frameworks were applied to MRA prob-
lems. The first approach is based on expectation-maximization (EM)—a popular heuristic to max-
imize the posterior distribution [DLR77]. EM is the most popular and successful methodology
to elucidate high-resolution 3-D structures using cryo-EM [Sch12,BBS20], and it was successfully
applied to a variety of MRA setups [BBM+17, BBLS18, ABL+18, MBB+19, BJL+20]. A recent
work [FSWW20] studies the likelihood landscape for the general MRA model (3.1), where G is a
discrete group and Ti = I. The latter paper shows that when the dimension is fixed and the SNR is
sufficiently high, the log likelihood has certain favorable features from an optimization perspective;
their results give a compelling argument for why EM seems to give good performance for MRA in
high SNR. In [Bru19], it is shown that usually maximum likelihood achieves the parametric rate
ρ(X, X̂MLE) ∼ 1/n, although in some cases the rate can be ∼ 1/
√
n.
The second algorithmic framework is based on the method of moments. This approach has an
appealing property: it requires only one pass over the measurements, and thus its computa-
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tional load is relatively low, unless L is large [BBM+17, BBLS18, ABL+18, MBB+19, PWB+19,
PSB19]. In addition, as mentioned, it achieves the optimal estimation rate when L is fixed
and SNR → 0. Consequently, a variety of moment-based algorithms were proposed. For ex-
ample, the authors of [PWB+19] suggest estimating the third-order tensor moment of the signal
T (3) = L−1
∑L−1
`=0 (R`X)
⊗3, from whichX can be recovered by Jenrich’s method [Har70,LRA93]. Us-
ing the robustness analysis of [GVX14], they were able to show that n = O
(
ε−1σ6poly(L)
)
samples
suffice to achieve ρ(X, X̂) ≤ ε with constant probability. This bound depends polynomially on both
the dimensional and on the inverse smallest DFT coefficient of X; when X ∼ N (0, I), one can verify
that typically all the DFT coefficients of X are greater than Ω(L−1/2). The poly(L) dependence
is not computed explicitly, but to the best of our understanding, the analysis of [GVX14] provides
a significantly worse dimensional scaling than the Ω(L2) in our lower bound (as α → 0). Another
work [BBM+17] studies recovery by bispectrum inversion, which is equivalent to the third-order mo-
ment if the distribution of shifts is uniform. They argue that when L is fixed, the sample complexity
should scale like O(σ6), hiding an implicit dependence on L. The method of moments was also ap-
plied to cryo-EM and related technologies, see for example [Kam80,DZS15,LBB+18, SKK+20], as
well as to additional MRA setups [APS17,ALS19,HL19].
A recent work [KB20] establishes an enticing connection between likelihood-based techniques and
the method of moments for the general MRA model (3.1) for fixed L, SNR → 0, and Ti = I.
Specifically, it was shown that likelihood optimization in the low SNR regime reduces to a sequence
of moment matching problems. In addition, the method of moments is also closely-related to
invariant theory and thus tools from the latter field can be applied to analyze MRA models; see in
particular [BBSK+17].
4 Phase transition of template matching
Suppose that the shifts R`i are all known. In this scenario, estimating the signal is easy: one needs
to align each observation R−1`i yi and average out the noise. Therefore, if possible, it makes sense
to try and estimate the shifts. In this section, we study the problem of estimating a shift when
the signal is assumed to be known (which is not the case in MRA); we refer to this problem as
template matching. Specifically, suppose that one has access to a signal, a “template” X ∈ RL, and
observes a single sample Y = R`X + σZ, where X ∼ N (0, I), R` ∼ Uniform({0, . . . , L − 1}) is a
random uniform shift, Z ∼ N (0, I), and R`, Z and X are mutually independent. The goal, then, is
to recover R` from X and Y .3
While the template matching problem seems to be significantly easier than the MRA problem,
we show a surprising phenomenon: in high dimensions, template matching and MRA share the
exact same phase transition point. In particular, it turns out that in high dimensions, under
our parameterization σ2(α), which amounts to L/σ2 = α log(L), the template matching problem
displays a sharp recoverability threshold. That is: (i) whenever α > 2, the random shift can be
recovered with error probability pe → 0 as L → ∞; (ii) whenever α < 2, the shift cannot be
consistently recovered, and in fact for any estimator, pe → 1.
3A more general setting, where X is not necessarily Gaussian, and R`X goes through some general channel, not
necessarily Gaussian, was studied by Wang, Hu, and Shayevitz [WHS17], but under different asymptotics.
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Observe that the optimal estimator (in the sense of maximum a posteriori probability) for R` is
given by:
R̂MAP = argmin
`′
‖X −R−1`′ Y ‖2 = argmax
`′
〈X,R−1`′ Y 〉
‖X‖2 . (4.1)
Denote its error probability by
pe = Pr
(
R` 6= R̂MAP
)
. (4.2)
We start by establishing that with overwhelming probability, the template X is “incoherent”, in the
sense that the correlations 〈X,R`′X〉/‖X‖2 are very small, unless `′ = 0. The lemma is proved in
Appendix B.
Lemma 4.1 For κ > 0, let A(κ) be the event that∣∣L−1‖X‖2 − 1∣∣ < κ and max
`′ 6=0
L−1 |〈X,R`′X〉| ≤ κ,
and let A(κ) be its complement. Then,
Pr(A(κ)) ≤ 2L exp (−cLmin(κ, κ2)) ,
for a universal constant c > 0. In particular, one can choose a sequence κ = κL such that κ → 0
sufficiently slowly, for example, κ = CL−1/2 log(L) for C > 0 large enough, so that Pr(AL(κL)) =
1− o(1).
Let
Θ`′ =
〈X,R−1`′ Y 〉
‖X‖2 =
〈X,R`−`′X〉
‖X‖2 +
σ〈X,R−1`′ Z〉
‖X‖2 , (4.3)
and
W`′ = ‖X‖−1〈X,R−1`′ Z〉. (4.4)
Recalling that R̂MAP = argmax`′ Θ`′ , and plugging σ2 = (α log(L))−1L, Lemma 4.1 implies that
with high probability,
Θ`′ =
1 + (1 + o(1))
1√
α log(L)
·W` if `′ = `,
o(1) + (1 + o(1)) 1√
α log(L)
·W`′ if `′ 6= `.
(4.5)
Since for every `′, W`′ ∼ N (0, 1), it is obvious that Θ` p→ 1 as L→∞. Thus, to analyze the error
of the MAP estimator, it simply remains to understand the behavior of max`′W`′ . To this end,
we recall the following three results. We start with a well-known fact about the maximum of i.i.d.
standard Gaussians:
Lemma 4.2 Let Z1, . . . , ZL be i.i.d N (0, 1) random variables. Then, as L→∞,
E
[
max
`
Z`
]
/
√
2 log(L)→ 1.
10
The upper bound E [max` Zl] ≤
√
2 log(L) is elementary, and holds even when Z1, . . . , ZL are not
independent. The proof follows from Emax` Z` ≤ β−1 logEmax` eβZ` ≤ β−1 logE
∑L
`=1 e
βZ` =
β/2 + β−1 log(L), which holds for all β > 0; now take β =
√
2 log(L). The proof of the matching
lower bound, on the other hand, is more involved and follows from results in extreme value theory,
see, for instance, Example 1.1.7 in [DHF07]. We also use the following “quantitative” version of the
Sudakov-Fernique inequality:
Lemma 4.3 (Theorem 2.2.5 in [AT09]) Let (X1, . . . , XL) and (Y1, . . . , YL) be Gaussian vectors
so that E[Xi] = E[Yi] for all i. Set
γXi,j = E(Xi −Xj)2, γYi,j = E(Yi − Yj)2,
and γ = maxi,j |γXi,j − γYi,j |. Then∣∣∣∣E [maxi Xi
]
− E
[
max
i
Yi
]∣∣∣∣ ≤√2γ log(L).
To get concentration around the mean, we use (a simple case of) the Borell-TIS inequality:
Lemma 4.4 Let (X1, . . . , XL) be a Gaussian vector, and set σ2 = maxi E[X2i ]. Then
Pr
(∣∣∣∣maxi Xi − E
[
max
i
Xi
]∣∣∣∣ ≥ t) ≤ 2e−t2/2σ2 .
See, e.g., [AT09, Theorem 2.1.1] (there only a one sided bound is stated; the other side follows the
same way). The following is now an immediate corollary of Lemmas 4.1, 4.2,4.3 and 4.4:
Theorem 4.5 (Sharp threshold for template matching) If α > 2, then pe → 0 as L → ∞.
Conversely, if α < 2, then pe → 1.
Proof. We start by estimating Emax`′W`′ . Choose κ = o(1) such that the eventA(κ) of Lemma 4.1
holds with probability 1− o(1). Conditioned on X, {W`′}`′=0,...,L−1 is a centered Gaussian vector,
with covariance
Ci,j(X) = E[WiWj
∣∣X] = ‖X‖−2〈RiX,RjX〉,
whereby under A, |Ci,j(X)− δi,j | = o(1).
Let (W˜1, . . . , W˜L−1) be i.i.d N (0, 1) random variables. By Lemmas 4.2 and 4.3, conditioned on X
and under A,
E[max
`′
W`′
∣∣X,A] = E[max
`′
W˜`′ ] + o(
√
log(L)) =
√
(2+o(1)) log(L).
Lemma 4.4 gives us a uniform (in X) concentration inequality, conditioned on X and under A,
Pr
(∣∣∣∣max`′ W`′ −√2 log(L)
∣∣∣∣ ≥√ε log(L) ∣∣∣X,A) ≤ 2L−(ε+o(1))/2,
so that
Pr
(∣∣∣∣max`′ W`′ −√2 log(L)
∣∣∣∣ ≥√ε log(L)) ≤ 2L−(ε+o(1))/2 + Pr (A) = oε(1).
Thus, we have shown that max`′W`′/
√
2 log(L)
p→ 1. Using equation (4.5), we deduce that Θ` p→ 1
whereas max`′ 6=` Θ`′
p→ √2/α. Since R̂MAP = argmax`′ Θ`′ , we conclude that pe → 0 when α > 2
and pe → 1 when α < 2.
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A remark on the relation between template matching and synchronization. In the MRA
model, one does not have access to the true template and thus needs to estimate the relative shifts
based solely on the data; this problem is referred to as synchronization.
For simplicity, let us assume we are given two measurements Y1 = X + σZ1 and Y2 = R`X + σZ2,
and would like to estimate R` (recall that X is unknown). The optimal (MAP) estimator is R̂syn =
argmax`′ Pr(R`′ |Y1, Y2). It is straightforward to show that
R̂syn = argmax
`′
〈Y1, R−1`′ Y2〉 = argmax
`′
〈(X + σZ1), R−1`′ (R`X + σZ2)〉
= argmax
`′
{〈X,R`−`′X〉+ σ〈X,R−1`′ Z2〉+ σ〈X,R−1`−`′Z1〉+ σ2〈Z1, R−1`′ Z2〉} .
In order for this to consistently return the true relative shift R`, one needs to ensure that the “noise”
term,
σ〈X,R−1`′ Z2〉+ σ〈X,R−1`−`′Z1〉+ σ2〈Z1, R−1`′ Z2〉
is small compared to ‖X‖2 ∼ L. The “typical” size of the first two terms is σ〈X,R−1`′ Z2〉 +
σ〈X,R−1`−`′Z1〉 ∼ σ
√
L, whereas the third is σ2〈Z1, R−1`′ Z2〉 ∼ σ2
√
L, and is therefore the domi-
nant one for large σ. Thus, to succeed with non-vanishing probability, we need that σ2
√
L / L,
that is, σ2 /
√
L. In the regime we are interested in, the noise level is σ2 ∼ L/ log(L), and this
turns out to be far too large.
We mention in passing that if many measurements are available, one can leverage the redundancy
in the data to recover the true relative shifts in challenging environments; see for example [Sin11,
SS11,Bou16,PWBM18,RG19].
5 Sample complexity lower bounds
5.1 The information-theoretic method for estimation lower bounds
We employ a standard information-theoretic method of obtaining estimation error lower bounds,
via rate-distortion theory (see e.g. [PW19]). We refer the reader to Appendix A for a basic review
of the information-theoretic definitions and facts we use in this section. Let X̂ be an estimator of
X from the measurements Y n = (Y1, . . . , Yn), which achieves expected error (“distortion”)
Eρ(X, X̂) = L−1E min
`=0,...,L−1
‖X −R−1` X̂‖2 ≤ ε. (5.1)
Since the estimator depends only on the measurements, and not on X, the triplet X − Y n − X̂
constitutes a Markov chain. Hence, by the data processing inequality (Proposition A.3.3) we have
that I(X; X̂) ≤ I(X;Y n). We lower-bound the left-hand side by the rate distortion function (RDF)
R(·) associated with the source X ∼ N (0, I), and distortion measure ρ(·, ·): I(X; X̂) ≥ R(ε) where
R(ε) = min
PW |X :Eρ(X,W )≤ε
I(X;W ).
Note that the minimization here is over conditional distributions PW |X , or equivalently, over joint
distributions PX,W whose X-marginal is PX—in our case N (0, I)—obeying the average distortion
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constraint Eρ(X,W ) ≤ ε. Combining the upper and lower bounds on I(X; Xˆ), we have
R(ε) ≤ I(X;Y n), (5.2)
and we shall next derive a lower bound for R(ε) in terms of ε.
5.2 A lower bound on the rate-distortion function
We start by obtaining a lower bound on the RDF. While the RDF problem for a Gaussian source
under MSE distortion measure is classical, the MSE up to the best alignment (the distortion measure
we consider) is somewhat non-standard. Obtaining a precise expression for the true RDF seems
difficult, but a simple lower bound can be obtained as follows.
Proposition 5.1 For an L dimensional i.i.d. Gaussian vector X ∼ N (0, I), and distortion measure
ρ(·, ·) as defined in (1.2), the rate distortion function satisfies
R(ε) ≥ L
2
log
(
1
ε
)
− log(L).
Proof. By definition of the rate distortion function, to establish the claim we need to show that
for any conditional distribution (“test-channel”) PW |X that satisfies the constraint Eρ(X,W ) ≤ ε,
where ρ(X,W ) = L−1 min`=0,...L−1 ‖X −R−1` W‖2, it holds that I(X;W ) ≥ L2 log
(
1
ε
)− log(L). To
that end, let R = R(X,W ) = argmin`′∈[0,...,L−1] ‖X−R`′W‖ be the difference minimizing shift. By
the chain law of MI (Proposition A.3.2),
I(X;W ) = I(X;W,R)− I(X;R|W ) ≥ I(X;W,R)− log(L), (5.3)
where we used I(X;R|W ) ≤ H(R|W ) ≤ log(L); the former follows from the definition of MI and
non-negativity of entropy (Proposition A.1.1), and the latter follows from Proposition A.1.2 as the
random variable R can take at most L values. Recall that L−1E‖X − RW‖2 ≤ ε by definition of
R. We therefore have that
I(X;RW ) ≥ min
PW ′|X :L−1E‖X−W ′‖2≤ε
I(X;W ′) =
L
2
log
(
1
ε
)
,
where in the second equality we have used the well-known expression for the quadratic Gaussian
rate distortion function (Proposition A.4). Thus, using the data processing inequality (Proposi-
tion A.3.3), we have
I(X;W,R) ≥ I(X;RW ) ≥ L
2
log
(
1
ε
)
.
Substituting this into (5.3) establishes the claim.
Combining Proposition 5.1 with equation (5.2), we obtain:
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Corollary 5.2 Suppose that X ∼ N (0, I) is an L dimensional i.i.d. Gaussian vector, X̂ is any
estimator of X from Y1, . . . , Yn, and ρ(·, ·) is as defined in (1.2). Then
Eρ(X, X̂) ≥ exp
(
−2I(X,Y
n) + 2 log(L)
L
)
= exp
(−2L−1 · I(X,Y n)+o(1)) .
Equivalently,
MSE∗MRA(L,α, n) ≥ exp
(
−2I(X,Y
n) + 2 log(L)
L
)
= exp
(−2L−1 · I(X,Y n)+o(1)) .
5.3 Upper bounds on the mutual information
In light of Corollary 5.2, an upper bound on the MI I(X;Y n) provides a lower bound on the expected
error of any estimator of X from Y n = (Y1, . . . , Yn).
We start with the rather trivial observation that the MI between the signal X and the measure-
ments Y n is smaller than the MI in a problem where there are no random shifts, which is equal to
L
2 log(1 +nσ
−2). The next lemma formalizes this intuition and quantifies the MI difference between
the two problems.
Lemma 5.3 The mutual information between the signal X and measurements Y1, . . . , Yn is
I(X;Y n) =
L
2
log(1 + nσ−2)− I(Rn;X|Y n), (5.4)
where Rn = (R`1 , . . . , R`n). In particular, I(X;Y n) ≤ L2 log(1 + nσ−2).
Proof. Let Y˜i = R−1`i Yi = X + σR
−1
`i
Zi. We may write
I(X;Y n) = I(X;Y n, Rn)− I(X;Rn|Y n)
= I(X; Y˜ n, Rn)− I(X;Rn|Y n)
= I(X; Y˜ n) + I(X;Rn|Y˜ n)− I(X;Rn|Y n),
where the first and third equalities follow by the chain rule for MI (Proposition A.3.2), and the second
follows from Proposition A.3.4, and the fact that the mapping (Y n, Rn) 7→ (Y˜ n, Rn) is invertible.
By the fact that the Gaussian distribution is rotation invariant, and in particular R−1`i Z ∼ N (0, I),
we have that Rn is statistically independent of (X, Y˜ n), and consequently
I(X;R|Y˜ n) = H(R|Y˜ n)−H(R|Y˜ n, X) = H(R)−H(R) = 0,
where the first equality follows by definition of conditional mutual information and the second by
Proposition A.3.5. It remains to compute I(X; Y˜ n). To this end, note that PY˜ n|X=x = N⊗n(x, σ2I),
that is, X, and Y˜ n have the same joint distributed as X and (X + σZ1, . . . , X + σZn), i.e., as n
measurements of a signal in AWGN. It is well known that the sample average 1n
∑n
i=1X + σZi is a
sufficient statistic of (X + σZ1, . . . , X + σZn) for Y . We therefore have that
I(X; Y˜ n) = I(X;X + σZ1, . . . , X + σZn) = I
(
X;X +
σ
n
n∑
i=1
Zi
)
= I
(
X;X +N (0, (σ2/n)I)) = L
2
log(1 + nσ−2),
(5.5)
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where the last equality follows from Proposition A.3, 6.
Combining Corollary 5.2 and Lemma 5.3, we obtain the following lower bound, that essentially says
the MSE in the MRA model is no better than in estimating a signal in AWGN.
Corollary 5.4 The smallest attainable MSE in the MRA model satisfies
MSE∗MRA(L, σ
2, n) ≥ L
− 2
L
1 + nσ−2
=
1
1 + nσ−2
(1 + o(1)),
and the sample complexity satisfies
n∗MRA(L, σ
2, ε) ≥
⌈(
L−
2
L
ε
− 1
)
σ2
⌉
= n∗AWGN(L, σ
2, ε)(1 + o(1)).
Lemma 5.3 tells us that the gap between I(X;Y n) and the MI in estimating a signal in AWGN,
without the shifts, L2 log(1 + nσ
−2), is I(X;Rn|Y n). This quantity is intimately related to a multi-
sample version of the template matching problem, as was considered in Section 4. This connection
will be exploited later on, when we derive an upper bound on the single sample MI I(X;Yi).
Information combining. Observe that the measurements Y1, . . . , Yn are mutually independent
conditioned on X; that is, the samples are obtained by passing the same signal X independently
through a memoryless channel PY n|X = P⊗nY |X . By Proposition A.3, 5, this implies that
I(X;Y n) ≤
n∑
i=1
I(X;Yi) = nI(X;Y ), (5.6)
where Y = R`X + σZ is a single measurement in the MRA model. Substituting (5.6) into Corol-
lary 5.2, yields the following.
Proposition 5.5 The smallest attainable MSE in the MRA model satisfies
MSE∗MRA(L, σ
2, n) ≥ L− 2L exp
(
−n 2
L
I(X;Y )
)
= exp
(
−n 2
L
I(X;Y )
)
(1 + o(1)),
and the sample complexity satisfies
n∗MRA(L, σ
2, ε) ≥ L
2
· log
(
1
ε
)− 2 log (L)L
I(X;Y )
= log
(
1
ε
)
· L
2I(X;Y )
(1 + o(1)),
where Y = R`X + σZ is a single measurement in the MRA model.
It is important to emphasize at this point that the bound in (5.6) becomes very loose for n sufficiently
large. Indeed, Lemma 5.3 implies that I(X;Y n) should scale at best logarthmically, rather than
linearly, with n. Consequently, the lower bound on MSE∗MRA(L, σ2, n) in Proposition 5.5 decreases
exponentially fast with n, whereas we know from Corollary 5.4 that it cannot decrease faster than
the parametric rate of 1/n as in estimating a signal in AWGN. Despite its grossly wrong dependence
on n, the upper bound I(X;Y n) ≤ nI(X;Y ) does suffice to say something non-trivial about the
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sample complexity of the problem. As seen from Proposition 5.5: in order for the estimation error
to be strictly bounded away from one, one needs at least Ω(L ·I(X;Y )−1) samples. We will see that
this rather “naïve” analysis is already enough to accurately separate between a “high SNR” and a
“low SNR” regime, where the behavior of the MRA problem is qualitatively different. Intuitively,
as the measurements Y1, . . . , Yn are only dependent through the random variable X, if n is so small
that it is impossible to learn much about X from Y n, the dependence between Y1, . . . , Yn must
be weak. Thus, in that regime, ignoring this dependence and bounding I(X;Y n) ≤ nI(X;Y ) is a
rather accurate estimate.
The problem of obtaining a stronger bound on multi-sample MI I(X;Y n) in terms of the single-
sample MI I(X;Y ) is an instance of a so-called information combining problem. Several problems
of this type have been studied in the information theory literature, mostly dealing with binary
channels [SSZ05, LHHH05]. In our case, we believe this problem to be quite hard, at least in the
low SNR regime, and thus we could not obtain a tighter bound. Deriving such bounds can yield
stronger lower bounds on MSE∗MRA(L,α, n) in the low-SNR regime (α < 2) than the ones we obtain
here using the simple bound I(X;Y n) ≤ nI(X;Y )).
Roadmap. We will devote the rest of this section to deriving upper bounds on I(X;Y ). These
bounds, together with Proposition 5.5, will immediately imply lower bounds on the MSE and the
sample complexity. In particular, we will derive two bounds, using different methods, that will be
effective at two SNR regimes.
• We estimate the mutual information using Jensen’s inequality to facilitate the computa-
tion of several expectations. One could expect this method to give somewhat tight results
when I(X;Y ) is very small, and indeed, we shall see that when 0 < α < 1, we obtain a bound
I(X;Y ) = O(Lα−1), which tends to 0 as L → ∞. For α ≥ 1, the obtained bound will turn
out to be too loose.
• In Lemma 5.3 we have found that I(X;X + σZ) − I(X;Y ) = I(X,R`|Y ). We lower bound
this gap using a Fano-like inequality, which in the case α < 2 amounts to “quantifying” how
well R` can be estimated from X and Y , in a somewhat more precise sense than Theorem 4.5
(which tells us that in this case, the error is pe = 1 − o(1)). This will allow us to show that
when α < 2, I(X;Y ) = o(log(L)). We will not, however, be able to recover the estimate in
the case of 0 < α < 1 using this method.
5.3.1 MI bound at very low SNR (α < 1)
We first express I(X;Y ) in the following way:
Lemma 5.6 Suppose that X ∼ N (0, I), Z ∼ N (0, I), and R ∼ Uniform({R0, . . . , RL−1}) are
mutually independent. Then,
I(X;Y ) =
L
2
log(1 + σ−2)− Lσ−2 + EX,Z
[
logER exp
(
1
σ2
〈X + σZ,RX〉
)]
.
Proof. Write I(X;Y ) = h(Y )− h(Y |X). Note that for any shift R`, R`X ∼ N (0, I) and therefore
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Y ∼ N (0, (1 +σ2)I); this means that Y = R`X+σZ is independent of R`. The differential entropy
of Y is h(Y ) = h(N (0, (1 + σ2)I) = L2 log(2pie) + L2 log(1 + σ2), by Proposition A.1.3.
Let us now write the conditional differential entropy explicitly. The conditional density of Y givenX
is pY |X(y|x) = ER
[
(2piσ2)−L/2 exp
(− 1
2σ2
‖y −Rx‖2)] for uniform R. The conditional entropy is
then simply
h(Y |X) = EX,Y
[− log pY |X(Y |X)]
=
L
2
log(2piσ2)− EX,Y
[
logER exp
(
− 1
2σ2
‖Y −RX‖2
)]
=
L
2
log(2piσ2)− EX,Y
[
logER exp
(
− 1
2σ2
(‖Y ‖2 + ‖X‖2 − 2〈Y,RX〉))]
=
L
2
log(2piσ2) +
L+ (1 + σ2)L
2σ2
− EX,Y
[
logER exp
(
1
σ2
〈Y,RX〉
)]
.
We can write Y = R′(X + σZ), where R′ is another uniform shift (independent of X,Y,R); here
we used the orthogonal invariance of Z ∼ N (0, I). Since R is uniformly distributed,
EX,Z,R
[
logER exp
(
1
σ2
〈R′(X + σZ), RX
)]
= EX,Z,R
[
logER exp
(
1
σ2
〈(X + σZ), (R′)−1RX〉
)]
= EX,Z
[
logER exp
(
1
σ2
〈(X + σZ), RX〉
)]
,
that is, we can “drop” R′. The claimed formula now readily follows.
The following proposition is the main estimate of this section. The proof uses some properties of
the spectrum of R`, stated and proved in Appendix C.
Proposition 5.7 We have the following upper bound on the single sample MI:
I(X;Y ) ≤ log
(
1 + L−1eσ
−2L
)
+O(σ−4L).
In particular, if σ−2L = α log(L) for 0 < α < 1, then the MI asymptotically vanishes as L → ∞
with I(X;Y ) ≤ L−1+α(1 + o(1)).
Proof. By the concavity of the log function, we always have EW log(W ) ≤ log(EW ). Thus,
EX,Z
[
logER exp
(
1
σ2
〈X + σZ,RX〉
)]
≤ EX
[
logEZ,R exp
(
1
σ2
〈X + σZ,RX〉
)]
= EX
[
logER exp
(
1
σ2
〈X,RX〉+ 1
2σ2
‖RX‖2
)]
= EX
[
logER exp
(
1
σ2
〈X,RX〉+ 1
2σ2
‖X‖2
)]
=
1
2
σ−2L+ EX
[
logER exp
(
1
σ2
〈X,RX〉
)]
≤ 1
2
σ−2L+ logER,X exp
(
1
σ2
〈X,RX〉
)
.
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Plugging into the expression in Lemma 5.6, we get
I(X;Y ) ≤ L
2
log(1 + σ−2)− 1
2
Lσ−2 + logER,X exp
(
1
σ2
〈X,RX〉
)
.
Note that as L, σ2 → ∞, already L2 log(1 + σ−2) − 12Lσ−2 = O(σ−4L). Observe that 〈X,RX〉 =
〈X,R>X〉 = 12〈X, (R+R>)X〉. By Lemma C.1, all the matrices R` +R>` are diagonalized by some
orthonormal basis with eigenvalues {2 cos (2piL k`)}L−1k=0 . By the orthogonal invariance ofX ∼ N (0, I),
there are i.i.d. Wk,` ∼ N (0, 1) such that for all `,
σ−2〈X,R`X〉 = σ−2
L−1∑
k=0
cos
(
2pi
L
k`
)
W 2k,`.
Recall that the moment generating function of a χ2 random variable is
EW∼N (0,1)[etW
2
] = (1− 2t)−1/2 for t > 1/2.
Therefore, assuming σ2 is sufficiently large (e.g., σ2 > 2),
logER,X exp
(
1
σ2
〈X,RX〉
)
= log
[
L−1
L−1∑
`=0
L−1∏
k=0
(
1− 2σ−2 cos
(
2pi
L
k`
))−1/2]
= log
L−1∑
`=0
eψ` − log(L),
where
ψ` = −1
2
L−1∑
k=0
log
(
1− 2σ−2 cos
(
2pi
L
k`
))
.
Expanding the log function to first order around 1 and using Lemma C.1, for large values of L and
σ2, we get
ψ` =
L−1∑
k=0
σ−2 cos
(
2pi
L
k`
)
+O(σ−4L) =
{
σ−2L+O(σ−4L) if ` = 0,
O(σ−4L) otherwise.
Thus, we have the estimate
log
L−1∑
`=0
eψ` − log(L) = log
(
1
L
eσ
−2L+O(σ−4L) +
L− 1
L
eO(σ
−4L)
)
= log
(
1 + L−1eσ
−2L
)
+O(σ−4L),
from which the claimed result immediately follows.
Observe that for α > 1, Proposition 5.7 gives an upper bound of the order I(X;Y ) = O(log(L)). It
will turn out that when α > 2, this is indeed the right order of magnitude. However, for 1 < α ≤ 2
the bound is too loose, and in fact I(X;Y ) = o(log(L)).
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5.3.2 MI bound using template matching
We start from Lemma 5.3 which gives, for n = 1 and Y = RX + σZ, I(X;Y ) = L2 log(1 + σ
−2)−
I(R;X|Y ). We make the important observation that R and Y are independent; indeed, regardless
of R, it holds that Y |R ∼ N (0, (1 + σ2)I). We remark, however, that when n > 1, Y n is not
independent of Rn. We can therefore use Proposition A.1.5, and Proposition A.1.2 to write
I(R;X|Y ) = H(R|Y )−H(R|X,Y ) = H(R)−H(R|X,Y ) = log(L)−H(R|X,Y ),
so that
I(X;Y ) =
L
2
log(1 + σ−2)− log(L) +H(R|X,Y ). (5.7)
The following is now an immediate consequence of Fano’s inequality (Proposition A.2) and Theo-
rem 4.5.
Proposition 5.8 Suppose that σ−2L = α log(L) with α > 2. Then,
I(X;Y ) =
L
2
log(1 + σ−2)− (1+o(1)) log(L)
=
(α
2
− 1 + o(1)
)
log(L) +O(σ−4L).
Proof. We estimate H(R|X,Y ). Clearly, H(R|X,Y ) ≥ 0 by non-negativity of entropy (Proposi-
tion A.1.1). As for an upper bound, by Fano’s inquality (Proposition A.2), for any estimator R̂ of
R from X,Y , the error probability pe = Pr(R 6= R̂) satisfies
H(R|X,Y ) ≤ log 2 + pe log(L).
By Theorem 4.5, R̂MAP has error pe → 0, which means that H(R|X,Y ) = o(1) · log(L) = o(log(L)).
Plugging this into equation (5.7) and expanding L2 log(1 + σ
−2) = α2 log(L) + O(σ
−4L), we obtain
the desired estimate for I(X;Y ).
When α < 2 we have pe → 1, so that it is no longer true that H(R|X,Y ) = o(log(L)). Indeed, since
I(X;Y ) = (α/2− 1) log(L) +O(σ−4L) +H(R|X,Y ), we must have that H(R|X,Y ) ≥ (1− α/2−
o(1)) log(L), since the MI is non-negative. While, indeed, in this regime R cannot be recovered from
X,Y , we can still obtain a non-trivial upper bound (of the form c(α) log(L) for some c(α) < 1) on
the conditional entropy H(R|X,Y ); the idea is that given X,Y , we can form a relatively small list
that contains R with high probability.
Our goal, then, is to non-trivially upper bound H(R|X,Y ) in the regime α ≤ 2 where pe 6→ 0. Let
τ > 0, and denote by Sτ the set of τ -likely shifts:
Sτ =
{
R′ :
〈X, (R′)−1Y 〉
‖X‖2 ≥ 1− τ
}
. (5.8)
The analysis of Section 4 tells us that for any τ > 0, the true shift R belongs with high probability
to the set Sτ . Moreover, when α > 2 (and τ > 0 is a sufficiently small constant), in fact with high
probability Sτ = {R}. When α ≤ 2 this will no longer be the case; nonetheless, we show that |Sτ | is
with high probability significantly smaller than L. This means that given X and Y , we can produce
a list of likely candidates for R which is much smaller than the entire group of shifts. The following
lemma is proved in Section D.
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Lemma 5.9 Let κ, τ, δ > 0. Set M = L1−
1
2
α(1−κ)(1−τ− κ1−κ)
2
+δ, and assume that α ≤ 2. Then
Pr (R /∈ Sτ or |Sτ | > M) ≤ 2Le−cLmin(κ,κ2) + L−
1
2
α(1−κ)(1−τ− κ1−κ)
2
+ 2L−δ, (5.9)
where c > 0 is the universal constant of Lemma 4.1.
Lemma 5.9 implies that there are slowly decaying sequences τ = τL = o(1), δ = δL = o(1) such that
the event
B =
{
R ∈ SτL and |SτL | ≤ L1−
1
2
α+δL
}
holds with high probability of Pr(B) = 1 − o(1). We use this to bound the conditional entropy
H(R|X,Y ), and obtain a bound on the MI:
Proposition 5.10 Suppose that α ≤ 2. Then,
I(X;Y ) = o(log(L)).
Proof. We upper bound the conditional entropy H(R|X,Y ) using a “Fano-like” argument. Let E
be the indicator for the event B above. Since E is completely deterministic given (R,X, Y ), we have
that H(E|R,X, Y ) = 0 by Proposition A.1.1 and by the chain rule of entropy (Proposition A.1.4)
we have
H(R|X,Y ) = H(R|X,Y ) +H(E|R,X, Y )
= H(R,E|X,Y )
= H(E|X,Y ) +H(R|X,Y,E)
≤ H(E) +H(R|X,Y,E = 1) Pr(E = 1) +H(R|X,Y,E = 0) Pr(E = 0),
where we have bounded H(E|X,Y ) ≤ H(E) using Proposition A.1.5, and expanded H(R|X,Y,E)
according to the definition of conditional entropy, averaging only with respect to E.
Now, given that E = 1, we know that R belongs to SτL , which has size |SτL | ≤ M = L1−
1
2
α+δL .
Hence, H(R|X,Y,E = 1) ≤ log(M) = (1− 12α+ δL) log(L) by Proposition A.1.2, and by the
same reason H(R|X,Y,E = 0) ≤ log(L). By definition, Pr(E = 1) = Pr(B) = 1 − o(1), and
H(E) ≤ log(2) by Proposition A.1.2. Thus, H(R|X,Y ) ≤ (1− 12α+ o(1)) log(L). Plugging this
into Eq. (5.7),
I(X;Y ) =
L
2
log(1 + σ−2)− log(L) +H(R|X,Y )
=
(α
2
− 1 + o(1)
)
log(L) +O(σ−4L) +
(
1− α
2
+ o(1)
)
log(L)
= o(log(L)) +O(σ−4L),
as claimed.
Remark 5.11 One might wonder if the argument above (if carried out delicately enough) can match
the estimate I(X;Y ) = O(L−1+α) we have already seen for α < 1. Unfortunately, the bound
Pr(|Sτ | ≥ M) ≤ 2L−δ (using Markov’s inequality; see the proof of Lemma 5.9 in Section D) is
already too crude for that purpose: since we need to choose δ = o(1), the o(1) correction above must
decay slower than L−c (for any c > 0).
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5.3.3 Proof of main results
We are ready to prove Theorem 2.2 and the sample complexity lower bounds of Theorem 2.1.
Proof of Theorems 2.1 (lower bounds) and 2.2.
• Theorem 2.1, α > 2 (lower bound): Corollary 5.4 immediately implies that limε→0 limL→∞ n
∗
MRA(L,α,ε)
σ2/ε
≥
1.
• Theorem 2.1, α ≤ 2: Combining Proposition 5.5 and Proposition 5.10, give n∗MRA(L,α, ε) =
ω
(
L
log(L) log(1/ε)
)
, which is ω(σ2/ε) for fixed ε.
• Theorem 2.2, α < 1: Combining Proposition 5.5 and Proposition 5.7 yield n∗MRA(L,α, ε) =
Ω(L2−α log(1/ε)).
The proof of the upper bound limε→0 limL→∞
n∗MRA(L,α,ε)
σ2/ε
≤ 1 for α > 2 (item (1) of Theorem 2.1)
appears in Section 6.
5.4 Projected MRA
In this section, we sketch a proof of Theorem 2.3. Recall that in the PMRAmodel, the measurements
Y1, . . . , Yn ∈ RL′ have the form
Yi = piSR`iX + σZi,
where X ∼ N (0, I) is L-dimensional, Zi i.i.d.∼ N(0, I) are L′-dimensional, and piS : RL → RL′ is the
projection onto the coordinates in S ⊂ [L], with |S| = L′. Here, the set S is fixed across all samples,
and is a priori known.
As before, we are interested in asymptotics as L,L′, σ2 → ∞ simultaneously. In the PMRA, we
paramterize the noise as σ2 = L
′
α log(L) ; this is smaller than how we scaled σ
2 in MRA by a factor
of L′/L. The numerator L′ comes from the total “signal energy” that each measurement sees:
E‖piSR`iX‖2 = L′, whereas the log(L) factor is log the size of the group of shifts (and therefore is
the same as in MRA).
In the interest of space, we only provide a brief sketch for the proof of Theorem 2.3. We essentially
follow the steps of the proof of Theorem 2.1, outlining what modifications need to be made for the
argument to work for the PMRA model.
Template matching. The MAP estimator is given by
R̂MAP = argmax
`′
〈piSR′`X,Y 〉
L′
= argmax
`′
{〈piSR`′X,piSR`X〉
L′
+
〈piSR`′X,σZ〉
L′
}
.
One can prove, as in Lemma 4.1, that with high probability
max
`,`′
∣∣∣∣〈piSR`′X,piSR`X〉L′ − 1{`=`′}
∣∣∣∣ = o(1)
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holds. Note that the assumption that L is not too large with respect to L′ (strictly less than
exponential in L′) is essential here: following the proof of Lemma 4.1, we can obtain a concentration
bound of the form
Pr
(∣∣(L′)−1〈piSR`′X,piSR`X〉 − 1{`=`′}∣∣ > κ) ≤ exp(−cL′min(κ, κ2)),
which needs to beat a union bound over all indices `, `′. Having shown that, we can compare the
maximum of the noise term to the maximum of a sequence of standard Gaussians (using Lemmas 4.2,
4.3 and 4.4), to deduce
max
`′=0,...,L−1
〈piSR`′X,σZ〉
L′
≈ 1√
α log(L)
〈
piSR`′X
‖piSR`′X‖ , Z
〉
≈
√
2
α
.
Since 〈piSR`X,piSR`X〉L′ ≈ 1, we conclude that the MAP estimator is successful consistently when α > 2
and fails consistently when α < 2.
Lower bound at high SNR (α > 2). The lower bound on the sample complexity follows from
applying Corollary 5.2 with the following easy bound on the multi-sample MI I(X;Y n):
I(X;Y n) ≤ L
2
log
(
1 +
L′
L
nσ−2
)
. (5.10)
The idea for proving (5.10) is as follows. Suppose that the shifts R`1 , . . . , R`n were all known. Each
measurement Yi contains noisy measurements of L′ out of L coordinates of X, and note that if we
knew the shifts, we would also know to which coordinate of X each coordinate of Yi corresponds.
For each coordinate i ∈ [L], let ni, be the total number of (noisy) measurements of Xi available
across all samples Y1, . . . , Yn. Thus, assuming the shifts are given and known, we can think of the
problem as follows: we have L independent standard (one dimensional) Gaussians, X1, . . . , XL; for
each i, we measure ni measurements of Xi through an AWGN. Thus,
I(X;Y n|Rn = rn) ≤
L∑
i=1
1
2
log
(
1 + ni(r
n)σ−2
) ≤ L
2
log
(
1 +
n1(r
n) + . . .+ nL(r
n)
L
σ−2
)
=
L
2
log
(
1 +
L′
L
nσ−2
)
,
where the second inequality follows from convexity. Averaging over all possible shifts rn, I(X;Y n) ≤
I(X;Y n|Rn) ≤ L2 log
(
1 + L
′
L nσ
2
)
, as claimed.
Lower bound at low SNR (α ≤ 2). We can reiterate the Fano-type argument of Proposition 5.10
without substantial modifications. The single-sample MI from equation (5.7) now becomes
I(X;Y ) =
L′
2
log(1 + σ−2)− log(L) +H(R|X,Y ).
Lemma 5.9 goes through almost verbatim with
Sτ =
{
R′ :
〈piSR′X,Y 〉
‖piSR′X‖2 ≥ 1− τ
}
.
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instead of the definition given in (5.8), and with the first term in the left-hand-side of (5.9) de-
caying exponentially fast in L′, rather than L. Thus, by the same argument as in the proof of
Proposition 5.10, we bound
H(R|X,Y ) ≤
(
1− α
2
+ o(1)
)
log(L).
Expanding L
′
2 log(1 + σ
−2) = L
′σ−2
2 +O(L
′σ−4) and plugging σ2 = L′/(α log(L)), we conclude that
I(X;Y ) = o(log(L)). Combining with Proposition 5.5,
n∗PMRA(L,α, ε) ≥ log
(
1
ε
)
· L
2I(X;Y )
(1 + o(1)) = ω
(
L
log(L)
)
= ω
(
L
L′
· σ2
)
.
5.5 Some remarks on the capacity of the MRA channel
One can think of the model Y = RX + σZ as a communication channel whose input is X and
output is Y . A natural question in information theory, then, is to find the capacity of this channel,
defined as
CMRA(L, σ
2) = max
PX :E‖X‖2≤L
I(X;Y ),
where the optimization is over all input distributions X obeying a mean power constraint E‖X‖2 ≤
L. The channel capacity is a central quantity in information theory, and characterizes exactly the
fundamental limits of data transmission over this channel: in each channel use, one can at best
trasmit reliably CMRA nats of information.
Determining the capacity of the additive white Gaussian channel Y = X+σZ is a classical problem.
It is well-known that
CAWGN(L, σ
2) =
L
2
log(1 + σ−2),
and the capacity-achieving distribution is i.i.d Gaussian X ∼ N (0, I). It is easy to see that CMRA ≤
CAWGN. Indeed, note that Y = RX+σZ
d
= R(X+σZ) (by rotation invariance), hence by the data
processing inequality (Proposition A.3.3), applied to the Markov chain X− (X+σZ)−R(X+σZ),
we get
I(X;X + σZ) ≥ I(X;R(X + σZ)) = I(X;Y ),
from which CAWGN ≥ CMRA follows. At this point, one naturally wonders: (i) Can something
non-trivial be said about the ratio CMRA/CAWGN; in particular, when is it approximately one (say
as L, σ2 → ∞)? (ii) What is the capacity achieving input distribution for the MRA channel? In
particular, is X ∼ N (0, I) the capacity achieving input distribution at some (every?) SNR regime?
At very high SNR, namely σ−2L = ω(log(L)), equation (5.7) tells us that an i.i.d Gaussian input is
“essentially” capacity achieving: if X ∼ N (0, I), then
I(X;Y ) ≥ CAWGN − log(L) = L
2
log(1 + σ−2)− log(L),
and the loss of information, log(L) nats, is negligible compared to L2 log(1 + σ
−2).
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At very low SNR, however, it turns out that an i.i.d input distribution is very much suboptimal.
Consider the input distribution X ∼ N (0,11>), that is, we allocate the entire power budget on the
direction 1/
√
L = (1/
√
L, . . . , 1/
√
L). Since all the coordinates of X are the same, the signal is
completely invariant to the shifts, meaning that X = RX exactly. In that case,
I(X;Y ) = I(X;X + σZ) =
1
2
log(1 + σ−2L),
so that under extremely low SNR, where σ−2L < 1 is a constant but small number, we have
I(X;Y ) = 12σ
−2L−O(σ−4L2). We can also expand CAWGN = 12Lσ−2 +O(σ−4L), so that I(X;Y )
matches CAWGN to leading order in the SNR. On the other hand, recall that for an i.i.d input
distribution X ∼ N (0, I), we have seen that if the SNR is σ−2L < log(L) then already I(X;Y ) =
o(1). Thus, i.i.d inputs are highly suboptimal at low SNR.
Determining the channel capacity and the capacity-achieving input distribution, inbetween the
extreme SNR regimes σ−2L = ω(log(L)) and σ−2L = o(1), looks like an interesting but quite
challenging task. An i.i.d input N (0, I) has the advatange that it utilizes optimally the available
degrees of freedom (L, the dimension); its disadvantage is that it does not play well with the
random shift, in that the signals R`X are very different to one another. On the other hand, the
input N (0,11>) mitigates best the negative effect of the random shift (it is not affected by it at
all), but this is done at the expense of the available degrees of freedom (one instead of L). It is
interesting to find out how the capacity achieving distribution balances delicately between these
two effects.
6 Sample complexity upper bound for α > 2 via brute-force tem-
plate matching
In this section we propose a recovery algorithm for the high SNR regime α > 2, which essentially
matches our Ω(L/ logL) lower bound on the sample complexity. Our goal here is not to propose
a new MRA algorithm, but rather to establish a matching upper bound on the statistical difficulty
of the problem; that is, we are studying the fundamental information-theoretic (rather than com-
putational) limits of MRA. This is an important distinction because previous papers conjectured
that a natural extension of the MRA model, called heterogeneous MRA, suffers from a fundamental
computational-statistical gap [BBLS18,BBSK+17]. In particular, the proposed algorithm is compu-
tationally intractable, and involves a brute-force search on an exponentially sized set of candidates.
Moreover, our approach is tailored to the case α > 2, which is exactly the SNR regime where
template matching is statistically possible.
Outline of our algorithm. Before diving into the technical details of our proposed scheme, we
give a brief outline of the approach. The estimation algorithm works in two stages. Suppose we are
given n independent samples. We divide them into two subsamples of sizes n1 and n2, n1 +n2 = n.
We do this so to ensure that the estimator Q̂ produced in step 1 is statistically independent of the
additive noise in the samples used for step 2. This simplifies our analysis considerably. The two
stages performed by the algorithm are the following.
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1. Brute-force search for a template: In the first stage, we use the first n1 samples to find some
direction Q̂ ∈ SL−1 (here SL−1 is the unit sphere in RL) such that Q̂ is sufficiently well-aligned
with some shift of the true signal, that is, max` L−1/2〈X,R−1` Q̂〉 ≥ 1 − η, where η = η(α) is
small. To do this, we consider a fine-enough cover of the sphere, N ⊂ SL−1, and take Q̂ ∈ N as
the minimizer of a certain score: Q̂ = argminQ∈N
∑n1
i=1 si(Q), where si(Q) is computed from
the i-th sample Yi. Minimizing
∑n1
i=1 si(Q) over SL−1 boils down to a brute-force search over
the cover, whose size is exponential in L. Hence, this algorithm is not efficient. In principle,
one could take at this point
√
LQ̂ ≈ ‖X‖Q̂ as an estimator for X. Unfortunately, the MSE
of this estimator decays at a suboptimal rate with respect to the number of samples n; this is
remedied by the second step.
2. Alignment and averaging: Using Q̂ from the previous step, we perform template matching on
the remaining n2 samples Y1, . . . , Yn2 in order to estimate their shifts relative to Q̂:
R̂`i = argmax
`
〈Yi, R`Q̂〉.
The final estimator for X is then the average of the aligned measurements:
X̂ =
1
n2
n2∑
i=1
R̂−1`i Yi.
All the missing technical details are provided in the next two sections. To ease the reading, the
proofs of all lemmas are given in Appendix E.
Main result of this section. The main result of this section is the following:
Proposition 6.1 Suppose that α > 2, fix ε > 0, and let n,L → ∞. Then, there exists some
c(α) > 0 depending on α such that if
n1 = c(α)σ
2, n2 = (1 + o(1))
σ2
ε
,
then the estimator X̂ returned by our algorithm satisfies ρ(X, X̂) ≤ ε with probability 1− o(1).
Note that when ε > 0 is small, the sample complexity is dominated by n2:
n = c(α)σ2 + (1 + o(1))
σ2
ε
≈ (1 + o(1))σ
2
ε
,
and thus almost independent of the constant c(α). Proposition 6.1 should be compared with the
optimal achievable MSE for estimating a signal in AWGN, without the shifts L−1E‖X−X̂MMSE‖2 =
σ2
σ2+n
.
Proof of Theorem 2.1 (upper bound) The upper bound for α > 2 follows readily from
Proposition 6.1. To show this, we construct a new estimator [X̂] as follows: [X̂] = X̂ if ‖X̂‖ ≤ 10√L
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and [X̂] = 0 otherwise. Note that under the high-probability event ‖X‖ ≤ 2√L, necessarily
ρ(X, [X̂]) ≤ ρ(X, X̂). Write
Eρ(X, [X̂]) = E
[
ρ(X, [X̂])1‖X‖≤2√L
]
+ E
[
ρ(X, [X̂])1‖X‖>2√L
]
.
Under ‖X‖ ≤ 2√L, the random variable ρ(X, [X̂]) is bounded, hence by Proposition 6.1,
E
[
ρ(X, [X̂])1‖X‖≤2√L
]
≤ ε+ o(1).
As for the other term,
E
[
ρ(X, [X̂])1‖X‖>2√L
]
≤ E
[
L−1/2(‖X‖+ 10L1/2)1‖X‖>2√L
]
≤ 6E
[
L−1/2‖X‖1L−1/2‖X‖>2
]
= o(1).
Thus, [X̂] uses n = [(1 + o(1))/ε+ c(α)]σ2 samples and achieves Eρ(X, [X̂]) ≤ ε+ o(1), so that
lim sup
L→∞
n∗MRA(L,α, ε)
σ2/ε
≤ 1 +Oα(ε).
Class of “nice signals.” Before getting to the details of the algorithm, in the analysis that follows,
it is convenient to treat the signal X as fixed and belonging some class of “nice” signals. Specifically,
we require that: (i) the signal is sufficiently uncorrelated with its shifts, in that L−1〈X,R`X〉 ≈ 0
for all ` 6= 0, and its norm is concentrated around L−1‖X‖2 ≈ 1; (ii) The Fourier (DFT) coefficients
of X are uniformly bounded.
Let f0, . . . , fL−1 ∈ CL be the DFT basis vectors, that is, (f`)j = L−1/2e 2piiL `j , and F ∈ U(L) be the
matrix whose columns are f0, . . . , fL−1, so that F∗X ∈ CL are the Fourier coefficients of X (here
F∗ denotes the Hermitian conjugate of F .) For κ > 0, we formally consider the set
Xκ =
{
X ∈ RL : max
`
∣∣L−1〈X,R`X〉 − 1{`=0}∣∣ ≤ κ, and ‖F∗X‖∞ ≤√10 log(L)} , (6.1)
where 1{`=0} = 1 when ` = 0 and is zero otherwise. We take κ = o(1) sufficiently large so to ensure
that when X ∼ N (0, I), the constraint max`
∣∣L−1〈X,R`X〉 − 1{`=0}∣∣ ≤ κ holds with probability
1 − o(1) as L → ∞; by Lemma 4.1, we may choose κ = c log(L)/√L for c > 0 a large enough
constant. Let X be the set corresponding to such choice. To lighten the notation, we will not keep
track of κ explicitly, instead referring to all vanishing terms as o(1). For the other constraint, the
exact bound ‖F∗X‖∞ ≤
√
10 log(L) is somewhat arbitrary, in that 10 can be replaced with any
constant greater than 4. The following is quite immediate at this point:
Lemma 6.2 Suppose that X ∼ N (0, I). Then, Pr(X /∈ X) = o(1).
We note that it is likely that without assuming that the estimation is over a class of “nice” signals (for
example, the class Xκ), the situation changes. On that note, we mention the work [Bru19], where
it is shown that there are signals X for which the MLE only attains the rate ρ(X, X̂MLE) ∼ n−1/2.
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6.1 Step 1: Brute force template matching
Recall that our intermediate goal here is to find a direction Q̂ ∈ SL−1 such that max` L−1/2〈X,R−1` Q̂〉 ≥
1− η, where η > 0 is some desired accuracy level. Since, assuming X ∈ X, for any Q ∈ SL−1,∥∥∥∥ X‖X‖ −R−1` Q
∥∥∥∥2 = 2− 2〈 X‖X‖ , R−1` Q
〉
= 2− 2L−1/2〈X,R−1` Q〉+ o(1),
then taking N to be a √η-cover of SL−1, it must contain some Q ∈ N with L−1/2〈Q,R−1` X〉 ≥
1− 12η + o(1). It is well known that one can find a cover of the sphere which is not too large:
Lemma 6.3 [Lemma 5.13 in [vH14]] There exists an √η-cover N of SL−1 of size |N | ≤ (3/√η)L.
That is, there exists a set N ⊂ SL−1 of size |N | ≤ (3/√η)L, such that ∀X ∈ SL−1 ,∃Q ∈ N with
‖X −Q‖ ≤ √η.
For each Q ∈ N , we define its per-sample score:
si(Q) = s
η
i (Q) = 1
[
max
`
L−1/2〈Yi, R−1` Q〉 ≥ 1−
3
4
η
]
,
and the total score s(Q) =
∑n1
i=1 si(Q), n1 being the number of samples allocated for this step.
That is, s(Q) is the number of samples Yi such that L−1/2〈Q,R−1` Yi〉 ≥ 1 − 34η for some `. The
returned estimator is then simply
Q̂ = argmax
Q∈N
s(Q).
Note that si(·) could be thought of as a discontinuous proxy for the log-likelihood (restricted to X ∈
SL−1): logP (Yi|X) = log
∑L−1
`=0 exp
(
1
σ2
〈X,R−1` Yi〉
)
+ constant. When σ is small, the log-likelihood
is essentially dominated by max` σ−2〈X,R−1` Yi〉. Maximizing the likelihood is computationally more
straightforward (in the sense that this is a continuous optimization problem, no need to quantize the
domain as we do); however, analyzing the MLE directly appears to be difficult [FSWW20,KB20].
We start by showing that there are only a few shifts ` such that L−1/2〈X,R−1` Q〉 are all large.
Lemma 6.4 Suppose that X ∈ X. For Q ∈ SL−1, let
NQ(h) =
∣∣∣{` : L−1/2 ∣∣〈X,R−1` Q〉∣∣ ≥ h}∣∣∣ .
Then, NQ(h) ≤ h−2‖F∗X‖2∞ ≤ h−2 · 10 log(L).
We next show that if max` L−1/2〈X,R−1` Q〉 is small, then with high probability the score s(Q) is
not large.
Lemma 6.5 Assume that X ∈ X, α > 2, η < 1 −√2/α, and L is large enough so that log(L) ≤
L3η
2α/128. Suppose that Q ∈ SL−1 is such that max` L−1/2〈X,R−1` Q〉 ≤ 1− η, then
Pr (s(Q) ≥ n1/2) ≤
16
2 + 640(
1−
√
2
α
)2
L−η2α/128

n1/2
.
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Next, we prove that if max`〈X,R−1` Q〉 is sufficiently large, then s(Q) is large with high probability.
Lemma 6.6 Assume that X ∈ X, α > 2, and L is large enough so that Lη2α/64 ≥ 4. Suppose that
Q ∈ SL−1 is such that max`〈X,R−1` Q〉 ≥ 1− 5η/8. Then,
Pr(s(Q) < n1/2) ≤ e−n1/32.
We are now ready to conclude the analysis of Step 1 of our algorithm.
Proposition 6.7 Assume that X ∈ X, α > 2, and η < 1 −√2/α. Then, there is constant c > 0,
such that whenever
n1 ≥ cL log(1/η)
αη2 log(L)
= c
σ2 log(1/η)
η2
,
the vector Q̂ = argmaxQ∈N s(Q) satisfies max`〈X,R−1` Q〉 ≥ 1 − η with probability 1 − o(1) as
n1, L→∞. In fact, the error probability decays exponenentially fast with n1.
Proof. As argued in the beginning of this section, the √η-cover N contains some Q ∈ SL−1 such
that L−1/2〈X,R−1` Q〉 ≥ 1 − η/2 − o(1) ≥ 1 − 5η/8 for some `. By Lemma 6.6, with probability
greater than 1− e−n1/32, this vector has score s(Q) ≥ n1/2. It therefore suffices to show that with
high probability, all the vectors Q ∈ N that are bad, meaning that max` L−1/2〈X,R−1` Q〉 < 1− η,
have score s(Q) < n1/2. By Lemmas 6.3 and 6.5,
Pr (∃bad Q ∈ N : s(Q) ≥ n1/2) ≤ |N | · Pr
(
s(Q) ≥ n1/2
∣∣Q is bad)
≤ (9/η)L/2 ·
16
2 + 640(
1−
√
2
α
)2
L−η2α/128

n1/2
≤
(
C(α)e−c1η
2α log(L)+c2
L
n
log(1/η)
)n1
,
where c1, c2 > 0 are absolute constants, and C(α) depends on α. Then, this probability tends to 0
as n1, L→∞ (exponentially fast in n1 ) whenever n1 ≥ c L log(1/η)αη2 log(L) for some other c > 0.
Note that at this point we could take X̂ = L1/2 · Q̂ as an estimator for X, so that
ρ(X, X̂) = min
`
‖L−1/2X −R−1` Q‖2 ≤ 2η + o(1),
holds with high probability. For fixed η, this estimator indeed captures the correct dimensional
scaling of the sample complexity, namely, that n = O(L/(α logL) samples are sufficient to get non-
trivial alignment error. However, its dependence on η is seemingly quite bad: for estimating a signal
in AWGN, without the shifts, the optimal dependence on η should look like O(L/(α logL) · η−1),
rather than the much worse O
(
L/(α logL) · η−2 log(1/η)) we were able to show. In the next section,
we see how to achieve this “correct” rate by essentially recovering the shifts on all but a vanishing
fraction of the samples, and averaging the properly aligned measurements.
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6.2 Step 2: Achieving optimal MSE decay rate by alignment and averaging
Suppose that one has access to a known template Q ∈ SL−1, such that 〈X,Q〉 ≥ 1 − η. Since
L−1‖X‖2 = 1+o(1), this is the same as having ‖L−1/2X−Q‖2 ≤ 2η+o(1), and since max`6=0 L−1|〈X,R`X〉| =
o(1), we see that for any ` 6= 0,
‖L−1/2R`X −Q‖ ≥ ‖L−1/2[R`X −X]‖ − ‖L−1/2X −Q‖ ≥
√
2−
√
2η − o(1).
In particular, we see that when
√
2η <
√
2 − √2η, that is, η < 1/4 (and L is sufficiently large),
there is a unique ` (specifically, ` = 0) such that ‖L−1/2X − R`Q‖2 ≤ 2η + o(1). In that case, the
idea of matching a sample Yi = R`iX+σZ against the template Q becomes well-posed, in the sense
that its desired outcome is clear: we would like to recover the shift R`i .
Lemma 6.8 Assume that X ∈ X and α > 2. Let Y = R`X + σZ, and suppose that Q ∈ SL−1 is
independent of Y and satisfies max`′ L−1/2〈X,R−1`′ Q〉 ≥ 1− η, where
√
η <
1
2
(1−
√
2/α).
Denote the maximizing shift by `∗. Let ̂`= argmax`′〈Y,R`′Q〉. Then
Pr
(̂` 6= `− `∗) ≤ 2L− 12α(1/2−1/√2α−√η)2+o(1).
Given Lemma 6.8, we propose the following estimation strategy. Suppose we would like to esti-
mate X up to error ρ(X, X̂) ≤ ε < 1. Fix some η > 0 with √η < (1−√2/α)/2 (for concreteness,
say η = (1−√2/α)2/16). We first apply the algorithm of Step 1 (Setion 6.1) to obtain Q̂ ∈ SL−1
such that max`〈X,R−1` Q̂〉 ≥ 1− η. Assuming that n1 ≥ c log(1/η)η2 σ2 = cησ2, we are successful with
probability 1−o(1). Let `∗ be such that 〈X,R−1`∗ Q〉 ≥ 1−η. Next, for n2 new independent samples,
we compute for each measurement ̂`i = argmax`〈Yi, R`Q̂〉 and return the aligned sample average:
X̂ =
1
n2
n2∑
i=1
R−1̂`
i
Yi. (6.2)
Lemma 6.8 tells us that we should expect most of the aligned measurements R−1̂`
i
Yi to be well-aligned
with R`∗ , that is, R−1̂`
i
Yi = R`∗X+N (0, σ2I). This means that, X̂ ≈ R`∗X+N (0, (σ2/n2)I), hence
‖R`∗X− X̂‖2 ≈ σ2/n2, which is smaller than ε if n2 ≥ σ2/ε. We make this argument precise below:
Proposition 6.9 Assume that X ∈ X and α > 2. Fix ε > 0 and some η < 12(1 −
√
2/α)2. Let
Q̂ ∈ SL−1 be the output of Step 1 (run with a tuning parameter η and n1 samples). Let X̂ be as in
equation (6.2), computed from n2 new samples. Suppose that n1, n2, L→∞ with
n1/σ
2 → γ1, n2/σ2 → γ2
ε
,
where γ1 and γ2 are constants satisfying
γ1 = γ1(η) ≥ c log(1/η)
η2
, γ2 > 1,
29
(c being the universal constant from Proposition 6.7). Then,
Pr
(
ρ(X, X̂) ≤ ε
)
→ 1.
Proposition 6.1 now immediately follows from Lemma 6.2 and Proposition 6.9.
7 Conclusions and extensions
In this work we have studied the sample complexity of the MRA problem in the limit of large L.
In this regime, we have shown that the parameter α = σ
2 logL
L plays a crucial role in characterizing
the best attainable performance of any estimator.
As mentioned above, the MRA model is primarily motivated by the cryo-EM technology to consti-
tute the 3-D structure of biological molecules. In the cryo-EM literature, it was shown that it is
effective to assume that the molecule was drawn from a Gaussian prior with decaying power spec-
trum [Sch12]. In addition, the 3-D rotations are usually not distributed uniformly over the group
SO(3). We now discuss briefly how these different aspects can be potentially incorporated into our
framework.
Prior on the signal. Our model assumes a Gaussian i.i.d. prior on the signal X to be recon-
structed. While this assumption lends itself to a relatively clean analysis, and allows to compare our
bounds on n∗MRA(L,α, ε) to the simple benchmark n
∗
AWGN(L,α, ε), many of our results can be gener-
alized to treat other priors on X. In particular, all of our sample complexity lower bounds are based
on lower bounding the mutual information between X and Xˆ under the constraint E[ρ(X, Xˆ)] ≤ ε
on the one hand, and upper bounding I(X;Y n) under the MRA model, on the other hand. In
Proposition 5.1 we have relied on the Gaussian rate distortion function to lower bound I(X; Xˆ) for
any estimator that achieves MSE at most ε. For X whose distribution is not N (0, I), we can ei-
ther compute the corresponding rate distortion function explicitly, or simply apply Shannon’s lower
bound R(D) ≥ h(X) − L2 log(2pieD), see [Ber71]. Our upper bounds on I(X;Y n) in the regime
α > 1 are based on Lemma 5.3, followed by lower bounding I(Rn;X|Y n) using Fano-like arguments.
It is easy to see that (5.4) continues to hold, with ≤ instead of =, for any random variable X with
E‖X‖2 ≤ L. Furthermore, the lower bounds on I(Rn;X|Y n) we derive in Section 5.3.2 remain valid
whenever ‖X‖L is sufficiently concentrated around 1 and
〈X,R`X〉
L is sufficiently concentrated around
0 for all ` = 1, . . . , L − 1. In particular, this is the case for (sufficiently light-tailed) i.i.d. zero-
mean and unit variance distributions. In light of the discussion above, we see that the parameter
α = σ
2 logL
L is of great importance whenever the random signal X satisfies the above concentration
requirements and has differential entropy proportional to L.
Shift distribution. Assuming uniform prior on the i.i.d. shifts R`1 , . . . , R`n is a worst-case
analysis. Indeed, for any given distribution, shifting all measurements again RuiYi, for ui
i.i.d.∼
Uniform({0, . . . , L − 1}) before feeding them to the estimator leads to (1.1). However, previous
works (for fixed L) showed that harnessing non-uniformity can make a big difference in the sample
complexity [ABL+18, SKK+20]. With some effort, our upper bounds on I(X;Y n) in the regime
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α > 1 should also extend to treat this case. Here, the main challenge is to generalize Lemma 5.9 to
the case of non-uniform distribution, i.e., to find a sharp estimate on the smallest possible size of a
list of candidates for the true shift, which contains the true shift with high probability.
Extension to other groups. We believe that many aspects of our information-theoretical anal-
ysis can be generalized to other (families of) discrete groups, denoted here by GL, which satisfy the
following properties (roughly speaking): (i) If X is suitably generic and g 6= h, then 〈gX, hX〉 is
very small - concretely, if X ∼ N (0, I), then E[〈gX, hX〉] = 0; (ii) The size of the group |GL| does
not grow too fast (strictly less than exponentially fast in L). These conditions imply that whenever
X is isotropic and sufficiently light-tailed (e.g., sub-Gaussian), {gX}g∈G are “almost orthogonal.”
The proper noise scaling to consider would then be σ2 = Lα log |GL| , with α = 2 being the critical
noise level—this comes from the fact that maxg∈GL〈gX,Z〉 ≈
√
2 log |GL|. For continuous compact
groups , we suspect that one might be able to apply some of our arguments by cleverly discretizing
the suitable group action. Carrying out a program of this type seems as a promising direction for
future research.
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A Information Theoretic Background
In this section we review some basic information theoretic definitions and results that are needed
throughout this paper. The proofs of the results below can be found in any textbook on information
theory, e.g. [CT12], and are therefore omitted.
For a discrete random variable X ∼ PX supported on the alphabet X , the entropy is defined as
H(X) = H(PX) :=
∑
x∈X
PX(x) log
1
PX(x)
= EX∼PX
[
log
1
PX(X)
]
.
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For a pair of random variables (X,Y ) ∼ PXY , where X is discrete, the conditional entropy of X
given Y is defined as
H(X|Y ) := Ey∼PY [H(X|Y = y)] = Ey∼PY
[
H(PX|Y=y)
]
.
Similarly, if X is a continuous random variable on Rd with density pX , its differential entropy is
defined as
h(X) = h(PX) :=
∫
x∈Rd
pX(x) log
1
pX(x)
dx = EX∼PX
[
log
1
pX(X)
]
.
For a pair of random variables (X,Y ) ∼ PXY , where X is continuous and has conditional density
pX|Y=y for all y ∈ Y, where Y is the alphabet of Y , the conditional entropy is defined as
h(X|Y ) = Ey∼PY [h(X|Y = y)] = Ey∼PY
[
h(PX|Y=y)
]
.
Proposition A.1 (Properties of entropy and differential entropy)
1. Non-negativity of entropy: For a discrete random variable X the entropy satisfies H(X) ≥
0, with equality if and only if X is deterministic.
2. Uniform distribution maximizes entropy: For a discrete random variable X supported
on X
H(X) ≤ log |X |,
and this is attained with equality if and only if X ∼ Uniform(X ).
3. Gaussian distribution maximizes differential entropy under second moment con-
straints: Suppose that the continuous random variable X is supported on Rd, and has covari-
ance matrix Σ = E[(X − E(X))(X − E(X))>]. Then,
h(X) ≤ 1
2
log
(
(2pie)d det(Σ)
)
, (A.1)
and this is attained with equality if and only if X ∼ N (µ,Σ) for some µ ∈ Rd.
4. Chain rule: For discrete random variables (X,Y ) ∼ PXY we have
H(X,Y ) = H(X) +H(Y |X) = H(Y ) +H(X|Y ).
For continuous random variables (X,Y ) ∼ PXY , we have
h(X,Y ) = h(X) + h(Y |X) = h(Y ) + h(X|Y ).
5. Concavity: The functions PX 7→ H(PX) and PX 7→ h(PX) are concave. Consequently,
conditioning reduces entropy, that is
H(X|Y ) ≤ H(X)
if X is discrete, and
h(X|Y ) ≤ h(X)
if X is continuous. In both cases, the bounds are attained with equality iff X and Y are
statistically independent.
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We will also make use of Fano’s inequality, as stated below.
Proposition A.2 (Fano’s inequality) Let (X,Y ) ∼ PXY , where X is a discrete random variable
supported on X . Then, for any estimator Xˆ = Xˆ(Y ) of X from Y , we have
H(X|Y ) ≤ log 2 + Pr(X 6= Xˆ) log |X |.
If both (X,Y ) ∼ PXY are discrete, the mutual information between X and Y is defined as
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X),
and if they are both continuous
I(X;Y ) = h(X)− h(X|Y ) = h(Y )− h(Y |X).
If one is discrete, say X, and the other continuous, say Y , then
I(X;Y ) = H(X)−H(X|Y ) = h(Y )− h(Y |X).
For a triplet of random variables (X,Y, Z) ∼ PXY Z , the conditional mutual information is defined
as
I(X;Y |Z) = Ez∼PZ [I(X;Y |Z = z)] ,
where I(X;Y |Z = z) is the mutual information between X and Y under the distribution (X,Y ) ∼
PXY |Z=z.
Proposition A.3 (Properties of Mutual Information)
1. Non-negativity of mutual information: I(X;Y ) ≥ 0 with equality iff X and Y are
statistically independent.
2. Chain rule: For (X,Y, Z) ∼ PXY Z we have
I(X;Y,Z) = I(X;Y ) + I(X;Z|Y ) = I(X;Z) + I(X;Y |Z).
3. Data processing inequality: Assume X − Y − Z is a Markov chain in this order, that is
their joint distribution decomposes as PXY Z = PXPY |XPZ|Y , then
I(X;Z) ≤ I(X;Y ).
4. Invertible functions: For any function f : Y → A, where A is an arbitrary alphabet, we
have I(X; f(Y )) ≤ I(X;Y ) with equality if f is invertible.
36
5. Mutual information for memoryless channels: Let (Xn, Y n) ∼ PXnY n = PXnPY n|Xn
and assume the channel from Xn to Y n is a product channel, that is PY n|Xn =
∏n
i=1 PYi|Xi .
Then
I(Xn;Y n) ≤
n∑
i=1
I(Xi;Yi).
This bound is attained with equality if PXn =
∏n
i=1 PXi , i.e., if X
n is memoryless as well.
6. Gaussian mutual information: Let X,Z ∼ N (0, I) be statistically independent L-dimensional
random vectors with i.i.d. standard normal entries. Then
I(X;X + σZ) =
L
2
log
(
1 +
1
σ2
)
.
For a random variable X ∼ PX supported on alphabet X , a reconstruction alphabet Xˆ and a
distortion measure d : X × Xˆ → R, the rate distortion function (RDF) is defined as
R(D) = min
PXˆ|X : E[d(X,Xˆ)]≤D
I(X; Xˆ),
where both I(X; Xˆ) and E[d(X, Xˆ)] are evaluated with respect to the joint distribution PXPXˆ|X .
The solution of the optimization problem above for the quadratic Gaussian case is well known, and
is summarized in the proposition below.
Proposition A.4 (Quadratic Guassian RDF) Let X ∼ N (0, σ2I) be a random vector in Rd,
Xˆ = Rd, and d(x, xˆ) = 1d‖x− xˆ‖2. Then,
R(D) =
d
2
log
(
σ2
D
)
. (A.2)
In particular, if X ∼ N (0, σ2I) and Xˆ is such that 1dE‖X − Xˆ‖2 ≤ D, then
I(X; Xˆ) ≥ d
2
log
(
σ2
D
)
.
B Proof of Lemma 4.1
Before getting to the proof, we recall the Hanson-Wright inequality:
Lemma B.1 (Hanson-Wright inequality for sub-Gaussian random vectors, Theorem 1.1 in [RV13])
Let X be a random vector with independent entries such that for all i,
EXi = 0, ‖Xi‖ψ2 ≤ K,
where ‖Xi‖ψ2 = inf
{
s > 0 : Ee(Xi/s)2 ≤ 2
}
. Let A be any matrix. Then, there is a universal
constant c > 0 such that
Pr
(∣∣∣X>AX − E(X>AX)∣∣∣ > t) ≤ 2 exp [−cmin( t2
K4‖A‖2F
,
t
K2‖A‖
)]
.
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It is immediate to verify that if X ∼ N (0, σ2), then ‖X‖ψ2 = σ/
√
2 log 2 = cσ. Also, for any `,
‖R`‖ = 1 (since R` ∈ O(L)) and therefore ‖R`‖2F ≤ L. Also,
E(〈X,R`X〉) = tr(R`) =
{
L if ` = 0,
0 otherwise.
By the Hanson-Wright inequality, Lemma B.1,
Pr (|〈X,R`X〉 − E (〈X,R`X〉)| ≥ Lκ) ≤ 2 exp
(−cmin((Lκ)2/L,Lκ)) = 2 exp (−cLmin(κ, κ2)) .
The claimed result follows by a union bound.
C The spectrum of the operators R`
We recall some elementary facts about the spectrum of the operators R`:
Lemma C.1 The eigenvalues of R` + R>` are exactly (with mutliplicities) λ`,k = 2 cos
(
2pi
L `k
)
,
k = 0, . . . , L− 1. Moreover,
L−1∑
k=0
λ`,k =
{
L if ` = 0,
0 otherwise.
Proof. Let fk ∈ CL, k = 0, . . . , L − 1, be the DFT basis vectors, namely fk,j = L−1/2e 2piiL kj . It is
immediate to verify that fk is an eigenvector of R` with eigenvalue λ`,k = e
2pii
L
`k:
(R`fk)j = (fk)j+` = e
2pii
L
`k(fk)j .
Hence, (R` + R>` )fk = (e
2pii
L
`k + e−
2pii
L
`k)fk = 2 cos
(
2pii
L `k
)
fk. This means that λ`,k are the eigen-
values of R` + R>` as an operator CL → CL. But since R` + R>` is also diagonalizable over RL
by an orthogonal matrix, there also exists a real orthonormal eigenbasis u1, . . . , uL ∈ RL with
(R` + R
>
` )uk = λ`,kuk . As for the last claim, it follows from
∑L−1
k=0 λ`,k = 2<
{∑L−1
k=0 e
2pii
L
`k
}
, the
right-hand side being L when ` = 0 and zero otherwise.
D Proof of Lemma 5.9
Suppose that the event A = A(κ) from Lemma 4.1 holds, meaning that ∣∣L−1‖X‖2 − 1∣∣ ≤ κ and
max`′ 6=0 L−1 |〈X,R`′X〉| ≤ κ. Observe that
R /∈ Sτ ⇔ σ〈X,R
−1Z〉
‖X‖2 < −τ.
Conditioned on X,
σ〈X,R−1Z〉
‖X‖2 ∼ N
(
0, σ2/‖X‖2) ,
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and under A, this variance is σ2/‖X‖2 = L‖X‖2·α log(L) ≤ 1α(1−κ) log(L) . Thus,
Pr
(
R /∈ Sτ
∣∣A) ≤ e− 12 τ2α(1−κ) log(L) = L− 12 τ2α(1−κ).
Now, suppose that R′ 6= R. Then
Pr
(
R′ ∈ Sτ
∣∣A, R) = Pr(〈X, (R′)−1RX〉‖X‖2 + σ〈X, (R′)−1Z〉‖X‖2 ≥ 1− τ ∣∣∣A, R
)
≤ Pr
(
σ〈X, (R′)−1Z〉
‖X‖2 ≥ 1− τ −
κ
1− κ
∣∣∣A, R)
≤ L− 12α(1−κ)(1−τ− κ1−κ)
2
,
where we used the fact that under A, 〈X,(R′)−1RX〉‖X‖2 ≤ κ/(1−κ), and uniformly bounded the variance
of σ〈X,(R
′)−1Z〉
‖X‖2 conditioned on X and under A as before. Since the bound above is uniform in R, of
course,
Pr
(
R′ ∈ Sτ
∣∣A) ≤ L− 12α(1−κ)(1−τ− κ1−κ)2 .
Now,
E
[
|Sτ |
∣∣∣A] ≤ 1 + (L− 1) · L− 12α(1−κ)(1−τ− κ1−κ)2 ≤ 1 + L1− 12α(1−κ)(1−τ− κ1−κ)2 .
Setting M = L1−
1
2
α(1−κ)(1−τ− κ1−κ)
2
+δ, by Markov’s inequality, and assuming α ≤ 2,
Pr
(|Sτ | ≥M ∣∣A) ≤ 1 + L1− 12α(1−κ)(1−τ− κ1−κ)2
L1−
1
2
α(1−κ)(1−τ− κ1−κ)
2
+δ
≤ 2L−δ.
Combining both estimates and taking a union bound,
Pr (R /∈ Sτ or |Sτ | > M) ≤ Pr
(
R /∈ Sτ
∣∣A)+ Pr (|Sτ | ≥M ∣∣A)+ Pr (A)
≤ L− 12α(1−κ)(1−τ− κ1−κ)
2
+ 2L−δ + Pr
(A)
≤ L− 12α(1−κ)(1−τ− κ1−κ)
2
+ 2L−δ + 2Le−cLmin(κ,κ
2),
where the last inequality follows from Lemma 4.1.
E Proofs of Section 6
E.1 Proof of Lemma 6.2
Recall that κ was chosen so that the first constraint holds with probability 1 − o(1). All that
remains, then, is to show that ‖F∗X‖∞ ≤
√
10 log(L) holds with high probability. Let f` ∈ CL be
the `-th DFT basis vector, so that (F∗X)` = 〈X, f`〉. Observe that the real and imaginary parts of
(F∗X)` are both Gaussians, with variances bounded by 1. Hence,
Pr
(|(F∗X)`|2 > 10 log(L)) ≤ Pr (|<(F∗X)`|2 > 5 log(L))+ Pr (|=(F∗X)`|2 > 5 log(L))
≤ 4e− 52 log(L) = 4L−5/2,
so Pr
(
‖F∗X‖∞ >
√
10 log(L)
)
≤ L · 4L−5/2 = 4L−3/2 = o(1).
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E.2 Proof of Lemma 6.4
Bounding 1[|X| ≥ a] ≤ |X|a , as in the proof of Markov’s inequality, we have
NQ(h) =
L−1∑
`=0
1
[
L−1
∣∣〈X,R−1` Q〉∣∣2 ≥ h2] ≤ h−2L−1 L−1∑
`=0
∣∣〈X,R−1` Q〉∣∣2 .
We may write
L−1
L−1∑
`=0
〈X,R−1` Q〉2 = Q>
(
L−1
L−1∑
`=0
(R`X)(R`X)
>
)
Q ≤ ‖M(X)‖,
whereM(X) is the operator
M(X) = L−1
L−1∑
`=0
(R`X)(R`X)
>.
It is convenient to writeM(X) in terms of the DFT basis f0, . . . , fL−1
M(X) = L−1
L−1∑
`=0
L−1∑
k,j=0
e
2pi
L
`(k−j)〈X, fk〉〈X, fj〉∗fkf∗j
=
L−1∑
k=0
|〈X, fk〉|2fkf∗k ,
which means that the eigenvalues ofM(X) are exactly the magnitudes of the fourier coefficients of
X, squared. In particular, ‖M(X)‖ = ‖F∗X‖2∞ ≤ 10 log(L).
E.3 Proof of Lemma 6.5
Note that s1(Q), . . . , sn(Q) are i.i.d Bernoulli-distributed. Write
Pr(si(Q) = 1) = Pr
(
∃` : L−1/2〈Yi, R−1` Q〉 ≥ 1−
3
4
η
)
= Pr
(
∃` : L−1/2 [〈X,R−1` Q〉+ σ〈Z,R−1` Q〉] ≥ 1− 34η
)
= Pr
(
∃` : L−1/2〈X,R−1` Q〉+
〈Z,R−1` Q〉√
α log(L)
≥ 1− 3
4
η
)
.
Let
L(Q) =
{
` : L−1/2〈X,R−1` Q〉 ≥ 1−
√
2
α
− 7η
8
}
be the set of shifts for which L−1/2〈X,R−1` Q〉 is somewhat large. For S ⊂ [L], set
p(S) = Pr
(
∃` ∈ S : L−1/2〈X,R−1` Q〉+
〈Z,R−1` Q〉√
α log(L)
≥ 1− 3
4
η
)
,
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so that Pr(si(Q) = 1) ≤ p(L(Q)) + p(L(Q)). Since
E max
`∈L(Q)
〈Z,R−1` Q〉 ≤
√
2 log |L(Q)| ≤
√
2 log(L),
(since each 〈Z,R−1` Q〉 ∼ N (0, 1); see comment after Lemma 4.2), we apply Lemma 4.4 to get
p(L(Q)) ≤ Pr
(
∃` ∈ L(Q) : 〈Z,R
−1
` Q〉√
α log(L)
≥
√
2/α+ η/8
)
≤ Pr
(
max
`∈L(Q)
〈Z,R−1` Q〉 ≥ E
[
max
`∈L(Q)
〈Z,R−1` Q〉
]
+
1
8
η
√
α log(L)
)
≤ 2e− 12 (η/8)2α log(L) = 2L−η2α/128.
For the other term,
p(L(Q)) ≤ |L(Q)|Pr
(
〈Z,R−1` Q〉√
α log(L)
≥ η/4
)
≤ |L(Q)| · e− 12 (η/4)2α log(L) = |L(Q)| · L−η2α/32.
By Lemma 5.9,
|L(Q)| ≤ 10 log(L)(
1−
√
2
α − 7η8
)2 ≤ 640 log(L)(
1−
√
2
α
)2 ,
where we also used η < 1−√2/α. Combining,
Pr(si(Q) = 1) ≤ 2L−η2α/128 + 640 log(L)(
1−
√
2
α
)2L−η2α/32 ≤
2 + 640(
1−
√
2
α
)2
L−η2α/128,
where we used the assumption that L is large enough so that log(L) ≤ L3η2α/128. We use
Pr (Binom(n1, p) ≥ k) =
n1∑
t=k
(
n1
t
)
pt(1− p)n1−t ≤ pk
n1∑
t=k
(
n1
t
)
≤ 2n1pk.
Since s(Q) ∼ Binom (n1,Pr(si(Q) = 1)),
Pr (s(Q) ≥ n1/2) ≤
16
2 + 640(
1−
√
2
α
)2
L−η2α/128

n1/2
as claimed.
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E.4 Proof of Lemma 6.6
Let ` be such that 〈X,R−1` Q〉 ≥ 1− 5η/8. Then
Pr(si(Q) = 0) ≤ Pr
(
〈Z,R−1` Q〉√
α log(L)
< (5/8− 3/4)η
)
≤ L−η2α(5/8−3/4)2 = L−η2α/64 ≤ 1/4.
Thus, using Hoeffding’s inequality,
Pr (s(Q) < n1/2) ≤ Pr (Ber(3/4, n1) < n1/2) ≤ e−n1/32.
E.5 Proof of Lemma 6.8
To simplify the notation, assume without loss of generality that ` = `∗ = 0. By the discussion
above, for any `′ 6= 0, L−1/2〈X,R`′Q〉 ≤ 1− (
√
2−√2η)2/2 + o(1) = √4η − η + o(1). For any τ ,
Pr(̂` 6= 0) ≤ Pr(L−1/2〈Y,Q〉 < τ or ∃`′ 6= 0 : L−1/2〈Y,R`′Q〉 ≥ τ)
≤ Pr
(
L−1/2〈Y,Q〉 < τ
)
+ Pr
(
max
`′ 6=0
L−1/2〈Y,R`′Q〉 ≥ τ
)
.
Suppose that τ ≤ 1− η. We may bound
Pr
(
L−1/2〈Y,Q〉 < τ
)
≤ Pr
(
L−1/2σ〈Z,Q〉 < τ − (1− η)
)
≤ L− 12α(τ−1+η)2 .
Using Lemma 4.3 and assuming τ ≥ √4η − η +√2/α+ o(1), we may also bound
Pr
(
max
6`=0
L−1/2〈Y,R`Q〉 ≥ τ
)
≤ Pr
(
max
`6=0
L−1/2σ〈Z,R`Q〉 ≥ τ −
(√
4η − η + o(1)
))
≤ L−
1
2
α
(
τ−(√4η−η+o(1))−
√
2/α
)2
.
We would now like to choose
√
4η−η+√2/α < τ < 1−η so to maximize min(|τ − (1− η)|, |τ − (√4η − η +√2/α)|);
observe that this interval is non-empty exactly iff
√
4η < 1−√2/α. The best τ is then simply the
midpoint, τ∗ = 1/2− η + 1/
√
2α+
√
η, which gives
Pr(̂` 6= 0) ≤ 2L− 12α(1/2−1/√2α−√η)2+o(1).
E.6 Proof of Proposition 6.9
Let Q̂ ∈ SL−1 be the output of Step 1. Let V1 be the event that max`〈X,R−1` Q̂〉 ≥ 1− η, and call
the maximizing shift `∗. By Proposition 6.7, Pr(V1) = 1− o(1).
Let Y1, . . . , Yn2 be n2 new samples (independent of those used for Step 1), and let I ⊂ [n2] be the
set of misaligned samples, namely, I =
{
i ∈ [n2] : ̂`i 6= `i − `∗} . We start by providing a high-
probability bound on |I|. Lemma 6.8 tells us that conditioned on V1, the random variables 1{i∈I}
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are i.i.d Bernoullis with Pr(1{i∈I} = 1) = p ≤ 2L−
1
2
α(1/2−1/
√
2α−√η)2+o(1) (the exponent being
strictly negative by our requirements on α, η), thus |I| ∼ Binom(n2, p). By Bernstein’s inequality,
Pr
(|I| ≥ pn2 + t ∣∣V1) ≤ exp(− 12 t2
np(1− p) + 13 t
)
.
Note that the right hand side is o(1) whenever t = t(L) is such that t → ∞ and t = ω(√n2p) as
n2, L→∞. Thus, there is some c = c(α, η) > 0 such that for K = L−cn2, the event |I| ≤ K holds
with high probability.
Let µ̂ = 1n2
∑n2
i=1R
−1̂`
i
R`iX and Ŵ =
1
n2
∑n2
i=1R
−1̂`
i
Zi, so that X̂ = µ̂ + σŴ . We decompose the
error,
L−1/2‖R`∗X − X̂‖ ≤ L−1/2‖R`∗X − µ̂‖+ L−1/2σ‖Ŵ‖ ≤ L−1/2 2|I|
n2
‖X‖+ L−1/2σ‖Ŵ‖
=
2|I|
n2
(1 + o(1)) + L−1/2σ‖Ŵ‖.
We have already argued that with high probability 2|I|n2 = o(1); it therefore remains to show that
for the appropriate choice of n2, the bound L−1/2σ‖Ŵ‖ ≤
√
ε holds with probability 1− o(1).
Observe that conditioned on |I| ≤ K, R−1`∗ Ŵ can be written as
R−1`∗ Ŵ =
1
n2
n2∑
i=1
RiZi,
where Ri 6= R−1`i for at most K indicies. Note that the estimated shifts R̂`i generally depend on the
noise Zi, and therefore we cannot simply conclude that R ̂`
i
Zi ∼ N (0, I), which would have meant
that R−1`∗ Ŵ ∼ N (0, n−12 I). We need to use a slightly more elaborate argument to overcome this
difficulty.
For a subset S ⊂ [n], |S| = K, S = {i1, . . . , iK}, and shifts R = (R1, . . . , RK), define
W (S,R) =
1
n2
∑
i/∈S
R−1`i Zi +
1
n2
K∑
j=1
RjZij .
Conditioned on the high-probability event |I| ≤ K, we have
‖Ŵ‖ = ‖R`∗Ŵ‖ ≤ max|S|=K,R∈[L]K ‖W (S,R)‖,
where the maximization is over all possible subsets S of size K and shifts R1, . . . , RK . It is therefore
enough to show that L−1/2σ · max|S|=k,R∈[L]K ‖W (S,R)‖ ≤
√
ε holds with probability 1 − o(1).
Since the shifts R`i are independent of the noise Zi, for every fixed S and R we have W (S,R) ∼
N (0, n−12 I). Therefore, by a union bound,
Pr
(
L−1/2σ · max
|S|=k,R∈[L]K
‖W (S,R)‖ > √ε
)
≤ nK2 LK Pr
(
‖G‖2 > ε · L
σ2
· n2
)
,
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where RL 3 G ∼ N (0, I), hence ‖G‖2 is a standard χ2-distributed random variable with L degrees
of freedom, and we bounded
(
n2
K
) ≤ nK2 for the number of possible choices of S. Using the tail
bound of [LM00, Lemma 1]:
Pr
G∼N (0,I)
(
‖G‖2 ≥ L+ 2
√
Lx+ 2x
)
≤ e−x.
Plugging in any x0 = x0(L) such that (n2L)Ke−x0 = o(1), that is, x0 = ω(K log(n2L)), we obtain
Pr
(
L−1/2σ · max
|S|=k,R∈[L]K
‖W (S,R)‖ >
(
σ2
n2
[
1 + 2
√
x0/L+ 2x0/L
])1/2)
= o(1),
hence the condition
n2 ≥ σ
2
ε
[
1 + 2
√
x0/L+ 2x0/L
]
suffices. Since K = L−cn2, if moreover n2 = o(L) then x0 = o(L), hence n2 = γ2σ2/ε for any γ2 > 1
would suffices for large enough L.
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