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Abstract
Let G be a graph and f :G → G be continuous. Denote by P(f ), P(f ), ω(f ) and Ω(f ) the set of periodic points, the closure
of the set of periodic points, ω-limit set and non-wandering set of f , respectively. In this paper we show that: (1) v ∈ ω(f ) if and
only if v ∈ P(f ) or there exists an open arc L = (v,w) contained in some edge of G such that every open arc U = (v, c) ⊂ L
contains at least 2 points of some trajectory; (2) v ∈ ω(f ) if and only if every open neighborhood of v contains at least r + 1 points
of some trajectory, where r is the valence of v; (3) ω(f ) =⋂∞n=0 f n(Ω(f )); (4) if x ∈ ω(f )− P(f ), then x has an infinite orbit.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, let N denote the set of all positive integers. Write Z+ = N∪{0}, Nn = {1,2, . . . , n} and Zn = {0}∪Nn
for any n ∈ N.
Let X be a topological space and C0(X) the set of all continuous maps from X to X. For f ∈ C0(X), we define
the trajectory γ (x) = γ (x,f ) of a point x ∈ X to be the sequence f k(x) (k ∈ Z+), where f i(x), f j (x) with i = j in
the trajectory of x yield distinct points even if f i(x) = f j (x). The set O(x,f ) = {f k(x): k ∈ Z+} is called the orbit
of x. A point x ∈ X is called a periodic point of f with period n if f n(x) = x and f i(x) = x for 1 i  n − 1. We
define the ω-limit set of a point x ∈ X to be the set
ω(x,f ) = {y: there exist positive integers 1 n1 < n2 < · · · < nk · · · such that f nk (x) → y}.
A point x ∈ X is called a recurrent point of f if x ∈ ω(x,f ) and non-wandering point of f if every open set containing
x contains at least two points of some trajectory. The set of periodic points, the set of recurrent points and the set of
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J. Mai, T. Sun / Topology and its Applications 154 (2007) 2306–2311 2307non-wandering points of f are denoted by P(f ),R(f ) and Ω(f ), respectively. Write ω(f ) =⋃x∈X ω(x,f ), which
is called ω-limit set of f . It is known that for any f ∈ C0(X),
P(f ) ⊂ R(f ) ⊂ ω(f ) ⊂ Ω(f ).
For any A ⊂ X, we use intA, ∂A and A to denote the interior, the boundary and the closure of A, respectively.
It is well known that ω-limit set plays an important role in dynamical systems (see [1–6]). There is a growing
interest in studying the topological structure of ω-limit sets for one-dimensional dynamical systems. In [7] (also
see [1]), Sharkovskii studied ω-limit sets for interval maps and obtained the following theorems.
Theorem A. Let I be a closed real interval and f ∈ C0(I ). If every open interval with left endpoint v contains at
least 2 points of some trajectory then v ∈ ω(f ). The same conclusion holds if ‘left’ is replaced by ‘right’.
Theorem B. Let I be a closed real interval and f ∈ C0(I ), then v ∈ ω(f ) if and only if every open interval containing
v contains at least 3 points of some trajectory.
The following example shows that conditions of Theorem A are not necessary for the point v ∈ ω(f ).
Example 1. Let I = [0,1] and f (x) = 1/2 for any x ∈ I , then 1/2 ∈ ω(f ), but no open interval with left or right
endpoint 1/2 contains two points of the same trajectory.
Blokh [8] studied the set of non-wandering points and ω-limit set for interval maps and obtained the following
theorem.
Theorem C. Let I be a closed real interval and f ∈ C0(I ), then ω(f ) =⋂∞n=0 f n(Ω(f )).
But it is unclear if Theorem C holds for circle maps (see [1, p. 227]). In [2], Block and Coppel proved the following
theorem (also see Theorem 5.4 of [9]).
Theorem D. Let I be a closed real interval and f ∈ C0(I ). If x ∈ ω(f )− P(f ), then O(x,f ) is an infinite set.
Recently, there has been a lot of work on the dynamics of continuous maps of a graph (see [10–14]), as this
kind of research is related to the study of dynamics of a surface homeomorphism and the structure of attractors of
a diffeomorphism (see [15,16]). In this paper, we shall show that analogs of Theorems A, B, C and D still hold for
continuous maps of a graph.
By a graph we mean a compact connected one-dimensional polyhedron. Let G be a graph. For any x, y ∈ G,
define the metric d(x, y) to be the minimal length of arcs in G whose endpoints are x and y. A subtree of G is
a subgraph of G containing no simple closed curve. For x ∈ G and a sequence of connected neighborhoods {Vi} of
x with diam(Vi) → 0, write valG(x) = min{#∂(Vi): i ∈ N}, which is called the valence of x (in G), where #(A) is
the number of elements of a finite subset A of G. x is called an endpoint of G if valG(x) = 1 and a branch point
of G if valG(x) > 2. We use E(G) and B(G) to denote the set of endpoints of G and the set of branch points of
G, respectively. A finite set V (G) ⊃ B(G) ∪ E(G) is a set of vertices of G if for each simple closed curve S of G,
S ∩V (G) ⊂ B(G)∪E(G) when #(S ∩ (B(G)∪E(G))) 3 and #(S ∩V (G)) = 3 when #(S ∩ (B(G)∪E(G))) < 3,
that is, we add some artificial points with valence 2 as vertices. In this way, each edge (the closure of some connected
component of G − V (G)) is homeomorphic to [0,1] and if I and J are two edges of G, then #(I ∩ J )  1. For
some edge I of G and any a, b ∈ I , we use [a, b]I (or simply [a, b] if there is no confusion) to denote the smallest
connected closed subset of I containing {a, b}. Define (a, b] = [a, b] − {a} and (a, b) = (a, b] − {b}. For any x ∈ G
and any ε > 0, write B(x, ε) = {y ∈ G: d(x, y) < ε}. Our main results are the following theorems.
Theorem 1. Let G be a graph and f ∈ C0(G), then v ∈ ω(f ) if and only if v ∈ P(f ) or there exists an open arc
L = (v,w) contained in some edge of G such that every open arc (v, c) ⊂ L contains at least 2 points of some
trajectory.
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at least r + 1 points of some trajectory, where r = valG(v).
Theorem 3. Let G be a graph and f ∈ C0(G), then ω(f ) =⋂∞n=0 f n(Ω(f )).
Theorem 4. Let G be a graph and f ∈ C0(G). If x ∈ ω(f )− P(f ), then O(x,f ) is an infinite set.
2. Proofs of Theorems 1 and 2
In this section, we shall show Theorems 1 and 2. To do this we need the following propositions.
Proposition 1. Let G be a graph and f ∈ C0(G). Suppose that Z is a connected closed subset of G and Y =⋃∞
n=1 f n(Z). If there exist s, t ∈ Z+ with s < t such that f s(Z)∩ f t (Z) = ∅, then Z ∩ Y ⊂ Y .
Proof. Since f s(Z) ∩ f t (Z) = ∅ for some s, t ∈ Z+ with s < t , Y has only finitely many connected components.
Note that f (Y ) ∪ f (Z) = Y , we have that f (Y ) ∩ (Y − Y) = ∅. Since both f (Y ) and f (Z) are closed, it follows
that f (Y ) ∪ f (Z) = Y . Thus, Y − Y ⊂ f (Y − Y). Note that Y − Y is a finite set, from which we have that Y − Y =
f (Y − Y). Thus Y − Y ⊂ P(f ). Let v ∈ Z ∩ Y . If v ∈ P(f ), then v ∈ Y . If v /∈ P(f ), then v /∈ Y − Y , which implies
v ∈ Y . Proposition 1 is proven. 
Corollary 1. Let G be a graph and f ∈ C0(G). Then v ∈ Ω(f ) if and only if there exist points xk → v and integers
nk → ∞ such that f nk (xk) = v.
Proof. Let v ∈ Ω(f ). We may assume that v /∈ P(f ), since if v has period m, we can take xk = v and nk = km.
For any k ∈ N, we have v ∈⋃∞i=1 f i(B(v,1/k)). It follows from Proposition 1 that v ∈⋃∞i=1 f i(B(v,1/k)), which
implies that there exist xk ∈ B(v,1/k) and nk ∈ N such that f nk (xk) = v. Thus xk → v. Moreover, since v /∈ P(f ),
by taking subsequence we may assume that nk → ∞.
The sufficiency is obvious. Corollary 1 is proven. 
Proposition 2. Let G be a graph and f ∈ C0(G). Suppose that v ∈ G and L = (v,w) is an open arc contained in some
edge of G. If every open arc (v, c) ⊂ L contains at least 2 points of some trajectory, then v ∈ ω(f ). Furthermore, one
of the following two statements holds:
(P.1) There exist y ∈ L and positive integers m1 < m2 < m3 < · · · such that fmi (y) ∈ L for every i ∈ N and
limi→∞ f mi (y) = v.
(P.2) v ∈ P(f ).
Proof. We may assume without loss of generality that [v,w] = [0,1/2] with v = 0.
A map f is said to have Property P if for any ε ∈ (0,1/4], there exist {a, b, c} ⊂ (0, ε] with a < b and k ∈ N such
that f k([a, b]) = [0, c].
Claim 1. If f has Property P, then the conclusion (P.1) holds.
Proof. If f has Property P, then there exist points 0 < · · · < a3 < b3 < a2 < b2 < a1 < b1  1/4 and pos-
itive integers k1, k2, k3, . . . such that limi→∞ bi = 0 and f ki ([ai, bi]) ⊃ [ai+1, bi+1] for every i ∈ N. Choose
y ∈ [a1, b1] ∩ f−k1([a2, b2]) ∩ f−k1−k2([a3, b3]) ∩ · · ·, then v ∈ ω(y,f ) ⊂ ω(f ) and the conclusion (P.1) follows.
Claim A is proven. 
Claim 2. If f has no Property P, then v ∈ P(f ).
Proof. Assume on the contrary that v /∈ P(f ). Take ε ∈ (0,1/4] such that within I = [0, ε] Property P does not hold.
We claim that for every m ∈ N there exists δm > 0 such that (0, δm)∩ f m(I) = ∅. Indeed, if not then for some m ∈ N
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By taking subsequence we may assume that zi → z ∈ I , then fm(z) = 0 and z = 0. Let zi is close enough to z such
that f m([z, zi ])∩ V (G) ⊂ {0}. Choose z′ ∈ [z, zi] ∩ f−m(0) such that 0 /∈ f m((z′, zi]), then f m([z′, zi]) = [0, δ′] for
some δ′ > 0. Replacing zi by a point z′′ very close to z′, we will get points z, z′′ and δ′ playing the roles of a, b, c
from Property P, a contradiction.
Let Yn =⋃ni=1 f i(I ) for every n ∈ N and Y =⋃∞k=1 f k(I ). Write
W1 =
{
z ∈ Y : there exist positive integers k1 < k2 < · · · and points
wi ∈ Yki+1 − Yki (i = 1,2, . . .) such that lim
i→∞wi = z
}
.
Since for every i ∈ N, wi ∈ Yki+1 −Yki = f (Yki ∪I )−f (Yki−1 ∪I ), there exists ui ∈ Yki −Yki−1 such that f (ui) = wi .
Thus, W1 ∩ f−1(z) = ∅ for any z ∈ W1, which implies f (W1) ⊃ W1. Let rn be the number of the connected com-
ponents of Yn. Since f s(I ) ∩ f t (I ) = ∅ for some s, t ∈ Z+ with s < t , we see that there exist m ∈ Z+ and N ∈ N
such that for every k N , rk+1 = rk and the number of the connected components of Yk+1 − Yk is less than m. Thus,
#(W1)m. Since f (W1) ⊃ W1, it follows that f (W1) = W1 ⊂ P(f ).
Since for every m ∈ N there exists δm > 0 such that (0, δm)∩ f m(I) = ∅, it follows from the definition of W1 that
0 ∈ W1, a contradiction. Claim B is proven. 
From Claims A and B Proposition 2 follows. 
Proof of Theorem 1. The necessary is obvious. The sufficiency follows from Proposition 2. Theorem 1 is proven. 
By Theorem 1 and P(f ) ⊂ R(f ) ⊂ ω(f ), we easily obtain the following corollary.
Corollary 2. Let G be a graph and f ∈ C0(G), then
(i) d(Ω(f )) ⊂ ω(f ), where d(Ω(f )) is the set of all accumulation points of Ω(f ).
(ii) ω(f ) is a closed subset of G.
(iii) P(f ) ⊂ R(f ) ⊂ ω(f ).
Remark 1. When G is an interval, Corollary 2 follows from [7].
Proof of Theorem 2. The necessary is obvious. Now, suppose that the sufficient condition is satisfied.
Assume on the contrary that v /∈ ω(f ). By Theorem 1 choose r open pairwise disjoint wandering intervals (v, a1) =
I1, . . . , (v, ar ) = Ir such that (⋃ri=1 Ii) ∩ O(v,f ) = ∅. Since v is not periodic, it follows f−i (v) ∩ f−j (v) = ∅ for
any i > j  0. Also f n(Ij ) = {v} for any n ∈ N and any 1 j  r because v /∈ P(f ). Hence by Sierpinski’s theorem
(see Theorem 6 of [17], p. 173) each interval Ij contains points which are not preimages of v, and so we may assume
that f n(aj ) = v for every n ∈ N and 1 j  r . Set U = {v} ∪ (⋃rj=1 Ij ). We may assume that n1 < n2 < · · · < nr+1
are such that f ni (z) ∈ U for some z. Since all Ij are wandering, it follows f ns (z) = v for some 1  s  r + 1.
Note that U ∩ O(f (v), f ) = ∅, then s = r + 1. We may assume that f nj (z) ∈ Ij , j = 1, . . . , r . Consider the interval
(v, f n1(z)] ⊂ I1. Let J1 = [y,f n1(z)] be the component of the set f−(nr+1−n1)(v) ∩ [v,f n1(z)] containing f n1(z),
then f nj−n1(J1) ⊂ Ij for 1 j  r . By continuity of f and choice of y we may take w to be close enough to y such
that {f nj−n1(w): j = 1, . . . , r + 1} ⊂ U − {v}, a contradiction. Theorem 2 is proven. 
3. Proofs of Theorems 3 and 4
In this section, we shall give the proofs of Theorems 3 and 4.
Proposition 3. Let G be a graph and f ∈ C0(G). If x ∈ Ω(f )−R(f ), then there exist ε > 0 with B(x, ε)∩ V (G) ⊂
{x} and y ∈ ∂B(x, ε) such that B(x, ε)∩ (⋃∞ f n([x, y])) = ∅.n=1
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∂B(x, ε) = {y1ε, . . . , ykε} and Wiε =⋃∞n=1 f n([x, yiε]).
Assume on the contrary that for any i ∈ Nk and any ε ∈ (0, c), we have that B(x, ε)∩Wiε = ∅. Then for any i ∈ Nk
there exist points xin → x with xin ∈ (x, yiε] and positive integers min → ∞ such that f min(xin) → x, from which we
have that f s([x, yiε]) ∩ f t ([x, yiε]) = ∅ for some 0  s < t and x ∈ Wiε . Thus, it follows from Proposition 1 that
x ∈ Wiε . Let ai ∈ f−mi (x)∩ ((x, yiε]) for some mi ∈ N with (x, ai)∩f−mi (x) = ∅ and bi ∈ (x, ai)∩f−mi (∂B(x, ε))
with (bi, ai]∩f−mi (∂B(x, ε)) = ∅, then f mi ([ai, bi]) = [x, yjiε] for some ji ∈ Nk . For i0 = 1, there exist i1, . . . , ik ∈
Nk , m0,m1, . . . ,mk−1 ∈ N and aj , bj ∈ (x, yij ε] for every j ∈ Zk−1 satisfying
f mj
([aj , bj ])= [x, yij+1ε] for every j ∈ Zk−1.
Since #(Nk) = k, it follows that ij = ir for some 0  j < r  k. Then there exist u,v ∈ [x, yij ε] such that
f mj+···+mr−1([u,v]) = [x, yij ε]. This yields [x, yij ε] ∩ P(f ) = ∅. A contradiction. Proposition 3 is proven. 
The key lemma for the proof of Theorem 3 will be the following.
Lemma 1. Let G be a graph, I is an edge of G and f ∈ C0(G). If x ∈ (⋂∞n=0 f n(Ω(f )))∩ int I , then x ∈ ω(f ).
Proof. Assume on the contrary that x ∈ (⋂∞n=0 f n(Ω(f )))∩ int I −ω(f ). Then x /∈ R(f ) and for every n ∈ N there
exists xn ∈ Ω(f ) such that f n(xn) = x. Let (c, d) ⊂ int I with x ∈ (c, d) and (c, d) ∩ P(f ) = ∅. By Propositions 2
and 3, we may assume that (c, x)∩ (⋃∞n=1 f n((c, x))) = ∅ and [c, d] ∩ (⋃∞n=1 f n([x, d])) = ∅. Write
W =
∞⋃
n=1
f n
(
(c, d)
)
.
It is obvious that the following two statements hold:
(i) f (W) ⊂ W , f (W) ⊂ W and W has finite connected components since x ∈ Ω(f ).
(ii) (c, x)∩W = ∅ and x ∈ W .
We claim that xn ∈ W for every n ∈ N. Indeed, for any n ∈ N, choose δn > 0 such that f n(B(xn, δn)) ⊂ (c, d).
Since xn ∈ Ω(f ), it follows from Corollary 1 that there exist wn ∈ B(xn, δn) and m > n such that f m(wn) = xn,
which implies xn = f m−n(f n(wn)) ∈ W .
Since x /∈ P(f ), it follows that xi = xj for any i = j . Note that ∂W is a finite set, we see that xN ∈ intW for some
N ∈ N. Let ε > 0 such that B(xN, ε) ⊂ W and f N(B(xN, ε)) ⊂ (c, d). It follows from (i) and (ii) that f N(B(xN, ε)) ⊂
[x, d). According to Corollary 1, there exist u ∈ B(xN, ε) and m ∈ N such that f m(u) = xN . Thus, z = f N(u) ∈ [x, d)
and f m(z) = x. A contradiction. Lemma 1 is proven. 
Proof of Theorem 3. Since f (ω(f )) = ω(f ) and ω(f ) ⊂ Ω(f ), we have ω(f ) ⊂⋂∞n=0 f n(Ω(f )). In the following
we show that ω(f ) ⊃⋂∞n=0 f n(Ω(f )).
Since Ω(f ) ⊃ f (Ω(f )) ⊃ · · · and f n(Ω(f )) is a closed subset of G for every n 0, we have
f
( ∞⋂
n=0
f n
(
Ω(f )
))= ∞⋂
n=0
f n
(
Ω(f )
)
.
Let x ∈⋂∞n=0 f n(Ω(f )), then there exist x1 = x, x2, . . . ∈⋂∞n=0 f n(Ω(f )) such that f (xn+1) = xn for every n ∈ N.
If xi = xj for some 1 i < j , then x ∈ P(f ) ⊂ ω(f ).
If xi = xj for any 0 i < j , then there exist an edge I of G and some i ∈ N such that xi ∈⋂∞n=0 f n(Ω(f ))∩ int I .
It follows from Lemma 1 that xi ∈ ω(f ), which implies x ∈ ω(f ). Theorem 3 is proven. 
To show Theorem 4, we need the following lemma.
Lemma 2. Let f ∈ C0(G) and #(V (G)) = n. Suppose that G − V (G) have m connected components and Z is
an invariant closed set of f with k connected components. If v ∈ Ω(f ) − Z such that O(v,f ) ∩ Z = ∅ and
f−(2m+2k+n)(v)∩Ω(f ) = ∅, then v ∈ P(f ).
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2(m+ k)+n, then v ∈ P(f ). If xi = xj for any 0 i < j  2(m+ k)+n, then there exists a connected component L
of G−Z−V (G) such that #({xl : l ∈ Z2(k+m)+n}∩L) 3. Let xi, xj , xr ∈ {xl : l ∈ Z2(k+m)+n}∩L with xi ∈ (xj , xr ).
For any neighborhoods W of v, take a closed connected neighborhood U of x satisfying the following conditions:
(i) U ∩ V (G) ⊂ {x} and f 2(m+k)+n(U) ⊂ W ;
(ii) f i(U),f j (U),f r(U) ⊂ L and f a(U)∩ f b(U) = ∅ for a, b ∈ {i, j, r} with a = b.
Since O(v,f ) ∩ Z = ∅, x ∈ Ω(f ) and f (Z) ⊂ Z, there exist s, t ∈ N with 2(m + k) + n < s < t and y ∈ U
such that f t (y) ∈ U and f s(x) ∈ Z. Let f j (U) = [p,q] and f r(U) = [c, d], then there exist α,β ∈ [x, y] such
that f t+i ([α,β]) = [c, d] or f t+i ([α,β]) = [p,q]. Thus f j (U) ∩ P(f ) = ∅ or f r(U) ∩ P(f ) = ∅, which implies
W ∩ P(f ) = ∅. Lemma 2 is proven. 
Proof of Theorem 4. Assume on the contrary that there exists k ∈ N such that xk = f k(x) ∈ P(f ). Then x ∈ ω(f )−
O(xk, f ) ⊂ Ω(f )−O(xk, f ) and f−n(x)∩ω(f ) = ∅ for any n ∈ N since f (ω(f )) = ω(f ). By Lemma 2, we have
that x ∈ P(f ). A contradiction. Theorem 4 is proven. 
Remark 2. Theorem 4 follows also from [11–13], which was pointed out to us by the referee.
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