Introduction
The Monte Carlo method has been utilized for years to solve complex problems in particle transport applications, such as the transport of neutrons in a nuclear re- actor shield or the transport of photons in an inertially confined fusion (ICF) plasma. The unique advantage of the Monte Carlo method is its capability to simulate almost any particle transport problem, independent of the complexity of the geometry or the transport process, as long as the geometrical configuration can be described mathematically and the physical process can be represented by probability distributions, which may be determined by theory and/or measurement. The usual complaint against the Monte Carlo method is that the time required to simulate the requisite number of particle histories may be exorbitant on conventional computers. (Martin, Nowak, and Rathkopf, 1986) was originally developed to assess whether or not this application could be successfully adapted to a vector supercomputer. To provide a comparative tool, the SPHOT code was created, which solves the identical problem as VPHOT but with the conventional (inherently scalar) Monte Carlo algorithm. The VPHOT and SPHOT Monte Carlo codes solve the specific problem of photon transport in an ICF plasma, as depicted in Figure 1 . The geometry is constrained to be a two-dimensional z-r mesh with azimuthal symmetry, and individual zones are in general quadrilaterals of revolution, as illustrated in Figure 2 . The article by Martin et al. (1987) Since the individual processes are independent statistical simulations, a method is needed to generate, for each process, independent random number sequences that will ensure statistically independent simulations as well as the reproducibility of the simulation. By reproducibility we mean that if the starting random seed is the same, then the overall simulation should always yield identical results regardless of the number of processors assigned to the simulation at run time (including the uniprocessor case). The &dquo;Lehmer tree&dquo; approach (Frederickson et al., 1984) is used to generate these random sequences for each process. The basic idea is to generate a &dquo;left&dquo; sequence of random numbers, each of which will be the starting random seed for the random number sequence (&dquo;right&dquo; sequence) used within each process. The linear congruential random number generator (Knuth, 1969) is used for the left and right sequences, with a careful choice of the multipliers and increments In addition to the measured speedups, Table 1 includes predicted speedups using Amdahl's law (Amdahl, 1967) , where a is the sequential fraction and N is the number of processors. It is clear that the measured and predicted speedups do not agree for any of the runs. In an attempt to explain this discrepancy, we have introduced a &dquo;multitasking fractional overhead,&dquo; denoted by f, which accounts for the overhead introduced by multitasking Figure 5 plots the results contained in Table  2 for a graphic display of the degradation in performance due to the postulated multitasking overhead.
PARALLEL ALGORITHM: DISTRIBUTED MEMORY
A parallelized algorithm for the 64-node NCUBE hypercube parallel processor at the University of Michigan (Hayes et al., 1987) has been developed. Three approaches were examined (Martin et al., 1987) Tables 4 and 5 are for the 49 x 40 mesh. As can be seen, the measured efficiencies are poor for the small problems, which is to be expected, since the parallel workload is proportional to the number of photon histories that are simulated. For the large problem, which is the standard ICF test problem discussed earlier with ~-~-240,000 photon histories, the efficiencies are considerably better, approaching 80% for the 64-node configuration. Anomalous results are obtained for both the medium-size problem (Table 4) and the large problem (Table 5) in that the efficiency is greater for 64 nodes than for 16 or 32 nodes. Table 4 Measured Timings for Version C as a Function of Problem Size N = number of processors. Total = total elapsed time for simulation excluding 1/0 (host clock resolution -1 sec).
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His results are for a multitasked version of an alternative vectorized algorithm, which is &dquo;stack-based&dquo; (Martin and Brown, 1987) , rather than the VPHOT algorithm considered below.
Since the VPHOT code is vectorized (Martin, Nowak, and Rathkopf, 1986) In order to address this issue, an algorithm was developed that distributes the workload &dquo;evenly&dquo; among the available processors. The disadvantage of this approach is that it relies on some a priori knowledge of the problem, in this case that the number of photons emitted was proportional to the volume of the zones. Figure 9 summarizes the parallel-vector algorithm, which is contained in the code PVPHOT.
This algorithm has not yet been implemented on the CRAY X-MP, but results have been obtained by simulating the parallel algorithm on a uniprocessor and using the data contained in Figure 8 to predict the resulting performance of the algorithm. Table 6 tabulates the results of these emulated runs, as a function of the number of slave processes (i.e., the number of independent &dquo;VPHOT&dquo; simulations) and the number of available processors. Since this is an emulation study, results were also obtained for more than four processors.
The number of photons simulated by each slave process is approximately equal to 240,000/Ns, where Ns is the number of slave processes. For the PVPHOT al- Chauvet (1984) , where a speedup of 1.94 was measured for a sequential fraction of approximately 2%, compared with the emulated speedup of 1.91 reported in Table 6 for a sequential fraction of 4%.
On the basis of these results, it is clear that one would like to keep the number of tasks equal to the number of processors, at least for our case where the load-balancing could be ensured. The results reported by Chauvet (1984) also suggest this. Furthermore, there is a noticeable degradation in performance for even a modest number of processors, even when the number of processors is equal to the number of tasks. This might suggest that it is going to be difficult to obtain high parallelization efficiency for a configuration of multiple vector processors, unless the problem is extremely large.
The emulated performance cannot take into account operating system overhead or memory bank conflicts, which will further degrade the speedups tabulated in Table 6 , and this effect should be more pronounced as the number of processors increases. As such, these emulated speedups are probably optimistic, and we are currently implementing PVPHOT on the CRAY 
