Incremental localization algorithm is a distributed localization method with excellent characteristics for wireless network. However, its estimated result is generally influenced by the heteroscedasticity arising from cumulative errors and the collineation among anchor nodes. We have proposed a novel incremental localization algorithm with consideration to cumulative errors and collinearity among anchors. Using iteratively reweighted and regularized method, the algorithm reduces the influences of errors accumulation and avoids collinearity problem between anchors. Simulation experiment results show that compared with the previous incremental localization algorithms, the proposed algorithm obtains a localization solution which not only has high accuracy but also high stability. Therefore, the proposed algorithm is suitable for different deployment environments and has high adaptability.
Introduction
Wireless and network have been research hotspot and focus in recent years [1] . In the research of wireless network, location information and wireless network are closely linked, since the location information is not only calculated through the wireless network, but also reacts on the wireless network. That is to say, wireless network sensory data with geographic information can assist other wireless network functions and management. And for that reason, with the development of wireless communication technology, wireless localization technology has attracted more and more attentions, and has become another research hotspot after wireless and network [9] .
The close contact between wireless localization technology and people's daily life benefits from the popularity of the satellite localization system such as GPS. With a base station as the center, satellite localization system is a long distance localization system, which by way of one-hop uses terminal equipments such as receiver to directly communicate with the satellite base station in the sky to construct a star network in the vast outdoor area [12] . And the indoor scenes, cities with intensive buildings, forests and underground environments belong to the medium and short-range system, where signal propagation environment is harsher and wireless localization system is required to have very powerful wireless capabilities and digital signal processing chip, and more sophisticated wireless localization algorithms [26] . With the development of medium and short range wireless ad-hoc network technology represented by the sensor network and the Internet of things, wireless location technology also correspondingly upgrades from the base station localization, that is, one-hop localization to network localization, which is multi-hop localization. Also is to say, a few nodes, commonly called anchors, manually configure location or equip with GPS receiver, and a large number of remaining nodes first obtain the relative position with neighbour anchors, then exchange data with each other through wireless network to obtain the global location [16] .
In medium and short range systems, wireless localization algorithms can be further subdivided into one-hop and multi-hop localization. If the distance between nodes is less than 100 meters, it belongs to short range systems [27] ; physical measurement is directly adopted for unknown nodes and anchors, and one-hop localization for location estimation is feasible; if the distance ranges from 100 meters to 2000 meters between nodes, it is medium range, and multi-hop localization is available, i.e., gradually spread to the edge of the network through incremental or iterative method from the vicinity of the anchors [24] (Figure 1 (a) ) or indirectly convert hops into physical distances [25] (Figure 1 (b) ).
I
II III In the multi-hop localization method, the target nodes cannot directly communicate with the anchors, and the location estimation method and organization form become more complex, and computation load and communication traffic are even greater. In addition, some problems difficult to be faced for one-hop localization will be encountered, such as nodes density, error propagation etc. According to the implementation and organization form of the algorithm, the multi-hop localization algorithms can be divided into: centralized algorithms and distributed algorithms [19] . In the centralized algorithms, each node in the network is responsible for returning the measurement results to the base station for the calculation and analysis. Centralized algorithms often require at least one node with strong computing ability in the network, and a large amount of communication is produced in data returning process, so the excessively complex calculation of centralized multi-hop localization hinders its wide application in practical problems. Common centralized localization algorithms such as: multidimensional scaling-based localization (MDS-based) [18] , semi-definite programmingbased localization(SDP-based) [6] , kernel locality preserving projection-based localization(KLPP-based) [21] , etc.
Distributed algorithms make up the defect of insufficient computing ability caused by the lack of centralized computing through parallel processing and communication among nodes, at the same time effectively reducing the high overhead of the communication between nodes and a central server. Different from the calculation method of using all measuring data for one time and localizing all network nodes in centralized algorithms, distributed algorithms usually only use a subset of measurement data at a time to gradually localize other network nodes, so as to achieve the approximate localization results corresponding to centralized algorithms. Common distributed location algorithms are incremental or iterative localizations. As shown in Figure 1 (a) , initially an arbitrary unknown node tries to determine its own location through ordinary least square (OLS) or maximum likelihood (ML) [15] according to the location of its neighbour node; after determining its location, the node can be a new reference node, then assist in locating other unknown nodes. This process is repeated until all unknown nodes become known nodes, so that the entire network localization is realized. The advantage of these methods is that it only involves local anchors when locating nodes, thus avoiding too much communication traffic. However, as with a number of key technologies, in practical applications the performance of incremental localization techniques still faces many technical problems, of which the most deadly one is the error accumulation problem, that a prior localization error affects the next locating performance, and the influence is cumulative. The accumulation of the errors will inevitably lead to the difference between the variance of the previous locating error and the variance of the posterior locating error, which is known as heteroscedasticity [5, 13] . If heteroskedasticity appears in the process of locating and estimating, the location estimation of the unknown nodes using the OLS may not be efficient estimators, nor even asymptotically efficient estimators. In incremental localization process, if the error accumulation cannot be effectively processed, the obtained degree of variation of estimated values increases, resulting in the increasing of the prediction errors of the coordinates of the unknown nodes and the reduction of prediction accuracy, so the estimated results sometimes become meaningless. In addition, in the process of locating the collinearity between original anchors, new anchors or original anchors and new anchors will have a significant impact on the location estimation of unknown nodes. In this paper, we focus on the problem of heteroskedasticity and collinearity in incremental localization and propose a novel incremental localization, namely Incremental localization algorithm-regularized iteratively reweighted least square (IL-RIRLS). We choose iteratively reweighted least square to reduce the cumulative impact of errors, and regularization method to weaken the collinearity problem.
The remainder of the paper is structured as follows. Section II presents the process of incremental localization algorithm. And section III shows our localization method performance, and section V gives the conclusions.
Incremental localization by regularized iteratively reweighted least square

Error analysis
Consider that m n
x , y = ∈  denotes the real coordinate of node i S . Assume that the locations of the first m nodes are anchors whose locations are known, while the locations of the remaining n nodes are unknown. Suppose that each node needs to be able to transmit the locating data to the neighbour nodes within the communication radius. As shown in Figure 1 (a), in the incremental localization methods there are three kinds of nodes, namely the original anchor, unknown node and the new anchor updated from the unknown node. Initially an unknown node, if possible, is located based on its neighbours by OLS or ML. After being aware of its location, it becomes a new anchor to localize other unknown nodes in the subsequent process. This step continues incrementally, gradually changing no-anchor to known ones. However, the use of localized unknown nodes as new reference inherently introduces substantial cumulative errors, especially for the nodes far away from anchors. In addition, the collinearity among anchors (original anchors or new anchors) affects the results of location estimation. It is assumed that the location of the original anchor has no deviation, but due to the measurement error of distance between nodes, the estimated location error of the new anchor node exists, and that in the subsequent locating process, the location error of the new anchor node and the error of distance measurement are bound to enlarge the next localization error. And the collinearity problem can be analyzed by the following derivation.
Assume that in a 2D geographic area the unknown node u receives more than ( )
anchors signals in the range of effective communication radius. For incremental localization, an anchor can be an original anchor and can also be a new anchor. There exists a coordinatedistance equation between anchors and unknown nodes, i.e.,
Where ( , )
x y is the location of the unknown node, and ( 
Set,
The above equations can be converted into = Ax b . Due to measurement errors, the correct representation of the equation group is = + Ax b ε . In order to obtain the optimal solution of the unknown node location, the sum of the squares of errors is used as the criterion, i.e., 
Solve the gradient of equation (4), and the value is taken to be 0, so we can get, 2 2 0
If anchors are not in a line, when the square matrix T A A is reversible, it is easy to obtain the estimated location of unknown nodes.
However, in the real environment, the situation is difficult to predict in advance. There may be one such instance:
There exist three anchors and an unknown node, in which Anchor 3 is a new anchor. Their locations are shown in 
Improved localization algorithm
According to the error analysis of the previous section, in the process of incremental localization there are two kinds of influences, namely cumulative errors and collinearity among anchors. The cumulative error is caused by the accumulation of the preceding round of localization errors, so effectively eliminating the preceding round of localization errors can avoid the accumulation of errors. Inspired by this, the researchers [22] proposed that the weighted least squares method with the inverse of the variance of the errors as weight could eliminate the impact of the previous round of errors. There have been many discussions about the weight matrix W, however, it is difficult to know the size of errors in the actual environment. We use the regularization iteratively reweighted least squares (RIRLS) method to construct the weight matrix guide by the residual error of the previous round of the estimated value. In each round of the locating, maximize the elimination of measurement error through iteratively reweighted least square(IRLS), and IRLS also has several capabilities [3, 23] , such as weakening the outliers, network attack, data missing etc., and then make the algorithm robust. In addition, in order to avoid the calculation problem of the location estimation which is caused by the collinearity among anchors, the regularization method is also used based on IRLS.
At the preliminary stage of locating, the unknown node utilizes the surrounding anchors to estimate location though the OLS method and these unknown nodes which can be located are upgraded to new anchors. The calculation method uses the formula (5).
In order to eliminate the effect of heteroscedasticity on the subsequent localization, the effect of abnormal data is reduced by weighting the sample of residuals. Therefore, the minimization is not for the sum of squared residuals, but for another residual function with low increasing rate.
( ) arg min ρ − b Ax (7) Set the partial derivative of equation (7) to be 0.
( )
Where ρ is the objective function. We define the weight function w as ˆˆ'( ) 0 ( )1 0
Then formula (5) is turned into ( )
Where ( )
The weighting matrix W is iteratively generated guide by the regression residuals, and the generation procedure is:
1. Set one iteration cursor as = 0 I , and in this case use OLS to estimate the estimated e , which is used to calculate the initial weight.
3. Choose a weight function for the initial OLS residuals, producing the preparation
Thereinto, the common weight functions include Huber, Bisquare-weight, Andrew, Ramsay, and so on [2] . Their definitions are shown in table 2. In this paper weight function huber is selected. . Generally speaking, when the change of estimated results is less than 0.01% [2] of the previous iteration, the solution is deemed to be convergent.
It's worth noting that the IRLS algorithm is iteratively forward, and every step of the derivation of optimal estimated value î x is based on the hypothesis that there exists no collinearity problem in T A WA , but unfortunately, the IRLS method can eliminate the heteroscedastic disturbances caused by accumulated errors, while the collinearity problem in T A WA cannot be guaranteed to be eliminated. For the diagnosis of ill-posed problems, there are several frequently used methods, such as the characteristic analysis, the condition number and the condition index-variance decomposition proportion method and so on [10] . The most direct way to solve the ill-posed problem is to increase the amount of information, namely the way to increase the number of anchors, but this way is not suitable for incremental localization which is lack of anchors by itself. The use of the biased estimate method is another solution, which has strong anti-disturbance ability and can even overcome the illcondition, so that the stability of parameter estimation can be enhanced. There are some common biased estimates; such as Stein estimate, ridge estimate, generalized ridge estimate, etc. [7] . Thereinto, the ridge estimate method is derived from the Tikhonov regularization principle, and it is the most influential algorithm in the biased estimates; what's more, its calculation amount is small, and it is simple and effective.
Therefore, in the iterative process it is necessary to do the corresponding strategy to avoid the problem that the algorithm cannot be solved, which is resulted from the collinearity. The ridge regression method is a regularization method which can effectively eliminate the collinearity problem. Proposed by A.E.Hoerl [1] in 1962, the method sacrifices the unbiasedness of estimation for greatly reduction of estimated variance by introducing an offset (also known as a ridge parameter) , so as to ultimately improve the estimation accuracy and stability. A WA I closing to zero is improved. When the system is ill-posed, the ridge estimation can overcome the defect that the OLS estimation is unstable. The key of the ridge regression method is how to select the proper ridge parameter. There are some common selected methods, such as ridge trace method, L-curve method, generalized cross validation method, and so on [28] . Ridge trace method is intuitionistic, but has a certain degree of subjective randomness. Sometimes the general cross validation (GCV) function changes too slowly, and the minimum is difficult to determine. The L-curve method is a very rigorous method to determine the ridge parameters in theory with high accuracy and good applicability. However, the above methods all require a certain amount of computational cost. Considering that in general 0 01
is an illconditioned matrix [4] , so we also adopt the method of fixed ridge parameter.
Performance Evaluation
Incremental localization method has the characteristic of large-scale, and to verify such a localization algorithm may need to deploy hundreds of nodes, but there is no way to achieve such a large real network under the present experimental conditions. In addition, the evaluation of the merits of the incremental localization algorithm usually needs to verify its applicability in different scenarios; sometimes it is necessary to adjust the parameters of the algorithm in the same scene, all of which are more difficult to achieve under the present experimental conditions. Hence, in the research on large-scale incremental localization algorithm, simulations are usually used to evaluate the performance of the localization algorithm. Subject to the measurement equipment and measurement methods, incremental localization process will be interfered by noise, so there is a certain deviation between the estimated location and the true location of node. The localization error is a function containing lots of network configuration parameters, including the number of anchors and nodes to-be-located, the geometric relationship among nodes, and the network connectivity etc., combining to form a complex system. Understanding the error characteristic is a significant step how to find the control error. Currently there are some commonly used indexes to evaluate this localization error, such as Mean Square Error (MSE), Root Mean Square Error(RMSE), Cramer Rao lower bound(CRLB), etc. [8, 17] , in which CRLB can be used as a benchmark to measure the performance of localization algorithm. If the algorithm can be very close to this bound, then continuing to improve the calculation accuracy will only get a small profit. In addition, dependence of CRLB on network parameters can help to understand the characteristics of the network localization error, and CRLB can be computed efficiently, thereby avoiding the expensive Monte Carlo simulation. But CRLB is the lower bound for the covariance of the unbiased location estimate and it cannot be used as the performance boundary of a biased estimate. Regularization is a biased estimate for IL-RIRLS algorithm proposed in this paper. Therefore, it is not suitable for CRLB to evaluate the algorithm. RMSE is utilized to analyse and evaluate performance of IL-RIRLS and the ordinary incremental localization (OIL) algorithm.
Kleinrock [11] pointed out that in order to improve the utilization rate of network channel and maximize the network throughput, each node must has six neighbour nodes, while Takagi [20] thought that the performance of the static wireless network is the best when the number of neighbour nodes is 6 to 8. These results are all derived from the assumption that there is no interference between nodes. In order to ensure the best performance of wireless network in the actual deployment, a certain number of neighbouring nodes are required. To ensure the localization performance, each node needs to connect with a plurality of nodes. Therefore, in this experiment there is an assumption that nodes are distributed in a square area with 1000×1000, where there are 500 nodes and the anchor node rate is between 10% and 20%; nodes' RF transmission range is set to 80.
In the simulation experiment, the measurement of the distance between nodes is obtained by transforming the RSSI signal into the distance. For comparing the fairness of the experimental results, we use the signal model in the literature [14] to simulate the signal strength between nodes: [14] .
Because of the higher coverage rate of the incremental algorithm, the experiment in this section is mainly to study the localization accuracy of nodes, and RMSE is used as the evaluation basis for localization accuracy. Its definition is as follows: N denotes the number of nodes that can be located. Under the real environment, there are a large number of non-line-of-sight(NLOS) problems, such as moving crowd, occlusion of large items, etc. Therefore, the experiment investigates two types of network topology, which is the random deployment of nodes without occlusion in the square area, and the random deployment of nodes with occlusion, the deployment with the shape of 'C'. Figure 2 shows the final estimation results of the two groups are examined. In the figure, the solid '' denotes an anchor node; '' represents the real location of the unknown node; '' only uses the original anchor node to obtain the estimated location. '' expresses the obtained estimated location by using the new anchor and the original anchor. Each straight line connects a true node location and its estimation. The length of each line denotes the estimation error. In this group of simulation, 60 original anchors are placed randomly in the area. Figure 2 (c) shows the localization result of the OIL with nodes randomly deployed in the C-shape area. Due to without considering the cumulative error and the collinearity between anchor nodes, the estimated location is seriously deviated from the true location, and RMSE=7.31 in this region. Figure 2(d) shows the localization result under the conditions of the corresponding deployment. It is easy to see that it is obviously better than the OIL, and its RMSE=6. 26 .
In order to avoid the case that a single experiment cannot reflect performance of the algorithm under each area deployment, we have carried out a number of redeployment experiments (carried out 200 trials) on two kinds of localization algorithms. All of the reported simulation results are the average over 200 trials. Figure 3 shows the histogram of the average RMSE of multiple experiments with the change of the number of anchor nodes (the number of anchor nodes increased from 10% to 20%). Among them, Figure 3 (a) expresses the histogram of the change of localization error in the no-occluded area with nodes randomly deployed. Figure 3(b) represents the histogram of the change of localization error in the C-shape area with nodes randomly deployed.
Due to the deployment randomness, there exists a collinearity problem between the original anchors, and coupled with the cumulative error problem, the situation becomes more complicated. The OIL does not take the above problems into consideration, so RMSE fluctuates widely. In the experiment, for random deployment in the no-occluded area, the value of RMSE is between 6.63 to 9.26, while under the occluded situation, the value of RMSE is between 4.28 to 9.20. In Figure 3 (a) , when the number of anchor nodes is 80, the value of RMSE is considerably greater than the value when the number of anchor nodes is 70. In Figure 3 (b) , when the number of anchor nodes is 90, the value of RMSE is significantly greater than the value when the number of anchor nodes is 80. This is caused by not considering that the probability of being collinear may increase as the number of the anchors is much more in the case of collineation. The method proposed in this paper has taken into account the two problems mentioned above, so the value of RMSE decreases with the increase of the number of anchor nodes, and the corresponding RMSE values range from 4.87 to 8.07, and from 3.5 to 7.68, respectively. Because the number of nodes in the unit area in the Cshape area is greater than that in the no-occluded area, the RMSE value of the corresponding area is smaller than that of the no-occluded area.
(a) RMSE in square area (b) RMSE in C-shape area 
Conclusion
Combining the regularized iteratively reweighted least square with the incremental localization, we use the iteratively reweighted method in localization process to guide weight selection so as to reduce the heteroscedasticity problem caused by cumulative errors; meanwhile the regularization method in calculation is used to avoid the collinearity problem between the original anchors, the new anchors or between the original anchor and the new anchor. And in the localization process, we use the experience ridge parameter that it can avoid the complex process of parameter selection and make the proposed method feasible, so the effect of localization is more stable and the accuracy of localization is higher. The simulations proved that the effect and applicability are better than the previous incremental localization algorithms.
