The applicability of standard lattice percolation models to a random two-dimensional grain structure is explored. A random network based on the triangle lattice is proposed as a more appropriate model, and results in a higher percolation threshold (0.711 compared with 0.653 for the standard hexagonal lattice). The triple junction constraint inherent in grain boundary structures is subsequently applied to the new network. This results in a lowering of the percolation threshold to 0.686; this is opposite to its effect on the standard hexagonal lattice. The effect of varying the network's 'grain shape' distribution on the percolation threshold is also considered.
Introduction
Percolation theory is a natural mathematical tool for studying certain properties of grain boundary networks. In particular, the distinct properties of high-angle random (HAR) boundaries when compared against other grain boundaries (low-angle random (LAR) and/or coincident site lattice (CSL)) create a natural definition of open and closed bonds that may be used in the percolation model. This in turn may be used to predict path-based phenomena such as fracture [1] [2] [3] or corrosion [4, 5] .
In the case of fracture, grain boundaries consist of regions where atomic interfaces are less ordered, and result in a higher potential energy. If a fracture surface develops along the grain boundary, this potential energy will reduce the amount of energy required to form the new surface, and may result in intergranular fracture becoming the dominant mode of failure.
In a brittle material, the crack driving force, G, across a grain is 2c s , as usual. The value of G along a grain boundary will be approximately 2(1.2 · c s ) À c b , where the value of 1.2 represents a higher surface-generation energy for a new surface along a grain boundary [6] , and c b is the extra potential energy at the grain boundary due to disorder. The value of c b is often approximated to be zero for LAR and CSL boundaries, and assigned a single value for all HAR boundaries (e.g., [7] ). More exact values can be calculated [8] , but the two-value approximation is often sufficient.
Various methods have been used to investigate intergranular fracture using the two-value estimation for c b , including semi-empirical [7] , minimal surface [9, 10] and fuse-lattice [11] . However, the division of boundaries into high or low energies (open or closed bonds) allows percolation theory to be used as yet another tool in this area of investigation.
Traditionally percolation theory as applied to grain boundaries has utilized the hexagonal (or 'honeycomb') lattice as the basis for the theory (e.g., [12] [13] [14] ). This lattice naturally reflects the triple junction network found in a grain structure.
A recent paper [15] reported results from studying percolation effects across real grain boundaries in a twodimensional (2-D) section of 304 stainless steel, and compared them with the traditional models. The data were taken from a detailed OIM scan with a 6-lm step size over a 4-mm 2 sample of the material. HAR grain boundaries were defined to be the 'open bonds'. The HAR boundaries were those with misorientation above 15°that did not fall under the criterion for a CSL boundary. This criterion was varied until a cluster of HAR boundaries spanned the sample. The percolating network is shown in Fig. 1 .
Non-contributing loops were removed from the analysis, and a bond was defined as a segment of grain boundary between two triple junctions.
Percolation was found to occur at P(HAR) = 0.46 (i.e., the probability that a given boundary is HAR was 0.46). This compares with a theoretical value of 0.653 for the standard hexagonal lattice [16] , or 0.659 for the standard hexagonal lattice with constraints at the triple junctions [17] (using the value obtained for 'twinned' material).
As discussed in Ref. [15] , the main reason for the discrepancy appears to be the presence of two distinct networks within the grain structure -a 'contributing' network of HAR and non-HAR grain boundaries that determine the main characteristics of the HAR clusters; and within this network, a 'non-contributing' network of CSL and LAR boundaries that lie within the outer network, and bias the ratio of non-HAR boundaries. These belong to twins and sub-grains, and constitute up to around 66% of the total grain boundary length, or 45% of the total number of 'bonds' (segments of grain boundaries between triple junctions).
However, while this explanation gives a plausible reason for the discrepancy between the measured and the theoretical percolation threshold, the question remains open as to the applicability of the standard lattice model to random grain structures.
If we define an edge in the grain boundary network to be a segment connecting two adjacent triple junctions, then it may be readily seen from Fig. 1 that the number of edges per grain is somewhat random, and is certainly not accurately described by the hexagonal lattice, which has a constant six edges per grain. This paper studies the effect of such differences when it comes to determining the percolation threshold. A more suitable model derived from lattice structures is proposed and compared with the random grain network. The percolation threshold for the new structure is determined. The effect of applying a triple junction constraint, to better reflect actual grain properties, is also investigated.
In a preprint brought to the authors' attention during peer review of this paper, a limited study of an 'irregular lattice' is undertaken in the context of scaling laws [18] . This structure is obtained starting from the traditional hexagonal lattice and switching boundaries to vary the number of edges for random grains. While the methodology and scope of the preprint is significantly different from the present paper, it is of interest that irregular structures have recently been of interest to major authors in this field.
Description of the new structure
The basis of the following approach is to assume that a 2-D graph of grain boundaries has only triple junctions. This is consistent with the standard approaches to grain boundary networks [12] [13] [14] . Secondly, lengths of the grain boundary sections are ignored, and each section between grain boundary junctions is considered as a single bond (again consistent with the standard percolation approach). Thus grain boundary networks will be compared with lattice-based structures in a topological manner.
Based upon these assumptions, the starting point is to define a random 'pseudo-lattice' that has similar structure to a 2-D grain boundary network. We start from a standard triangular lattice as shown in Fig. 2 . Each vertex is assigned 3 bonds (as shown) to form the standard unit cell Fig. 1 . Grain boundary network for 304 stainless steel studied in Ref. [15] ; the heavier boundaries are HAR boundaries, while the light ones are CSL or LAR boundaries. Fig. 2 . The basis triangle lattice with 3 bonds per vertex.
for the lattice. Thus there are 3 bonds per vertex (in this paper the number of bonds per vertex means the number of bonds divided by the number of vertices -not the number of bonds meeting at each vertex). Since we require a triple junction at each vertex we must delete an average of 1.5 bonds per vertex. Unit cells are populated from left to right, and from bottom to top of the lattice. For the current unit cell, if the vertex is already attached to a total of b bonds (from unit cells to the left and below), then (3 À b) bonds are randomly chosen from the unit cell to complete the triple junction. For the left and bottom edges of the lattice, the value of b is chosen randomly. A sample resultant pseudo-lattice is shown in Fig. 3 .
In order to determine whether this is a reasonable representation of a 2-D grain structure, we compare it to a real grain sample. Clearly the number of bonds per vertex will be correct if the real grain structure is made up purely of triple junctions. The other parameter that may be used to compare the topological equivalence of the networks is the distribution of the number of bonds (or edges) per grain. In the sample ( Fig. 1 , and Ref. [15] ) the average number of edges per grain is 4.8 over 413 grains; in our example pseudo-lattice, the number is 5.6 over 183 grains (later analysis over a large number of grains showed that the number of edges per grain converges to 6; for a small number of grains the edge effects -larger grains being more likely to terminate outside the current window -skewed the results). Fig. 4 shows the distribution of the number of edges per grain for the real and theoretical networks.
It should be noted that the number of edges per grain calculated for the 304 stainless steel was counted by eye; hence very short edges would not necessarily be resolved. This may explain the rather high number of grains with three edges amongst the 413 grains. Notwithstanding the limited data, the pseudo-lattice is clearly much closer to the actual grain structure than a hexagonal lattice where every grain has six edges.
Having established that the pseudo-lattice is a closer topological fit to a real grain structure than the hexagonal lattice, we expect that a real grain structure will have similar percolation properties to the pseudo-lattice.
Discussion of expected results
Before analyzing the percolation properties of the pseudo-lattice, we consider how we might expect it to compare to standard lattices. Consider the percolation thresholds for the three most common lattices given in Table 1 (the values are for bond percolation).
The percolation threshold is strongly related to the number of bonds per vertex. This seems to be intuitive given that the number of bonds per vertex determines the density of paths in the lattice (consistent with standard texts, a percolation path is assumed to follow open bonds -e.g., Ref. [19] ).
Gurland (e.g., Ref. [20] ) proposed that for 3-D percolation, an average of 1.5 open bonds at each vertex was an approximate critical value independent of whether the graph was random or a regular lattice. In 2-D, it may be Table 1 Percolation thresholds for standard lattices [11] ; note that the number of bonds per vertex is half the number of bonds meeting at each vertex seen from Table 1 that the number of open bonds connecting to each vertex at percolation is an average of approximately 2. This is another way of making the same observation that the percolation threshold is approximately 1/(number of bonds per vertex). From this point of view, the pseudo-lattice (and grain structure) has 1.5 bonds per vertex, and hence is expected to have a similar percolation threshold to the hexagonal lattice. This is consistent with the normal representation of a grain structure as a hexagonal lattice.
One must now question the effect of the random nature of the pseudo-lattice when compared to the regular hexagonal lattice, and whether this will significantly change the expected percolation threshold. To aid the discussion we note that both the square and hexagonal lattices can be obtained by deleting 1 or 1.5 bonds per vertex, respectively, from the standard triangle lattice (see Figs. 5 and 6 ).
Take the case of the square lattice. Deleting one bond per vertex of the triangular lattice removes 1/3 of the bonds; if these had been removed in a random manner, one would expect that 0.347/(1 À 1/3) = 0.52 of the remaining bonds should be open to arrive at the percolation threshold (consistent with the percolation threshold for the triangle lattice of 0.347). In fact the actual fraction requiring removal is 0.5. Hence the non-random removal of the first 1/3 of the bonds has not had a huge effect on the percolation threshold.
Similarly, for the hexagonal lattice, had we deleted 1/2 of the bonds in a random manner, we would expect that 0.347/(1 À 0.5) = 0.694 of the remaining bonds should be open to arrive at the percolation threshold. In this case, the actual value is 0.653.
In the case of the pseudo-lattice, since the bonds are removed in a somewhat random manner (as opposed to the structured removal of bonds to form the honeycomb lattice), one would expect that the percolation threshold will be closer to the value of 0.694. This was the starting hypothesis of the authors.
Percolation threshold results for the pseudo-lattice
To determine an actual value for the percolation threshold for the pseudo-lattice, a number of random lattices were created and the threshold found numerically for each lattice (with a search step size of 0.001). Various methods of deciding the percolation threshold were tried with very similar results. The chosen method was to take the value of P(HAR) that had an equal weight of percolating values below as the weight of non-percolating values above it. The weight was simply the distance of the value from the calculated percolation threshold.
Percolation was registered if a continuous path of HAR boundaries occurred from left to right and/or from bottom to top of the window. The size of the window was increased until convergence of the percolation threshold was obtained.
A typical set of results is illustrated in Table 2 for a single pseudo-lattice.
Approximately 40 values of P(HAR) were assessed on more than 10 different randomly generated pseudo-lattices of approximately 6000 grains. A number of pseudo-lattices of 16,000 grains were also used to confirm the accuracy of the smaller models. The results were remarkably consistent with a standard deviation of less than 0.002 (0.25%).
The average percolation threshold value was 0.711. This was slightly higher than the expected value of 0.694 (by 2%).
To validate the model a standard hexagonal lattice was assessed in exactly the same manner, and a percolation threshold of 0.6513 obtained. This is slightly below the published value of 0.6527 (by 0.2%), but generally supports the accuracy of the models and methodology.
Application of the triple junction constraints
It has been observed (e.g., Ref. [14] ) that the misorientation values of three grain boundaries meeting at a triple junction are not completely independent. If M i is the misorientation matrix for the ith grain boundary, then
where I is the identity matrix. The constraint would generally be applied in a natural manner by assigning random (3-D) orientations to the grains, and calculating the resultant (2-D) misorientation. For ease of application of the constraint in our case, it is convenient to deal solely with randomly assigned misorientations and applying the constraint derived from Eq. (1) as follows [14] :
where h max is the maximum misorientation of the three boundaries at a given triple junction, and h i , h j are the other two misorientations. An arbitrary maximum misorientation of 22.5°was chosen for the exercise, and a misorientation was labeled as HAR if the angle was greater than 15°. This turned out to be a convenient combination that resulted in less effort required to satisfy Eq. (2) . Note that the study in Ref. [14] reported that the percolation results for a standard lattice were insensitive to both actual crystal symmetry (and hence maximum misorientation), and defined HAR limit. A target P(HAR) was chosen, and a given angle randomly selected between 0°and 15°(i.e., LAR) or between 15°and 22.5°(i.e., HAR) based upon this probability. If the resultant boundaries meeting at a given junction did not satisfy Eq. (2), the process was repeated. A limit was placed upon the number of attempts at each junction. However, the constraint was violated at less than 0.1% of the junctions.
The final P(HAR) that resulted from this algorithm was slightly higher than the target; thus the final value was the one used in the analysis.
To illustrate the effect of the constraint, and by way of validation, we define J i (I = 1, 2, 3) to be the probability that a given junction will have i LAR (i.e., non-HAR) boundaries meeting there. For example, if P(HAR) = 1, then J 3 = J 2 = J 1 = 0 since there are no LAR boundaries, and J 0 = 1. Values of J i are plotted in Fig. 7 for the unconstrained case, and for the constrained case.
These figures compare favorably with those in Ref. [14] , and indicate that the method for choosing the grain boundary orientations is reasonable. To be more specific, the constrained values lie between those for the general and those for the fiber case described in Ref. [14] , and closer to the general case. We will discuss these cases in more detail after presenting the results of the constrained pseudo-lattice model.
As for the unconstrained case, several hundred percolation searches were undertaken on different pseudo-lattices, and with varying P(HAR). Once again the results were extremely consistent (the standard deviation was 0.003). The effect of the constraint was to reduce the percolation threshold from 0.711 to 0.686.
To put this result in context we quote the results from several models on the standard hexagonal model reported in Ref. [12] ; see Table 3 . The fiber case represents a material with a preferred crystallographic axis (such as for an extruded material); the twinned case represents a material with significant twinning, and where the open/closed bonds are taken to be non-CSL/CSL respectively (i.e., P(HAR) refers to P(non-CSL)).
J 0 and J 1 are the fraction of junctions with 3 and 2 HAR boundaries, respectively. Thus, the value of J 0 + J 1 gives the fraction of junctions that contribute to HAR paths. If the J 0 and J 1 junctions were distributed randomly through the material, it would clearly be the case that a higher value of J 0 + J 1 would mean a higher probability of a percolating path, and therefore a lower value of P c . However, for all of the constrained models the value of J 0 + J 1 is higher than the respective random case; yet the value of P c is not consistently lowered due to the constraint.
It is observed in Ref. [14] that the application of the triple junction constraint tends to cluster the HAR bonds. In Table 2 Typical data from percolation searches on a single pseudo-lattice with varying P(HAR) For this case the calculated threshold is 0.7114. A 'percolation' value of 0/1 indicates that percolation has not/has occurred (respectively) for this value of P(HAR).
the case of the fiber texture the clusters tend to be 'strings', thus increasing the probability of a percolation path. Furthermore, in this case the value of J 0 + J 1 is highest. Both of these facts lead to a lowering of P c . In the case of the general texture, the clusters of HAR bonds form tighter groups, and actually decrease the probability of percolation, despite the rise in J 0 + J 1 . Hence the nature of the clustering appears to have a larger affect than the change in J values. In the case of the pseudo-lattice, the clustering also results in a 'patchier' network than the random case. However, the clusters appear to help paths circumnavigate the occasional larger grains, rather than resulting in small loops of HAR bonds (see Fig. 8 ) This, combined with the higher value of J 0 + J 1 , reduces the percolation threshold from the random case.
Effect of varying the grain shape distribution
The results presented so far relate to the natural pseudolattice created using the method outlined, and which has a particular distribution of grain shapes. Since the object of the study is to argue that grain shape has a significant effect on percolation thresholds we now apply a simple method of changing the grain shape distribution and observe the effect on the threshold. Table 3 Percolation thresholds (P c ) and approximate values of (J 0 + J 1 ) for various cases
Random hexagonal [16] 0.653 0.21 Fiber constrained hexagonal [14] 0.601 0.33 General constrained hexagonal [14] 0.676 0.29 Twinned constrained hexagonal [17] 0.659 0.27 Random pseudo-lattice (this paper) 0.711 0.21 Constrained pseudo-lattice (this paper) 0.686 0.29 The method is implemented by increasing (or decreasing) the probability that adjacent bonds be deleted in the formation of the original pseudo-lattice, thus increasing (or decreasing) the probability of 'large' grains (grains with a higher number of edges) being created. Two cases were studied: one (Case A) with increased and the other (Case B) with decreased probabilities of deleting adjacent bonds. The resultant grain shape distributions are plotted in Fig. 9 along with the natural pseudo-lattice. The results for the various cases, with and without the triple junction constraint, are given in Table 4 .
As one might expect, increasing the probability of larger grains in Case A makes percolation more difficult, as percolating paths have to circumnavigate these grains; thus the percolation threshold is higher. Similarly, taking the opposite approach (Case B) reduces the percolation threshold. The triple junction constraint has a similar effect in terms of lowering the threshold for each of these cases. The results give some indication of how the percolation threshold will alter with grain shape distribution. In Fig. 10 we plot P c vs. standard deviation for the four cases in Table 4 . We also plot a best fit quadratic.
Summary
The objective of this study was the investigation of percolation on lattice-based networks that represented the topology of real grain structures more closely than the traditional hexagonal lattice.
A random pseudo-lattice composed of triple junctions has been obtained from the standard triangle lattice, and is proposed as a closer fit to real 2-D grain structures. The average number of edges in a single real grain structure (0.48) was found to be lower than that for the pseudolattice (0.56). This is likely to be due to effects such as sub-grains (see Ref. [15] ), but more data are required for a true comparison. However, the distribution of number of edges per grain for the real case and the pseudo-lattice is reasonably close.
The percolation threshold for the pseudo-lattice has been found to be 0.711. This is slightly higher than the expected value of 0.694, and significantly higher than the standard hexagonal lattice value of 0.653.
For percolation in 2-D, an approximate average value of 2 open bonds meeting at each vertex is required. The resultant threshold of 0.711 is equivalent to 2.13 open bonds at each vertex, which is slightly higher than the value for the triangle lattice.
We have argued that the percolation threshold would be close to the value of 0.694. This has proven to be the case. The reason for the slightly higher than expected value is presumably due to the obstacles created by the randomly placed large grains that necessitate longer paths on average to cross the sample; this results in the requirement for a higher percentage of open bonds for percolation.
The triple junction constraint -representing the relationship between misorientation angles at a triple junction for real grain boundaries -has been applied to the pseudolattice, and results in the lowering of the percolation threshold to 0.686. This is the opposite of the effect seen (Fig. 4) are also shown (asterisks). Note that the data continue to the right with Case A dominating for high numbers of edges (albeit at low probability). Table 4 . A best fit quadratic is also plotted. on the hexagonal lattice, where the threshold was raised from 0.653 to 0.676. Thus the final separation of the constrained hexagonal and pseudo-lattice thresholds turns out to be quite small. The effect of varying the grain shape distribution in the pseudo-lattice has been demonstrated. The presence of a higher percentage of larger grains raises the percolation threshold, as one might expect. The change in P c for the small number of distributions tested seems to correlate to the standard deviation from the mean number of edges per grain. The triple junction constraint consistently lowers the threshold for each variation of the pseudo-lattice.
The standard deviation in the numerical results for the calculated percolation thresholds, across a series of randomly constructed pseudo-lattices, is very small, and indicates that the results from such structures will be stable.
Finally, it is noted that this study involves a 2-D construct. This is consistent with the majority of percolation studies, and allows comparison with a wide range of 2-D studies. Furthermore, comparison with actual grain shapes is currently only reasonable for 2-D data (although 3-D data are growing due to techniques such as serial sectioning). However, any percolation phenomenon of interest will generally be occurring in a 3-D environment; hence the above study would ideally be expanded to 3-D. While the authors have not yet attempted to do this, one way might be to begin with the regular cubic lattice. If a line is defined by the intersection of any perpendicular faces, then the lattice has six lines meeting at each vertex. In a similar way to that described for the pseudo-lattice, one might randomly delete the lines (and hence the faces that meet there) until only three meet at each vertex. The construct will not be as neat, since deleting some lines will result in deleted vertices, but the overall goal of a random arrangement of cells with only three cells meeting on any given line should be achieved. No doubt there are various alternative (and better) methods of arriving at a similar 3-D construction.
