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Resumen
Uno de los objetivos centrales de la inversión de datos sísmicos prestack consiste en
determinar contrastes entre las propiedades físicas de las rocas del subsuelo a partir
de la información contenida en la variación en función del ángulo de incidencia de las
amplitudes de las ondas sísmicas reﬂejadas en las interfaces geológicas. La inversión de
datos sísmicos prestack es un problema mal planteado y mal condicionado, en el sentido
de que pequeñas cantidades de ruido en el dato llevan a grandes inestabilidades en las
soluciones estimadas. Además, debido a la naturaleza de los datos observados, que son
ruidosos, incompletos y de banda limitada, coexiste el problema de la no-unicidad de las
soluciones. Dichos problemas apremian la utilización de regularizaciones y restricciones
con el ﬁn de estabilizar el proceso de inversión y promover al mismo tiempo soluciones
con alguna característica deseada. Las soluciones ralas, o sparse, son deseables debido
a que permiten obtener reﬂectores bien deﬁnidos y de esa forma superar el problema
de la baja resolución observada en las soluciones obtenidas por medio de métodos de
inversión convencionales.
En este trabajo de tesis presentamos tres nuevas estrategias basadas en la utilización
de diferentes regularizaciones que estabilizan el problema de inversión y promueven so-
luciones sparse a partir de datos sísmicos prestack. En la primera estrategia se procede
a estimar soluciones sub-óptimas del problema de inversión regularizado mediante la
norma l0 por medio de la utilización del algoritmo de optimización global Very Fast
Simulated Annealing (VFSA). La segunda estrategia consta de dos etapas: primero se
resuelve el problema de inversión regularizado mediante la norma l1 por medio de un eﬁ-
ciente algoritmo de optimización conocido como Fast Iterative Shrinkage-Thresholding
Algorithm (FISTA) y luego se realiza un paso correctivo de las amplitudes estimadas
utilizando mínimos cuadrados. Estas dos primeras estrategias permiten estimar con
éxito soluciones sparse utilizando la aproximación de Shuey de dos términos, modelo
que describe la variación con el ángulo de incidencia de los coeﬁcientes de reﬂexión
sísmica. La tercera estrategia utiliza como regularización la norma l2,1, permitiendo
incorporar información a priori por medio de matrices de covarianza o de escala. En
este caso se estiman soluciones sparse de los parámetros de la aproximación de Aki
& Richards de tres términos y, si la información a priori disponible es adecuada, es
posible obtener también una estimación de tipo blocky de los parámetros elásticos del
subsuelo.
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Capítulo 1
Introducción
El análisis de las variaciones de la amplitud de las ondas reﬂejadas en función
del ángulo de incidencia, análisis llamado AVA (Amplitude Variation with Angle), es
de gran importancia en el estudio del subsuelo para la detección de hidrocarburos
y caracterización litológica (Chopra y Castagna, 2007). El análisis de AVA tiene su
origen en la década de 1960, cuando se observaron en los datos sísmicos poststack
anomalías de amplitud relacionadas con los depósitos de gas. La presencia de gas tiene
como efecto una disminución considerable de la velocidad de propagación de las ondas
compresionales P . Debido a esto también se observa un incremento en el valor del
coeﬁciente de reﬂexión y se observa en el dato sísmico un reﬂector de amplitud anómala.
Sin embargo estas anomalías de amplitud, llamadas bright spots (Sheriﬀ, 2002), no sólo
pueden ser consecuencia de la presencia de gas sino que también pueden deberse a
cambios bruscos en la litología (Verm y Hilterman, 1995). Con el ﬁn de separar el efecto
sobre el dato de la presencia de ﬂuidos del efecto debido a cambios bruscos en la litología
se desarrollaron, en la década siguiente, técnicas y métodos basados en el análisis de
la amplitud de los coeﬁcientes de reﬂexión a partir de datos postack. Ostrander (1984)
ﬁnalmente introdujo una nueva clase de atributos sísmicos por medio del análisis de
AVA. El análisis de AVA demostró ser capaz de proveer valiosa información para la
caracterización del subsuelo y la prospección de hidrocarburos, ya que la variación de
la amplitud no sólo depende del ángulo de incidencia sino también de las propiedades
físicas del medio por el cual se propagan las ondas, y en particular del contenido de
ﬂuidos de las rocas. De esta variación se puede obtener estimaciones de parámetros
elásticos tales como la velocidad de propagación de las ondas P y de las ondas S, la
densidad ρ y el coeﬁciente de Poisson, entre otros.
Dada una onda plana que incide sobre una discontinuidad que separa dos medios
adyacentes con propiedades diferentes, el AVA puede ser modelado por medio de las
ecuaciones desarrolladas por Karl Bernhard Zoeppritz (1919). Debido a que no son
lineales las ecuaciones de Zoeppritz resultan poco prácticas para ser aplicadas en pro-
blemas de inversión o de interpretación. Como consecuencia, desde la década de 1960
varios autores han desarrollado aproximaciones lineales de las ecuación de Zoeppritz
como, por ejemplo, las aproximaciones de Bortfeld (1961), Aki y Richards (1980),
Shuey (1985), Smith y Gidlow (1987), Fatti et al. (1994), Verm y Hilterman (1995).
Los coeﬁcientes de estas aproximaciones constituyen atributos AVA que sirven para
caracterizar propiedades petrofísicas del subsuelo e indicar la presencia o no de hidro-
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1. Introducción
carburos (Ostrander, 1984; Castagna et al., 1998; Smith y Gidlow, 2000; Chopra y
Castagna, 2007).
Dado un conjunto de datos prestack es posible desarrollar estrategias de inversión
para estimar los valores de los coeﬁcientes de las aproximaciones de las ecuaciones
de Zoeppritz y, a través de estos, caracterizar el subsuelo. Sin embargo, al resolver el
problema inverso se tiene que tener especial consideración en la existencia, unicidad y
estabilidad de las soluciones estimadas (Aster et al., 2013). Al resolver un problema in-
verso la existencia de la solución no está garantizada, y en caso de existir podría no ser
única. Además los problemas de inversión están en general mal condicionados; es decir,
existen muchas soluciones que honran al dato con igual calidad, pero algunas de éstas
pueden ser inestables y carecer de signiﬁcado físico. Se pueden estimar soluciones más
adecuadas regularizando el problema, es decir, promoviendo cierto tipo de soluciones
mediante la minimización de una norma apropiada utilizada para incorporar informa-
ción a priori útil al proceso de inversión (Tarantola, 2005; Ulrych y Sacchi, 2005). Por
ejemplo, la simplicidad de las soluciones es una propiedad que puede ser obtenida por
medio de diferentes tipos de regularizaciones. Desde el punto de vista del problema de
inversión de datos sísmicos, estimar soluciones simples implica estimar soluciones ralas,
o sparse, de los coeﬁcientes de reﬂexión y/o soluciones blocky de las impedancias o de
los parámetros elásticos. Una solución de tipo sparse es aquella que puede representarse
por medio de un vector en el cual la mayoría de sus elementos son cero, ocupando los
valores no nulos unos pocos elementos aislados. Por otro lado, una solución de tipo
blocky es aquella que es constante por tramos. Las soluciones tipo sparse y/o blocky
son deseables ya que a través de ellas es posible resolver mejor los reﬂectores cercanos,
superando el problema de baja resolución de las soluciones obtenidas, por ejemplo, con
el método de mínimos cuadrados (Debeye y van Riel, 1990). A pesar de que se sabe
a través del estudio de pozos que la estructura real del subsuelo es más bien continua
que sparse (Cooke y Schneider, 1983), es también verdad que en general la distribución
de las amplitudes de los coeﬁcientes de reﬂexión no es gaussiana (Walden y Hosken,
1986; Velis, 2003). Más aún, las secuencias de reﬂectividad derivadas de estudios de
pozo indican que las principales unidades litológicas pueden asociarse con grandes coe-
ﬁcientes de reﬂexión que muestran un comportamiento esencialmente sparse (Walden
y Hosken, 1986). Debido a esto es importante contar con algoritmos capaces de obtener
soluciones sparse de los coeﬁcientes de reﬂexión. Por ejemplo, las soluciones sparse han
sido aplicadas con éxito en problemas de deconvolución de datos sísmicos por varios
autores asumiendo que la reﬂectividad sigue una distribución de probabilidad lapla-
ciana, lo que conduce a regularizar el problema mediante la norma l1 (Wiggins, 1978;
Taylor et al., 1979; Oldenburg et al., 1983; Sacchi et al., 1996; Sacchi, 1997; Robinson
y Ebrom, 1996, p.ej.).
1.1. Antecedentes
En el contexto de la inversión de datos sísmicos prestack se han desarrollado gran
cantidad de métodos para obtener soluciones de diversos atributos con interesantes
resultados. A continuación daremos una breve descripción de algunos trabajos repre-
sentativos. La variedad de técnicas empleadas para la resolución del problema, así
como la variedad de tipos de soluciones que se obtienen, hace difícil su clasiﬁcación. Si-
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guiendo la temática principal de esta tesis separaremos aquellas técnicas que permiten
obtener soluciones sparse y/o blocky de aquellas que no. A pesar de esta diferenciación
hay características que son comunes a todos los métodos. Por ejemplo, es sabido que
a partir de observaciones con ruido y con un rango limitado de ángulos de inciden-
cia no es sencillo estimar simultáneamente los coeﬁcientes de las aproximaciones de
las ecuaciones de Zoeppritz sin tener alguna clase de información a priori acerca de
las características esperadas de las soluciones y/o restricciones geológicas adicionales
(Cambois, 1998a; Downton y Lines, 2001). Una forma de superar este problema es por
medio de la utilización de una matriz de covarianza o matriz de escala que permita
incorporar información de la correlación entre los parámetros a estimar. El desarrollo
de los métodos de inversión, tanto los que promueven soluciones sparse como los que
no, muchas veces están basados en la teoría de Bayes (1763). Esta teoría permite re-
gularizar el proceso de inversión de manera sencilla, asumiendo que la solución sigue
una función de densidad de probabilidad a priori.
Entre los métodos de inversión convencionales, podemos citar los trabajos de Sim-
mons y Backus (1996), quienes propusieron un método para estimar soluciones de las
reﬂectividades de la aproximación de Aki y Richards asumiendo la validez de la ecua-
ciones de Gardner et al. (1974) y Castagna et al. (1985). En este método se incorpora
información a priori a través de la utilización de matrices de covarianza. Por medio del
enfoque bayesiano Buland y Omre (2003) propusieron utilizar la función de probabili-
dad a priori gaussiana para estimar soluciones de la velocidad de la onda P , velocidad
de la onda S y de la densidad, método que también incorpora información a priori
utilizando una matriz de covarianza. Una estrategia similar fue utilizada por Downton
y Lines (2001, 2004). Hampson et al. (2005) y Hampson y Russell (2013) proponen una
técnica para la estimación simultanea de las impedancias de las ondas P y S, y de la
densidad basada en la aproximación de Aki y Richards. Dicha técnica asume que existe
una relación lineal entre los logaritmos de las magnitudes a estimar, y los resultados se
obtienen perturbando un modelo inicial de la impedancia de la onda P , por lo que es
necesario contar con dicha información a priori. El método propuesto por Ma (2002)
hace uso del VFSA, algoritmo de optimización global que también se utilizará en esta
tesis, para obtener soluciones de las impedancias de la ondas P y S. Por otro lado, en el
contexto de la inversión sparse y/o blocky, Alemie y Sacchi (2011) se basan en la teoría
de Bayes y utilizan la distribución de probabilidad de Cauchy multivariable, como fun-
ción a priori, para estimar reﬂectividades sparse asociadas a la aproximación de Aki
y Richards. Con una estrategia similar, Downton y Lines (2003) obtienen soluciones
sparse de las reﬂectividades asociadas a las impedancias de la ondas P y S y al fluid
stack, asumiendo que dichas reﬂectividades siguen una distribución de probabilidad a
priori laplaciana. En los trabajos de Jensås (2008); Eidsvik y Theune (2009) y Theune
et al. (2010) se analiza el uso de las distribuciones de Gauss, Cauchy y Laplace como
funciones de distribución a priori de las reﬂectividades de Aki y Richards para obtener
soluciones blocky de las velocidades P y S, y de la densidad ρ. Con el mismo propósito
Misra y Sacchi (2007, 2008) propusieron utilizar una combinación de VFSA y un ﬁl-
tro edge-preserving-smoothing (EPS). Mallick (1995) propone estimar soluciones blocky
asumiendo que el subsuelo se compone de un número grande, pero ﬁnito, de capas y
utilizan el algoritmo de optimización global Genetic algorithm (GA) para encontrar
el mínimo de la función de costo del problema. Zhang et al. (2013) propusieron una
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estrategia de inversión de tipo basis pursuit basada en la construcción de un dicciona-
rio de reﬂectividades que les permitió estimar soluciones sparse de las reﬂectividades
asociadas a la onda P y a la onda S.
1.2. Motivación y alcances
Los métodos descritos son sólo una parte del basto, y en constante crecimiento,
campo de estudio de la inversión de datos prestack. Aunque estos métodos comparten
el objetivo común de estimar parámetros y atributos que sean útiles para la caracteri-
zación del subsuelo, son diferentes entre si y, como toda técnica de inversión, presentan
ventajas y desventajas. Algunos estiman soluciones que carecen de resolución, haciendo
difícil su posterior interpretación. Otros requieren la utilización de matrices de cova-
rianza para poder estimar correctamente las soluciones, sin embargo dichas matrices
no son fáciles de estimar aún cuando la información a priori necesaria para ello esté
disponible. Algunos de los métodos requieren de la inversión de matrices, hecho que
puede ser muy costoso computacionalmente cuando se realiza la inversión de grandes
volúmenes de datos. Por ello, y con el ﬁn de superar algunos de los inconvenientes
o limitaciones de los métodos mencionados, es necesario explorar el uso de técnicas
alternativas para la resolución de este tipo de problema inverso, que sean tanto eﬁ-
cientes como eﬁcaces desde el punto de vista computacional. Estas técnicas deberán
permitir la estimación de parámetros tales como las reﬂectividades y/o las velocidades
y densidades de las rocas valiéndose de estrategias de regularización que promuevan
soluciones de tipo sparse (o blocky según corresponda) que honren al dato observado y
que permitan, a su vez, incorporar la información a priori disponible de una manera
simple y práctica.
1.3. Objetivos
El objetivo principal de esta tesis es el desarrollo de estrategias alternativas para
la inversión de datos sísmicos prestack, que permitan superar los inconvenientes ob-
servados en los métodos descritos. En este sentido se espera obtener soluciones sparse
para la estimación simultánea de diversos parámetros y atributos sísmicos y/o petrofí-
sicos de interés como, por ejemplo, el intercept y gradient de la aproximación de Shuey
de dos términos (Shuey, 1985) o las reﬂectividades Rα, Rβ y Rρ de la aproximación
de Aki y Richards de tres términos (Aki y Richards, 1980). También se espera ob-
tener, cuando la información disponible lo permita, soluciones de tipo blocky de las
velocidades de propagación de las ondas P y S, y de la densidad. Con este ﬁn, se
utilizarán técnica bayesianas para justiﬁcar y deﬁnir el uso de ciertas normas para una
correcta regularización del problema inverso, y diferentes algoritmos de optimización
eﬁcientes basados en metaheurísticas de trayectoria y extensiones del método clásico
del gradiente. Especíﬁcamente, se prevé:
Analizar el uso de diferentes tipos de regularización del problema inverso, no
sólo con el objetivo especíﬁco de obtener soluciones de tipo sparse y/o blocky,
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sino también con el objetivo de incorporar convenientemente información adi-
cional proveniente de otras fuentes (como ser correlaciones entre los parámetros
obtenidas a partir de datos de pozo cercanos);
Utilizar el enfoque bayesiano como una herramienta útil para derivar, cuando sea
posible, las funciones de costo correspondientes a cada regularización planteada;
Obtener soluciones sparse de los atributos intercept y gradient regularizando el
problema de inversión mediante la norma l0. Analizar el uso del algoritmo de
optimización global VFSA como herramienta para minimizar la función de costo
no lineal resultante;
Obtener soluciones sparse de los atributos intercept y gradient basadas en la
utilización la norma l1 como término de regularización. Analizar el uso del al-
goritmo proximal Fast iterative shrinkage-thresholding algorithm (FISTA) como
herramienta para minimizar la función convexa resultante, y técnicas de debiasing
para corregir las amplitudes de las atributos estimados;
Estudiar la utilización de la norma mixta l2,1 como término de regularización
con el ﬁn de obtener soluciones sparse de las reﬂectividades de la aproximación
de Aki y Richards de tres términos. En este contexto incorporar información a
priori por medio de la utilización de matrices de covarianza o escala estimadas de
datos de perﬁlaje de pozo, con el ﬁn de restringir las amplitudes de las soluciones
estimadas. Cuando el dato a priori lo permita, estimar soluciones blocky de los
parámetros elásticos del modelo;
Aplicar las técnicas desarrolladas a datos sintéticos realistas y a datos de campo
con el ﬁn de obtener estimaciones simultáneas de diferentes parámetros de interés
para caracterizar el subsuelo con ﬁnes exploratorios. Realizar un análisis de las
soluciones estimadas, cuantiﬁcando los errores de los atributos obtenidos.
1.4. Organización de la tesis
La tesis consta de ocho capítulos y dos apéndices. En los primeros tres capítulos,
de los cuales esta introducción es el primero, planteamos las bases teóricas sobre las
cuales desarrollamos los métodos de inversión presentados. En el capítulo 4 realizamos
la inversión de datos sísmicos prestack por medio del método convencional de mínimos
cuadrados. Los capítulos 5, 6 y 7 son el núcleo de este trabajo, allí presentamos tres
nuevas estrategias para la inversión sparse de datos sísmicos prestack. En el capítulo 8
enunciamos las conclusiones en base a los resultados obtenidos en los capítulos ante-
riores y hacemos una breve discusión de los resultados obtenidos. En los apéndices A
y B detallamos los métodos de optimización utilizados para resolver los problemas de
inversión.
A continuación se hará una breve descripción de los próximos capítulos.
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Capítulo 2: Problema inverso: regularización y optimización
En el capítulo 2 hacemos un breve resumen de la teoría de inversión. Analizamos las
formulaciones clásica y bayesiana del problema inverso. Dentro de la primera formula-
ción se clasiﬁcan los problemas en lineales y no lineales, siendo los problemas lineales
a la vez clasiﬁcados en sobredeterminados y subdeterminados. Asimismo se concluye
que el método de mínimos cuadrados es adecuado para resolver problemas inversos li-
neales sobredeterminados, mientras que mínimos cuadrados amortiguados es adecuado
para resolver problemas lineales subdeterminados. También estudiamos los problemas
de inversión mal condicionados, ya que gran parte de los problemas de inversión en
geofísica pertenecen a esta categoría. Para los problemas mal condicionados discutimos
la regularización del mismo como un medio de poder estabilizar el proceso de inver-
sión. También analizamos las complejidades que surgen de una relación no lineal entre
el dato y los parámetros del modelo. En este mismo capítulo se puede encontrar un
breve resumen sobre los métodos de optimización locales y globales, y hacemos una
descripción de aquellos más conocidos y utilizados.
Capítulo 3: Problema directo: de Zoeppritz a los datos sísmicos prestack
En el capítulo 3 resumimos la teoría de la variación de la amplitud de las ondas
reﬂejadas en función del ángulo de incidencia (AVA). Se derivan las ecuaciones de Zoep-
pritz y hacemos una revisión de las aproximaciones lineales de las mismas, enfatizando
las aproximaciones de Shuey de dos términos (Shuey, 1985) y de Aki y Richards de
tres términos (Aki y Richards, 1980) ya que serán utilizadas en las estrategias de in-
versión desarrolladas en los capítulos 5, 6 y 7. También llevamos a cabo un análisis
comparativo de estas dos aproximaciones. Sobre el ﬁnal de este capítulo planteamos
la resolución del problema directo que utilizaremos al resolver problemas de inversión.
Dicha resolución está basada en el modelo convolucional, enumerándose las hipótesis en
las cuales se basa y obteniéndose una expresión matricial para generar datos sintéticos
a partir de las reﬂectividades y de la ondícula. A modo de ejemplo se generan datos
sintéticos a partir de modelos que presentan bajo y alto contraste de sus parámetros
elásticos, utilizando la ecuación de Zoeppritz, la aproximación de Aki y Richards y la
aproximación de Shuey de dos términos, y luego se realiza una comparación cualitativa
de los mismos.
Capítulo 4: Inversión de datos sísmicos prestack por mínimos cuadrados
En el capítulo 4 analizamos el problema de inversión de datos sísmicos prestack sin-
téticos 1D utilizando los métodos de mínimos cuadrados y mínimos cuadrados amorti-
guados, contemplando la aproximación de Shuey de dos términos y la aproximación de
Aki & Richard de tres términos. Para el caso de mínimos cuadrados amortiguados es-
timamos el parámetro de amortiguación mediante el criterio de discrepancia. También
realizamos un breve análisis del número de condición. Para ambos métodos se ve que
las soluciones estimadas, a pesar de ajustar al dato observado, no se corresponden con
las soluciones esperadas. En el caso del método de mínimos cuadrados sin amortiguar
esto ocurre porque el problema está mal condicionado y por lo tanto las soluciones
estimadas son inestables, dando como resultado parámetros del modelo sin signiﬁcado
6
1.4. Organización de la tesis
físico y con amplitudes sobreestimadas. Cuando se realiza la inversión utilizando el
método de mínimos cuadrados amortiguados el número de condición disminuye, sin
embargo las soluciones estimadas siguen siendo poco aceptables. Esto se debe a que
el método de mínimos cuadrados amortiguados contempla la regularización cuadrática
de los parámetros del modelo y este tipo de regularizaciones promueve la suavidad en
las soluciones, por lo que el carácter sparse de la solución esperada no será recuperado.
Debido a esto planteamos la necesidad de regularizar el problema por medio de una
norma que estabilice las soluciones y a la vez promueva soluciones de tipo sparse.
Capítulo 5: Inversión sparse mediante Simulated Annealing y mínimos cua-
drados
En el capítulo 5 presentamos la primera estrategia para obtener soluciones sparse
a partir de datos sísmicos prestack. En la estrategia planteada se procede a estimar
soluciones sub-optimas del problema de inversión regularizado mediante la norma l0.
Dichas soluciones se estiman por medio de la utilización del algoritmo de optimiza-
ción global VFSA (Ingber, 1989). Por medio de VFSA se establecen las posiciones en
tiempo de un número ﬁjo y pequeño de coeﬁcientes de reﬂexión para luego estimar,
en cada iteración, las amplitudes de los coeﬁcientes de la aproximación de Shuey de
dos términos por medio de la resolución de un problema de mínimos cuadrados de
pequeña dimensión. Este mismo enfoque fue utilizado por Velis (2008) en la deconvo-
lución de tipo sparse-spike de datos poststack. La técnica propuesta en este capítulo
es una extensión para datos prestack del método de deconvolución mencionado. Previo
a realizar el proceso de inversión establecemos, por medio del criterio de la curva-L,
el número mínimo de reﬂectores necesarios para ajustar el dato observado con una
dada tolerancia. Como parte del estudio del comportamiento del método propuesto,
se realizó un análisis de las soluciones estimadas cuando la ondícula utilizada en la
inversión es inexacta. Una ventaja del método de inversión propuesto es que, al ser
VFSA un algoritmo estocástico, es posible estimar la incertidumbre de las soluciones.
La estrategia propuesta demuestra ser robusta, permitiendo estimar soluciones sparse
de la aproximación de Shuey de dos términos que honran al dato observado en presen-
cia de altos niveles de ruido, tanto para datos sintéticos como para datos de campo.
Sin embargo, el alto costo computacional inherente a la utilización de un algoritmo
de optimización global hace que esta técnica sea poco práctica para procesar grandes
volúmenes de datos.
Capítulo 6: Inversión sparse mediante regularización con la norma l1
En el capítulo 6 presentamos la segunda estrategia para obtener soluciones sparse
a partir de datos sísmicos prestack. El método apunta a obtener simultáneamente la
localización en tiempo de los reﬂectores más importante y los valores de los atributos
AVA intercept y gradient. El método consta de dos etapas. La primera etapa es uti-
lizada para estimar la ubicación en tiempo de los reﬂectores y consiste en resolver el
problema de inversión utilizando la norma l1 como regularización, problema conocido
como LASSO. Dicha regularización promueve soluciones sparse que pueden ser esti-
madas utilizando un eﬁciente algoritmo de optimización conocido como Fast Iterative
Shrinkage-Thresholding Algorithm (FISTA)(Beck y Teboulle, 2009). En una segunda
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etapa se procede a realizar un paso correctivo (debiasing step) por medio de un ajuste
por mínimos cuadrados de las amplitudes. El paso correctivo es necesario ya que, de-
bido a la naturaleza del dato y a la regularización utilizada, las soluciones obtenidas
al resolver el LASSO presentan amplitudes severamente subestimadas. En la primera
parte del capítulo explicamos el fundamento teórico de la estrategia propuesta y se
hace un breve resumen de las características de FISTA. Luego procedemos a realizar
la inversión de datos sintéticos sin realizar el paso correctivo, donde se observa que los
resultados están lejos de ser aceptables debido a que el ruido presente en el dato inﬂuye
considerablemente sobre la respuesta AVA. Luego probamos la estrategia de dos eta-
pas viendo que las soluciones obtenidas, tanto sobre datos sintéticos como sobre datos
de campo, son mucho más precisas que las obtenidas sin la etapa correctiva. Además
se puede apreciar que las soluciones son comparables en calidad con aquellas estima-
das con la estrategia presentada en el capítulo anterior, pero a una fracción del costo
computacional. Como parte del análisis del método propuesto realizamos un análisis
estadístico del mismo, utilizando datos con diferentes realizaciones de ruido. También
realizamos una comparación entre las soluciones obtenidas con el método presentado
en este capítulo y las obtenidas mediante mínimos cuadrados y VFSA. Debido a la ca-
lidad de los resultados obtenidos sobre el dato sintético realizamos una inversión sobre
datos de campo, obteniendo soluciones sparse del intercept y el gradient que honran al
dato observado.
Capítulo 7: Inversión sparse mediante regularización con la norma l2,1
La estrategia presentada en el capítulo 7 hace uso de la norma l2,1 como regulari-
zación con el propósito de obtener soluciones sparse utilizando la aproximación de Aki
& Richards de tres términos. Esta regularización promueve soluciones de tipo sparse
con estructura que pueden ser estimadas utilizando FISTA y permiten una mejor esta-
bilización del proceso de inversión. A la vez es posible incorporar información a priori
por medio de matrices de covarianza o de escala. La estrategia propuesta permite, si la
información a priori disponible es adecuada, obtener también una estimación de tipo
blocky de los parámetros elásticos del subsuelo. Además es versátil y fácil de adaptar a
la información a priori disponible. Probamos el método propuesto en datos sintéticos
1D y 2D con altos niveles de ruido, y en datos de campo 2D. Sobre datos sintéticos
se ve que, dada la información a priori adecuada, el método es capaz de obtener solu-
ciones blocky de los parámetros elásticos con buena continuidad lateral y una correcta
estimación de las magnitudes, a la vez que es posible obtener soluciones sparse de las
reﬂectividades que honran a las verdaderas. También observamos que bajo condiciones
en las cuales la información a priori incorporada no está completa o es incierta las
soluciones estimadas utilizando la norma mixta l2,1 como término de regularización
superaron en calidad a aquellas obtenidas utilizando la norma l1. A partir de datos
de campo, debido a la falta de información a priori adecuada, estimamos soluciones
sparse de las reﬂectividades solamente. Las soluciones estimadas muestran, en general,
una marcada característica sparse a la vez que presentan buena continuidad lateral y
honran al dato observado.
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Capítulo 8: Conclusiones
En este capítulo se resumen las conclusiones obtenidas a partir de los capítulos 5,
6, 7. Además se describen los aportes, contribuciones y desarrollos resultantes de esta
tesis y se enumeran las publicaciones realizadas. También se propone trabajos a futuro
a partir de los resultados obtenidos de las estrategias presentadas.
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Capítulo 2
Problema inverso: regularización y
optimización
2.1. Introducción
La teoría de inversión da herramientas matemáticas para poder estimar los pará-
metros que caracterizan a un sistema físico a partir de datos observados e información
a priori. Dicho conjunto de parámetros es llamado modelo. El dato observado son
las observaciones realizadas experimentalmente previas a resolver el problema inverso,
mientras que la información a priori es todo conocimiento independiente de las obser-
vaciones que se tiene sobre el modelo. Para resolver el problema de inversión se debe
combinar correctamente las observaciones y la información a priori. Para resolver el
problema inverso es necesario tener suﬁciente conocimiento de la física del problema
como para poder generar datos sintéticos a partir del modelo. A este procedimiento se
lo conoce como resolución del problema directo. La resolución de problemas inversos
se ha extendido a casi todos los campos de la ciencia que hacen uso de la matemática
como lenguaje, entre los que se encuentra la Geofísica.
El estudio de un sistema físico puede dividirse en tres pasos (Tarantola, 2005):
1. Parametrización del problema: Es el procedimiento de establecer el mínimo núme-
ro de parámetros con los que se puede caracterizar un sistema físico. En general la
parametrización no es única, y la elección del conjunto de parámetros dependerá
del problema a resolver y del tipo de solución buscada. El número de paráme-
tros puede ser ﬁnito o inﬁnito. Dos parametrizaciones son equivalentes si están
relacionadas por una función biyectiva.
2. Problema directo: Es el proceso matemático de generar datos sintéticos a partir
del conjunto de parámetros del modelo e información independiente apropiada.
En general el dato sintético no será igual al dato observado debido a que tanto
las leyes de la física utilizadas como el modelo son aproximaciones de la realidad.
Además, las observaciones poseen ruido no contemplado por el modelo utilizado
para resolver el problema directo. Resolver el problema directo puede represen-
tar un gran porcentaje del tiempo total del proceso de resolver un problema de
inversión. Es importante analizar cuál problema directo permite generar datos
sintéticos de la manera más sencilla y eﬁciente.
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3. Problema inverso: Es el procedimiento matemático de estimar, conocida la física
del problema, valores numéricos e información estadística de los parámetros del
modelo a partir de datos observados y de información a priori independiente de
los datos observados.
Desde el punto de vista matemático la resolución del problema inverso se plantea
como un problema de optimización, tanto de minimización como de maximización. Con
frecuencia la función a ser optimizada es llamada función objetivo, función de costo o
función de ajuste. Muchas veces esta función, que nos permitirá evualuar el modelo,
es alguna medida de distancia en el espacio de los datos observados. Por ejemplo, si
el espacio es euclídeo una medida de distancia utilizada habitualmente es la suma de
los cuadrados de la diferencia entre el dato observado y el dato modelado. La teoría
del problema inverso permite estimar más que los parámetros del modelo. Puede ser
utilizada para estimar la calidad del modelo estimado, para establecer que parámetros, o
qué combinación de éstos, están mejor determinados, para determinar que tipo de dato
acota mejor el espacio de posibles soluciones, para determinar la inﬂuencia del ruido en
la estabilidad de las soluciones, o para determinar experimentalmente el tipo y calidad
del dato observado necesario para poder determinar los parámetros de un dado modelo.
A la hora de resolver el problema inverso se tiene que tener especial consideración en
la existencia, unicidad y estabilidad de las soluciones estimadas (Aster et al., 2013).
Al resolver un problema inverso la existencia de la solución no está garantizada, y
en caso de existir ésta podría no ser única. Mientras el problema directo tiene una
solución única, el problema inverso puede tener inﬁnitas soluciones (Figura 2.1). Esto
se debe a que tanto la parametrización utilizada como el problema directo con el cual
se modelarán los datos sintéticos son aproximaciones de la realidad. Incluso pueden no
haber sido correctamente elegidos, no siendo adecuados para representar el verdadero
proceso físico que generó los datos observados. Por otro lado dichos datos observados
presentan ruido, son ﬁnitos e incompletos, es decir que se dispone de una cantidad
ﬁnita de observaciones imperfectas para reconstruir un modelo que en principio tiene
inﬁnitos grados de libertad (Snieder y Trampert, 1999).
Figura 2.1. Las soluciones del problema inverso no son únicas. Un conjunto
de datos puede ser explicado por infinitos modelos.
Para superar la no unicidad inherente a un problema inverso es necesario hacer ex-
plícita todo tipo de información a priori que se tenga del modelo para limitar el espacio
de posibles soluciones. Esta información a priori es incorporada a través de restriccio-
nes en el espacio del modelo (Tarantola, 2005). Algunos ejemplos de restricciones sobre
el modelo podrían ser exigir que los parámetros estimados tomen sólo valores positivos,
o que su suma esté acotada. La elección de una restricción en particular depende del
problema a resolver y del tipo de solución buscada. Además de las complicaciones ya
analizadas la resolución del problema inverso es un proceso inestable en el que peque-
ñas variaciones en las observaciones pueden llevar a grandes variaciones en los modelos
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Figura 2.2. Ejemplo de problema de inversión ambiguo y problema mal plan-
teado. La región delimitada por la línea punteada en el espacio de los modelos
representa las soluciones obtenidas por medio de alguna restricción sobre los
parámetros del modelo buscado, lo que contribuye a mitigar los problemas men-
cionados.
estimados. Los problemas de inversión que presentan inestabilidad son conocidos como
problemas mal planteados (Hadamard, 1902). La Figura 2.2 ejempliﬁca el problemas
de no unicidad (o ambigüedad) de las soluciones y el problema de inestabilidad que
caracteriza a los problemas mal planteados. La mayoría de los problemas de inversión
en geofísica entran en la categoría de problemas mal planteados (Menke, 1989). En
muchos casos es posible estabilizar la inversión por medio de “regularizaciones”. Las
regularizaciones son medidas, en el espacio del modelo, de alguna propiedad desea-
ble sobre el modelo. La incorporación de regularizaciones permite obtener soluciones
con signiﬁcado físico, consistentes con el dato observado y con la información a priori
disponible.
En general el modelo estimado al resolver el problema de inversión no es exacta-
mente igual al modelo verdadero asociado al dato observado. Esto se debe a que en la
mayoría de los problemas de inversión la cantidad de información contenida en el dato
observado no es suﬁciente para determinar correctamente los parámetros del modelo.
Como consecuencia la resolución de un problema inverso no sólo consiste en estimar un
modelo, sino también realizar una evaluación cualitativa y/o cuantitativa que permita
establecer la calidad de las soluciones base a los datos observados y la información a
priori (Figura 2.3). Esta evaluación nos dará información sobre la relación que guarda
el modelo estimado con el modelo verdadero. Es importante determinar qué propieda-
des del modelo verdadero, y con qué error, han sido recuperadas por el modelo estimado
para poder realizar una correcta interpretación física del mismo.
2.2. Formulación clásica del problema inverso
Asumiendo que la solución del problema directo es conocida, la relación entre el
dato observado y el modelo verdadero se puede expresar como
d = g(m) + n, (2.1)
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Figura 2.3. Resolver el problema inverso no solo consiste en estimar el modelo
que ajusta al dato, sino también hacer una evaluación del mismo.
donde d representa al dato observado, m representa al modelo verdadero, g representa
la relación entre d y m, y n representa el ruido observacional. En la práctica el ruido
está siempre presente en las observaciones, en mayor o menor medida dependiendo del
ambiente donde se realizaron las observaciones y la sensibilidad de los instrumentos
utilizados. De esta forma, al dato observado d se lo puede expresar como la suma de
observaciones sin ruido, dadas por g(m), más el ruido n.
La relación g entre el modelo y el dato puede tomar muchas formas. Cuando d y m
son funciones, entonces g será un operador. Si d y m son vectores, g será una función.
El cálculo de g(m) podría implicar, por ejemplo, resolver un sistema de ecuaciones
lineales, un sistema de ecuaciones diferenciales, realizar una integral o una derivación,
realizar una multiplicación de matrices o aplicar un algoritmo complejo para el cual no
necesariamente g tiene que tener una forma matemática explícita.
Usualmente sólo el problema directo puede ser resuelto de forma analítica o semi-
analítica. Por el contrario, la solución del problema inverso se obtiene comparando el
dato observado d con el dato modelado g(m). El objetivo es estimar el modelo m para
el cual d y g(m) son similares. Este grado de similitud será cuantiﬁcado por medio de
alguna medida en el espacio de las observaciones. Esta medida puede ser representada
matemáticamente como
J(d,m) = ‖d− g(m)‖, (2.2)
donde ‖·‖ es alguna norma matemática que mide la discrepancia entre los datos ob-
servados y los datos modelados. Hay muchos tipos de normas, y métodos de inversión
basados en diferentes normas que darán soluciones con diferentes características. Pe-
dir que d y g(m) sean similares es equivalente a pedir que J(d,m) sea mínimo. Esto
representa una restricción sobre el modelo m, que involucra tanto al problema directo
g como al dato observado d.
Muchos otros tipos de restricciones pueden ser incorporadas a la inversión. Estas
restricciones, como ya se dijo en la introducción y se ilustró en la Figura 2.2, permiten
estabilizar el problema y acotar el espacio de posibles soluciones, disminuyendo la
ambigüedad. Las restricciones pueden ser expresadas matemáticamente a través de
alguna operación sobre m, en forma de igualdad:
C(m) = 0, (2.3)
14
2.3. Problemas de inversión lineales
de desigualdad
C(m) ≶ 0, (2.4)
o de regularización
mı´n
m
R(m). (2.5)
Las regularizaciones, como fueron descritas anteriormente, son medidas en el espacio
del modelo que permiten darle a la solución estimado alguna característica deseada, por
ejemplo smoothness, sparseness, blockyness, alguna similitud con algún modelo en
particular, etc. Al igual que el g dado en la ecuación (2.1), C y R pueden ser funciones
u operadores que dependen de m, y su evaluación podría implicar realizar una integral,
una derivada, un productos de matrices o, como se verá más adelante, el cálculo de
cierta norma sobre m.
El modelo y el dato observado utilizados en la ecuación (2.1) son en general fun-
ciones continuas del tiempo y el espacio. Aquellos problemas de inversión en los que el
dato y el modelo tienen esta característica son conocidos como problemas de inversión
continuos. Sin embargo es común que el dato se encuentre discretizado, es decir, tiene
un número ﬁjo y limitado de valores tanto en tiempo como en el espacio. En principio
esto no es un inconveniente ya que el teorema de Nyquist establece las condiciones para
las cuales el dato puede ser discretizado sin que se pierda información de utilidad. En
la práctica usualmente estas condiciones son fáciles de satisfacer para la discretización
temporal de las observaciones pero no así para la discretización espacial, ya que muchas
veces los lugares donde se desea realizar observaciones no son físicamente accesibles.
En este trabajo de tesis nos concentraremos en problemas de inversión donde tan-
to el dato como los parámetros del modelo son vectores de dimensión ﬁnita. Dichos
problemas son llamados problemas de inversión discretos y la relación entre modelo y
dato se expresa como
d = g(m) + n, (2.6)
donde d, m y n son vectores de dimensión ﬁnita representando, respectivamente, valo-
res discretos del dato observado, de los parámetros del modelo y del ruido. Dependiendo
de la relación g entre los parámetros del modelo y el dato, los problemas de inversión
se pueden clasiﬁcar en lineales y no lineales. Dependiendo de las dimensiones de d y
m los problemas de inversión se pueden clasiﬁcar en sobredeterminados o subdetermi-
nados. Ciertos problemas, conocidos como problemas mal planteados, no pertenecen a
ninguna de estas dos categorías y serán analizados aparte.
2.3. Problemas de inversión lineales
Cuando la relación entre el dato observado y los parámetros del modelo es lineal la
ecuación (2.6) se puede expresar como:
d = Gm+ n, (2.7)
donde d = (d1, d2, ...dN)T es un vector columna de dimensión N representando al dato
observado,m = (m1,m2, ...mM)T es un vector columna de dimensiónM representando
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los parámetros del modelo, n es un vector de dimensión N representando al ruido y G
es una matriz de dimensión N ×M que relaciona linealmente a d y m. Dependiendo
de las dimensiones de d y m los problemas de inversión lineales se clasiﬁcarán como
problemas sobredeterminados si N > M o problemas subdeterminados si N < M . Si
la solución al problema no existe, no es única o el proceso de inversión no es estable
el problema se clasiﬁca como mal planteado. No hay que perder de vista que esta
clasiﬁcación no se limita a los problemas de inversión lineales, sino también se extiende
a los problemas no lineales.
2.3.1. Problemas sobredeterminados
Un problema de inversión está sobredeterminado si las funciones lineales entre el
modelo y el dato dadas por la ecuación (2.7) contienen más información de la requerida
para resolver el problema exactamente. Se tiene dicha situación cuando la dimensión
del vector d es mayor que la del vector m, es decir N > M . Un ejemplo sencillo
de esta situación sería ajustar una recta utilizando más de dos puntos que no estén
perfectamente alineados. Cuando el problema está sobredeterminado no existe una
solución exacta de la ecuación (2.7), sin embargo se puede encontrar una solución
aproximada que haga mínima alguna medida de la diferencia entre el dato observado
y el modelado, es decir que minimice alguna medida del residuo e dado por
e = d−Gm. (2.8)
Una medida muy utilizada para cuantiﬁcar esta diferencia es el cuadrado de la norma
l2, conocido como desajuste o misfit. El modelo que minimiza el misfit entre el dato
observado y el dato modelado es llamado una solución de mínimos cuadrados. Dado el
vector e de dimensión N , se deﬁne su norma l2 como
‖e‖2 =
(
N∑
i=1
|ei|2
)1/2
, (2.9)
donde ei = di − dˆi, siendo di los elementos de d y dˆi los elementos del vector del dato
modeladoGm. La Figura 2.4 ejempliﬁca el caso en el que se ajusta una recta dˆ = ax+b
a un conjunto de observaciones di a partir de un conjunto de abscisas xi. En este caso
M = 2, ya que m = (a, b), siendo a la pendiente y b la ordenada al origen de la recta
con la que se quiere modelar los datos observados.
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{
Figura 2.4. a) Ajuste por mínimos cuadrados de un conjunto de observaciones,
b) error entre el ajuste y el i-ésimo dato observado.
Al buscar un solución por mínimos cuadrados el objetivo es encontrar el modelo
que haga mínima la función de costo dada por
J(m) = ‖d−Gm‖22 = (d−Gm)T (d−Gm). (2.10)
Notar que esta función de costo es un caso particular de la ecuación (2.2). Al desarrollar
se tiene la suma de los elementos ei al cuadrado, dando como resultado una función
cuadrática cuyas variables son los M elementos de m. La Figura 2.5 es un ejemplo de
una función de costo cuadrática de dos variables que podría corresponder al ajuste de
una recta ejempliﬁcado en la Figura 2.4. El minimizador de una función cuadrática
puede ser estimado analíticamente y es el valor mˆ que hace cero su derivada respecto
m. De esta forma la solución por mínimos cuadrados es
mˆ = (GTG)−1GTd = Bd. (2.11)
Donde B es conocida como la matriz pseudoinversa de G. Si G fuera una matriz
cuadrada e invertible entonces B = G−1. El vector mˆ representa el modelo estimado
asumiendo que (GTG)−1 pueda ser calculado.
Las soluciones obtenidas mediante mínimos cuadrados son de especial interés debido
a que son fáciles de analizar y de entender desde un punto de vista geométrico, y muy
convenientes desde el punto de vista numérico o computacional. Desde un punto de
vista estadístico estas soluciones son aquellas más probables si el ruido es aleatorio y
sigue una distribución gaussiana, como se verá más adelante en este mismo capítulo.
En caso de que el ruido no pueda ser asumido como gaussiano el problema se vuelve
más complejo desde el punto de vista computacional. Si bien el método de mínimos
cuadrados es simple de aplicar, uno de los inconvenientes es su falta de robustez. El
método es muy sensible a observaciones que presenten errores atípicamente grandes.
Estas observaciones son llamadas outliers. La sola presencia de un outlier puede afectar
signiﬁcativamente la solución debido a que cada elemento de la suma implícita en la
ecuación (2.10) está elevado al cuadrado. Algunas formas de superar este problema son
eliminar los outliers utilizando algún criterio para discriminarlos, utilizar el método de
mínimos cuadrados pesados (Menke, 1989) para disminuir su inﬂuencia, o considerar
una distribución diferente a la gaussiana como se verá más adelante en esta tesis.
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Figura 2.5. a) Función cuadrática de dos variables f(x, y) = x2+y2, b) curvas
de nivel de la función. El punto rojo indica la ubicación del mínimo.
2.3.2. Problemas subdeterminados
Un problema de inversión está subdeterminado si las relaciones lineales entre el mo-
delo y el dato dadas por la ecuación (2.7) contienen menos información que la requerida
para resolver el problema exactamente. Un ejemplo sencillo sería intentar ajustar una
recta utilizando un solo punto como dato. Esta situación se da cuando la dimensión
del vector d es menor que la del vector m, es decir N < M . En este tipo de problema
existen inﬁnitas soluciones que ajustan al dato y no se puede resolver utilizando míni-
mos cuadrados ya que (GTG)−1 no puede calcularse (Aster et al., 2013). Para resolver
un problema de inversión subdeterminado se debe incorporar información a priori in-
dependiente de las observaciones con el ﬁn de reducir el espacio de posibles soluciones,
de tal forma que la solución estimada ajuste al dato y a la vez a la información a
priori. Esta información a priori se incorpora al problema mediante la utilización de
una regularización (ecuación (2.5)).
Un caso particular de problema inverso subdeterminado, llamado problema pura-
mente subdeterminado, es aquel en el cual las inﬁnitas soluciones ajustan el dato de
forma exacta, es decir cuando el término del ruido n en la ecuación (2.7) es cero. Para
resolver este tipo de problema es común asumir a priori suavidad en la solución busca-
da. La idea detrás de este tipo de regularización es que de todas las soluciones posibles
la más representativa es una solución suave. Este tipo de soluciones es conocida como
de mínima longitud. En problemas de inversión en los cuales sólo se cuenta con obser-
vaciones y no se tiene ninguna clase de conocimiento a priori sobre el modelo, este tipo
de regularización está justiﬁcada debido a que de antemano no se puede asumir que la
solución tiene alguna clase de estructura compleja. Una regularización que promueve
suavidad en las variaciones de los parámetros del modelo es la función cuadrática
R(m) = ‖m‖22 = mTm. (2.12)
Una explicación intuitiva para la elección de esta regularización es que R(m) se incre-
menta notablemente si m tiene elementos grandes o outliers. Estos elementos grandes
que aparecen en la solución son necesarios para ajustar al dato observado. Minimizar
R(m) asegura que elementos grandes innecesarios no aparezcan en la solución regula-
rizada. La utilización de esta función cuadrática como regularización nos conduce al
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siguiente problema:
mı´n
m
‖m‖22 tal que Gm− d = 0. (2.13)
Este problema puede ser resuelto por medio del método de los multiplicadores de
Lagrange, dando como resultado:
mˆ = GT (GGT )−1d. (2.14)
Si el problema no es puramente subdeterminado estimar un modelo que ajuste
exactamente al dato observado no es deseable ya que también se estaría ajustando el
ruido n. En ese caso (GGT )−1 puede ser inestable o no existir y R(m) tomar valores
muy grandes. Para evitar ajustar ruido la solución estimada mˆ debe ser tal que el misfit
entre el dato observado d y el calculado dˆ = Gmˆ sea menor o igual al valor esperado
del residuo dado por la ecuación (2.8). Este valor, que llamaremos ǫ, es en principio
desconocido. Este planteo nos conduce al siguiente problema:
mı´n
m
‖m‖22 tal que ‖Gm− d‖22 ≤ ǫ. (2.15)
Notar que un incremento en el valor de ǫ signiﬁca que el espacio de los modelos factibles
se agranda y que el mínimo valor de ‖m‖22 disminuye. Es decir, a medida que se permite
un peor ajuste a los datos, un modelo con menor norma alcanzará para satisfacer este
ajuste.
Resolver este problema con restricciones es equivalente a minimizar la función de
costo
J(m) = ‖d−Gm‖22 + µ‖m‖22
= (d−Gm)T (d−Gm) + µmTm. (2.16)
El parámetro µ es llamado parámetro de compensación o de trade-off. Este parámetro
se utiliza para balancear el peso o impacto de ambos términos. Cuando es cero, o
cercano a cero, no se estará incorporando información a priori a la inversión. Si su
valor es demasiado grande se obtendrán soluciones que sólo honren a la información
a priori pero no al dato observado. Es fundamental elegir un valor del parámetro de
compensación µ que permita un correcto balance entre los dos términos de la función
de costo. Si se conoce el valor esperado del misfit, representado en la ecuación (2.15)
por ǫ, entonces el valor de µ óptimo será aquel para el cual el error del ajuste entre
la solución estimada y el dato observado tenga valor ǫ y ‖m‖22 sea mínimo. A este
criterio para determinar el µ se lo conoce como principio de discrepancia. Sin embargo
como generalmente no se conoce el valor de ǫ no existe un método simple para poder
estimar cuál es el µ óptimo, y muchas veces éste se termina eligiendo por ensayo y
error. Algunos métodos utilizados ampliamente para la estimación del parámetro µ
son el criterio de la curva-L o el generalized cross-validation criterion (Farquharson y
Oldenburg, 2004; van den Berg y Friedlander, 2008; Hennenfent et al., 2008).
El valor estimado mˆ que minimiza la función de costo dada por la ecuación (2.16)
se obtiene, al igual que para el caso sobredeterminado, derivando respecto de m e
igualando a cero, obteniéndose como resultado:
mˆ = (GTG+ µI)−1GTd, (2.17)
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donde I es la matriz identidad.
Nótese que cuando µ → 0 la solución mˆ estimada será similar a la solución por
mínimos cuadrados (ecuación (2.11)). Si bien dicha solución minimizará el misfit entre
el dato observado y el dato modelado, puede ser una solución inestable en el sentido de
que alguno de sus valores pueden ser muy grandes, o no tener signiﬁcado físico. Esto
se debe a que algunos de los autovalores de la matriz GTG podrían ser muy pequeños
haciendo que su número de condición sea muy grande o incluso inﬁnito. El número de
condición es una medida de la sensibilidad de la solución de un sistema de ecuaciones
lineales a los errores presentes en los datos. Se deﬁne el número de condición de una
matriz cuadrada M como (Groß, 2003)
cond(M) = ‖M‖‖M−1‖, (2.18)
donde ‖·‖ es alguna norma matricial. En particular si la norma es ‖·‖2 y M es una
matriz normal el número de condición se puede expresar como
cond(M) =
∣∣∣∣∣λmax(M)λmin(M)
∣∣∣∣∣ , (2.19)
donde λmax(·) y λmin(·) representan el máximo y el mínimo autovalor (Hoﬀman y
Kunze, 1973). Si la matrizM es rectangular entonces el número de condición se calcula
como
cond(M) =
√
cond(MTM). (2.20)
Un problema lineal representado por una matriz M tal que cond(M) ≃ 1 está bien
condicionado. Contrariamente si cond(M) ≫ 1 el problema está mal condicionado y
la inversa de M no existe o es inestable en el sentido de que alguno de sus elementos
puede tomar valores muy grandes. En el problema planteado en la ecuación (2.17) la
matriz cuadrada GTG será la matriz M y sumar un valor µ a su diagonal logra que
el valor de su número de condición disminuya. Esto sucede porque al sumar µ a la
diagonal de una matriz cuadrada M su número de condición pasa a ser
cond(M) =
∣∣∣∣∣λmax(M) + µλmin(M) + µ
∣∣∣∣∣ , (2.21)
y de esta forma se evita que tienda a inﬁnito incluso si λmin(M) = 0. Como consecuencia
de esto la solución estimada utilizando la ecuación (2.17) es menos sensible a los errores
presentes en el dato que la obtenida por medio de mínimos cuadrados. Esta suma es
conocida como amortiguación o “pre-blanqueo”, y al parámetro de compensación µ se
lo llama parámetro de amortiguación. El modelo estimado con este método es conocido
como solución por mínimos cuadrados amortiguados.
2.3.3. Problemas mal planteados y mal condicionados
Siguiendo la deﬁnición dada por Hadamard (1902) un problema bien planteado es
aquel en el cual
1. La solución existe
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2. La solución es única
3. La solución del problema depende continuamente de los datos, es decir, hay es-
tabilidad respecto de los mismos.
Un problema mal planteado es aquel que no cumple alguna de las condiciones enume-
radas. Este tipo de problemas no son sobredeterminados ni subdeterminados. Muchas
veces el término “mal planteado” se utiliza como sinónimo de inestable (Kabanikhin,
2008). Para estos problemas no existe una solución del tipo deseada, no se tiene una
única solución, o el proceso de encontrar dicha solución es inestable en el sentido que
pequeñas variaciones en el dato observado llevan a grandes variaciones en las soluciones
(Figura 2.2).
Es importante establecer la diferencia entre un problema mal planteado y un pro-
blema mal condicionado. En la sección anterior se analizó brevemente el concepto de
número de condición de una matriz, que es una medida de la sensibilidad de las solucio-
nes estimadas ante perturbaciones en los datos observados. Mientras que la deﬁnición de
problema mal planteado hace referencia a cuestiones propias del problema que se quiere
resolver, la deﬁnición de problema mal condicionado está relacionada con inestabilida-
des numéricas debidas a la forma en la cual se resuelve el problema. Cuando se trabaja
con problemas lineales discretizados usualmente surge inestabilidad numérica debido a
errores de redondeo y muestreo, que llevan a que el problema este mal condicionado.
Un problema puede estar bien planteado, pero estar mal condicionado, y viceversa.
En la secciones anteriores se analizaron los problemas puramente subdeterminado y
subdeterminado, siendo ambos problemas mal planteados ya que en principio tienen
inﬁnitas soluciones. Si se resuelve el problema subdeterminado por medio de mínimos
cuadrados (ecuación (2.11)) estará mal condicionado a la vez que mal planteado. Sin
embargo, si se utiliza mínimos cuadrados amortiguados (ecuación (2.17)) el problema
estará bien condicionado si µ no es demasiado pequeño.
Como se comentó anteriormente, la mayoría de los problemas de inversión en geo-
física entran en la categoría de mal planteados, pero también en la categoría de mal
condicionados. La principal diﬁcultad a la hora de resolver un problema mal planteado
se debe a las inestabilidades en la solución. En general se cuenta con más observacio-
nes que parámetros del modelo (N > M), pero estas observaciones no son linealmente
independientes e incompletas, por lo que hay redundancia de información para resolver
el problema y éste pasa a ser un problema subdeterminado (Youzwishen, 2001).
Dado un problema mal planteado no existe un método determinado para resolverlo.
En cada caso el principal inconveniente, que es la inestabilidad, tiene que ser resuelto
de diferente manera. En esta tesis se procederá a la estabilización de los problemas
mal planteados incorporando un término de regularización a la función de costo. Dicha
función de costo tomará la forma
J(m) = ‖d−Gm‖+ µR(m), (2.22)
donde R(m) será un término de regularización que deberá ser elegido de acuerdo a las
características del problema a resolver y a las características deseadas para las solucio-
nes estimadas, y ‖·‖ será una norma adecuada para medir la discrepancia entre el dato
observado y el dato calculado. En la sección 2.3.2 se procedió a utilizar el cuadrado de
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Figura 2.6. a) Función de Rastrigin de dos variables, b) curvas de nivel de la
función de Rastrigin, el punto rojo indica la ubicación del mínimo absoluto.
la norma l2 tanto para medir la discrepancia entre el dato observado y el calculado co-
mo para regularizar el problema, es decir R(m) = ‖m‖22. Esta regularización dio como
resultado una función de costo cuadrática para la cual el mínimo podía ser estimado
de manera analítica y de forma fácil. Ésta es sólo una de las posibles regularizaciones
utilizadas en los problemas de inversión mal condicionados. Otras regularizaciones lle-
varán a funciones de costo más complejas que requerirán de algoritmos iterativos para
ser optimizadas. Cuando se trate de problemas de inversión lineales las regularizaciones
que utilizaremos en esta tesis conducirán a funciones de costo convexas cuyo mínimo
podrá ser estimado fácilmente mediante el uso de algoritmos de optimización local.
2.4. Problemas de inversión no lineales
Contrariamente a los problemas de inversión lineales, los problemas de inversión no
lineales son aquellos en los cuales la relación entre el dato observado y los parámetros
del modelo no es lineal. La relación entre m y d de este tipo de problemas, dada por
la ecuación (2.6), ya no podrá expresarse como una matriz. Como ya se comentó, el
cálculo de g(m) podría implicar el uso de un algoritmo complejo para el cual g(m) no
necesariamente tiene que tener una expresión matemática explícita. Al igual que para
los problemas lineales, los problemas no lineales se pueden clasiﬁcar en sobredetermi-
nados, subdeterminados y mal planteados. Las relaciones no lineales entre el modelo
y el dato incrementan la complejidad del problema inverso en comparación con los
problemas lineales. La función de costo puede no ser cuadrática y ser multimodal, es
decir tener varios mínimos. La Figura 2.6a muestra un ejemplo de función multimodal
de dos variables, conocida como función de Rastrigin (Rastrigin, 1974). Esta función
posee varios mínimos relativos y un mínimo absoluto como se muestra en la Figu-
ra 2.6b. Podría suceder que una función multimodal no tenga mínimo absoluto, sino
que todos sean mínimos relativos. La minimización (o maximización) de las funciones
multimodales es un proceso que requiere el uso de algoritmos de optimización global.
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2.5. Algoritmos de optimización
En las secciones anteriores se clasiﬁcaron los problemas de inversión en lineales o
no lineales dependiendo de la relación entre los datos y los parámetros del modelo.
Para algunos casos particulares de problemas lineales se obtuvieron funciones de costo
cuadráticas cuyo mínimo puede ser estimado analíticamente, como son los casos de las
soluciones obtenidas por mínimos cuadrados (ecuación (2.11)), y mínimos cuadrados
amortiguados (ecuación (2.17)). Sin embargo, muchas veces la relación entre el dato y
el modelo no es lineal. Esto, sumado a las regularizaciones utilizadas para estabilizar
el proceso de inversión, conduce a funciones de costo complejas cuyos mínimos no
pueden ser estimados de forma analítica y deben ser estimados utilizando algoritmos
de optimización iterativos. Dependiendo de las caracteristicas de la función a minimizar
se utilizan algoritmos de optimización local o algoritmos de optimización global.
2.5.1. Algoritmos de optimización local
Los algoritmos de optimización local son algoritmos iterativos que permiten encon-
trar un mínimo de una función a partir de un valor inicial. Si la función a minimizar es
multimodal este tipo de algoritmos no garantiza la localización del mínimo absoluto.
Generalmente son utilizados para buscar mínimos relativos o locales, de allí el nombre
con el cual se los denomina. Desde el punto de vista del problema de inversión esto no
es conveniente, ya que un modelo asociado a un mínimo local de la función de costo
no será el modelo que mejor ajuste al dato observado y a las restricciones impuestas.
El éxito de este tipo de algoritmos de converger al mínimo absoluto depende de la
elección del valor inicial desde el cual se inicia el proceso iterativo y de la función a
minimizar. Si el valor inicial está cerca del mínimo absoluto la probabilidad de conver-
ger a éste es grande, contrariamente el algoritmo puede converger a un mínimo local, o
diverger. Existen una gran cantidad de métodos de optimización local y dependiendo
de las características de la función a minimizar es conveniente optar por uno o por
otro. Una grupo importante de métodos de optimización local son aquellos basados en
el gradiente de la función. Este tipo de algoritmos requiere el cálculo de las derivadas
primeras y muchas veces de las derivadas segundas de la función a minimizar. Depen-
diendo del método las derivadas se podrán obtener de manera analítica o numérica.
Una ventaja de los métodos de optimización basados en el gradiente es que, cuando
convergen, lo hacen de manera muy eﬁciente. Ejemplos de métodos de gradiente son
el método de máxima pendiente, el método de gradientes conjugados y los métodos de
Newton modiﬁcados. Una descripción detallada de cada método puede encontrarse en
el libro de Scales (1985).
El método de máxima pendiente es el más simple de los métodos de gradiente.
En cada iteración, y comenzando desde un punto inicial m0, el algoritmo busca un
nuevo punto mˆ en la dirección contraria a la de máxima pendiente de la función,
moviéndose con un paso ﬁjo. Este nuevo valor será el punto de origen de la siguiente
iteración. De esta forma los valores estimados serán cada vez más cercanos a aquel que
hace mínima la función. Las iteraciones necesarias para obtener un valor aceptable del
mínimo dependen de muchos factores, como la complejidad de la función o el paso con
el cual se va de un punto a otro. Es importante contar con un criterio de corte adecuado.
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Debido a que en cada iteración la dirección de búsqueda depende de las propiedades
de la función en ese punto, muchas veces el algoritmo muestra un comportamiento
errático, sin desplazarse en la dirección que más rápido lleva al mínimo. Además, si en
el entorno del mínimo hacia el cual converge el algoritmo la función no presenta una
concavidad marcada se necesitará una gran cantidad de iteraciones para obtener una
solución aceptable.
El algoritmo de gradientes conjugados, que en muchos aspectos es similar al de
máxima pendiente, es adecuado si se cuenta con las derivadas segundas de la función
a minimizar. La principal diferencia con el método de máxima pendiente es que en
lugar de buscar puntos en la dirección contraria a la de máxima pendiente, los puntos
se buscan en la dirección perpendicular a la adoptada en la iteración anterior. De
esta forma se evita el comportamiento errático del método de máxima pendiente y
se tiene una convergencia más rápida al mínimo. Otro método que hace uso de las
derivadas segundas de la función a minimizar es el método de Newton modiﬁcado. Si la
función presenta un mínimo bien marcado, ésta se puede aproximar allí por una función
cuadrática tal que su matriz Hessiana (matriz de las derivadas segundas) sea deﬁnida
positiva. El método de Newton modiﬁcado hace uso de esta propiedad buscando el
mínimo de dicha función cuadrática en lugar del mínimo de la función, de manera
mas fácil y eﬁciente. Este método está diseñado para converger rápidamente cuando se
conocen analíticamente las derivadas segundas de la función de costo. Sin embargo, el
método presenta problemas cuando la matriz Hessiana es indeﬁnida o singular. Para
evitar estas complicaciones se realizaron modiﬁcaciones al método de Newton en las
cuales se utilizan aproximaciones deﬁnidas positivas de dicha matriz.
Una relación no lineal entre los datos observados y los parámetros del modelo lleva a
funciones de costo complejas. Sin embargo, si la no linealidad de la función no es fuerte
en cercanías del mínimo que se quiere estimar es posible utilizar, en el entorno del
mismo, una aproximación lineal de la función. Es decir, el problema puede linealizarse
en cercanías del mínimo. Esto permite desarrollar algoritmos basados en técnicas como
las analizadas en la sección 2.3. Un algoritmo de optimización local que hace uso
de esta ventaja es el método de mínimos cuadrados iterativo. En cada iteración el
algoritmo aproxima la función de costo por medio de una función cuadrática tangente
a algún valor inicial. Resolviendo un problema de mínimos cuadrados amortiguados
(ecuación (2.17)) se obtiene una estimación de los parámetros del modelo mˆ . Este
valor estimado, que corresponde al mínimo de la función cuadrática, será utilizado en
la siguiente iteración como punto de partida. El proceso iterativo termina cuando el
misfit entre el dato observado y calculado es menor que un cierto valor preestablecido.
Como en los demás algoritmos brevemente descritos, el éxito de convergencia al mínimo
absoluto no está garantizado y dependerá de la elección del valor inicial desde el cual
iniciar el proceso iterativo. Si la función cuadrática con la cual se inicia el proceso
contiene al mínimo absoluto la probabilidad de converger a éste es grande, de otra
forma el algoritmo puede converger a un mínimo local o no converger, mostrando un
comportamiento oscilatorio.
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2.5.2. Algoritmos de optimización global
Los algoritmos de optimización analizados en la sección anterior convergen al mí-
nimo más cercano al punto desde cual se inicia el proceso iterativo, sea o no éste el
mínimo absoluto. En la mayoría de los problemas de inversión no lineales la función
de costo presenta una topología complicada y con varios mínimos. El mínimo absoluto
sólo se podrá hallar si el proceso iterativo comienza desde un punto cercano al mínimo
absoluto en cuestión. La correcta elección de dicho punto inicial sólo es posible si se
cuenta con adecuada información a priori sobre la función en cercanías del mínimo ab-
soluto, y esta información no siempre es fácil de obtener. La mayoría de los problemas
de inversión en geofísica se encuentran dentro de la categoría de problemas no lineales
en los cuales la función de costo tiene varios mínimos. Debido a esto es importante
contar con algoritmos con los que sea posible estimar el mínimo absoluto de la función
de costo sin que sea crítica la elección del punto desde el cual se comienza la iteracion.
Dichos algoritmos son conocidos como algoritmos de optimización global. En general,
lo que permite a estos algoritmos converger al mínimo absoluto es su capacidad de
evitar quedar atrapados en los mínimos locales, y continuar la búsqueda del mínimo
absoluto en regiones diferentes del espacio de soluciones. Una desventaja de los algo-
ritmos de optimización global es que estos son muy costosos desde el punto de vista
computacional, ya que requieren por lo general una gran cantidad de iteraciones para
converger al mínimo absoluto, lo que implica una gran cantidad de evaluaciones de
la función de costo. Además el costo computacional se incrementa con el tamaño del
espacio de búsqueda, por lo que al utilizar estos algoritmos es importante saber hacer
uso de restricciones para reducir el espacio de las soluciones y evitar que el tiempo
de búsqueda haga poco práctica su utilización. Algunas ventajas de estos métodos es
que, a diferencia de los métodos de optimización local basados en el gradiente, no uti-
lizan derivadas de la función de costo y pueden ser utilizados sobre funciones de costo
discontinuas.
Existen una gran variedad de algoritmos de optimización global. Los métodos Grid
Search y Monte Carlo son dos de las técnicas iterativas más sencillas e intuitivas. El
método de Grid Search es una técnica de búsqueda exhaustiva en el cual se recorre
el espacio de soluciones completo. Por otro lado, en el método Monte Carlo el espa-
cio de soluciones se recorre aleatoriamente, deteniéndose la búsqueda tras un número
determinado de iteraciones o cuando se satisface algún criterio de corte previamente
establecido. Cuando dicho espacio es grande la búsqueda del mínimo absoluto de la
función es muy demandante computacionalmente. A modo de ejemplo, si la parametri-
zación del modelo con el cual se está trabajando tiene dimensión M = 10, y cada uno
de dichos parámetros puede adoptar 10 posibles valores, para hallar el mínimo global
utilizando Grid Search se requerirán 1010 evaluaciones de la función de costo. Debido
a esto fue necesario desarrollar otras técnicas en las cuales el espacio de soluciones
se recorre de manera más inteligente, evitando calcular innecesariamente valores de la
función donde es poco probable que se encuentre el mínimo absoluto. En esta tesis nos
concentraremos en el estudio y uso de la familia de algoritmos iterativos conocidos co-
mo Simmulated Annealing (recocido simulado), en particular en el Very Fast Simulated
Annealing (Ingber, 1989; Velis, 1998). Estos algoritmos tienen su origen en el estudio y
simulación del proceso de recocido de metales, una técnica metalúrgica que consiste en
calentar y luego enfriar el material de manera controlada para variar sus propiedades
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físicas. La evolución de las propiedades de un metal sometido al proceso de recocido fue
estudiada por Metropolis et al. (1953) a través de métodos Monte Carlo. Kirkpatrick
et al. (1983) generalizaron el concepto y lo aplicaron a problemas de optimización no
lineal. Los parámetros desconocidos (el modelo) juegan el papel de las partículas en
el metal, y el estado de energía del sistema está representado a través de una función
de costo. En el caso del Simmulated Annealing la convergencia al mínimo absoluto
puede garantizarse estadísticamente dado un número suﬁciente de iteraciones (Velis,
1998). Sin embargo no siempre será práctico alcanzar dicho número de iteraciones por
cuestiones de tiempo de cálculo.
Otros algoritmos iterativos de optimización global ampliamente utilizados es la
familia de aquellos que se basan en procesos evolutivos (Fogel, 1994), entre los que
se encuentran los algoritmos genéticos (genetic algorithms) (Davis, 1987) y las otras
estrategias evolutivas y de programación evolucionaria (Fogel, 1993). Métodos menos
utilizados son el taboo search (Cvijović y Klinowski, 1995), las redes neuronales (neural
networks) (Ramanujan y Sadayappan, 1988), Particle swarm optimization (Shaw y
Srivastava, 2007), entre otros. La bibliografía sobre métodos de optimización global es
extensa y está en constante crecimiento.
Los algoritmos de optimización global, a pesar de ser diseñados para encontrar el
mínimo absoluto de la función, pueden quedar atrapados en un mínimo local del cual
no pueden escapar. Este inconveniente depende, entre otras cosas, de la complejidad
que presente la función a minimizar y del tamaño del espacio del modelo. Para cada uno
de los algoritmos nombrados se desarrollaron (y aún se desarrollan) técnicas y mejoras
que muchas veces permiten superar este inconveniente sin incrementar demasiado el
tiempo de búsqueda. A modo de ejemplo, la técnica de re-annealing (Ingber, 1989),
utilizada en el método de Simulated Annealing, persigue este objetivo. Sin embargo con
frecuencia ninguna de estas mejoras garantiza la convergencia al mínimo absoluto en
tiempos computacionales adecuados, y la probabilidad de éxito varía dependiendo del
problema en el cual se está aplicando el algoritmo de optimización.
2.6. Formulación Bayesiana del problema inverso
En las secciones previas se analizó el problema inverso desde el enfoque clásico. En
esta sección nos concentraremos en estudiar, brevemente, el enfoque bayesiano. Una de
las diferencias fundamentales entre el enfoque clásico y el enfoque bayesianso está en la
naturaleza de la solución encontrada. Una característica inherente a los problemas de
inversión es la aleatoriedad (Ulrych et al., 2001). La aleatoriedad se encuentra asociada
a varias partes del proceso de inversión, por ejemplo el ruido siempre presente en los
datos observados es muchas veces aleatorio. En el enfoque clásico se busca estimar un
modelom desconocido, pero que se asume como determinado. En el enfoque bayesiano
el modelom se lo considera una variable aleatoria y la solución encontrada es la función
de distribución de probabilidad asociada al modelo m (Aster et al., 2013).
El enfoque bayesiano se basa en asumir que se cuenta con información sobre el mo-
delo a estimar antes de que se observe el dato (Scales y Tenorio, 2001). Esta forma de
encarar el problema permite incorporar la información a priori de forma más elegante
desde el punto de vista matemático. Esta información se expresa matemáticamente
a través de una distribución de probabilidad llamada distribución a priori. La teoría
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desarrollada por Bayes (1763) da el marco para poder combinar la distribución a priori
con la información contenida en el dato observado. Como resultado de esta combinación
se obtiene una distribución de probabilidad llamada distribución a posteriori. Esta dis-
tribución representa lo que sabemos del modelo, desde el punto de vista probabilístico,
después de que realizamos las observaciones, considerando las restricciones impuestas
por la distribución a priori.
Uno de los principales reparos que se hacen al enfoque bayesiano es el hecho de que a
través de la distribución a priori se incorpora al modelo estimado características que no
están fundamentadas por el dato observado. Sin embargo lo mismo sucede en el enfoque
clásico al elegir alguna clase de regularización. Otra cuestión que surge es el hecho de
que las probabilidades sólo deberían ser calculadas, no asignadas (Ulrych et al., 2001).
En ese sentido la elección de la distribución a priori implica darle a la solución una
característica que bien podría no ser del todo adecuada, de allí la importancia para el
proceso de inversión en realizar un estudio previo que permita una correcta elección de
dicha distribución.
2.6.1. Teorema de Bayes
La teoría de Bayes establece las bases para calcular probabilidades condicionales,
que matemáticamente se pueden expresar como
p(m|d) = p(d|m)p(m)
p(d)
. (2.23)
La función de densidad de probabilidad a posteriori p(m|d) es lo que que deseamos
conocer. Es la distribución de probabilidad del modelom conocido el dato observado d.
Esta función nos permite saber cuál es la probabilidad de que un cierto modelo explique
al dato observado. La función p(d|m) es llamada función de verosimilitud (likelihood
function). El signiﬁcado de esta función varía dependiendo del dato observado d. Antes
de que d haya sido observado la función de verosimilitud representa la densidad de
probabilidad asociada a posibles realizaciones de d a partir un modelo ﬁjo m. Una
vez que el dato d ha sido observado el signiﬁcado cambia y la función representa la
probabilidad de obtener dicho dato d como función del modelo m. La función p(m) es
la distribución de probabilidad a priori del modelo. El denominador p(d) representa la
probabilidad de que el dato haya sido observado y es una “constante” de normalización
que garantiza que
∫
p(m|d)dm = 1. (2.24)
Esto último debe cumplirse ya que la función a posteriori es una función de densidad de
probabilidad. Por ello, para asegurar que p(m|d) ∈ (0, 1) y que se cumpla la ecuación
(2.24) se toma
p(d) =
∫
p(d|m)p(m)dm, (2.25)
por lo que el cálculo de p(d) puede ser obviado.
Si el valor numérico que tomará la distribución a posteriori no es de interés y sólo
se requiere conocer su forma, se puede considerar que
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p(m|d) ∝ p(d|m)p(m). (2.26)
Es importante destacar que la función a posteriori p(m|d) no da como resultado
un único modelo que pueda considerarse como la solución al problema de inversión,
sino que da una distribución de posibles modelos. Si se está buscando un único modelo
se debe elegir algún criterio para discriminarlo. Dependiendo del tipo de solución que
se esté buscando, podría ser adecuado elegir aquel modelo que maximiza la función a
posteriori. A ese modelo en particular se lo conoce como maximum a posteriori model
(MAP).
2.6.2. Ejemplos
A modo de ejemplo estimaremos el MAP a partir de la relación lineal entre el dato
observado y los parámetros del modelo dada por la ecuación (2.7), y considerandos
que el ruido n = d−Gm tiene distribución de probabilidad gaussiana. A partir de
estas hipótesis la función de verosimilitud p(d|m) será una función de densidad de
probabilidad gaussiana multivariada y tendrá la forma (Sivia, 1996)
p(d|m) = 1
(2π)N |Cn|1/2 exp
[
−1
2
(d−Gm)TC−1n (d−Gm)
]
, (2.27)
donde N y Cn son el número de muestras del vector d y la matriz de covarianzas del
vector n = d−Gm, respectivamente. Tomando como hipótesis adicional que el ruido
no está correlacionado entonces la matriz de covarianza del ruido n se puede expresar
como Cn = σ2nI, donde I es la matriz identidad y σ
2
n es la varianza.
Con respecto a la función de densidad p(m) vamos a considerar dos casos: que
poseemos información a priori suﬁciente como para asumir con certeza que p(m) tiene
una función de densidad uniforme o que tiene una función de densidad gaussiana.
En el primer caso se tendrá que
p(m) = C. ∀m, (2.28)
En este caso todos los modelos m son igualmente probables.
Remplazando las ecuaciones (2.27) y (2.28) en la ecuación (2.26), y tomando Cn =
σ2nI se obtiene la función de densidad de probabilidad a posteriori
p(m|d) ∝ C
(2π)Nσn
exp
[
− 1
2σ2n
(d−Gm)T (d−Gm)
]
. (2.29)
El modelo que maximiza la función p(m|d) será aquel que minimiza el exponente.
Es decir, el modelo m más probable es aquel que minimiza la función de costo dada
por
J(m) = (d−Gm)T (d−Gm) = ‖d−Gm‖22,
que es igual a la ecuación (2.10).
Como ya se analizó en la sección 2.3.2, la estimación del modelo m que minimiza
esta función de costo es
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mˆ =
(
GTG
)
−1
GTd. (2.30)
De este resultado se deduce que la solución estimada utilizando el método de mínimos
cuadrados tiene signiﬁcado si se cumplen las hipótesis de que los errores en los datos
que queremos ajustar linealmente siguen una distribución aproximadamente gaussiana
y que todos los parámetros del modelo son igualmente probables (ecuación (2.28)).
Esta solución es la más conservadora en el sentido de que no estamos haciendo ninguna
suposición a priori especial acerca del modelo que queremos estimar. Todos los valores
de m son igualmente probables y la solución sólo está basada en el dato observado.
En el segundo caso, asumiendo que los parámetros m siguen una distribución gaus-
siana y no están correlacionados, la función de densidad a priori tendrá la forma
p(m) ∝ 1
(2π)Mσm
exp
[
− 1
2σ2m
mTm
]
. (2.31)
dondeM y σ2m son el número de elementos y la varianza del vectorm, respectivamente.
Siguiendo el mismo procedimiento llevado a cabo en el primer caso se obtiene que
la función de densidad de probabilidad a posteriori tiene la siguiente forma
p(m|d) ∝ 1
(2π)N+Mσnσm
exp
[
− 1
2σ2n
(d−Gm)T (d−Gm)− 1
2σ2m
mTm
]
. (2.32)
Por lo tanto, el modelo más probable es aquel que minimiza la función de costo dada
por
J(m) = (d−Gm)T (d−Gm) + σ
2
n
σ2m
mTm
= ‖d−Gm‖22 +
σ2n
σ2m
‖m‖22, (2.33)
que es igual a la ecuación (2.16) con µ = σ2n/σ
2
m. Como ya se analizó en la sección 2.3.2,
la estimación del modelo m que minimiza esta función de costo es
mˆ =
(
GTG+ µI
)
−1
GTd. (2.34)
De este resultado se puede observar la relación entre el parámetro µ y el dato. Si
se cuenta con datos muy precisos y conﬁables su incertidumbre, representada por σ2n,
es mucho menor que la incertidumbre del modelo σ2m, luego el segundo término de la
ecuación (2.33) tendrá poco peso en la solución y ésta estará basada principalmente en
el dato observado. En caso contrario, si las observaciones no son conﬁables, se le dará
mayor peso al término de regularización y la solución estará fuertemente inﬂuenciada
por este. Sin embargo la incerteza σ2m generalmente no es conocida por ello el parámetro
µ debe ser estimado por otros medios.
29
2. Problema inverso: regularización y optimización
2.7. Sumario
En este capítulo se hizo una muy breve revisión de la teoría de inversión. La teoría
del inversión da las herramientas para poder estimar modelos matemáticos a partir
de observaciones y poder hacer un análisis de las soluciones estimadas. Una de las
desventajas al resolver problemas de inversión es que éstos sufren de inestabilidad y
ambigüedad. Para poder obtener resultados útiles y con signiﬁcado físico dichas com-
plicaciones deben ser sorteadas. En este capítulo se analizaron las formulaciones clásica
y bayesiana del problema inverso. En la primera se clasiﬁcaron los problemas en linea-
les y no lineales, siendo a la vez clasiﬁcados en sobredeterminados y subdeterminados.
Se vio que la solución por mínimos cuadrados es adecuada para resolver problemas
inversos lineales sobredeterminados, mientras que la solución por mínimos cuadrados
amortiguados es adecuada para resolver problemas lineales subdeterminados. Estos
resultados fueron justiﬁcados posteriormente por medio de la formulación bayesiana,
donde además se hizo evidente la cercana relación entre el método de mínimos cua-
drados y la función de densidad de probabilidad gaussiana. Se hizo especial mención
a problemas mal condicionados, ya que gran parte de los problemas de inversión en
geofísica pertenecen a esta categoría. Se enunciaron las condiciones que deﬁnen un
problema bien planteado, y a partir de esta deﬁnición se dieron las condiciones para
determinar si un problema está bien o mal condicionado. Para los problemas mal con-
dicionados se discutió su regularización como un medio de poder estabilizar el proceso
de inversión. Este enfoque será utilizado en esta tesis para resolver diversos problemas
de inversión. Se analizó la complejidad que surge de una relación no lineal entre el
dato y los parámetros del modelo. A partir de ésto se realizó un breve resumen de
los métodos de optimización local y global, haciendo una descripción de aquellos más
conocidos y utilizados. En esta tesis se estará trabajando con problemas de inversión
lineales y no lineales, y las funciones de costo asociadas serán optimizadas utilizando
métodos de optimización local y global dependiendo del caso. Es importante destacar
que, más allá de la clasiﬁcación hecha en este capítulo, cada problema de inversión es
único y se debe determinar la forma más efectiva de resolverlo.
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Capítulo 3
Problema directo: de Zoeppritz a
los datos sísmicos prestack
3.1. Introducción
En los métodos sísmicos de prospección la mayor parte de la información de interés
es proporcionada por las ondas que se propagan por el subsuelo. Dichas ondas se sepa-
ran en ondas compresionales, conocidas como ondas P , y en ondas de corte, conocidas
como ondas S. Las ondas compresionales, como su nombre lo indica, se caracterizan
por producir la compresión y dilatación del medio a medida que se propagan. El mo-
vimiento de las partículas que forman el medio es en la dirección de la propagación de
la onda, por eso este tipo de onda también se conoce con el nombre de onda longitu-
dinal. Por otro lado, las ondas de corte deben su nombre a que el movimiento de las
partículas del medio es perpendicular a la dirección de propagación de las ondas. Una
característica importante de este tipo de ondas es que no se propagan por los ﬂuidos
ya que éstos no soportan tensión de corte. Debido a la sensibilidad que muestran las
ondas S frente a los ﬂuidos presentes en las rocas es importante entender cual es su
contribución en la información proporcionada por el método sísmico cuando se lo usa
para caracterizar, por ejemplo, un reservorio. La velocidad de propagación de las on-
das P varía dependiendo de una gran cantidad de parámetros físicos del medio por el
cual se propaga, tal como la densidad, sus parámetros elásticos (modulo de Young, la
constante de Lamé, etc), la cantidad de ﬂuidos o la porosidad. Debido a esto, estudiar
solamente las propiedades de la onda P suele no ser suﬁciente para poder caracterizar
correctamente el medio, por lo que es necesario entender como las ondas P se relacionan
con las ondas S para complementar la información provista.
Al utilizar el método sísmico de prospección se considera que la parte superior de la
corteza terrestre está compuesta de capas rocosas con diferentes propiedades elásticas.
A pesar de ser este un modelo muy sencillo del subsuelo es de gran utilidad al resolver
problemas de inversión sísmica como los que se tratarán en los próximos capítulos.
Cuando una onda sísmica se propaga hacia el interior de la Tierra su energía se divide
a medida que incide en las discontinuidades que separan dichas capas. Si la onda que
incide sobre una discontinuidad que separa dos medios es una onda compresional parte
de su energía se convierte en una onda de corte, luego la onda compresional incidente
y la onda de corte convertida son parcialmente reﬂejadas desde la discontinuidad y
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parcialmente transmitidas a través de ésta.
En la década de 1960 se observaron, en los datos sísmicos poststack, incrementos
anómalos de los valores de los coeﬁcientes de reﬂexión relacionadas con depósitos de
gas. Estas anomalías de amplitud, que son llamadas bright spots (Sheriﬀ, 2002), podían
también deberse a cambios bruscos en la litología de la zona explorada, por lo que en
las siguiente década se desarrollaron, con variable éxito, técnicas y métodos basados
en el análisis de datos poststack con el ﬁn de resolver dicha ambigüedad. Finalmente
Ostrander (1984) introdujo una nueva clase de atributos sísmicos por medio del análisis
de AVA, ya que éste no sólo depende del ángulo de incidencia sino también de las
propiedades físicas del medio por el cual se propagan las ondas, en particular del
contenido de ﬂuidos de las rocas. De esta forma el AVA mostró ser un método capáz
de proveer valiosa información para la caracterización del subsuelo y la prospección de
hidrocarburos. De esta variación se puede obtener estimaciones de parámetros físicos
tales como la velocidad de propagación de las ondas P , la velocidad de propagación de
las ondas S, la densidad, el coeﬁciente de Poisson, entre otros.
La variación de la amplitud de las ondas reﬂejadas y transmitidas en función del
ángulo de incidencia ha sido estudiada desde ﬁnales del siglo XIX, siendo el trabajo
de Knott (1899) uno de los primeros sobre el tema. A partir de este trabajo Zoeppritz
(1919) desarrolló las ecuaciones que llevan su nombre y modelan dicha variación. En
estas ecuaciones la relación entre los parámetros elásticos y el ángulo de incidencia es no
lineal y complicada, por lo que a partir de la década de 1960 fueron desarrolladas varias
aproximaciones lineales. Los coeﬁcientes de estas aproximaciones constituyen atribu-
tos que pueden proveer importante información acerca del contenido de ﬂuidos en las
rocas, información que es clave para la caracterización de reservorios de hidrocarburos
(Ostrander, 1984; Castagna et al., 1998; Smith y Gidlow, 2000; Chopra y Castagna,
2007). En este capítulo se deducirán las ecuaciones de Zoeppritz para una onda inci-
dente compresional y también se hará un resumen de varias de las aproximaciones mas
conocidas, estableciendo las hipótesis bajo las cuáles se derivaron. Se pondrá particular
énfasis en detallar las aproximaciones de Aki y Richards (1980) y Shuey (1985), hacien-
do una comparación entre ambas, ya que serán ampliamente utilizadas en los próximos
capítulos de esta tesis. De estas aproximaciones se obtienen expresiones que relacionan
diversas magnitudes físicas que caracterizan al subsuelo con el ángulo de incidencia.
3.2. Las ecuaciones de Zoeppritz
Dada una onda plana que incide sobre una discontinuidad que separa dos medios
con diferentes propiedades elásticas las ecuaciones de Zoeppritz (Zoeppritz, 1919; Yil-
maz, 2001; Ikelle y Amundsen, 2005) permiten predecir las amplitudes de las ondas
reﬂejadas y transmitidas (tanto onda P como S) en función del ángulo con el cual
la onda incidió. Las ecuaciones de Zoeppritz se derivan bajo la hipótesis de que los
medios son semiespacios elásticos en condición de soldadura. Estos semiespacios es-
tán caracterizados por la densidad ρ y las velocidades α y β de propagación de ondas
compresionales y de corte, respectivamente. Para la derivación de las ecuaciones de
Zoeppritz no es condición necesaria que los medios sean homogéneos e isótropos, sin
embargo dichas características serán asumidas como verdaderas en esta tesis debido a
que sí son necesarias para derivar las aproximaciones lineales que serán utilizadas en la
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resolución de los problemas de inversión sísmica que serán estudiados en los siguientes
capítulos. También se considera como hipótesis que el ángulo de incidencia es menor
que el ángulo de incidencia crítico. Dicho ángulo crítico queda determinado por las ve-
locidades de propagación de las ondas sísmicas en ambos medios y puede ser estimado
a través de la Ley de Snell (Shearer, 1999).
Dados dos medios con las propiedades descritas y una onda plana, compresional o
de corte, que se propaga por el primer medio y que incide en la discontinuidad que
lo separa del segundo, las ecuaciones de Zoeppritz predicen que se tendrá una onda
compresional y otra de corte reﬂejadas hacia el primer medio y una onda compresional y
otra de corte transmitidas hacia el segundo (Figura 3.1). De la misma forma, cuando la
onda incidente viaja inicialmente por el segundo medio e incide en la discontinuidad se
tendrán otras dos ondas reﬂejadas y dos ondas transmitidas. De este análisis se observa
que en general las ecuaciones de Zoeppritz permiten estimar, en función del ángulo de
incidencia, la amplitud de 16 tipos diferentes de ondas dependiendo de la condición
inicial de la onda incidente (Aki y Richards, 1980) . En esta tesis nos limitaremos al caso
en el que tanto la onda incidente como la reﬂejada son ondas P . Ondas transmitidas
y ondas convertidas de P a S no serán estudio de este trabajo. La razón de esta
limitación es que en exploración sísmica mayormente se generan y se registran sólo
ondas compresionales. Sin embargo, con el desarrollo de nuevas tecnologías en el campo
de la adquisición y el procesamiento de datos, la sísmica multicomponente está siendo
utilizada cada vez más (Hampson et al., 2005; Hampson y Russell, 2013).
3.2.1. Deducción de las ecuaciones de Zoeppritz
En esta sección se deducirán las ecuaciones de Zoeppritz que permiten estimar los
coeﬁcientes de reﬂexión y transmisión para ondas planas en función del ángulo de inci-
dencia y de seis parámetros físicos independientes, tres a cada lado de la discontinuidad
que separa los dos medios. Las ecuaciones de Zoeppritz se obtienen imponiendo las si-
guientes condiciones de borde sobre los desplazamientos y los esfuerzos producidos por
el campo de ondas en la discontinuidad que separa estos medios (Yilmaz, 2001; Ikelle
y Amundsen, 2005):
1. Continuidad de la componente tangencial de los desplazamientos.
2. Continuidad de la componente normal de los desplazamientos.
3. Continuidad de la componente normal de los esfuerzos.
4. Continuidad de la componente tangencial de los esfuerzos.
A partir de estas condiciones de borde se obtendrán cuatro ecuaciones que relacio-
nan las amplitudes de las ondas reﬂejadas y transmitidas, tanto compresionales como
de corte, con el ángulo de incidencia de la onda compresional.
Por medio del teorema de Helmholtz (Lay y Wallace, 1995), el campo de despla-
zamiento u producido por la propagación de las ondas a través del medio puede ser
representado como
u = ∇Φ +∇×Ψ, (3.1)
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donde Φ es una función potencial escalar asociada a las ondas compresionales P y Ψ
es una función potencial vectorial asociada a las ondas de corte S, tal que
∇× Φ = 0, (3.2)
∇ ·Ψ = 0. (3.3)
Para un medio bidimensional de coordenadas cartesianas (x, z) dichos potenciales se
relacionan con el campo de desplazamiento u = uxˆ+wzˆ, donde xˆ y zˆ son los versores
asociados a las coordenadas x y z respectivamente, a través de
u =
∂Φ
∂x
+
∂Ψ
∂z
, (3.4)
w =
∂Φ
∂z
− ∂Ψ
∂x
, (3.5)
donde Ψ es la componente de Ψ perpendicular al plano (x, z). Dichos potenciales
satisfacen las ecuaciones de onda
∂2Φ
∂x2
+
∂2Φ
∂z2
=
1
α2
∂2Φ
∂t2
, (3.6)
y
∂2Ψ
∂x2
+
∂2Ψ
∂z2
=
1
β2
∂2Ψ
∂t2
. (3.7)
Dada una onda compresional P de amplitud A0 que incide con ángulo θI en la dis-
continuidad que separa dos medios (Figura 3.1), el medio 1 con velocidades y densidad
α1, β1 y ρ1 y el medio 2 con velocidades y densidad α2, β2 y ρ2, los potenciales Φ1,
Φ2, Ψ1 y Ψ2 de las ondas P y S reﬂejadas y transmitidas que satisfacen las ecuaciones
(3.6) y (3.7) se expresan como
Φ1 = A0 exp
(
i
ω
α1
sin θIx+ i
ω
α1
cos θIz − iωt
)
(3.8)
+ A1 exp
(
i
ω
α1
sin θRx− i ω
α1
cos θRz − iωt
)
, (3.9)
Ψ1 = B1 exp
(
i
ω
β1
sinϕRx− i ω
β1
cosϕRz − iωt
)
, (3.10)
Φ2 = A2 exp
(
i
ω
α2
sin θTx+ i
ω
α2
cos θT z − iωt
)
, (3.11)
Ψ2 = B2 exp
(
i
ω
β2
sinϕTx+ i
ω
β2
cosϕT z − iωt
)
, (3.12)
donde ω es la frecuencia ángular y A1, A2, B1 y B2 son, respectívamente, las amplitudes
de las ondas P reﬂejada y transmitida y S reﬂejada y transmitida. La coordenada z
se toma positiva hacia abajo, siendo z = 0 en la discontinuidad. Los ángulos θR, θT ,
ϕR, ϕT son respectivamente los ángulos de reﬂexión y transmisión de la onda P y los
ángulos de reﬂexión y transmisión de la onda S.
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Figura 3.1. Ondas compresionales y de corte, reflejadas y transmitidas, a
partir de una onda compresional incidente en la discontinuidad que separa dos
medios con propiedades elásticas diferentes.
El objetivo es calcular las amplitudes A1, A2, B1 y B2 de las ondas reﬂejadas y
transmitidas. Para ello se hará uso de las expresiones de los potenciales dados en las
ecuaciones (3.8) a (3.12), de las condiciones de borde antes enumeradas y de la ley de
Snell
sin θI
α1
=
sin θR
α1
=
sin θT
α2
=
sinϕR
β1
=
sinϕT
β2
. (3.13)
Primera ecuación de Zoeppritz: Se observa la continuidad de la componente tan-
gencial de desplazamientos a través de la discontinuidad que separa ambos medios.
Esta condición de borde se puede expresar como
u1(z = 0) = u2(z = 0). (3.14)
Remplazando la ecuación (3.4) se obtiene
(
∂Φ1
∂x
+
∂Ψ1
∂z
)∣∣∣∣∣
z=0
=
(
∂Φ2
∂x
+
∂Ψ2
∂z
)∣∣∣∣∣
z=0
, (3.15)
luego, reemplazando con las funciones potenciales dadas en las ecuaciones (3.8) a (3.12)
y utilizando la Ley de Snell se obtiene
sin θR
α1
A0 +
sin θR
α1
A1 − cosϕR
β1
B1 =
sin θT
α2
A2 +
cosϕT
β2
B2, (3.16)
que es la primera ecuación de Zoeppritz.
Segunda ecuación de Zoeppritz: Se observa la continuidad de la componente nor-
mal de los desplazamientos a través de la discontinuidad que separa ambos medios.
Esta condición de borde se puede expresar como
w1(z = 0) = w2(z = 0). (3.17)
Remplazando la ecuación (3.5) se obtiene
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(
∂Φ1
∂z
− ∂Ψ1
∂x
)∣∣∣∣∣
z=0
=
(
∂Φ2
∂z
− ∂Ψ2
∂x
)∣∣∣∣∣
z=0
, (3.18)
luego, reemplazando con las funciones potenciales dadas en las ecuaciones (3.8) a (3.12)
y utilizando la Ley de Snell se obtiene
cos θR
α1
A0 − cos θR
α1
A1 − sinϕR
β1
B1 =
cos θT
α2
A2 − sinϕT
β2
B2, (3.19)
que es la segunda ecuación de Zoeppritz.
Para poder aplicar las condiciones de borde restantes se deben expresar los esfuerzos
normales y tangenciales en función de los potenciales Φ y Ψ. Para ello vamos a utilizar
la relación entre el esfuerzo y deformación dada por la Ley de Hook (Yilmaz, 2001)
σij = λ∆δij + 2µeij, i, j = x, y, z (3.20)
donde σi,j es el esfuerzo, δi,j es el delta de Kronecker, ei,j es la deformación y ∆
representa el cambio relativo en volumen. Las constantes λ y µ son los parámetros de
Lamé, que se relacionan con las velocidades y densidades del medio a través de
α =
√
λ+ 2µ
ρ
, β =
√
µ
ρ
. (3.21)
Cuando se trabaja en volúmenes inﬁnitesimales ∆ es igual a la suma de los tres
componentes principales de la deformación: ∆ = exx + eyy + ezz. En este caso, al estar
deduciendo las ecuaciones de Zoeppritz en el plano (x, z) se tiene que eyy = 0. De esta
forma la componente normal del esfuerzo puede expresarse, usando la ecuación (3.20)
como
σzz = λ(exx + ezz) + 2µezz, (3.22)
donde
exx =
∂u
∂x
, ezz =
∂w
∂z
. (3.23)
Utilizando las ecuaciones (3.4), (3.5), (3.21), (3.22) y (3.23) se puede expresar el
esfuerzo normal como
σzz = ρ
∂2Φ
∂t2
− 2ρβ2
(
∂2Φ
∂x2
+
∂2Ψ
∂z∂x
)
. (3.24)
Teniendo ya expresado el esfuerzo normal en función de las propiedades elásticas
del medio y de los potenciales se puede hacer uso de la tercera condición de borde.
Tercera ecuación de Zoeppritz: Se observa la continuidad de la componente normal
de los esfuerzos a través de la discontinuidad que separa ambos medios.
Esta condición de borde se puede expresar como
σzz,1(z = 0) = σzz,2(z = 0). (3.25)
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Reemplazando con la ecuación (3.24) se obtiene
ρ1
∂2Φ1
∂t2
− 2ρ1β21
(
∂2Φ1
∂x2
+
∂2Ψ1
∂z∂x
)∣∣∣∣∣
z=0
= ρ2
∂2Φ2
∂t2
− 2ρ2β22
(
∂2Φ2
∂x2
+
∂2Ψ2
∂z∂x
)∣∣∣∣∣
z=0
,
(3.26)
luego, reemplazando con las funciones potenciales dadas en las ecuaciones (3.8) a (3.12)
y utilizando la Ley de Snell se obtiene
− cos 2ϕRA0 − cos 2ϕRA1 − sin 2ϕRB1 = −ρ2
ρ1
cos 2ϕTA2 +
ρ2
ρ1
sin 2ϕTB2, (3.27)
que es la tercera ecuación de Zoeppritz.
Siguiendo la ecuación (3.20), cuando se trabaja en el plano (x, z), el esfuerzo tan-
gencial puede expresarse como
σxz = 2µexz, (3.28)
donde
exz =
1
2
(
∂w
∂x
+
∂u
∂z
)
, (3.29)
Utilizando las ecuaciones (3.4), (3.5), (3.21), (3.28) y (3.29) se puede expresar el esfuerzo
tangencial como
σxz = β
2ρ
(
2
∂2Φ
∂z∂x
+
∂2Ψ
∂z2
− ∂
2Ψ
∂x2
)
(3.30)
Teniendo ya expresado el esfuerzo tangencial en función de las propiedades elásticas
del medio y de los potenciales se puede hacer uso de la cuarta condición de borde.
Cuarta ecuación de Zoeppritz: Se observa la continuidad de la componente tan-
gencial de los esfuerzos a través de la discontinuidad que separa ambos medios.
Esta condición de borde se puede expresar como
σxz,1(z = 0) = σxz,2(z = 0). (3.31)
Reemplazando con la ecuación (3.30) se obtiene
β21ρ1
(
2
∂2Φ1
∂z∂x
+
∂2Ψ1
∂z2
− ∂
2Ψ1
∂x2
)∣∣∣∣∣
z=0
= β22ρ2
(
2
∂2Φ2
∂z∂x
+
∂2Ψ2
∂z2
− ∂
2Ψ2
∂x2
)∣∣∣∣∣
z=0
, (3.32)
luego, reemplazando con las funciones potenciales dadas en las ecuaciones (3.8) a (3.12)
y utilizando la Ley de Snell se obtiene
− sin 2θRA0 + sin 2θRA1 − α
2
1
β21
cos 2ϕRB1 = −ρ2β
2
2α
2
1
ρ1β21α
2
2
sin 2θTA2 − ρ2α
2
1
ρ1β21
cos 2ϕTB2,
(3.33)
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que es la cuarta ecuación de Zoeppritz.
Las ecuaciones (3.16), (3.19), (3.27) y (3.33) constituyen un sistema de ecuaciones
que puede ser resuelto para estimar las amplitudes A1, A2, B1 y B2 de los potenciales.
Sin embargo es conveniente expresar estas ecuaciones en función de los coeﬁcientes de
reﬂexión y transmisión
RPP =
A1
A0
, RPS =
α1
β1
B1
A0
, TPP =
α1
α2
A2
A0
, TPS =
α1
β2
B2
A0
. (3.34)
Reescribiendo las ecuaciones de Zoeppritz en función de los coeﬁcientes de reﬂexión
y transmisión, y expresando el sistema en forma matricial se obtiene


cos θR sinϕR cos θT − sinϕT
− sin θR cosϕR sin θT cosϕT
− cos 2ϕR − β1α1 sin 2ϕR
α2ρ2
α1ρ1
cos 2ϕT − β2ρ2α1ρ1 sin 2ϕT
sin 2θR −α1β1 cos 2ϕR
ρ2β22α1
ρ1β21α2
sin 2θT
ρ2β2α1
ρ1β21
cos 2ϕT




RPP
RPS
TPP
TPS

 =


cos θR
sin θR
cos 2ϕR
sin 2θR

 .
(3.35)
3.3. Sobre las reflectividades
El objetivo de los métodos sísmicos de prospección es caracterizar el subsuelo. Éste
consiste en una serie de capas de diferente estructura, litología, porosidad y contenido
de ﬂuidos. Desde el punto de vista geológico esta caracterización generalmente se realiza
analizando datos de perﬁlaje de pozo a través de la medición de algún parámetro Z.
Desde el punto de vista geofísico esta caracterización se realiza analizando los cambios
de dicho parámetro en las discontinuidades que separan las capas que componen el
subsuelo (Russell, 2014). Esta diferencia es llamada reﬂectividad R. La relación entre
Z y R está dada por
RZ =
∆Z
2Z
, (3.36)
donde ∆Z = Zi+1 − Zi y Z = (Zi+1 + Zi)/2 y el subíndice i hace referencia a la
i-esima capa. Para cada discontinuidad, la reﬂectividad del parámetro T se obtiene
dividiendo el cambio en dicho parámetro por el doble de su valor medio. Esta notación
será utilizada a lo largo de esta tesis. El parámetro T puede tomar diferentes nombres y
signiﬁcados. Por ejemplo, la reﬂectividad asociada a la velocidad α, será Rα = ∆α/2α.
Dado un modelo de velocidades y densidades, las ecuaciones de Zoeppritz permiten
obtener coeﬁcientes de reﬂexión y transmisión en función de los ángulos de incidencia
y trasmisión. Sin embargo, las expresiones de dichos coeﬁcientes son complicadas y
su dependencia con el ángulo de incidencia es poco intuitiva y no lineal. En efecto,
resolviendo el sistema de ecuaciones (3.35), el coeﬁciente de reﬂexión exacto RPP para
la onda compresional incidente y reﬂejada, con el cual nos limitaremos a trabajar en
esta tesis, puede expresarse como (Aki y Richards, 1980)
RPP =
(
b cos θI
α1
− c cos θT
α2
)
F −
(
a+ d cos θI
α1
cosϕT
β2
)
Hp2
D
, (3.37)
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donde
p =
sin θI
α1
, (3.38)
a = ρ2
(
1− 2β22p2
)
− ρ1
(
1− 2β21p2
)
, (3.39)
b = ρ2
(
1− 2β22p2
)
+ 2ρ1β
2
1p
2, (3.40)
c = ρ1
(
1− 2β21p2
)
+ 2ρ2β
2
2p
2, (3.41)
d = 2
(
ρ2β
2
2 − ρ1β21
)
, (3.42)
F = b
cosϕR
β1
+ c
cosϕT
β2
, (3.43)
H = a− dcos θT
α2
cosϕR
β1
, (3.44)
D =
det (M)
α1α2β1β2
, (3.45)
siendo det (M) el determinante de la matriz del lado izquierdo de la ecuación (3.35).
3.4. Aproximaciones de las ecuaciones de Zoeppritz
Como puede observarse, la expresión del coeﬁciente de reﬂexión RPP exacto es
altamente no lineal y su relación con los parámetros del medio es compleja. Debido a
esto las ecuaciones de Zoeppritz son poco prácticas para ser utilizadas en problemas de
inversión. Para salvar estas diﬁcultades varias aproximaciones lineales a las ecuaciones
de Zoeppritz han sido desarrolladas por varios autores, tales como las aproximaciones
de Bortfeld (1961), Aki y Richards (1980), Shuey (1985), Smith y Gidlow (1987), Fatti
et al. (1994), Verm y Hilterman (1995), etc. En este trabajo nos limitaremos al estudio
y uso de la aproximación de Aki y Richards de tres términos (Aki y Richards, 1980) y
de la aproximación de Shuey de dos términos (Shuey, 1985), dos de la más utilizadas
hoy en día.
La linealización de las ecuaciones de Zoeppritz parte de la hipótesis de que la
variación relativa de los parámetros físicos es pequeña. Las expresiones resultantes
depende del promedio entre el ángulo de incidencia θI y el ángulo de transmisión
θT en cada discontinuidad donde se produce una reﬂexión. Por otro lado los datos
sísmicos no se registran en función del ángulo de incidencia sino en función del offset
(Sheriﬀ, 2002). Antes de poder utilizar las aproximaciones en los problemas de inversión
que serán estudiados, los datos tienen que ser convertidos de offset-gathers a angle-
gathers. Esta conversión se realiza haciendo trazado de rayos a partir de un modelo de
velocidades. Varios autores, como Dahl y Ursin (1991), Walden (1991) y Castle (1994),
han propuesto diferente técnicas para realizar dicha conversión.
Las curvas de AVA se obtienen midiendo la amplitud de cada traza sísmica de
un angle-gather para un evento determinado. A partir del patrón de variación de la
amplitud pueden llegarse a inferir propiedades de la zona de interés. La característica
de la curva va a depender de la combinación de las propiedades físicas de las rocas y del
contenido de ﬂuido. La factibilidad de poder obtener información útil de este análisis
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está determinada por la relación señal-ruido que presenta el dato y el rango de ángulos
de incidencia presentes en el angle-gather (apertura).
3.4.1. Aproximación de Aki y Richards
Sean las diferencias entre los parámetros elásticos de dos semiespacios∆α = α2−α1,
∆β = β2− β1, ∆ρ = ρ2− ρ1 y sean los valores medios α = 12(α2 +α1), β = 12(β2 + β1),
ρ = 1
2
(ρ2 + ρ1), los cambios relativos en los parámetros físicos están relacionados con
las reﬂectividades correspondientes a través de
Rα =
α2 − α1
α2 + α1
=
1
2
∆α
α
, (3.46)
Rβ =
β2 − β1
β2 + β1
=
1
2
∆β
β
, (3.47)
Rρ =
ρ2 − ρ1
ρ2 + ρ1
=
1
2
∆ρ
ρ
. (3.48)
Nótese que estas reﬂectividades tienen la misma forma matemática que la reﬂectividad
debida al contraste de impedancia de las ondas P y S pero no el mismo signiﬁcado
físico. Si las propiedades elásticas de los medios son tales que Rα, Rβ y Rρ son mucho
menores que la unidad entonces la relación del coeﬁcientes de reﬂexión RPP con el
ángulo de incidencia puede ser aproximada por una ecuación lineal. A partir de esto
último y asumiendo que los ángulos θR, θT , ϕR y ϕT son reales y menores a 90◦, Aki y
Richards (1980) se basaron en los trabajos de Bortfeld (1961) y de Richards y Frasier
(1976) para desarrollar la aproximación de tres términos que lleva sus nombres:
RPP (θ) =
(
1 + tan2 θ
)
Rα − 8γ2 sin2 θRβ +
(
1− 4γ2 sin2 θ
)
Rρ, (3.49)
donde
γ =
β
α
, (3.50)
y
θ =
1
2
(θI + θT ) =
1
2
[
θI + arcsin
(
α2
α1
sin θI
)]
. (3.51)
Esta ecuación es la aproximación de Aki y Richards de tres términos para una
onda P incidente y reﬂejada. Al igual que sucede con las ecuaciones de Zoeppritz,
existen expresiones similares para todo tipo de onda plana incidente y reﬂejada. Esta
aproximación nos da de manera clara la contribución independiente de Rα, Rβ y Rρ en
la reﬂectividad RPP en función del ángulo de incidencia.
Al linealizar el problema se asume que γ y θ son conocidos a priori, pero no siempre
esta información es conocida con precisión. La inﬂuencia de γ en el valor del coeﬁciente
de reﬂexión depende del contraste de los parámetros elásticos del medio (Alemie, 2010).
Cuanto mayor es dicho contraste el efecto de la incertidumbre en el γ utilizado sobre
el coeﬁciente de reﬂexión es mayor. Como se verá en la sección 3.4.3, lo mismo sucede
con la incertidumbre en el ángulo de incidencia utilizado.
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3.4.2. Aproximación de Shuey
Shuey (1985) propuso modiﬁcar la ecuación de Aki y Richards reemplazando la
velocidad β y su variación ∆β a través de la incorporación del coeﬁciente de Poisson
σ. La motivación de dicho remplazo se puede encontrar en los trabajos de Koefoed
(1955, 1962), quien demostró que la dependencia del coeﬁciente de reﬂexión con el
ángulo de incidencia está fuertemente inﬂuenciada por el valor de σ. El coeﬁciente de
Poisson es la relación entre la deformación transversal y longitudinal del medio debida
al esfuerzo producido, por ejemplo, por el paso de una onda compresional. Por otro
lado está vinculado directamente con la elasticidad de las rocas y se relaciona con los
parámetros elásticos del medio a través de
σ =
α2 − 2β2
2(α2 − β2) . (3.52)
De esta ecuación también se hace evidente que el coeﬁciente de Poisson se relaciona
con el tipo de ﬂuido contenido en las rocas, debido a que rocas saturadas con ﬂuidos
compresibles, como son los hidrocarburos poseen valores de α menores, y valores de β
levemente mayores, que aquellas que están saturadas con ﬂuidos incompresibles, como
es el agua (Simm y Bacon, 2014). En particular para un ﬂuido se tiene que β = 0, por
lo que σ = 0.5. Además de ser un indicador de la presencia de ﬂuidos, el coeﬁciente de
Poisson σ también es un indicador de litología.
Reemplazando β y ∆β en la ecuación (3.49) por σ y ∆σ obtenidos a través de la
ecuación (3.52) se obtiene la ecuación de Shuey de tres términos
RPP (θ) = R0 +
[
R0H0 +
∆σ
(1− σ)2
]
sin2 θ +Rα(tan
2 θ − sin2 θ), (3.53)
donde
R0 ≈ 1
2
(
∆α
α
+
∆ρ
ρ
)
= Rα +Rρ, (3.54)
H0 = H − 2(1 +H)1− 2σ
1− σ , (3.55)
H =
∆α/α
∆α/α+∆ρ/ρ
, (3.56)
∆σ = (σ2 − σ1), (3.57)
σ =
1
2
(σ2 + σ1), (3.58)
θ =
1
2
(θI + θT ) =
1
2
[
θI + arcsin
(
α2
α1
sin θI
)]
. (3.59)
Al derivarse de la ecuación de Aki y Richards, la ecuación de Shuey también se basa
en la hipótesis de que el cambio relativo de las propiedades elásticas es pequeño, pero
a diferencia de aquella la ecuación de Shuey está organizada de forma que permite
analizar que combinación de parámetros elásticos contribuyen a RPP según el valor del
ángulo de incidencia θ. El tercer término de la ecuación (3.53), que sólo se relaciona
con cambios en α, se comporta como θ4 y por lo tanto es despreciable cuando θ < 30◦,
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sin embargo para ángulos mayores comienza a ser el término dominante. Si el tercer
término es despreciado obtendremos la clásica aproximación de Shuey de dos términos
RPP (θ) = R0 +G sin
2 θ, (3.60)
donde
G = R0H0 +
∆σ
(1− σ)2 (3.61)
es un atributo llamado gradient. En la práctica tanto el gradient como R0, llamado
intercept, pueden ser estimados de los angle-gathers ajustando por mínimos cuadrados
una recta a las amplitudes de un evento determinado en función de sin2 θ. Este es es-
cencialmente la base del AVA convencional. A partir de este procedimiento se obtienen
dos secciones sísmicas, una relacionada con el intercept conteniendo información sobre
la incidencia normal de las ondas y otra relacionada con el gradient conteniendo infor-
mación sobre los cambios litológicos en el subsuelo. Sólo esta última provee información
acerca del contraste del coeﬁciente de Poisson ∆σ y por lo tanto información acerca de
variaciones en el contenido de ﬂuidos de las rocas.
3.4.3. Comparación entre la aproximación de Aki y Richards
y la aproximación de Shuey
En esta sección se comparan los valores del coeﬁciente de reﬂexión RPP obtenidos
mediante la ecuación de Zoeppritz, la aproximación de Aki y Richards de tres términos
y la aproximación de Shuey de dos términos para los modelos detallados en la Tabla
3.1 (Nowak et al., 2008; Alemie, 2010). El segundo modelo representa el contacto entre
arcilla y arena con gas (Rubino y Velis, 2009). Obviaremos la comparación entre la
aproximación de Aki y Richards y de Shuey de tres términos ya que se tratan de la
misma ecuación expresada en función de diferentes parámetros físicos, y por lo tanto
son numéricamente idénticas. La principal diferencia entre los modelos es el contraste
entre las velocidades y las densidades, siendo el contraste en el modelo 1 menor que en
modelo 2.
Modelo Capa α (m/s) β (m/s) ρ (g/cm3) γ θC
1 1 3000 1800 2.20 0.61 70◦
2 3200 2000 2.25
2 1 3094 1515 2.40 0.56 50◦
2 4050 2526 2.21
Tabla 3.1. Modelos de velocidades α y β, densidades ρ, parámetros γ y ángulo
de incidencia crítico θC utilizados para crear las curvas de la Figura 3.2
.
Para estudiar el efecto de las incertezas en el ángulo de incidencia, los cálculos de
los coeﬁcientes de reﬂexión mediante las aproximaciones se realizaron utilizando los
ángulos de incidencia θ calculados con la ecuación (3.51) y los ángulos de incidencia θI
utilizados en la ecuación de Zoeppritz. Dichos ángulos se tomaron siempre menores al
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ángulo critico θC , valor que se especiﬁca en la Tabla 3.1. Para el caso de la aproximación
de Aki y Richards, el valor de γ utilizado fue el valor exacto dado en la Tabla 3.1.
En la Figura 3.2 se pueden ver las curvas creadas a partir de ambos modelos. Las
curvas rojas se obtuvieron mediante la ecuación de Zoeppritz, las curvas azules con-
tinuas mediante la ecuación de Aki y Richards utilizando el ángulo θ y las curvas
discontinuas mediante el ángulo θI . Similar criterio siguen las curvas color negro ob-
tenidas por medio de la aproximación de Shuey. Como se puede observar en la Figura
3.2a, para el modelo de menor contraste y para ángulos de incidencia menores a 30◦,
todas las aproximaciones se ajustan de manera casi perfecta a la curva que representa
el coeﬁciente de reﬂexión exacto. Las diferencias debidas a pequeñas incertezas en el
ángulo de incidencia no son signiﬁcativas. Por encima de los 30◦ la ecuación de Shuey de
dos términos, para ambos ángulos, se aparta completamente del coeﬁciente de reﬂexión
exacto. Los resultados de despreciar el tercer término son notables. En el caso de la
ecuación de Aki y Richards se puede observar claramente el efecto sobre los resultados
de las incertezas en el ángulo de incidencia. Cuando se utiliza el ángulo θ el coeﬁciente
RPP aproximado se ajusta casi perfectamente al exacto para todo el rango de ángulos.
Sin embargo cuando se utiliza el ángulo θI comienzan a haber diferencias signiﬁcati-
vas entre el valor aproximado y el exacto para valores mayores a 50◦ del ángulo de
incidencia.
La Figura 3.2b muestra los resultados obtenidos utilizando el modelo de mayor con-
traste. Como se puede apreciar los coeﬁcientes de reﬂexión aproximados muestran un
notable apartamiento respecto al valor exacto. Las curvas obtenidas mediante las apro-
ximaciones utilizando el ángulo θI ajustan correctamente al valor exacto para ángulos
menores a 25◦. Para valores mayores ambas curvas se apartan del valor exacto. Para
la aproximación de Shuey este comportamiento es similar al observado en el primer
modelo, pero diﬁere notablemente para la aproximación de Aki y Richards. Como era
de esperarse las curvas calculadas utilizando el ángulo θ ajustan mejor al valor exacto
que aquellas calculadas con el ángulo θI , sin embargo estas soluciones muestran una
desmejora que aquellas obtenidas con el primer modelo. Para el caso de la aproxima-
ción de Shuey se ve que el valor del ángulo de incidencia a partir del cual el coeﬁciente
aproximado comienza a apartarse del exacto es menor que en el modelo de bajo con-
traste. La curva obtenida utilizando la aproximación de Aki y Richards ajusta mejor
a los valores exactos que las otras curvas ya analizadas para este modelo, sin embargo
para un rango de ángulos considerable se observan diferencias con respecto a los valores
exactos que no se observan en el análisis sobre el primer modelo.
La Figura 3.3 muestra la diferencia entre los valores del coeﬁciente de reﬂexión
calculados para ambos modelos de la Tabla 3.1 utilizando las aproximaciones de Aki y
Richards y Shuey para los ángulos θ y θI (curvas negras y azules de la Figura 3.2) y el
valor calculado utilizando la ecuación de Zoeppritz (curva roja en la Figura 3.2). Como
era esperable, el error resultante de aproximar el coeﬁciente de reﬂexión por medio de
la ecuación de Aki y Richards de tres términos es, en general, menor que el observado
al utilizar la aproximación de Shuey de dos términos para todo el rango de ángulos
utilizado.
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Figura 3.2. Coeficientes de reflexión RPP en función del ángulo de inciden-
cia θ (curvas continuas) y θI (curvas discontinuas), utilizando la ecuación de
Zoeppritz (curvas rojas), la aproximación de Aki y Richards (curvas azules) y
la aproximación de Shuey de dos términos (curvas negras) para a) el modelo 1
y b) el modelo 2 cuyos parámetros físicos están detallados en la Tabla 3.1.
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Figura 3.3. Diferencia entre el coeficiente de reflexión calculado utilizando
las aproximaciones de Aki y Richards y Shuey, para los ángulos θ y θI y el
calculado utilizando la ecuación de Zoeppritz para los modelos de la Tabla 3.1.
a) Modelo 1 y b) modelo 2.
3.4.4. Otras aproximaciones
La Tabla 3.2 resume algunas características de las aproximaciones a las ecuaciones
de Zoeppritz ya nombradas. A excepción de la aproximación de Bortfeld (1961), todas
se obtienen partiendo de la aproximación de Aki y Richards (1980). La aproximación
de Bortfeld fue el primer intento de obtener una relación que simpliﬁcara el análisis
de AVA. Sin embargo, en esta aproximación, la relación con los parámetros físicos
y el ángulo de incidencia sigue siendo compleja. Las ecuaciones de Smith y Gidlow
(1987), Fatti et al. (1994) y Verm y Hilterman (1995) dan una relación simple entre el
coeﬁciente de reﬂexión y el ángulo de incidencia. En estas aproximaciones la variación
relativa entre los parámetros de los medios está expresada por medio de reﬂectividades.
Al igual que en la ecuación de Aki y Richards, la ecuación de Smith y Gidlow depende
de las reﬂectividades Rα y Rβ asociadas a las velocidades α y β. Para derivar esta
44
3.5. AVA y anisotropía
aproximación los autores asumieron que se satisface la ecuación derivada por Gardner
et al. (1974) que relaciona la velocidad α con la densidad ρ. La ecuación desarrollada
por Fatti y sus colaboradores está expresada en función de las reﬂectividades RIP
y RIS asociadas al contraste de impedancia acústica de la onda P y de la onda S.
La impedancia acústica se deﬁne como el producto de la densidad por la velocidad
de propagación (Sheriﬀ, 2002). La aproximación de Verm y Hilterman depende de
R0 = Rα + Rρ (ecuación (3.59)) y de Rσ que, si bien no sigue la forma de la ecuación
(3.36), es llamada reﬂectividad de Poisson.
3.5. AVA y anisotropía
El desarrollo de las ecuaciones de Zoeppriz y sus correspondientes aproximaciones
se hizo bajo las hipótesis de que los medios son isótropos y homogéneos, situación que
con frecuencia no ocurre en la realidad. La variación de la velocidad de las ondas sís-
micas en función de la dirección en la cual se propagan, fenómeno llamado anisotropía,
depende, entre otras cosas, del estado de fracturación del medio. El conocimiento de
la fracturación del subsuelo tiene especial importancia en el estudio de yacimientos
no convencionales, como pueden ser reservas de tight-oil y tight-gas. La producción de
hidrocarburos en un reservorio de baja porosidad, como por ejemplo aquellos formados
por rocas carbonáticas, está relacionada muchas veces con la fracturación natural pro-
pia de las rocas que lo forman, ya que estas fracturas permiten el desplazamiento de
los ﬂuidos. Desde un punto de vista económico, la caracterización de estas fracturas es
crucial para una producción eﬁciente y rentable de hidrocarburos. En los últimos años
el estudio de la variación de la amplitud de la ondas reﬂejadas, en función del ángulo
de incidencia y del azimut, o AVAz, se ha convertido en una técnica robusta para la
caracterización de fracturas (Rüger y Gray, 2014). Así como el AVA es sensible a la
presencia de ﬂuidos en las rocas, el AVAz es sensible a los parámetros que caracterizan
la anisotropía del medio, por ejemplo los parámetros de Thomsen (1986). El estudio de
AVAz se basa en ecuaciones similares a las ecuaciones de AVA vistas en este capítulo,
es decir, ecuaciones que permiten calcular los coeﬁcientes de reﬂexión en función del
ángulo de incidencia y del azimut (Rüger, 2002).
En esta tesis sólo se considerarán medio isótropos y homogéneos, por lo que los
efectos de AVAz no serán tenidos en cuenta. No obstante, las diversas estrategias de
inversión que se desarrollarán en los siguientes capítulos son lo suﬁcientemente generales
y ﬂexibles como para poder incoporar el AVAz en la formulación y permitir su aplicación
a casos donde los efectos de la anisotropía son signﬁcativos.
3.6. Problema directo en AVA
Como ya se observó en la sección 2.1, para resolver un problema inverso es necesario
tener suﬁciente conocimiento de la física del problema como para poder generar datos
sintéticos a partir de un modelo. Es decir, dada una parametrización, es necesario saber
resolver el problema directo. En esta sección se describirá brevemente el modelo con-
volucional (Robinson, 1954, 1967) y se planteará el problema directo que será utilizado
durante la resolución del problema de inversión de datos sísmicos prestack a tratar en
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RPP (θI) =
1
2
ln
α2ρ2 cos θI
α1ρ1 cos θT
+
sin2 θI
α21
(β21 − β22)

2 + ln ρ2ρ2
ln α2α1 − ln
α2β1
α1β2


Bortfeld Resuelve para: Características y limitaciones:
(1961) Fue la primera aproximación a las ecuaciones
de Zoeppritz. Simplifica la forma en la que
el coeficiente de reflexión se relaciona con el
ángulo de incidencia. Sin embargo no es li-
neal con respecto a los parámetros elásticos
haciendo difícil su aplicación en problemas de
inversión.
RPP (θ) =
(
1 + tan2 θ
)
Rα − 8γ2 sin2 θRβ +
(
1− 4γ2 sin2 θ
)
Rρ
Aki y Richards Resuelve para: Características y limitaciones:
(1980) Rα, Rβ , Rρ En situaciones donde los parámetros elásticos
presentan poco contraste, esta ecuación ajus-
ta casi exactamente al coeficiente de reflexión
obtenido mediante la ecuación de Zoeppritz
hasta ángulos cercanos al ángulo crítico. Se
asume conocido el valor de γ.
RPP (θ) = R0 +G sin
2 θ +Rα(tan
2 θ − sin2 θ)
Shuey Resuelve para: Características y limitaciones:
(1985) R0, G y Rα Parte de la ecuación de Aki y Richards. El
tercer término se desprecia para ángulos me-
nores a 30◦. Variaciones en G pueden estar
relacionadas con cambios en la cantidad de
fluidos, pero también se pueden deber a cam-
bios en la litología.
RPP (θ) =
(
3
4
+ tan2 θ − γ2 sin2 θ
)
Rα − 8γ2 sin2 θRβ
Smith y Gidlow Resuelve para: Características y limitaciones:
(1987) Rα, Rβ Se asume que la densidad cumple con la ecua-
ción de Gardner. El ángulo de incidencia debe
ser menor que el ángulo crítico θC . Se asume
conocido el valor de γ
RPP (θ) =
1
2
RIP
(
1 + tan2 θ
)
− 4γ2RIS sin2 θ
Fatti et al. Resuelve para: Características y limitaciones:
(1994) RIP , RIS Funciona para ángulos menores a 50
◦. Se ob-
tiene asumiendo cambios pequeños de la den-
sidad ρ. Se asume conocido el valor de γ
RPP (θ) = RP cos
2 θ +Rσ sin
2 θ
Verm y Hilterman Resuelve para: Características y limitaciones:
(1995) RP , Rσ =
∆σ
(1− σ)2 Está basada en la ecuación de Shuey. Funcio-
na para ángulos menores a 30◦. Asume que
γ = 0.5. Cambios en la reflectividad de Pois-
son Rσ pueden indicar cambios en el conte-
nido de fluidos de las rocas.
Tabla 3.2. Resumen de algunas aproximaciones a la ecuación de Zoeppritz
para RPP .
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los próximos capítulos.
Las ondas compresionales generadas en la superﬁcie por alguna fuente impulsiva,
como pueden ser explosivos, un cañón de aire o la caída de un peso, serán representa-
das matemáticamente a través de una ondícula de banda limitada y duración ﬁnita. A
medida que las onda sísmicas se propagan por el subsuelo e interactúan con las discon-
tinuidades que separan las diferentes capas que lo conforman, parte de su energía se
transmite y parte se reﬂeja. La señal registrada en la superﬁcie, correspondiente a la
porción de energía reﬂejada, constituye el dato observado o sismograma (traza sísmica).
El porcentaje de energía que se transmite y se reﬂeja depende del valor del coeﬁciente
de reﬂexión que caracteriza a cada discontinuidad, por lo que será natural caracterizar
el subsuelo a través de una serie de coeﬁcientes de reﬂexión de diferente amplitud.
El modelo convolucional de un sismograma se basa en las siguientes hipótesis:
1. El subsuelo está compuesto por capas horizontales y paralelas de propiedades
elásticas constantes.
2. Las ondas sísmicas son ondas compresionales planas que inciden de forma normal
sobre las discontinuidades que separan las diferentes capas que forman el subsuelo.
Debido a esto no se generan ondas de corte reﬂejadas ni transmitidas.
3. La ondícula es estacionaria.
En la realidad estás hipótesis no se cumplen estrictamente. La primera hipótesis es
incorrecta en lugares donde la geología presenta complejidad estructural o en lugares
donde se producen variaciones laterales de las propiedades físicas del medio. La segun-
da hipótesis establece que las trazas del dato sísmico deben ser de offset cero, lo que
es experimentalmente imposible, sin embargo esto se cumple aproximadamente si los
reﬂectores son profundos ya que el ángulo con el cual incidirá la onda en la discontinui-
dad será pequeño. Al trabajar con angle-gathers, donde a veces el ángulo de incidencia
puede llegar a ser mayor a 40◦, esta hipótesis se aleja aún más de la realidad. Al incidir
la onda oblicuamente sobre la discontinuidad se producen cambios de fase en la ondícu-
la que no serán observados en el dato generado mediante el modelo convolucional. Por
otro lado, a medida que la ondas se propagan por el subsuelo se producen fenómenos
de atenuación y dispersión que se maniﬁestan en cambios en la forma y amplitud de la
ondícula. Es decir, la ondícula no es estacionaria. Todo esto hace que, en principio, haya
diferencias signiﬁcativas entre el dato sintético generado utilizando el modelo convolu-
cional y el dato observado. Un análisis completo de un sismograma debería contemplar
los efectos de atenuación y dispersión, cambios de forma de la ondícula, y pérdidas de
energía debida a la transmisión a través de las discontinuidades y reﬂexiones múltiples
que no están siendo consideradas. A pesar de todas estas diﬁcultades, a la hora de
resolver problemas de inversión es posible procesar al dato observado para que todos
estos fenómenos que nos apartan de las hipótesis antes enumeradas sean corregidos y
el modelo convolucional puede ser aplicado de forma satisfactoria.
Utilizando el modelo convolucional es posible representar la i-esima traza sísmica
de un angle-gather, correspondiente al ángulo de incidencia θi, como
d(θi) = w ∗ r(θi), i = 1, ..., Nθ (3.62)
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donde Nθ es la cantidad de trazas en el angle-gather, r es un vector de dimensión Lr
representando los coeﬁcientes de reﬂexión, w es un vector de dimensión Lw represen-
tando la ondícula, d en un vector de dimensión Ld = Lw + Lr − 1 representando la
traza sísmica, y “∗” es el operador de convolución.
Considerando la validez de las aproximaciones a las ecuaciones de Zoeppritz ana-
lizadas en las secciones previas, el coeﬁcientes de reﬂexión para un dado reﬂector en
función de un ángulo de incidencia θi puede ser expresado, de forma general como
r(θi) =
n∑
k=1
gk(θi)mk, (3.63)
donde mk son parámetros que dependen de las propiedades físicas de las rocas a cada
lado de la discontinuidad (velocidades y densidades), n es el orden de la aproximación
utilizada (usualmente n = 2 o 3), y gk(θi) son funciones que dependen del ángulo de
incidencia, que debe ser menor al ángulo crítico (Ikelle y Amundsen, 2005). La Tabla
3.3 resume la forma que tomarán mk y gk(θi) para la aproximación de Aki y Richards
de tres términos y la aproximación de Shuey de dos términos. En la práctica el vector
de los coeﬁcientes de reﬂexión de la ecuación (3.62) será r(θi) = (r1(θi), ..., rLr(θi)),
donde se tendrá una ecuación (3.63) asociada a cada uno de los rl(θi) con l = 1, ..., Lr.
Combinando las ecuaciones (3.62) y (3.63) se tiene que la traza correspondiente al
ángulo de incidencia θi se puede expresar como
d(θi) = A(θi)m, i = 1, ..., Nθ (3.64)
donde m = (m11, ...,mLr1, ...,m1n, ...,mLrn)
T y A(θi) es una matriz aumentada de
dimensión Ld × Lrn que se puede expresar como
A(θi) = [A1(θi)| · · · |An(θi)] . (3.65)
Aquí, Ak(θi) con k = 1, ..., n son sub-matrices de dimensión Ld × Lr, cuyos elementos
están dados por
{Ak(θi)}hl = gk(θi)wh−l+1, (3.66)
para h = 1, ..., Ld y l = 1, ..., Lr, y donde los w son los elementos de la ondícula
w. Entonces, los Nθ sistemas de ecuaciones dadas por la ecuación (3.64) pueden ser
re-organizados en un único sistema
d = Am, (3.67)
donde A es una matriz columna por bloques, donde cada bloque está dado por A(θi),
y d es un vector columna por bloques, donde cada bloque está dado por d(θi), para
i = 1, ..., Nθ. Como se puede deducir de las ecuaciones (3.65) y (3.66), la matriz A
tomará diferente forma y dimensión dependiendo de la aproximación a las ecuaciones
de Zoeppritz que se utilice. Asimismo la dimensión del vector m dependerá del orden
n de la aproximación elegida.
La ecuación (3.67) permite generar angle-gathers sintéticos libres de ruido, conoci-
dos los parámetros del modelo de subsuelo utilizado, representados por el vector m, y
conocidos la ondícula w y los valores de los ángulos θi, representados por la matriz A.
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n m1 m2 m3 g1(θi) g2(θi) g3(θi)
Aki y Richards 3 Rα Rβ Rρ (1 + tan
2 θi) −8γ2 sin2 θi (1− 4γ2 sin2 θi)
Shuey 2 R0 G - 1 sin
2 θi -
Tabla 3.3. Expresión de los parámetros mk y de las funciones gk(θi) para la
aproximación de Aki y Richards y la aproximación de Shuey de dos términos.
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Figura 3.4. Parámetros de las aproximaciones de Aki y Richards y Shuey de
dos términos para los modelos detallados en la Tabla 3.1. Rα, Rβ , Rρ, R0 y G
para a)-e) el modelo de menor contraste (modelo 1) y f)-j) el modelo de mayor
contraste (modelo 2), k) ondícula de Ricker con la cual se generó el dato de la
Figura 3.5
.
Esta ecuación resuelve el problema directo que será la base de todos los problemas de
inversión que serán resueltos en los siguientes capítulos.
A modo de ejemplo, y como contribución a la comparación llevada a cabo en la
sección 3.4.3, se generó dato sintético a partir de los modelos dados en la Tabla 3.1.
Al ser modelos compuestos por dos espacios semi-inﬁnitos tendrán únicamente un re-
ﬂector cada uno. En la Figura 3.4 se puede observar las reﬂectividades Rα, Rβ y Rρ
de la aproximación de Aki y Richards, y el intecept R0 y el gradient G de la aproxi-
mación de Shuey de dos términos calculados a partir de dichos modelos. Estos valores
se encuentran contenidos en el vector m. Como se puede observar, las reﬂectividades
Rα, Rβ y Rρ presentan grandes diferencias de magnitud entre si. En particular la pe-
queña magnitud de Rρ, que se debe a la poca variación que presenta la densidad, es
un indicativo de que dicha reﬂectividad tiene poca inﬂuencia en el dato observado. La
ondícula utilizada en el modelo convolucional es una ondícula de Ricker (Ricker, 1940)
cuya forma puede observarse en la Figura 3.4k. Se eligió un rango de ángulos desde
θ1 = 0
◦ a θ45 = 45◦, con paso de 1◦. Esta información y la ondícula se encuentran
contenidas en la matriz A.
A partir de la ecuación (3.67) se crearon angle-gathers de 45 trazas cada uno pa-
ra ambos modelos y ambas aproximaciones. Por otro lado, y con ﬁnes comparativos,
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Figura 3.5. Datos sintéticos generados a partir de las reflectividades y la
ondícula de la Figura 3.5, utilizando a) y f) la ecuación de Zoeppritz, b) y
g) la aproximación de Aki y Richards y c) y h) la aproximación de Shuey de
dos términos. d) y i) Comparación entre Zoeppritz y Aki y Richards, e) y j)
comparación entre Zoeppritz y Shuey de dos términos.
se crearon angle-gathers utilizando los coeﬁcientes de reﬂexión calculados utilizando
la ecuación de Zoeppritz. La Figura 3.5 muestra los resultados correspondientes. Un
análisis general muestra, como es esperable, que para el modelo de menor contraste la
diferencia entre el dato generado a partir de ambas aproximaciones y el dato generado
a partir de las ecuaciones de Zoeppritz es menor que al utilizar el modelo de mayor
contraste. En la Figura 3.5d se puede ver que para el modelo de menor contraste el
dato creado utilizando la ecuación de Aki y Richards (Figura 3.5b) ajusta casi perfec-
tamente al generado utilizando la ecuación de Zoeppritz (Figura 3.5a). Por otro lado,
la Figura 3.5e muestra que el dato generado a partir de la ecuación de Shuey de dos
términos (Figura 3.5c) presenta pequeñas diferencias con respecto al generado utili-
zando la ecuación de Zoeppritz partir de los 30◦. Estas diferencias son esperables ya
que el tercer término de la aproximación de Shuey, que comienza a tener inﬂuencia en
el dato a partir de los 30◦, fue despreciado. Las diferencias entre el dato creado uti-
lizando las aproximaciones y el creado utilizando la ecuación de Zoeppritz comienzan
a ser considerables para el modelo de mayor contraste (Figuras 3.5i,j). Allí se pueden
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observar diferencias signiﬁcativas no sólo en los datos generados con la ecuación de
Shuey sino también con la ecuación de Aki y Richards, especialmente para los ángulos
más grandes.
3.7. Sumario
En este capítulo se realizó un revisión de la teoría de AVA. Se derivaron las ecua-
ciones de Zoeppritz que modelan la variación del coeﬁciente de reﬂexión en función
del ángulo de incidencia para el caso particular en el cual que la ondas incidente es
una onda compresional. Se observó que cuando la onda reﬂejada también es una onda
compresional la relación entre el coeﬁciente de reﬂexión y el ángulo de incidencia es no
lineal, haciendo su uso poco práctico en problemas de inversión. Se realizó también una
revisión de algunas aproximaciones lineales de la ecuación de Zoeppritz, planteando las
hipótesis bajo las cuales se derivan. Se hizo énfasis en las aproximaciones de Aki y
Richards de tres términos y la de Shuey de dos términos, ya que serán ampliamente
utilizadas en esta tesis, realizando un análisis comparativo entre ellas. El análisis de los
resultados mostró que la calidad del ajuste de las aproximaciones, respecto del valor
exacto, se ve inﬂuenciada por los parámetros físicos del modelo de subsuelo utiliza-
do. En particular el contraste entre los parámetros físicos inﬂuye notablemente en los
resultados. Esto era esperable, ya que una de las hipótesis en las cuales se basan las
aproximaciones es que los parámetros físicos deben presentar variaciones relativas pe-
queñas. Los resultados obtenidos sobre el modelo de menor contraste no sólo mostraron
un mejor ajuste al valor exacto del coeﬁciente de reﬂexión, sino también una mayor
tolerancia a incertezas en el ángulo de incidencia. También se observó que la calidad
de los resultados desmejora a medida que el ángulo de incidencia aumenta. Además de
las aproximaciones de Aki y Richards y Shuey, existen otras aproximaciones de gran
utilidad, y a pesar de que no serán usadas en esta tesis se realizó resumen de las mis-
mas, destacando sus características más importantes. Sobre el ﬁnal de este capítulo se
planteó la resolución del problema directo que será utilizado en los próximos capítulos
al resolver problemas de inversión. Dicha resolución está basada en el modelo con-
volucional, del cual se enumeraron las hipótesis en las cuales se basa y se obtuvo una
expresión matricial para generar datos sintéticos a partir de una serie de reﬂectividades
y una ondícula. A modo de ejemplo se generaron datos sintéticos a partir de un modelo
de bajo contraste y un modelo de alto contraste utilizando la ecuación de Zoeppritz, la
aproximación de Aki y Richards de tres términos y la aproximación de Shuey de dos
términos, y luego se procedió a realizar una comparación cualitativa de los mismos. De
este análisis se desprende que la inversión de datos prestack deberá tener en cuenta el
rango de ángulos a utilizar, así como la aproximación seleccionada, en función de las
características del modelo geológico que da lugar a los datos empleados.
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Capítulo 4
Inversión de datos sísmicos prestack
por mínimos cuadrados
4.1. Introducción
En este capítulo procederemos a realizar inversión de datos sísmicos prestack por
medio de los métodos de mínimos cuadrados y mínimos cuadrados amortiguados ana-
lizados en la sección 2.3. Allí se vio que estos métodos permiten estimar los parámetros
del modelo por medio de las ecuaciones (2.11) y (2.17). Al realizar la inversión se
asumirá que se cumplen las condiciones necesarias para poder utilizar el modelo con-
volucional y por lo tanto el dato sintético libre de ruido será generado a partir de la
ecuación (3.67) desarrollada en la sección 3.6. Sin embargo, como ya fue mencionado
en los capítulos previos, en la práctica siempre hay ruido presente en las observaciones,
por lo que el dato observado d tendrá la forma
d = Am+ n, (4.1)
donde la matriz A, de dimensión NθLd × nLr, contiene los términos que dependen del
ángulo de incidencia de las aproximaciones de orden n de las ecuaciones de Zoeppritz
y los elementos de la ondícula w, el vector m de longitud nLr contiene los parámetros
del modelo a estimar, y el vector n de longitud NθLd representa al ruido.
Ya fue demostrado en la sección 2.6 que el método de inversión por mínimos cua-
drados se basa en la hipótesis de que el ruido presente en el dato sigue una distribución
gaussiana. Se asumirá por simplicidad que dicho ruido, o al menos un estimado de las
propiedades estadísticas del mismo, son conocidos. Si los errores entre el dato obser-
vado y el dato estimado no están correlacionados y siguen una distribución gaussiana
con media cero y desviación estándar σ, entonces la variable
χ2 =
Nθ∑
i=1
Ld∑
h=1
(dih − [Am]ih)2
σ2ih
(4.2)
sigue una distribución chi-cuadrado con NθLr grados de libertad. En este caso, como
consideramos que el único ruido presente corresponde al dato observado se tiene que
σ2ih = σ
2
n para todo i, h, siendo σ
2
n el desvío estándar del ruido. El valor esperado de χ
2
está dado por (Sacchi et al., 1998)
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E[χ2] = NθLr ±
√
2NθLr. (4.3)
Por lo tanto, el valor esperado En del misfit está dado por
En = E

Nθ∑
i=1
Ld∑
h=1
(dih − [Am]ih)2

 = σ2nE[χ2] = σ2n(NθLr ±
√
2NθLr). (4.4)
La solución m estimada debe ser tal que el misfit correspondiente sea próximo
al valor En. Esto nos dará un ajuste razonable al dato observado en función de la
información que disponemos del nivel de ruido. Por otro lado, conocer el valor En será
de utilidad al momento de estimar el parámetro µ de la ecuación (2.17) utilizando, por
ejemplo, el criterio de discrepancia.
4.2. Datos sintéticos 1D
Para realizar las inversiones se generó un angle-gather sintético corregido por NMO
a partir de los modelos de velocidades y densidad representados en las Figuras 4.1a-c.
Este es un modelo estratiﬁcado, o tipo blocky, del subsuelo, en el que se usaron valores
típicos de α, β y ρ, que se relacionan por medio de las ecuaciones desarrolladas por
Gardner et al. (1974) y Castagna et al. (1985). El gather contiene 12 reﬂectores y
consta de 31 trazas con ángulos de incidencia θi ∈ (0◦, 30◦). La respuesta AVA se
calculó utilizando las ecuaciones de Zoeppritz para cada interfaz. Cada traza se obtuvo
luego de convolucionar la serie de coeﬁcientes de reﬂexión resultante con una ondícula
de Ricker de frecuencia central f0 = 20 Hz, obteniéndose el angle-gather de la Figura
4.1d. Al dato se le agregó ruido gaussiano con σn = ma´x (d)/5, es decir una relación
señal-ruido SNR = 5 (Figura 4.1e). No obstante, la SNR para algunos reﬂectores
individuales es mucho menor. El intervalo de muestreo utilizado fue de 4 ms. En las
Figuras 4.2a-c se observan las reﬂectividades Rα, Rβ y Rρ de la aproximación de Aki
y Richards correspondientes a dicho modelo de velocidades y densidades. Asimismo en
las Figuras 4.2d y 4.2e se observan el intercept R0 y el gradient G de la aproximación
de Shuey de dos términos. Como se puede observar, estas reﬂectividades presentan una
simplicidad o sparseness muy marcada.
4.3. Inversión por mínimos cuadrados
A partir de las ecuaciones (3.65) y (3.66) se armó la matriz A de la ecuación (4.1),
tanto para la aproximación de Aki y Richards como para la aproximación de Shuey
de dos términos, utilizando las expresiones de las funciones gk(θi) correspondientes
a cada caso (ver Tabla 3.3). Por simplicidad la ondícula w utilizada en la inversión
fue la misma con la que se generaron los datos sintéticos. Para el caso en el que se
usa la aproximación de Aki y Richards se tomó un valor γ = 0.5. Una vez armadas
las matrices se procedió a realizar la inversión por mínimos cuadrados y por mínimos
cuadrados amortiguados.
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Figura 4.1. Modelo 1D de velocidades y densidad. Dato sintético de ese mo-
delo, sin ruido y con ruido.
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Figura 4.2. Reflectividades de Aki y Richards y Shuey correspondientes al
modelo de la Figura 4.1.
Las Figuras 4.3a-e muestran los resultados de realizar la inversión por mínimos
cuadrados, es decir
mˆ = (ATA)−1ATd. (4.5)
Como se puede observar las soluciones son altamente inestables y no guardan similitud
alguna con los valores de las Figuras 4.2, tanto cuando se usa la aproximación de Aki
y Richards como cuando se usa la aproximación de Shuey. Las reﬂectividades Rα, Rβ
y Rρ estimadas (Figuras 4.3a-c) muestran valores exageradamente sobreestimados y lo
mismo ocurre, aunque en una escala menor, con el intercept R0 y el gradient G (Figuras
4.3d,e). Este comportamiento de las soluciones estimadas se debe al mal condiciona-
miento del problema. Como ya fue analizado en la sección 2.3.2 el número de condición
es una medida de la sensibilidad de la solución del sistema de ecuaciones lineales a los
errores presentes en los datos observados. Si el número de condición es mucho mayor a
la unidad entonces el problema está mal codicionado. Para este ejemplo se tiene que,
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Figura 4.3. Resultados de la inversión por mínimos cuadrados a partir del
dato de la Figura 4.1.
cuandoA representa la matriz del modelo utilizando la aproximación de Aki y Richards,
entonces cond(ATA) ∝ 1015. Asímismo cuando A representa la matriz del modelo uti-
lizando la aproximación de Shuey de dos términos, entonces cond(ATA) ∝ 1012. Estos
valores variarán dependiendo del rango de ángulos de incidencia, de la ondícula y del
valor de γ elegidos, sin embargo su efecto sobre el número de condición no será tal que
el problema planteado esté bien condicionado.
4.4. Inversión por mínimos cuadrados amortigua-
dos
El problema de inversión por mínimos cuadrados de datos sísmicos prestack está
mal condicionado y como consecuencia las solucioens mˆ son muy inestables. Debido
a ésto es necesario incorporar alguna clase de regularización para obtener soluciones
más estables. Como ya fue analizado en la sección 2.3.2, incluir una regularización cua-
drática sobre los parámetros del modelo nos conduce al método de mínimos cuadrados
amortiguados, donde los parámetros se obtienen mediante
mˆ = (ATA+ µI)−1ATd. (4.6)
En la acuación anterior, µ es el parámetro de amortiguación que tendrá inﬂuencia
directa en la estabilidad del sistema. La Figura 4.4 muestra el comportamiento del
número de condición de la matriz (ATA+ µI) en función de µ. Allí se puede observar
cómo el número de condición aumenta a medida que el µ disminuye, tomando valores
muy grandes cuando µ→ 0. Contrariamente, utilizar valores grandes de µ lleva a una
disminución del número de condición. Sin embargo, la elección de dicho parámetro no
sólo debe contemplar que el número de condición sea cercano a la unidad sino también
que las soluciones obtenidas honren al dato observado.
El parámetro µ debe ser tal que balancee el peso o impacto del misfit y la regulari-
zación cuadrática, y por lo tanto se requiere de una estrategia apropiada para elegirlo.
Como ya fue comentado hay varios métodos reportados en la literatura que pueden
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Figura 4.4. Número de condición de (ATA + µI) para la aproximación de
Shuey y Aki y Richards, en función del parámetro de amortiguación µ.
ser utilizados para estimar un valor de µ, como por ejemplo el criterio de la curva-L,
el generalized cross-validation criterion o el principio de discrepancia (Farquharson y
Oldenburg, 2004). Para estos ejemplos numéricos estimaremos µ usando el principio de
discrepancia y la curva-L. Esta estrategia es útil cuando se tiene, como en este caso,
una estimación del nivel de ruido en el dato y por lo tanto un estimado del valor es-
perado del misfit por medio de la ecuación (4.4). El principio de discrepancia consiste
en realizar la inversión utilizando diferentes valores de µ, a partir de los resultados
construir la curva-L, y luego elegir el valor óptimo como el mayor valor de µ tal que el
valor del misfit no supere a su valor esperado En. En la Figura 4.5 se pueden ver las
curvas del misfit versus la regularización cuadrática obtenidas al realizar la inversión
sobre los datos sintéticos para diferentes valores de µ. Estas curvas se realizaron consi-
derando la aproximación de Aki y Richards (Figura 4.5a) y la aproximación de Shuey
de dos términos (Figura 4.5b). En ambas ﬁguras la ﬂecha indica la dirección en la cual
aumentan los valores de µ, mientras que la línea punteada indica el valor esperado del
misfit, que en este ejemplo es En = 0.558. El punto ubicado en la intersección de la
curva con el En se corresponde con el µ óptimo según el criterio de discrepancia, que
para el caso de la inversión usando la aproximación de Aki y Richards es µ = 3.4,
mientras que para la inversión utilizando la aproximación de Shuey es µ = 3.8. Como
se puede deducir a partir de la Figura 4.4, estos dos valores de µ darán números de
condición relativamente altos indicando que, aunque el problema ha sido regularizado,
las soluciones todavía pueden llegar a ser inestables aunque en menor medida que en el
caso de µ = 0 (Figura 4.3). A pesar de esto, dichos valores del parámetro de amortigua-
ción son aquéllos que nos darán las soluciones que mejor ajustan al dato observado de
acuerdo con la información disponible. Efectivamente, de las Figuras 4.5a,b se observa
que para valores de µ menores el misfit está por debajo del valor esperado En, lo que
signiﬁca que las soluciones estimadas ajustarían ruido. Contrariamente, para valores
mayores de µ el misfit está por encima del valor esperado En, lo que signiﬁca que las
soluciones estimadas no ajustarían adecuadamente al dato observado.
Una vez estimados los valores óptimos de µ por medio del principio de discrepan-
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Figura 4.5. Parámetros de amortiguación estimados por el principio de dis-
crepancia, para el dato de la Figura 4.1d.
cia se procedió a realizar la inversión por mínimos cuadrados amortiguados (ecuación
(4.6)). Las Figuras 4.6a-c muestran las soluciones estimadas utilizando la aproxima-
ción de Aki y Richards y las Figuras 4.6d,e las soluciones utilizando la aproximación
de Shuey de dos términos. Como se puede observar, a pesar de la regularización cua-
drática las soluciones están lejos de ser óptimas. Aunque éstas guardan una mayor
similitud con los valores de la Figura 4.2a-e que aquéllas obtenidas mediante el método
de mínimos cuadrados sin amortiguar, son demasiado suaves (carecen de resolución)
y las amplitudes resultan muy subestimadas. Estas son características propias de la
regularización cuadrática que dispersa la energía de los reﬂectores, promoviendo solu-
ciones suaves. Además de estar subestimados, los atributos estimados a partir de cada
aproximación muestran un comportamiento diferente entre si. Esto se debe a que cada
parámetro del modelo inﬂuye de manera diferente en el dato observado, y al utilizar
un único µ durante la inversión algunos valores como Rβ y G se ven más inﬂuenciados
por la amortiguación que otros, mostrando un comportamiento más suave que el resto.
Este inconveniente puede ser superado utilizando diferentes valores de µ para cada
parámetro, pero para eso se requiere contar con información a priori sobre el efecto de
cada parámetro en el dato, información que no siempre es fácil de obtener y cuantiﬁ-
car. En el capítulo 7, en el contexto de la inversión sparse utilizando normas mixtas,
se utilizarán matrices de escala estimadas a partir de datos de pozo para mitigar este
inconveniente.
Las Figuras 4.7a-d muestran el dato reconstruido a partir de las soluciones estimadas
con ambos métodos. Como se puede apreciar, a pesar de que las soluciones estimadas
diﬁeren considerablemente de los valores verdaderos, en todos los casos el dato estimado
es casi idéntico al dato sintético sin ruido de la Figura 4.1d. Esto es esperable ya
que los métodos utilizados en la inversión parten del hecho de que el misfit entre
el dato observado y el dato modelado libre de ruido debe ser mínimo en un caso, e
igual o parecido al valor esperado del misfit En en el otro. Esta ﬁgura también es un
ejemplo conciso del problema de la ambigüedad en los problemas de inversión, es decir,
diferentes parámetros del modelo pueden llevar al mismo dato observado.
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Figura 4.6. Inversión por mínimos cuadrados amortiguados utilizando los µ
estimados por medio del criterio de discrepancia (Figura 4.5).
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Figura 4.7. Datos reconstruidos a partir de las soluciones estimadas, para Aki
y Richards (A&R) y Shuey de dos términos, por medio de a) y b) mínimos
cuadrados (M.C.) y c) y d) mínimos cuadrados amortiguados (M.C.A.).
4.5. Conclusiones
A continuación se enumeran las principales conclusiones obtenidas utilizando las
estrategias propuestas sobre dato sintético 1D con ruido:
Las soluciones estimadas utilizando el método de mínimos cuadrados con y sin
amortiguación se apartaron considerablemente de las soluciones esperadas.
El problema está mal condicionado, presentando un número de condición muy
grande. Por lo tanto las soluciones estimadas utilizando el método de mínimos
cuadrados sin amortiguar son inestables, dando como resultado parámetros del
modelo sin signiﬁcado físico y con amplitudes muy sobreestimadas.
Cuando se realiza la inversión utilizando el método de mínimos cuadrados amor-
tiguados el número de condición disminuye. Sin embargo, las soluciones estima-
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das siguen siendo poco aceptables, ya que la regularización cuadrática dispersa la
energía de los reﬂectores en lugar de concentrarla como se tendría en una solución
sparse. Como consecuencia las amplitudes de las soluciones están subestimadas
signiﬁcativamente.
Debido a que los métodos de mínimos cuadrados con y sin amortiguarción no son
capaces de estimar soluciones aceptables para los modelos de subsuelo planteados
es necesario contar con métodos de inversión que permitan obtener soluciones de
tipo sparse a partir de datos sísmicos prestack.
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Capítulo 5
Inversión sparse mediante
Simulated Annealing y mínimos
cuadrados
5.1. Introducción
En el capítulo anterior se procedió a realizar la inversión por medio del método
de mínimos cuadrados amortiguados, método que incorpora una regularización cua-
drática. Sin embargo, a pesar de la regularización, las soluciones estimadas diﬁrieron
considerablemente de las esperadas. Esto se debió, en parte, a que se utilizó una norma
que promueve suavidad con el ﬁn de obtener soluciones que, por la naturaleza del dato
usado, deberían ser sparse.
En este capítulo presentamos un método para obtener atributos AVA de tipo sparse
a partir de datos sísmicos prestack. El método propuesto apunta a obtener el menor
número de reﬂectores que, convolucionados con la ondícula, ajustan al dato. Este mis-
mo enfoque fue utilizado por Velis (2008) en la deconvolución de tipo sparse-spike de
datos poststack. La técnica propuesta en este capítulo es una extensión para datos
prestack del método de deconvolución mencionado. Una de las principales diferencias
entre el método propuesto en este capítulo y otros métodos que promueven sparseness
es que estos últimos estiman una solución de tipo sparse considerando que el número
de reﬂectores es igual al número de muestras en la ventana de tiempo utilizada para
la inversión. Para ello, la solución se obtiene minimizando una norma que mide cuán
sparse es la solución. Como alternativa, en el enfoque desarrollado en este capítulo las
soluciones sparse se obtienen ﬁjando a priori el número de reﬂectores. Con este criterio,
intentamos obtener un conjunto de soluciones compuestas por el menor número posible
de reﬂectores, lo que equivale a obtener soluciones sub-óptimas de las que se obten-
drían al minimizar la norma l0 de la solución. Minimizar la norma l0 es un problema de
optimización no convexo muy difícil de resolver que entra en la categoría de problemas
NP-hard (non-deterministic polynomial-time hard) (Kreimer, 2013). Es decir, es un
problema que a medida que el número de parámetros crece, el costo computacional pa-
ra resolverlos no crece polinomialmente, sino exponencialmente o factorialmente. Estos
problemas muchas veces pueden aproximarse reemplazando la norma l0 por la norma
l1, lo que lleva a un problema convexo como se verá en el próximo capítulo. Debido a
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la alta no linealidad del problema inverso, que incluye la ubicación en tiempo de un
número dado de reﬂectores, se busca la solución usando Very fast simulated annealing
(VFSA)(Ingber, 1989). Una ventaja de utilizar VFSA es que la incertidumbre de las
soluciones puede ser estimada estocásticamente, aprovechando el gran número de solu-
ciones que se ponen a prueba durante el proceso de inversión. El método propuesto fue
probado utilizando datos sintéticos prestack 1D y 2D corregidos por normal-moveout
(NMO), y considerando la aproximación de Shuey de dos términos. Sin embargo la in-
corporación de otras aproximaciones es inmediata. Mostramos cómo los atributos AVA
de tipo sparse pueden obtenerse con gran precisión a partir de datos con altos niveles
de ruido, incluso cuando el número de reﬂectores es desconocido. Asimismo, se aplicó
el método a datos de campo, obteniéndose soluciones de alta resolución que ajustan
al dato observado de manera precisa y que exhiben una buena continuidad lateral. El
análisis sugiere que el método es robusto ante la presencia de ruido e incertidumbre
en el número de reﬂectores. También se observa la capacidad del mismo para resolver
reﬂectores cercanos. Asimismo, los resultados son consistentes cuando se invierte un
conjunto grande de registros sísmicos.
Al realizar la inversión considerando la aproximación de Shuey de dos términos, se
estimarán soluciones sparse de los atributos intercept y gradient. Es bien conocida la di-
ﬁcultad de los métodos de inversión para estimar apropiadamente el gradient sin tener
conocimiento a priori de su respuesta. Aunque tanto el intercept como el gradient son
sensibles al ruido presente en el dato observado, el gradient muestra mayor sensibilidad
(Whitcombe et al., 2004; Herrmann y Cambois, 2001). Las varianzas de estos atributos
dependen parcialmente de la geometría con la cual se adquirió el dato (Downton et al.,
2000). El desvío estándar del gradient es mayor que el del intercept y aumenta con
el tiempo de viaje de la onda sísmica, haciendo que su estimación utilizando métodos
convencionales sea inexacta y su interpretación cuestionable (Cambois, 1998b). Es más,
la incorporación del tercer término de la aproximación de Shuey puede llevar a inexac-
titudes e inestabilidades aún mayores, debido a que el dato generalmente no contiene
información suﬁciente para determinarlo correctamente, excepto para datos con un
rango de ángulos de incidencia muy grande y una relación señal-ruido alta (Cambois,
1998a). Una forma de superar este problema es por medio de la inclusión de una matriz
de covarianza o una matriz de escala que provea información de la correlación entre
los coeﬁcientes de la aproximación. Esto ha sido estudiado tanto en el contexto de la
estadística gaussiana (Buland y Omre, 2003; Downton y Lines, 2001, 2004) como por
medio del enfoque bayesiano utilizando funciones de distribución a priori derivadas de
la distribución multivariable de Cauchy (Alemie y Sacchi, 2011). Sin embargo, estos
métodos asumen que uno posee conocimiento previo de la correlación o la matriz de
escala que relacione el intercept y el gradient. En el método propuesto en este capítulo
obviamos conocer la relación entre los coeﬁcientes. La exigencia de estimar soluciones
sparse es utilizada para estimar la posición de los reﬂectores resolviendo un problema
subdeterminado donde es difícil conseguir soluciones estables y ﬁdedignas del gradient.
Luego, estas posiciones de los reﬂectores son utilizadas para estimar simultáneamente
el intercept y el gradient resolviendo por mínimos cuadrados un sistema más estable
y sobredeterminado. Un ventaja clave del método propuesto es que estabiliza la inver-
sión del gradient sin necesidad de incluir una matriz de covarianza o de escala. Esto es
importante debido a que en general la matriz de covarianza sólo es conocida, aproxima-
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damente, cuando se tiene información de pozo o un buen estimado del comportamiento
AVA en el área de estudio (Downton, 2005).
5.2. Teoría
Una solución de tipo sparse es aquella que nos permite representar la traza sísmica
como la convolución de una serie poco densa de reﬂectores con una ondícula. Dicha
serie poco densa será un vector rs de dimensión Lr en el cual sólo habrá Ls elementos
no nulos, con Ls ≪ Lr, ubicados en las muestras τ = (τ1, ..., τLs). Partiendo de la serie
de coeﬁcientes de reﬂexión r(θi) vista en la sección 3.6, una serie sparse rs(θi) se puede
expresar como
rs(θi) = Sr(θi), (5.1)
donde S es una matriz diagonal de dimensión Lr × Lr en la cual los elementos de la
diagonal están dados por
{diag(S)}l = δl−τj , j = 1, ..., Ls (5.2)
para l = 1, ...Lr, siendo δt la función impulso unidad.
Combinando la ecuación (5.1) con las ecuaciones (3.62) y (3.63) la traza correspon-
diente al ángulo de incidencia θi se puede expresar como
d(θi) = As(θi)ms, i = 1, ..., Nθ (5.3)
donde ms = (m11, ...,mLs1, ...,m1n, ...,mLsn)
T y As(θi) es una matriz aumentada de
dimensión Ld × Lsn tal que
As(θi) = [As1(θi)| · · · |Asn(θi)] . (5.4)
Aquí, las matrices Ask(θi) con k = 1, ..., n son sub-matrices de dimensión Ld × Ls,
formadas por las columnas l = τ1, ..., τLs de las matrices Ak(θi) dadas en la ecuación
(3.65). A partir de esto, los elementos de las matrices Ask(θi) están dados por
{Ask(θi)}hj = gk(θi)wh−τj+1, (5.5)
para h = 1, ..., Ld y j = 1, ..., Ls, y donde w son los elementos de la ondícula w. De esta
última ecuación se ve que la matriz que resuelve el problema directo depende ahora de
la ondícula w, de las funciones gk(θi), pero también de Ls y de los valores que tomen
los τj.
Al igual que con la ecuación (3.64), los Nθ sistemas de ecuaciones dados por la
ecuación (5.3) pueden ser re-organizados en un único sistema
d = Asms, (5.6)
donde As es una matriz columna por bloques, donde cada bloque está dado por As(θi),
y d es un vector columna por bloques, donde cada bloque está dado por d(θi), para
i = 1, ..., Nθ.
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El vector de los parámetros del modelo óptimo puede estimarse minimizando la
discrepancia entre el dato observado y el dato modelado, para lo cual se deﬁne la
función de costo
J(ms, τ ) = ‖d−Asms‖22. (5.7)
A diferencia del problema analizado en la sección 4.3, donde se utilizó mínimos
cuadrados para resolver un problema de inversión lineal, la función de costo dada por
la ecuación (5.7) es altamente no lineal y multimodal debido a que la ecuación (5.6)
representa un sistema lineal en términos de las incógnitasms, pero no lineal en términos
de los τj. Como consecuencia, para poder minimizar la función de costo es necesaria la
utilización de algún método de optimización global como los brevemente descritos en
la sección 2.5.2.
En la práctica minimizaremos J(ms, τ ) respecto a τ utilizando (VFSA). En cada
iteración del VFSA, dados los valores estimados del vector τ , el vector óptimo mˆ es
estimado resolviendo el problema de mínimos cuadrados dado por la ecuación (5.7), lo
que conduce a
mˆs = (AsTAs)−1AsTd. (5.8)
El proceso es iterativo. A partir de valores τj dados por el VFSA se construye la
matriz As y se calcula la solución óptima mˆs utilizando la ecuación (5.8). Por medio de
la ecuación (5.7) se calcula el valor de la función de costo. Dependiendo del valor que
toma la función de costo, VFSA decide si aceptar, o no, la solución y propone nuevos
valores de τj. Con estos nuevos valores se vuelve a estimar una nueva solución óptima
mˆs y se vuelve a calcular el valor de la función de costo. El proceso iterativo termina
cuando se alcanza un valor predeterminado de la función de costo, un número máximo
de iteraciones o algún otro criterio de corte.
Una ventaja del método de inversión propuesto es que es posible estimar la incerti-
dumbre de las soluciones. En la práctica esto se consigue estimando muchas soluciones
diferentes, utilizando para cada una diferentes semillas para la generación de los núme-
ros pseudoaleatorios que son utilizados por VFSA durante el proceso de optimización.
Este proceso permite explorar estocásticamente el espacio de los parámetros del mo-
delo, y de esta forma estimar no sólo una solución sino una familia de soluciones que
honran al dato observado y a las restricciones impuestas. Usar el valor medio de las
múltiples soluciones como resultado ﬁnal, en lugar de una solución individual, permiti-
rá disminuir el efecto de spikes espurios que frecuentemente aparecen en cada solución
individual. Estos spikes espurios se deben al ruido presente en el dato observado, a una
incorrecta elección del valor de Ls o a que no siempre el algoritmo converge al mínimo
absoluto de la función de costo en el máximo número de iteraciones preﬁjado.
5.3. Sobre Very fast simulated annealing
A continuación se dará una breve descripción sobre el Simulated annealing (SA) y
el VFSA. Una explicación más detallada sobre el funcionamientos de los mismos puede
ser estudiada en el Apéndice A.
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SA es un poderoso algoritmo de optimización no lineal cuyo objetivo es encontrar el
mínimo global de una función independientemente del modelo inicial y que no requiere
el cálculo de derivadas ni gradientes. El nombre proviene del proceso de recocido de
metales, una técnica metalúrgica que consiste en calentar y luego enfriar el material de
manera controlada para variar sus propiedades físicas. La evolución de las propiedades
de un metal sometido al proceso de recocido fue estudiada por Metropolis et al. (1953)
a través de métodos Monte Carlo. Kirkpatrick et al. (1983) generalizaron el concep-
to y lo aplicaron a problemas de optimización no lineal. Las incógnitas (el modelo)
juegan el papel de las partículas en el metal y el estado de energía del sistema está
representado a través de una función de costo. El proceso de simulación es iterativo.
En cada paso la conﬁguración del modelo (posición de las partículas) se selecciona a
través de una distribución de probabilidad que depende de un parámetro de control
llamado temperatura. La temperatura decrece gradualmente durante el proceso de op-
timización siguiendo un esquema de enfriado preestablecido. Cuando la temperatura es
alta, el espacio de donde se escogen los parámetros del modelo es explorado de forma
aproximadamente uniforme. A bajas temperaturas, se escoge preferentemente un mo-
delo cuyo valor de energía (función de costo) es más bajo. Sin embargo, si el sistema
es enfriado muy bruscamente, las partículas del material (incógnitas del modelo) no
alcanzarán la conﬁguración de mínima energía (mínimo global de la función), por lo
que el esquema de enfriamiento es clave para un correcto funcionamiento del proceso.
El modelo es aceptado o rechazado en cada iteración según el criterio de Metropolis.
Este criterio establece que si el valor de la función de costo disminuye, el nuevo modelo
es aceptado sin condiciones. En cambio, si el valor de la función de costo aumenta, el
nuevo modelo es aceptado con una probabilidad no nula que depende de la energía y
de la temperatura. A mayor temperatura esta probabilidad de aceptación es mayor.
A menor temperatura, por otro lado, la probabilidad de aceptación es menor, pero
siempre mayor que cero. Esta estrategia permite aceptar soluciones que producen un
incremento en la función costo evitando así quedar atrapado en mínimos locales. Se
consigue la convergencia cuando, a bajas temperaturas, no se observa un decrecimiento
signiﬁcativo en el valor de la función de costo.
VFSA es una modiﬁcación del SA clásico propuesta por Ingber (1989). Las princi-
pales diferencias residen en el esquema de enfriado y en la distribución de probabilidad
utilizada para la elección de los modelos. VFSA utiliza una distribución del tipo Cauchy
de cola larga que permite que el espacio de los modelos sea explorado más eﬁcientemen-
te que utilizando una distribución gaussiana o uniforme como hacen otros algoritmos
de SA convencionales. Al mismo tiempo, eso permite utilizar un esquema de enfriado
más veloz, lo que a la vez, permite acelerar la convergencia sin limitar la habilidad del
método para escapar a los mínimos locales.
5.4. Ejemplos
En esta sección se probará el método propuesto sobre datos sintéticos 1D y 2D y
sobre datos de campo. En todos los casos las inversiones serán realizadas considerando
la aproximación de Shuey de dos términos:
RPP (θi) = R0 +G sin
2 θi. (5.9)
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Figura 5.1. a) Dato sintético 1D sin ruido, b) dato con ruido (SNR=5), c)
intercept R0 correspondiente, d) gradient G correspondiente.
Es decir, se estimarán soluciones sparse-spike del intercept R0 y del gradient G. Las
funciónes gk(θi) de la matriz As en este caso serán g1(θi) = 1 y g2(θi) = sin2 θi (ver
Tabla 3.3).
5.4.1. Datos sintéticos 1D
En este ejemplo numérico analizamos el comportamiento del método propuesto
utilizando datos sísmicos prestack 1D sintéticos. El dato es el mismo que utilizamos
para probar los métodos de mínimos cuadrados y mínimos cuadrados amortiguados
del capítulo 4. El gather contiene 12 reﬂectores y consta de 31 trazas con ángulos
de incidencia θi ∈ (0◦, 30◦). La respuesta AVA se calculó utilizando las ecuaciones de
Zoeppritz, se utilizó una ondícula de Ricker de frecuencia central f0 = 20 Hz, se agregó
ruido gaussiano con una relación señal-ruido SNR = 5, y el intervalo de muestreo
utilizado fue de 4 ms. La Figura 5.1 muestran los gathers sin ruido, con ruido, y el
intercept R0 y gradient G correspondientes.
Para estudiar el comportamiento del método de inversión ante la incertidumbre en
el número Ls de reﬂectores a buscar, se realizaron pruebas con Ls = 12 (el número
correcto), Ls = 20 y Ls = 40. En cada prueba, por propósitos estadísticos, se procedió
a realizar 100 inversiones donde en cada inversión se utilizó una semilla diferente para
el generador de números pseudoaleatorios utilizados por el VFSA. Por simplicidad la
ondícula utilizada para construir la matriz As fue la misma que se utilizó para crear los
datos. Como criterio de corte del VFSA se estableció que la inversión termine cuando
el valor de la función de costo dado por la ecuación (5.7) fuera menor al valor esperado
del misﬁt En, o cuando se alcanzaran las 10000 iteraciones. Como solución ﬁnal se
tomó el promedio de las 100 soluciones. Nótese que si bien el dato se creó utilizando
las ecuaciones de Zoeppritz, la inversión se realizó utilizando la aproximación Shuey de
dos términos.
La Figura 5.2 muestra los valores del intercept R0 y gradient G obtenidos a partir
del modelo de velocidad y los estimados, así como la desviación estándar, con Ls = 12,
Ls = 20 y Ls = 40. Se puede observar que para Ls = 12 y Ls = 20 el método brin-
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da muy buenos resultados incluso en presencia de un nivel de ruido signiﬁcativo. Los
parámetros de la aproximación resultan estimados con precisión, en tanto que los re-
lativamente bajos valores de las desviaciones estándar resaltan la consistencia de las
soluciones. Para el caso de Ls = 40 la solución comienza a ser inestable. Este comporta-
miento es esperable, ya que en el caso extremo en el cual Ls → Lr el método propuesto
será equivalente a la inversión por mínimos cuadrados ya analizada en el capítulo 4.
Es importante destacar que son esperables pequeñas diferencias entre los parámetros
observados y estimados, no sólo debido a la presencia de ruido, sino también porque
los datos fueron creados modelando la respuesta AVA por medio de las ecuaciones de
Zoeppritz y la inversión fue realizada utilizando la aproximación de Shuey de dos tér-
minos. Además, al ser la solución un valor medio de 100 inversiones diferentes, aquellos
reﬂectores que no hayan sido ubicados en la misma muestra las 100 veces comenzarán a
mostrar amplitudes subestimadas. Nótense los impulsos espurios de pequeña amplitud
en el caso de Ls = 20 para el gradient (Figura 5.2g). Estos reﬂectores espurios son
consecuencia de realizar la inversión buscando un número de reﬂectores mayor al que
realmente posee el dato. En estos casos el algoritmo procede a ubicar estos reﬂectores
adicionales en aquellos tiempos donde produzcan una disminución del valor de la fun-
ción de costo. En el caso de trabajar sobre datos sin ruido, dichos reﬂectores espurios
tendrán amplitud prácticamente nula y su ubicación en tiempo será consecuencia del
comportamiento aleatorio del VFSA. En el caso de trabajar sobre datos que poseen
ruido aleatorio, estos reﬂectores poseen una amplitud pequeña, y su ubicación en tiem-
po dependerá en parte de las características del ruido, siendo más probable que sean
ubicados en aquellos lugares donde la amplitud del ruido sea mayor.
En la Figura 5.3a-e se puede ver la comparación entre el dato observado y el dato
estimado con Ls = 12. El panel a) de la ﬁgura muestra el dato observado libre de
ruido, mientras que en el panel b) se puede observar el dato con ruido sobre el cual se
realizó la inversión. El panel c) muestra el dato estimado para LS = 12, construido a
partir de las soluciones medias del intercept y el gradient (Figuras 5.2b,f). Los paneles
d) y e) muestran la diferencia entre el dato estimado y el dato observado con y sin
ruido. Como se puede apreciar, el dato estimado honra el dato observado con mucha
precisión. El residuo observado en los paneles d) y e) es casi nulo en el caso del primero
y sólo ruido aleatorio en el caso del segundo, a excepción de alguna señal débil que
puede ser observada a partir de los 0.4 s.
La Figura 5.4 muestra el comportamiento de la función de costo con respecto al
número de reﬂectores Ls buscados durante la inversión. La curva muestra el valor me-
dio del misfit calculado a partir de 50 realizaciones de la inversión para valores de
Ls = 1, ..., 40. También se puede apreciar el desvío estándar calculado para cada valor
de Ls elegido. Como es esperable, el valor medio del misfit decrece a medida que el
valor de Ls se incrementa. Sin embargo, la curva muestra una tendencia aproximada-
mente asintótica al nivel del ruido cuando el número de reﬂectores buscados es más
grande que el número verdadero, que en este caso es igual a 12. Esto sucede debido a
que para valores grandes todos los reﬂectores ya han sido encontrados e incrementar
dicha cantidad sólo contribuye a ajustar ruido no correlacionado, lo que no produce una
disminución signiﬁcativa del valor de la función de costo. También se puede observar
que el desvío estándar de las 50 soluciones aumenta para valores de Ls menores que
el número correcto de reﬂectores. Esto se debe a que cuando el número Ls es menor
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Figura 5.2. Intercept R0 y gradient G estimado con VFSA a) y e) R0 y G
verdadero, R0 y G estimado medio y su correspondiente devío estándar usando
b) y f) Ls = 12, c) y g) Ls = 20 y d) y h) Ls = 40.
0.0
0.2
0.4
0.6
 0  6  12 18 24 30
Ti
em
po
 (s
)
θ
b) - c)
e)
0.0
0.2
0.4
0.6
 0  6  12 18 24 30
Ti
em
po
 (s
)
θ
a) - c)
d)
0.0
0.2
0.4
0.6
 0  6  12 18 24 30
Ti
em
po
 (s
)
θ
Estimado, Ls=12
c)
0.0
0.2
0.4
0.6
 0  6  12 18 24 30
Ti
em
po
 (s
)
θ
SNR=5
b)
0.0
0.2
0.4
0.6
 0  6  12 18 24 30
Ti
em
po
 (s
)
θ
Sin ruido
a)
Figura 5.3. a) Dato libre de ruido, b) dato con ruido (SNR=5), c) dato esti-
mado con Ls = 12, diferencia entre el dato estimado y d) el dato libre de ruido,
y e) el dato con ruido.
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Figura 5.4. Misfit vs número de reflectores Ls (linea sólida) y nivel de ruido
(linea punteada) estimados a partir del dato de la Figura 5.1. Las barras indican
el desvío estándar del misfit para las 50 realizaciones.
que el número verdadero es poco probable que el VFSA converja siempre a la misma
solución, dado un número ﬁjo de iteraciones, en cada una de las 50 realizaciones. Co-
mo consecuencia, en cada realización se tiene un valor del misfit estimado diferente,
haciendo que aumente el desvío estándar correspondiente. Contrariamente, cuando Ls
es mayor que el número verdadero las probabilidades de que el VFSA converja a la
misma solución en cada realización aumentan, disminuyendo el desvío estándar. Esta
curva puede ser utilizada como guía para seleccionar el número apropiado de reﬂecto-
res a buscar eligiendo, por ejemplo, el valor de Ls a partir de observar la zona en la
cual la curva tiene máxima curvatura o comienza a aplanarse. En este sentido, cuando
se utiliza un número Ls mayor al correcto los resultados muestran que los reﬂectores
“extra” son ubicados a diferentes tiempos según la inversión, pero en todos los casos
sus amplitudes son cercanas a cero y no son visibles en el dato reconstruido. Por ello la
selección de este parámetro no es crítica dentro de cierto rango, más allá del incremento
en el costo computacional que implica tomar valores grandes de Ls.
Incertidumbre en la ondícula
A pesar de que existen varios métodos de estimación de ondícula que proveen resul-
tados razonables, incluso para ondículas que no son de fase mínima (Ulrych et al., 1995;
Velis y Ulrych, 1996; Porsani y Ursin, 2000; Routh et al., 2003, p.ej.), generalmente
la calidad de la ondícula estimada depende del dato. Ignorar las incertidumbres en la
ondícula utilizada en la inversión llevará a soluciones poco conﬁables. En este sentido,
el conocimiento de la fase de la ondícula es un primer paso crítico para llevar adelante
el proceso de inversión que pretendemos realizar (Levy y Oldenburg, 1982).
En la Figura 5.5d se puede observar el aspecto del reﬂector ubicado a los 0.4 s del
dato sintético (Figuras 5.5a,b) cuando es creado utilizando ondículas de Ricker con
f0 = 20 Hz sin rotación de fase (línea sólida en la Figura 5.5c), y con una rotación de
fase ϕ = 45◦ (línea discontínua en la Figura 5.5c). Como se puede apreciar la diferencia
entre las ondículas no es considerable y lo mismo ocurre para el dato generado con
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Figura 5.5. a) y b) intercept y gradient correspondientes al reflector ubicado
a los 0.4s del modelo de la Figura 5.1, c) ondículas de Ricker de f0 = 20 Hz de
fase cero (línea sólida) y con rotación de fase ϕ = 45◦ (línea punteada), d) dato
generado a partir del intercept y gradient utilizando dichas ondículas.
éstas. Sin embargo el efecto sobre los parámetros estimados si se utiliza una ondícula
incorrecta al realizar la inversión puede ser muy signiﬁcativa. A modo de ejemplo la
Figura (5.6) muestra los resultados del promedio de 100 inversiones llevadas a cabo
sobre el dato con SRN=5, tomando Ls = 12, Ls = 20 y Ls = 40 y utilizando la
ondícula de Ricker con rotación de fase ϕ = 45◦ cuando el dato fue generado con la
ondícula de fase cero. Como se puede apreciar, para Ls = 12 y Ls = 20 los resultados
están lejos de ser satisfactorios como sí lo fueron utilizando la ondícula correcta (Figura
5.2). Se observa una considerable subestimación de las amplitudes y un aumento de la
cantidad de spikes espurios. Asimismo se observa un aumento en la incertidumbre de las
soluciones estimadas. Esto se debe a que cuando la ondícula es incorrecta y el número
Ls es mayor al número verdadero VFSA utilizará más de un spike por reﬂector para
ajustar correctamente el dato observado y de esa forma minimizar el misfit. Por otro
lado, si se utiliza un valor de Ls igual al número exacto de reﬂectores, utilizando una
ondícula incorrecta nunca se podrá encontrar una solución tal que el misfit calculado
sea menor o igual al valor esperado En. Para el caso en el cual Ls = 40, al igual que al
utilizar la ondícula correcta, las soluciones se muestran muy inestables. Es importante
destacar que incluso al usar una ondícula incorrecta el dato puede ser bien ajustado si
se utiliza un valor de Ls suﬁcientemente grande, hecho que ratiﬁca la ambigüedad del
problema inverso. La Figura 5.7 muestra la comparación entre los datos reconstruidos
para los parámetros estimados con Ls = 12 y Ls = 20 y el dato libre de ruido. Como
se puede apreciar en las Figuras 5.7b,c, y como era esperable al utilizar una ondícula
incorrecta, si Ls = 12 el método fue incapaz de ajustar correctamente el dato observado.
Los reﬂectores ubicados a los 0.24 s y a los 0.4 s no fueron recuperados correctamente, es
decir no se llegó a encontrar una solución tal que el misfit sea cercano al valor esperado
En. En cambio, como se puede apreciar en las Figuras 5.7d,e, cuando se utiliza Ls = 20
el dato estimado comienza a parecerse más al dato libre de ruido a pesar de que los
parámetros estimados están lejos de ser óptimos. Esto demuestra que el uso de un
número de reﬂectores Ls mayor al correcto incrementa la ambigüedad del problema.
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Figura 5.6. Intercept R0 y gradient G estimado con VFSA utilizando la on-
dícula con ϕ = 45◦ a) y e) R0 y G verdadero, R0 y G estimado medio y su
correspondiente devío estándar usando b) y f) Ls = 12, c) y g) Ls = 20 y d) y
h) Ls = 40.
Existen muchas soluciones sparse que pueden ajustar al dato observado incluso con la
ondícula incorrecta.
Como estrategia para aliviar los problemas inherentes a utilizar una ondícula inexac-
ta se puede incorporar, como una incógnita extra durante el proceso de inversión, una
rotación de fase ϕ a la misma. Al realizar esta incorporación, la función de costo a
minimizar dada por la ecuación (5.7) será ahora
J(ms, τ , ϕ) = ‖d−Asms‖22. (5.10)
Sin embargo es importante tener en cuenta que incorporar la rotación ϕ al proceso de
inversión incrementa aún más la ambigüedad del problema a resolver. En particular si
el número de reﬂectores Ls a buscar es mayor que el correcto, existen muchas soluciones
sparse que pueden ajustar al dato observado con igual exactitud para diferentes valores
de la rotación de fase ϕ. Debido a esto la estrategia propuesta sólo deberá ser aplicada
con ﬁnes correctivos, en caso de ya contar con una estimación relativamente buena de
la ondícula y del número de reﬂectores Ls.
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Figura 5.7. a) Dato observado libre de ruido, b) dato estimado utilizando
la ondícula con ϕ = 45◦ (Ls = 12), c) diferencia entre el dato estimado con
Ls = 12 y el dato observado, d) dato estimado con Ls = 20, e) diferencia entre
el dato estimado con Ls = 20 y el dato observado.
5.4.2. Datos sintéticos 2D
En este ejemplo se analiza la capacidad del método para preservar la continuidad
lateral de los eventos horizontales en un modelo bidimensional. Para esto fue construido
un modelo 2D de velocidad y densidad (Figura 5.8a-c). A partir de este modelo se
crearon 100 angle-gathers corregidos por NMO, con un intervalo de muestreo de 4 ms.
Al dato se le agregó ruido gaussiano con SNR = 5. Para generar el dato se utilizó el
modelo convolucional y una ondícula de Ricker con f0 = 20 Hz. Como en el ejemplo
1D, la respuesta AVA se modeló utilizando las ecuaciones de Zoeppritz. Las Figuras
5.8d,e muestran el intercept y gradient correspondientes al modelo. La Figura 5.8f
muestra la sección sísmica (stack) del dato observado. Para cada gather, con ﬁnes
puramente estadísticos, se realizaron 50 inversiones en cada caso con Ls = 15. Como
criterio de corte del VFSA se escogió que el proceso iterativo termine cuando el misfit
de la solución estimada fuera menor al nivel de ruido o cuando se alcanzaran las 10000
iteraciones.
Las Figuras 5.9a,b muestran el intercept R0 y el gradient G estimados luego de
promediar las 50 inversiones. Se aprecia que el método ofrece buenos resultados, con-
servando la continuidad lateral e invirtiendo satisfactoriamente los parámetros de la
aproximación de Shuey. En las Figuras 5.9c,d se puede observar los desvíos estándar
de las 50 realizaciones. Como se puede apreciar, los valores, que están dentro de lo
aceptable considerando el nivel de ruido en el dato, son mayores en las inmediaciones
de los reﬂectores para el intercept. Sin embargo se observa que la incertidumbre de
los resultados para el gradient no se limita sólo a las cercanías de los reﬂectores, sino
que está distribuida en toda la sección. Esto se debe a que, como ya fue establecido
al principio de esta misma sección, el ruido tiene mayor inﬂuencia en el gradient que
en el intercept. En las Figuras 5.9e,f se ven el stack observado y el estimado, la gran
similitud de ambas muestra que el método fue capaz de estimar soluciones sparse que
honran al dato observado.
En la Figura 5.10 se observa con mayor detalle el intecept y el stack verdadero, y
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Figura 5.8. a), b) y c) modelo de velocidades y densidad 2D. d) y e) inter-
cept R0 y gradient G correspondientes al modelo. f) Stack-section de los datos
generados a partir del modelo.
el intercept y el stack estimado seleccionando una ventana desde 0.1 s. a 0.4 s. y desde
el gather #40 al #80. Allí queda en evidencia la capacidad del método para resolver
reﬂectores cercanos. La diferencia, en tiempo, entre los reﬂectores que forman el par
ubicado en el primer gather a los 0.32 s. se encuentra en el orden del espesor de tuning,
que para el caso de los datos utilizados es aproximadamente 20 ms. El espesor de tuning
es el mínimo espesor que debe poseer una capa para que los reﬂectores en el tope y la
base se resuelvan como dos eventos separados. Para un espesor menor al del tuning las
reﬂexiones comienzan a verse como un sólo evento tal como sucede con el pinch out
(Sheriﬀ, 2002) a los 0.2 s entre el gather #50 y #60. Para el caso de una ondícula de
Ricker de frecuencia central f0 el espesor de tuning se puede expresar en unidades de
tiempo como (Chung y Lawton, 1995)
T =
√
6
2πf0
. (5.11)
En este caso, con f0 = 20 Hz se obtiene un valor para el espesor de tuning de
aproximadamente 20 ms, lo que equivale a 5 muestras.
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Figura 5.9. a) Intercept R0 estimado, b) gradient G estimado, c) desvío están-
dar del intercept, d) desvío estándar del gradient, e) stack observado, f) stack
estimado.
0.1
0.2
0.3
0.4
 40  50  60  70  80
Ti
em
po
 (s
)
Gather
R0a)
’RefI_v_gnu’ u ($3-1):($1-.004):2
-0.07
0.00
0.07 0.1
0.2
0.3
0.4
 40  50  60  70  80
Ti
em
po
 (s
)
Gather
R0 estimadob)
’RefI_m_gnu’ u ($3-1):($1-.004):2
-0.07
0.00
0.07
0.1
0.2
0.3
0.4
 40  50  60  70  80
Ti
em
po
 (s
)
Gather
Stackc)
’stack_gnu’ u ($3-1):($1-.004):2
-1.0
0.0
1.0 0.1
0.2
0.3
0.4
 40  50  60  70  80
Ti
em
po
 (s
)
Gather
Stack estimadod)
’stack_out’ u ($3-1):($1-.004):2
-1.0
0.0
1.0
Figura 5.10. a) Detalle del intercept verdadero del dato sintético 2D, b) de-
talle del intercept estimado, c)stack verdadero del dato sintético 2D, d) stack
estimado.
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5.4.3. Datos de campo
En esta sección probaremos el método en datos de campo. El dato de campo com-
plica la aplicación del método propuesto debido no sólo a que el nivel de ruido no se
conoce, sino también porque no se conoce la ondícula. Se asumirá que los datos han
sido apropiadamente acondicionados para preservar las amplitudes. La ondícula fue
estimada estadísticamente a partir de la raíz cuadrada de la transformada de Fourier
de la autocorrelación de las trazas, asumiendo fase cero (Robinson y Treitel, 2002). Los
datos de campo consisten en 160 angle-gathers ordenados por Common Depth Point
(CDP) y corregidos por NMO, con un intervalo de muestreo de 2 ms. El rango de
ángulos considerado para cada angle-gather es θi ∈ (2◦, 24◦). Se eligió una ventana
temporal de 0.5 s. para realizar la inversión. Al igual que con los datos sintéticos, para
la inversión se utilizó la aproximación de Shuey de dos términos. Asimismo se seleccio-
nó Ls = 25. Para cada gather se obtuvo un arreglo que contiene las estimaciones de los
coeﬁcientes de la aproximación de Shuey. Una vez invertidos, se reconstruyó el gather y
se calculó el stack correspondiente. Como en el ejemplo con datos sintéticos, y por razo-
nes estadísticas, se realizaron 50 inversiones y se tomó la media como solución ﬁnal. A
modo de ejemplo, la Figura 5.11 muestra el primer gather del dato, la correspondiente
reconstrucción a partir del intercept y gradient medios estimados y la diferencia entre
ambos. Como puede observarse la solución estimada honra al dato observado muy bien,
sólo mostrando diferencias en lugares donde el dato observado es muy ruidoso, como al
principio y al ﬁnal del gather, y para los ángulos más grandes, donde la aproximación
de Shuey de dos términos comienza a diferenciarse de las ecuaciones de Zoeppritz.
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Figura 5.11. a) Gather observado #1 del dato de campo, b) estimado utili-
zando VFSA, c) residuo entre el gather observado y el estimado.
Las imágenes de alta resolución del intercept y del gradient pueden observarse en
las Figuras 5.12a,b respectivamente, en tanto que las Figuras 5.12c,d muestran las
correspondientes desviaciones estándar. Se puede observar que todos los reﬂectores
más signiﬁcativos fueron resueltos satisfactoriamente. Nótese además que se obtiene
una continuidad lateral razonable a pesar de que no fue impuesta ninguna condición
en este sentido durante la inversión, lo que demuestra la consistencia del método de
inversión. Las Figuras 5.12e-f muestran, respectivamente, el stack del dato observado
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y el stack estimado luego de la inversión. Se observa que los datos estimados son muy
similares a los datos observados. Los reﬂectores más importantes han sido hallados
consiguiendose un buen ajuste.
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Figura 5.12. a) y b) Intercept R0 y gradient G estimados (promedio de 50
inversiones), c) y d) correspondientes desvíos estándar, e) y f) stack observado
y estimado.
Como puede apreciarse, hay una considerable diferencia en las magnitudes del in-
tercept y el gradient estimado. De acuerdo con Cambois (1998b,a), la razón de este
comportamiento es el limitado rango de ángulos, de 2◦ a 24◦ en este caso, y la pre-
sencia de ruido. Por lo tanto no es inusual observar diferencias de estos órdenes de
magnitud cuando se utilizan datos de campo. Otros autores atribuyen estas diferencias
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a procesos físicos como la absorción, pérdidas por transmisión, anisotropía (Smith y
Gidlow, 1987), o a un procesamiento inadecuado del dato antes de realizar la inversión,
como puede ser una mala corrección por NMO o inexactitudes en la ondícula estimada
(Castagna y Smith, 1994; Jin et al., 2000).
5.5. Conclusiones
A continuación se enumeran las principales conclusiones obtenidas utilizando la
estrategia propuesta sobre dato sintético y dato de campo:
Sobre datos sintéticos 1D el método demostró ser robusto en presencia de ruido
aleatorio. Se obtuvieron muy buenos resultados en todas las magnitudes inver-
tidas, estimándose con precisión la ubicación en tiempo de los reﬂectores y la
respuesta AVA de los mismos.
Se demostró que, dentro de un cierto rango, el número de reﬂectores Ls utilizado
en la inversión no es crítico.
Los pequeños valores de las desviaciones estándar de las magnitudes invertidas,
resaltan la consistencia de las soluciones.
Se observó que la utilización de una ondícula inexacta durante la inversión lleva
a soluciones que honran al dato observado, pero que se alejan de las soluciones
esperadas.
Las pruebas sobre datos sintéticos 2D demostraron la capacidad del método para
resolver reﬂectores cercanos y para obtener soluciones con buena continuidad
lateral a pesar de que no se impuso ninguna clase de condición en este sentido
durante la inversión.
Sobre datos de campo el método mostró buen comportamiento a pesar de la incer-
tidumbre inherente asociada a este tipo de datos. Los reﬂectores más importantes
fueron encontrados y se obtuvieron imágenes de alta resolución del intercept y
del gradient con buena continuidad lateral que honran al dato observado acepta-
blemente.
En general las soluciones sparse obtenidas con el método propuesto son muy
favorables en relación a aquellas obtenidas, por ejemplo, con los métodos de
mínimos cuadrados.
Aunque el número de reﬂectores involucrado en la inversión es limitado y los
sistemas de ecuaciones a resolver son pequeños, el método es costoso compu-
tacionalmente debido a que se deben resolver dichos sistemas en cada iteración
del VFSA.
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Capítulo 6
Inversión sparse mediante
regularización con la norma l1
6.1. Introducción
En el capítulo anterior se procedió a regularizar el problema de inversión de datos
prestack considerando a priori que las reﬂectividades son de tipo sparse. Para encontrar
soluciones de tipo sparse se asumió como conocido el número de reﬂectores del subsuelo
y se utilizo VFSA para obtener la ubicación de dichos reﬂectores, estimando las am-
plitudes de los coeﬁcientes de la aproximación de Shuey de dos términos por medio de
mínimos cuadrados. Sin embargo, debido al uso de un algoritmo de optimización global
las soluciones de tipo sparse estimadas con esta estrategia se obtienen a expensas de
un alto costo computacional, hecho que limita el uso del método en grandes volúmenes
de datos.
Con el ﬁn de superar dichos inconvenientes y poder obtener soluciones sparse de ma-
nera más eﬁciente, la estrategia desarrollada en este capítulo hace uso de un algoritmo
simple y computacionalmente económico: el Fast iterative shrinkage-thresholding algo-
rithm (FISTA). FISTA es un poderoso algoritmo iterativo utilizado para minimizar,
junto con el misfit, la norma l1 de la solución estimada (Beck y Teboulle, 2009). Di-
cho problema de inversión es también conocido least absolute shrinkage and selection
operator (LASSO) (Tibshirani, 1996). FISTA está basado en el Iterative shrinkage-
thresholding algorithm (ISTA) (Daubechies et al., 2004), una extensión del algoritmo
del gradiente clásico, utilizado para resolver problemas de inversión lineales de gran
escala. Este algoritmo no requiere la inversión de matrices, y en cada iteración sólo se
realizan multiplicaciones entre matrices y vectores. ISTA es un algoritmo con veloci-
dad de convergencia lineal (Bredies y Lorenz, 2008), pero FISTA demostró ser varios
órdenes de magnitud más veloz. El misfit y norma l1 serán combinadas en la función de
costo a través de un parámetro de compensación o trade-off que deberá ser estimado
por medio de algún criterio apropiado. Como algoritmo de optimización, FISTA provee
soluciones de tipo sparse de una manera simple y efectiva. Sin embargo, como se verá
en los ejemplos numéricos, en el caso de inversión de datos prestack contaminados con
ruido las soluciones pueden ser correctas desde un punto de vista matemático pero
carecer de signiﬁcado físico. Este inconveniente surge por varias razones. Una de éstas
es la propia naturaleza de los métodos de optimización basados en funciones del tipo
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umbral (soft-thresholding functions), como lo son el ISTA y el FISTA. En este tipo
de algoritmos es común observar una tendencia a subestimar las soluciones de mayor
amplitud (Selesnick y Bayram, 2013; Bayram et al., 2014; Kowalski, 2014). Otra de las
razones del problema se debe a la naturaleza de la norma l1 y a que las magnitudes im-
plicadas en la inversión (p.ej. el intercept y gradient si se usa la aproximación de Shuey
de dos términos) pueden mostrar diferentes escalas y, por lo tanto, no estar correcta-
mente balanceados sus impactos en la norma l1. Este problema ya fue analizado en la
sección 4.4, donde se vio el mismo efecto sobre las amplitudes estimadas al minimizar
la norma l2. Para superar este inconveniente, proponemos utilizar la solución estimada
por FISTA como información a priori para realizar, en un segundo paso, una inversión
por mínimos cuadrados. Este segundo paso con ﬁnes correctivos, también llamado de-
biasing step (Candes y Tao, 2007; Figueiredo et al., 2007), conduce a un método, al
que llamaremos FISTA+LS, que promueve soluciones sparse robustas desde un punto
de vista físico, y sin un incremento signiﬁcativo del costo computacional.
El método propuesto en este capítulo conceptualmente tiene muchos puntos en co-
mún con el propuesto en el capítulo anterior. Ambos se basan en encontrar la ubicación
en tiempo de un número pequeño de reﬂectores y a partir de esta información estimar
las amplitudes de los coeﬁcientes de la aproximación elegida. En el método del capí-
tulo 5 dicha información era estimada por medio de VFSA, mientras que en este se
obtiene, de una manera más eﬁciente, minimizando una función de costo utilizando
FISTA. Mientras que al utilizar VFSA el número de reﬂectores no nulos era ﬁjado
previamente, al utilizar FISTA éste quedará determinado por el parámetro de compen-
sación a estimar. Asimismo, en ambos métodos la estabilidad de la solución depende
del número de reﬂectores no nulos, hecho que se vio al tomar valores grandes de Ls en
la sección 5.4.1. Una de las principales diferencias es la eﬁciencia de los métodos. El
VFSA es un algoritmo versátil que puede ser utilizado para minimizar prácticamente
cualquier función, pero requiere gran cantidad de iteraciones. En el caso particular del
capítulo 5, en cada iteración se resuelve por mínimos cuadrados un sistema de ecua-
ciones cuyo tamaño depende del valor de Ls elegido. En cambio el método propuesto
en este capítulo, además de utilizar un algoritmo sumamente simple para minimizar
la función de costo, sólo realiza un único ajuste por mínimos cuadrados al ﬁnal del
proceso iterativo. Otra diferencia es que mientras VFSA es un algoritmo estocástico y
permite hacer un análisis de la incertidumbre de la solución estimada, el FISTA no lo
es.
Este capítulo está organizado de la siguiente manera. Primero se explica el método
propuesto, estableciendo las hipótesis necesarias y deﬁniendo las ecuaciones relevantes.
También se hace una descripción paso a paso de FISTA. Luego se procede a realizar
pruebas del método en datos sísmicos prestack corregidos por normal-moveout (NMO),
asumiendo que el AVA se puede modelar por medio de la aproximación de Shuey de dos
términos. En el primer ejemplo numérico mostramos que, cuando el dato es ruidoso,
FISTA no es capaz de proveer soluciones satisfactorias para el intercept y el gradient.
Entonces, en un segundo ejemplo numérico, mostramos que las soluciones obtenidas
usando FISTA+LS superan a las soluciones obtenidas por FISTA solo, siendo capaz
de obtener estimaciones precisas tanto del intercept como del gradient. Finalmente
probamos el método en datos de campo 2D, donde se puede ver que es posible obtener
imágenes de alta resolución tanto del intercept como del gradient que honran al dato.
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6.2. Teoría
Como en el caso de la deconvolución de datos sísmicos (Oldenburg et al., 1983),
se pueden obtener soluciones sparse por medio de la minimización de la función de
costo que utiliza el cuadrado de la norma l2 como discrepancia entre el dato observado
y modelado, y la norma l1 como regularización. Entonces el problema se reduce a
encontrar los parámetros del modelo que hagan mínima la función de costo
J(m) = ‖d−Am‖22 + µ‖m‖1, (6.1)
donde m = (m11, ...,mLr1, ...,m1n, ...,mLrn)
T , siendo ‖m‖1 = (|m11| + ... + |mLrn|), y
A es una matriz columna por bloques de dimensión LdNθ × Lrn, donde cada bloque
está dado por A(θi), y d es un vector columna por bloques, donde cada bloque está
dado por d(θi), para i = 1, ..., Nθ. Una descripción detallada de la construcción de
este sistema se puede encontrar en la sección 3.6. Como en los casos ya analizados,
el primer término de la ecuación (6.1) representa el error entre el dato observado y
el dato modelado. El segundo término es utilizado para penalizar las soluciones que
no son sparse. El parámetro de compensación µ es utilizado para balancear el peso, o
impacto, de los dos términos. Debido a las propiedades de la norma l1 y la norma l2,
la función de costo dada por la ecuación (6.1) es una función convexa, lo que implica
que sólo tiene un mínimo. La ecuación (6.1) será minimizada utilizando FISTA (Beck
y Teboulle, 2009).
Es importante notar que, cuando el dato es ruidoso, la minimización de la ecuación
(6.1) puede llevar a soluciones que honren al dato observado, pero muestren amplitudes
mal estimadas. Esto se debe mayormente a que el parámetro de compensación µ afecta
de diferente manera a los elementos de m dependiendo de cómo estos, según su escala,
inﬂuyen en el dato observado. Este inconveniente será ilustrado en la próxima sección
donde se verá que, cuando µ es “grande” las soluciones honran el dato observado,
pero sus amplitudes pueden resultan considerablemente subestimadas. Por otro lado,
para valores de µ “pequeños” la soluciones también honran al dato observado pero las
amplitudes estimadas resultar muy sobreestimadas. Debido a esto proponemos llevar
adelante la inversión por medio de un proceso de dos etapas. En la primer etapa
utilizaremos FISTA para minimizar la función de costo J(m) usando un valor apropiado
de µ tal que la solución sea lo suﬁcientemente sparse. La solución estimada en la primera
etapa será usada entonces como información a priori que servirá de “soporte” para la
segunda etapa del proceso. Dicha información a priori serán los tiempos asociados a los
reﬂectores no nulos de la solución estimada por FISTA. La segunda etapa consiste en
ajustar las amplitudes de los parámetros estimados por medio de mínimos cuadrados,
es decir utilizando sólo el término del misfit. Es importante destacar que la estabilidad
de la solución está garantizada siempre que la solución estimada en la primer etapa
sea lo suﬁcientemente sparse, de lo contrario la solución tendrá las caracteristicas de
las soluciones por mínimos cuadrados convencionales analizados en el capítulo 4 o las
del método de inversión vía VFSA con Ls muy grande.
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Primera etapa: resolver el LASSO
En esta primera etapa del método propuesto se procede a minimizar la función de
costo dada en la ecuación (6.1). Existen en la literatura varios algoritmos para estimar
el mínimo de dicha función, en particular en esta tesis utilizaremos FISTA.
FISTA es un algoritmo iterativo, perteneciente a la familia de los algoritmos pro-
ximales (Bauschke et al., 2011), utilizado para resolver problemas de optimización
convexos no diferenciables. Paso a paso, el algoritmo puede resumirse de la siguiente
manera
1. Establecer η ≥ κmax, donde κmax es el máximo autovalor de ATA.
2. Establecer z0 = m0 y t0 = 1, donde m0 es una solución inicial.
3. Para cada iteración k = 0, 1, 2, 3, · · · :
a)
mk+1 = Tµ/2η
{
zk +
1
η
AT (d−Azk)
}
, (6.2)
donde Tυ{·} es una función umbral suave (soft-thresholding function), que
se aplica a cada elemento de su argumento vectorial y está deﬁnida como
Tυ{g} =
{
g (1− υ/|g|) , |g| ≥ υ
0. |g| < υ (6.3)
b)
tk+1 =
1 +
√
1 + 4t2k
2
. (6.4)
c)
zk+1 = mk+1 +
tk − 1
tk+1
(mk+1 −mk) . (6.5)
d)
k = k + 1, (6.6)
e) Veriﬁcar convergencia o criterio de corte.
Como puede verse FISTA es un algoritmo de optimización que no requiere inver-
sión de matrices y que es sumamente sencillo de aplicar. El primer paso del proceso es
necesario para evitar que el argumento de la función umbral sea negativo. Para encon-
trar el máximo autovalor puede utilizarse, por ejemplo, el método de las potencias de
Rayleigh (Larson y Edwards, 1999, p.ej.), que es simple y eﬁciente. Una descripción
detallada del algoritmo y sus propiedades puede encontrarse en el Apéndice B.
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Segunda etapa: ajuste de amplitudes por mínimos cuadrados
Como se verá en los ejemplos numéricos, minimizar la ecuación (6.1) llevará a una
solución poco satisfactoria del problema de inversión que pretendemos resolver. Si bien
los tiempos de los coeﬁcientes de reﬂexión serán estimados con éxito y de forma eﬁcien-
te, en algunos casos las amplitudes de los mismos estarán severamente subestimadas.
Debido a esto, una vez que una solución del problema ha sido estimada utilizando
FISTA, se realiza un paso correctivo o debiasing step (Candes y Tao, 2007; Figueiredo
et al., 2007) con el ﬁn de ajustar dichas amplitudes. De similar manera al método pro-
puesto en el capítulo anterior, donde se utilizaba VFSA para estimar los tiempos de los
coeﬁcientes de reﬂexión y luego se estimaban sus amplitudes por mínimos cuadrados,
aquí utilizaremos los tiempo de los coeﬁcientes de reﬂexión estimados utilizando FISTA
como información a priori para resolver un problema de mínimos cuadrados con el cual
se estimarán las amplitudes de los mismos.
A partir de la solución mˆ estimada por medio de la minimización de la ecuación
(6.1) se obtiene el número Ls de reﬂectores distintos de cero (Ls ≪ Lr) y sus tiempos τj.
Luego se construye un sistema de ecuaciones lineales que relacionan el dato observado
d con los Lsn parámetros del modelo representado mediante
d = Asms, (6.7)
dondems = (m11, ...,mLs1, ...,m1n, ...,mLsn)
T y As es una matriz columna por bloques
de dimensión LdNθ × Lsn, donde cada bloque está dado por As(θi), y d es un vector
columna por bloques, donde cada bloque está dado por d(θi), para i = 1, ..., Nθ. Una
descripción detallada de la construcción de este sistema fue dada en la sección 5.2.
La solución ms de este sistema de ecuaciones lineales puede ser estimada por míni-
mos cuadrados, dando como resultado
ms = (AsTAs)−1AsTd. (6.8)
En resumen, el método propuesto para realizar la inversión sparse a partir de dato
sísmico prestack es como sigue:
1. Se estima una solución sparse de la ecuación (3.67) a través de la minimización
de la ecuación (6.1) utilizando FISTA.
2. Se obtiene el número Ls y los tiempos τj, j = 1, · · · , Ls de los reﬂectores no nulos
a partir de los elementos distintos de cero de m, y se construye el sistema dado
por la ecuación (6.7).
3. Se estima la solución ms por medio de mínimos cuadrados (ecuación (6.8)).
6.2.1. Formulación bayesiana del problema
En esta sección analizaremos el problema planteado por la ecuación (6.1) desde
el punto de vista bayesiano. En la sección 2.6 se estableció que el enfoque bayesiano
se basa en asumir que se cuenta con información sobre el modelo a estimar antes
de que se observe el dato (Scales y Tenorio, 2001), y que esto permite incorporar la
información a priori de forma más elegante desde el punto de vista matemático. Dicha
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información a priori estará representada por la distribución de probabilidad a priori
p(m). En este caso, la función a priori deberá ser tal que promueva sparseness en
las soluciones estimadas. La probabilidad de obtener el dato d a partir del modelo
m queda representada por la función de verosimilitud p(d|m). Estas dos funciones se
combinan en la función de probabilidad a posteriori p(m|d) a través del teorema de
Bayes, representado por la ecuación (2.23), resultando
p(m|d) ∝ p(d|m)p(m). (6.9)
El modelo m más probable (MAP), dada la información a priori disponible, es aquel
que hace máxima la función a posteriori.
Una de las formas de obtener soluciones sparse es asumiendo que a cada muestra
mq del vector m, con q = 1, ..., Lrn, se le puede asignar independientemente una
distribución laplaciana de media cero (Figueiredo, 2003; Park y Casella, 2008; Babacan
et al., 2010):
p(mq) =
1
2λ
exp
(
−|mq|
λ
)
, (6.10)
donde λ es un parámetro de escala conocido como “diversidad”. En la Figura 6.1a se
puede observar una comparación entre la distribución laplaciana de una variable y me-
dia cero (ecuación 6.10) y la distribución gaussiana de una variable, también de media
cero. La distribución gaussiana fue utilizada como distribución a priori al analizar el
enfoque bayesiano del método de mínimos cuadrados amortiguados (ecuación (2.31)).
Como se puede apreciar la distribución laplaciana es, respecto a la gaussiana, más es-
trecha cerca del valor medio y presenta colas más largas. Estas características de la
distribución laplaciana son las que la hacen una buena opción para estimar soluciones
sparse ya que los valores más probable son aquellos cercanos a la media cero, pero
sin que la probabilidad de obtener valores grandes no nulos sea demasiado pequeña
como sí ocurre con la distribución gaussiana. Esta característica se corresponde con el
comportamiento esperado de las reﬂectividades a estimar ya que, como ya se ha comen-
tado, la distribución de las amplitudes de los coeﬁcientes de reﬂexión no es gaussiana
(Walden y Hosken, 1986; Velis, 2003), y estudios de pozo indican que las principa-
les unidades litológicas pueden ser asociadas con grandes coeﬁcientes de reﬂexión que
muestran un comportamiento sparse (Walden y Hosken, 1986). La Figura 6.1b muestra
el comportamiento de la distribución laplaciana en función del parámetro de escala λ.
A medida que este parámetro aumenta la distribución se aplana y tanto valores chicos
como grandes comienzan a ser igualmente probables, es decir, disminuye la sparseness.
A partir de la distribución laplaciana para una variable dada por la ecuación (6.10)
y asumiendo que cada mq es independiente, la distribución de probabilidad conjunta
de todos los mq será el producto de las distribuciones individuales, por lo tanto la
distribución de probabilidad a priori que representara al vector m será
p(m) =
Lrn∏
q=1
1
2λ
exp
(
−|mq|
λ
)
=
(
1
2λ
)Lrn
exp

−1
λ
Lrn∑
q=1
|mq|

, (6.11)
Al igual que en los ejemplos estudiados en la sección 2.6 se asumirá que el ruido
presente en el dato observado tiene una distribución de probabilidad gaussiana, que
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Figura 6.1. a) Comparación entre la distribución de probabilidad gaussiana y
laplaciana, b) variación de la distribución laplaciana en función del parámetro
de escala λ.
dicho ruido no está correlacionado y tiene varianza σ2n, por lo tanto la función de vero-
similitud p(d|m) será una función de densidad de probabilidad gaussiana multivariada
de la forma
p(d|m) = 1
(2π)Ldσn
exp
[
− 1
2σ2n
(d−Am)T (d−Am)
]
. (6.12)
Reemplazando las ecuaciones (6.11) y (6.12) en la ecuación (6.9) se obtiene la
función de densidad de probabilidad a posteriori
p(m|d) ∝ 1
λLrn2(Ld+Lrn)πLdσn
exp
[
− 1
2σ2n
(d−Am)T (d−Am)− 1
2λ
Lrn∑
q
|mq|
]
.
(6.13)
El modelo más probable, que maximiza la función p(m|d), será aquel que minimiza
el exponente. Es decir, el modelo m más probable es aquel que minimiza la función de
costo dada por
J(m) = (d−Am)T (d−Am) + σ
2
n
λ
Lrn∑
q
|mq| = ‖d−Am‖22 +
σ2n
λ
‖m‖1, (6.14)
que es igual a la ecuación (6.1) con µ = σ2n/λ. Dado un valor de σ
2
n se deduce que las
soluciones estimadas a partir de esta función de costo serán más sparse a medida que
µ se incremente, ya que esto implica que λ disminuye. Al igual que para el caso de
mínimos cuadrados amortiguados el parámetro µ tendrá que ser estimado por medio
de algún criterio apropiado.
85
6. Inversión sparse mediante regularización con la norma l1
6.3. Ejemplos
En esta sección probaremos el método propuesto utilizando datos sintéticos 1D y
2D y utilizando datos de campo. En todos los casos, al igual que en el capítulo anterior,
las inversiones serán realizadas considerando la aproximación de Shuey de dos términos
RPP (θi) = R0 +G sin
2 θi. (6.15)
Es decir, se estimarán soluciones sparse del intercept R0 y del gradient G.
6.3.1. Datos sintéticos 1D
En este ejemplo numérico analizamos el comportamiento del método propuesto
utilizando datos sísmicos prestack 1D sintético. Los datos están basados en el mismo
modelo de velocidades y densidad utilizado para probar los métodos de mínimos cua-
drados, y mínimos cuadrados amortiguados del capítulo 4, y el algoritmo basado en
VFSA del capítulo 5 (Figura 4.1a-c). Cada gather contiene 12 reﬂectores y consta de 31
trazas con ángulos de incidencia θi ∈ (0◦, 30◦). La respuesta AVA se calculó utilizando
las ecuaciones de Zoeppritz, se utilizó una ondícula de Ricker de frecuencia central
f0 = 30 Hz, y el intervalo de muestreo utilizado fue de 4 ms. Para probar el algoritmo
propuesto frente a diferentes niveles de ruido, se generaron dos gathers, uno con ruido
gaussiano con relación señal-ruido SNR = 10 y otro con relación señal-ruido SNR = 5.
La Figura 6.2 muestra el gather sin ruido, con SNR = 10, con SNR = 5 , y el intercept
R0 y gradient G correspondientes calculados a partir de los modelos de velocidades y
densidad.
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Figura 6.2. a) Dato sintético 1D libre de ruido, b) con SNR = 10, c) con
SNR = 5, d) intercept R0 y e) gradient G correspondientes.
Inversión vía minimización de la norma l1
Para analizar el comportamiento de las soluciones obtenidas mediante la minimiza-
ción de la ecuación (6.1), en este primer ejemplo realizamos la inversión del dato con
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Figura 6.3. Parámetros de compensación estimados por el principio de discre-
pancia para los datos con ruido de la Figura 6.2.
ruido de la Figura 6.2 omitiendo el segundo paso del método propuesto, es decir resol-
viendo sólo el LASSO. Para poder realizar la inversión, al igual que sucedió al aplicar
el método de mínimos cuadrados amortiguados, primero necesitamos estimar un valor
apropiado del parámetro de compensación µ. La elección de este parámetro depende
del nivel de ruido del dato observado. Claramente, si µ es muy grande se estimará una
solución muy sparse, pero puede que el dato no sea correctamente ajustado. Contraria-
mente, si µ es muy pequeño puede haber un sobre-ajuste y la solución comenzará a ser
inestable. Como ya fue comentado, hay varias estrategias apropiadas para seleccionar
dicho parámetro (Farquharson y Oldenburg, 2004). En este caso, al igual que en el
capítulo 4, utilizaremos el principio de discrepancia. Para ello se realiza la inversión
utilizando diferentes valores de µ y se construye la curva del misfit en función de la
regularización. En este caso será la curva del misfit en función de la norma l1 de la
solución estimada. A esta curva se la conoce como curva de Pareto (van den Berg y
Friedlander, 2008). Luego se elije el µ óptimo como aquél que minimiza la norma l1
mientras el misfit permanece menor o igual a su valor esperado En (ecuación (4.4)).
Además de proveer una herramienta para estimar el parámetro de compensación, las
curvas de Pareto proveen un criterio objetivo para estudiar cómo diferentes algoritmos
de optimización convergen hacia la solución estimada (Hennenfent et al., 2008). La
Figura 6.3 muestra las curvas de Pareto correspondientes al dato observado con SNR =
10 y SNR = 5 (líneas sólidas). La línea horizontal discontinua indica el valor esperado
del misfit y las ﬂechas indican la dirección de incremento de µ. Como es esperable,
cuanto más grande el µ más pequeño el valor de la norma l1 de la solución estimada y
más grande el misfit, y viceversa. A través del principio de discrepancia se estimaron
valores óptimos µ = 0.02 para el dato con SNR = 10, y µ = 0.04 para el dato con
SNR = 5. Estos valores corresponden al cruce de la curva de Pareto con el valor
esperado del misfit, y están indicados con los círculos negros en las ﬁguras.
La Figura 6.4 muestra el intecept R0 y el gradient G del modelo, y los valores
estimados correspondientes al dato sin ruido, con SNR = 5 y con SNR = 10, utilizando
los valores de µ estimados por medio del principio de discrepancia. Se puede observar
que los resultados estimados del intercept son precisos incluso en presencia de una
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signiﬁcante cantidad de ruido. La localización en tiempo de todos los coeﬁcientes de
reﬂexión y sus amplitudes fueron estimadas correctamente. Al igual que en los ejemplos
analizados en el capitulo 5, no hay que perder de vista que el dato fue creado utilizando
las ecuaciones de Zoeppritz y la inversión se llevó a cabo a través de la aproximación
de Shuey de dos términos, por lo que pequeñas diferencias entre los valores de las
amplitudes estimadas y las del modelo son esperables. Aunque las soluciones muestran
algunos coeﬁcientes de reﬂexión espurios, especialmente para la relación señal-ruido
más baja, sus amplitudes son pequeñas y pueden ser fácilmente eliminados por medio
de algún ﬁltro o función umbral adecuada, y de esa forma conseguir un ajuste casi
perfecto con el valor del intercept esperado. Por otro lado, las soluciones estimadas
para el gradient, cuando el dato es ruidoso, se apartan considerablemente de los valores
esperados. La localización en tiempo es correcta, pero sus amplitudes no. A medida
que el nivel de ruido aumenta, las amplitudes de los coeﬁcientes de reﬂexión muestran
una severa subestimación. Esto es esperable debido a que el ruido oculta más el efecto
del AVA que la energía del reﬂector, y por lo tanto el término del misfit en la ecuación
(6.1) es menos sensible a las variaciones en el gradient que la norma l1. Por lo tanto,
con el ﬁn de reducir el término de regularización lo más posible FISTA tiende a reducir
la norma l1 del gradient más que la norma l1 del intercept, sin que esto afecte al misfit
signiﬁcativamente. En casos de datos con gran cantidad de ruido donde para algunos
reﬂectores el AVA es casi indistinguible, el algoritmo reduce las amplitudes del valor
estimado del gradient a cero como puede apreciarse en las Figuras 6.4g,h.
Continuando con el análisis del comportamiento de las soluciones estimadas mini-
mizando la ecuación (6.1), la Figura 6.5 muestra el resultado de realizar la inversión
utilizando µ = 0.1, µ = 0.04, µ = 0.01 y µ = 0.005 en el caso del dato con SNR = 5
(Figura 6.2c). Cuando µ es más pequeño que el valor estimado utilizando el principio
de discrepancia (µ = 0.04), las amplitudes del gradient estimado se incrementan, pero
la soluciones comienzan a ser inestables. La cantidad y amplitudes de los reﬂectores
espurios, tanto en el intercept como en el gradient, comienzan a ser más grandes que
lo aceptable como puede verse en las Figuras 6.5a,b,e y f. Este fenómeno es similar al
observado en el método propuesto en el capítulo 5 cuando se eligieron arbitrariamente
valores de Ls demasiado grandes (ver Figura 5.2). Por otro lado, si µ es más grande que
el valor óptimo, los valores del gradient están aún más subestimados, siendo incluso
cero como puede verse en la Figura 6.5h. Este comportamiento no se observa en el
intercept estimado, debido a que su efecto en la norma l1 es diferente al del gradient
como fue explicado en el párrafo anterior. En este caso, existe un amplio rango de
valores de µ que llevan a estimaciones del intercept aceptables. A partir de este análisis
se concluye que no se puede estimar un único valor de µ que lleve a soluciones acep-
tables del intercept y el gradient simultáneamente, excepto para valores de la relación
señal-ruido altos, como muestran las Figuras 6.4b,f.
La Figura 6.6 nos permite hacer un análisis cualitativo del comportamiento de
FISTA a medida que converge a la solución estimada, para los diferentes valores de
µ utilizados. La línea negra muestra la curva de Pareto correspondiente al dato con
SNR = 5. Esta curva es la misma que la curva de Pareto de la Figura 6.3. Las líneas
de color indican los valores de misfit y norma l1 calculados por FISTA a medida que
transcurre el proceso iterativo, que ﬁnaliza cuando se alcanzan los valores marcados
por los círculos negros. El punto verde marca el valor del misfit esperado y la norma
88
6.3. Ejemplos
0.0
0.2
0.4
0.6
-0.07  0  0.07
Ti
em
po
 (s
)
kg/m3
R0, SNR=5
d)
0.0
0.2
0.4
0.6
-0.07  0  0.07
Ti
em
po
 (s
)
kg/m3
R0, SNR=10
c)
0.0
0.2
0.4
0.6
-0.07  0  0.07
Ti
em
po
 (s
)
m/s
R0, Sin ruido
b)
0.0
0.2
0.4
0.6
-0.07  0  0.07
Ti
em
po
 (s
)
m/s
R0
a)
0.0
0.2
0.4
0.6
-0.07  0  0.07
Ti
em
po
 (s
)
kg/m3
G, SNR=5
h)
0.0
0.2
0.4
0.6
-0.07  0  0.07
Ti
em
po
 (s
)
kg/m3
G, SNR=10
g)
0.0
0.2
0.4
0.6
-0.07  0  0.07
Ti
em
po
 (s
)
m/s
G, Sin ruido
f)
0.0
0.2
0.4
0.6
-0.07  0  0.07
Ti
em
po
 (s
)
m/s
G
e)
Figura 6.4. a) y e) Intercept R0 y gradient G del modelo, b) y f) estimados
a partir del dato sin ruido, c) y g) a partir del dato con SNR = 10, d) y h) a
partir del dato conSNR = 5.
l1 correspondientes al modelo verdadero, es decir, es la “mejor” solución que podría
estimarse. Como ya fue visto en los resultados obtenidos, con ninguno de los valores de
µ se esta cerca de la solución óptima. Sólo µ = 0.04 tiene un valor del misfit cercano al
esperado, debido a que fue elegido por medio del principio de discrepancia. Todos los
demás valores de µ dan soluciones que sobre-ajustan o sub-ajustan al dato observado.
Es importante destacar que incluso en la mejor de las situaciones el valor óptimo del
misfit es difícil de alcanzar, no sólo debido al ruido, sino también porque el modelo
AVA con el que se generó el dato diﬁere del utilizado en la inversión. Asimismo sólo
con la solución estimada utilizando µ = 0.01 se tiene un valor de la norma l1 cercano
al verdadero, pero la solución es inestable, especialmente el gradient (Figura 6.5b,f).
El camino seguido por FISTA para llegar a la solución estimada es motivo de
análisis. Como puede observarse en las primeras instancias del proceso iterativo el
algoritmo tiende a minimizar el misfit, incluso a costas de sobreestimar el valor de la
norma l1. Una vez que el valor del misfit se estabiliza el algoritmo comienza a minimizar
la norma l1 hasta converger a su valor ﬁnal. La Figura 6.7 muestra el valor delmisfit y la
norma l1 en función del número de iteración para µ = 0.04. Allí se puede observar más
claramente el comportamiento descrito. El misfit converge rápidamente hacia el valor
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Figura 6.5. a) y e) Intercept R0 y gradient G estimados con µ = 0.005, b) y
f) estimados con µ = 0.01, c) y g) estimados con µ = 0.04, d) y h) estimados
con µ = 0.1.
esperado, mientras que el comportamiento de la norma l1 es oscilatorio, convergiendo
más lentamente a su valor ﬁnal. Esto ocurre porque en los casos analizados los valores
de µ son pequeños, es decir que la regularización tiene poco peso en la función de costo,
entonces FISTA actúa primero minimizando el misfit y cuando éste es suﬁcientemente
pequeño el término de regularización comienza a tener un mayor efecto (Hennenfent
et al., 2008). Este comportamiento es de especial interés a la hora de seleccionar el
criterio de corte con el cual concluir el proceso iterativo, ya que alcanzar un valor
determinado del misfit no necesariamente garantiza una solución sparse.
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Figura 6.6. Curva de Pareto para el dato con SNR = 5 (línea negra) y curvas
de convergencia del FISTA para diferentes valores de µ (líneas de colores).
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Figura 6.7. Misfit y valor de la norma l1 versus el número de iteraciones del
FISTA para µ = 0.04.
Inversión vía minimización de la norma l1 y mínimos cuadrados
Como se vio anteriormente, resolver el LASSO lleva a soluciones que no son satis-
factorias. Las soluciones del gradient no son aceptables, estando las amplitudes seve-
ramente subestimadas. Sin embargo, el intercept puede ser estimado con un alto grado
de precisión. El método propuesto en este capítulo saca ventaja de este resultado, uti-
lizando los valores estimados del intercept como información a priori para mejorar
la solución estimada del gradient a través de una inversión por mínimos cuadrados.
Se procedió a probar el método en los datos sintéticos de la Figura 6.2. Las Figuras
6.8a,b muestran las curvas de Pareto obtenidas a través de FISTA+LS, para el da-
to con SNR = 10 y SNR = 5. Una comparación con las curvas de Pareto obtenidas
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utilizando únicamente FISTA muestra que éstas exhiben un quiebre cuando se aproxi-
man al misfit esperado. Por lo tanto, cuando la estimación del nivel de ruido no está
disponible, sería más simple estimar el valor de µ utilizando el método de dos etapas
que utilizando solamente FISTA. Por otro lado, las curvas rojas en las Figuras 6.8c,d
muestran en número de reﬂectores no nulos, en función de µ, estimados a partir de la
inversión. Es importante marcar que para un dado gather existe un rango de valores
de µ para los cuales el número de reﬂectores no nulos estimado luego de la inversión es
igual al número de reﬂectores verdadero. Este rango está representado por el segmento
de color negro en la curva roja. Estos segmentos se mapean en los círculos negros de
las Figuras 6.8a,b, que representan, en la práctica, un rango de valores de µ en lugar
de un único valor. En el caso de SNR = 10 este rango es µ ∈ (0.4, 2.8), mientras que
si SNR = 5 este rango es µ ∈ (0.8, 2.4). Por lo tanto, a diferencia de cuando sólo se
minimiza la ecuación (6.1), donde de acuerdo con el principio de discrepancia existe un
único µ óptimo, cuando se utiliza FISTA+LS existen varios valores de µ que minimizan
la norma l1 de la solución mientras el misfit toma valores menores o iguales a su valor
esperado, un hecho que se muestra a través de las curvas azules en las Figuras 6.8c,d.
Esto nos dice que las soluciones del método de dos etapas dependen, esencialmente,
del número de reﬂectores provisto por FISTA.
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Figura 6.8. a) y c) Curvas de Pareto para los datos con SNR = 10 y SNR = 5,
b) y d) misfit y número de reflectores no nulos en función del parámetros de
compensación µ para los datos con SNR = 10 y SNR = 5.
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En resumen, cuando se realiza la inversión resolviendo el LASSO sin el paso correc-
tivo, como µ balancea el impacto de los dos términos en la función de costo (ecuación
6.1) es esperable que las amplitudes estimadas de los reﬂectores disminuyan a medi-
da que µ se incrementa, incluso cuando el número de reﬂectores no nulos permanece
constante (como se ha visto en la Figura 6.4). Pero, por otro lado, cuando se utili-
za FISTA+LS, tanto el misfit como las amplitudes de los reﬂectores estimados son
ajustados al mismo valor luego del paso correctivo independientemente del valor de µ
elegido dentro del rango en el cual el número de reﬂectores no nulos permanece cons-
tante (segmentos color negro en las Figuras 6.8c,d). A partir de estos resultados, y para
este ejemplo en particular, elegimos como valor del parámetro de compensación µ = 2
cuando SNR = 10 y SNR = 5. Sin embargo, cualquier otro valor dentro de los rangos
correspondientes llevaría exactamente el mismo resultado.
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Figura 6.9. a) y e) Intercept R0 y gradient G verdaderos, b) y f) estimados
a partir del dato sin ruido, c) y g) a partir del dato con SNR = 10, d) y h) a
partir del dato con SNR = 5.
La Figura 6.9 muestra el intercept y el gradient del modelo, y los valores estimados
a partir del dato libre de ruido, con SNR = 10 y con SNR = 5. Se puede observar
que el método propuesto da, en todos los casos, soluciones más precisas tanto para
el intercept como para el gradient en comparación al caso donde no se aplicó el paso
correctivo (Figura 6.4). Todos los reﬂectores y sus amplitudes fueron adecuadamente
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estimadas, incluso cuando el nivel de ruido en el dato es elevado.
Comparación de resultados de los diversos métodos
Finalmente, la Figura 6.10 muestra, a modo de comparación, las soluciones obte-
nidas a partir del dato 1D con SNR = 5, utilizando los métodos propuestos en los
capítulos 4 y 5 y los propuestos en éste, es decir:
1. Solución por mínimos cuadrados sin amortiguar: capítulo 4, Figuras 4.3d,e.
2. Solución por mínimos cuadrados amortiguados: capítulo 4, Figuras 4.6d,e.
3. Solución estimada utilizando VFSA con LS = 12: capítulo 5, Figuras 5.2b,f.
4. Solución estimada utilizando FISTA con µ = 0.004: capítulo 6, Figuras 6.4d,h.
5. Solución estimada utilizando FISTA+LS con µ = 2: capítulo 6, Figuras 6.9d,h.
Es importante remarcar que en todos los casos las soluciones estimadas ajustan
correctamente al dato observado a pesar de las considerables diferencias que presentan
entre sí. Las Figuras 6.10a,f muestran el intercept y el gradient obtenidos utilizando
el método de mínimos cuadrados, donde se observa que las solución es inestable y
las amplitudes están muy sobreestimadas. Las Figuras 6.10b,g muestran las soluciones
obtenidas por el método de mínimos cuadrados amortiguado. Se puede apreciar una
menor inestabilidad en las soluciones estimadas, sin embargo las amplitudes resultan
severamente subestimadas, y la baja resolución de éstas complica su interpretación.
Las Figuras 6.10c,h muestran las soluciones estimadas utilizando VFSA con Ls = 12.
A través de este método se pudo estimar soluciones sparse que ajustan al dato obser-
vado. Sin embargo hay que remarcar que el método es costoso desde el punto de vista
computacional, y que la solución mostrada es el valor medio de 100 realizaciones del
método, razón por la cual las amplitudes de algunos reﬂectores fueron levemente sub-
estimadas. En las Figuras 6.10d,i se puede observar el resultado obtenido minimizando
la función de costo dada por la ecuación (6.1) por medio del algoritmo FISTA. Como
ya se estableció, el ruido presente en el dato enmascara el AVA y, como consecuencia,
al minimizar la norma l1 de la soluciones se obtienen solución del gradient severamente
subestimadas. Finalmente, las Figuras 6.10e,j muestran el resultado obtenido mediante
el método de dos etapas propuesto. Como puede apreciarse las soluciones obtenidas su-
peran al resto, todos los reﬂectores y sus amplitudes fueron estimados correctamente,
de una manera sencilla y económica computacionalmente, a pesar del ruido presente
en el dato observado.
Análisis estadístico
FISTA, a diferencia de VFSA, no es un algoritmo estocástico. Es decir, si se aplica
varias veces el algoritmo sobre un mismo dato, con µ ﬁjo, obtendremos soluciones
idénticas. A pesar de esto se puede obtener información estadística útil al aplicar el
algoritmo una única vez sobre una familia de datos, donde cada miembro de esta familia
es creado a partir de contaminar un único dato inicial con diferentes realizaciones de
ruido gaussiano. Dicho ruido tiene que ser tal que la relación señal-ruido SNR sea
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Figura 6.10. Comparación entre los métodos vistos. Intercept R0 y gradient
G estimados utilizando a) y f) mínimos cuadrados (M.C.), b) y g) mínimos
cuadrados amortiguados (M.C.A.), c) y h) usando VFSA (Ls = 12), d) y i)
usando FISTA (µ = 0.004), e) y j) usando FISTA+LS (µ = 2).
igual para cada realización. Es decir, en lugar de obtener una familia de soluciones
aplicando múltiples veces un algoritmo, sobre un único dato, obtendremos una familia
de soluciones aplicando el algoritmo una única vez sobre múltiples datos similares.
Para este ejemplo, se creo una familia de 100 gathers con SNR = 10 y 100 gathers
con SNR = 5 a partir del modelo de la Figura 6.2. Debido a que el SNR será igual
para cada uno de los gathers de cada familia de datos, en la inversión se utilizarán los
valores de µ ya estimados mediante el principio de discrepancia.
La Figura 6.11 muestra los valores medios y los desvíos estándar obtenidos a partir
de las soluciones obtenidas sobre las 100 realizaciones del dato con SNR = 10 y con
SNR = 5, resolviendo sólo el LASSO (Figuras 6.11a-d) y aplicando FISTA+LS (Figuras
6.11e-f). Para las soluciones estimadas del intercept se puede observar que en todos
los casos los valores medios son similares a los valores del modelo. Por otro lado, los
desvíos estándar son pequeños en todos los casos analizados, indicando que este atributo
fue estimado correctamente con ambos métodos para todos los datos. En el caso del
gradient, como era esperable, los valores medios estimados utilizando sólo FISTA están
lejos de ser óptimos, no así los valores medios estimados con el método de dos etapas.
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Los desvíos estándar, en todos los casos, son mayores que aquellos obtenidos para el
intercept, demostrando que el gradient es más sensible al ruido en el dato.
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Figura 6.11. Intercept R0 y gradient G medios estimados a partir de 100
realizaciones del ruido, sobre el dato con SNR = 10 y SNR = 5, utilizando
a)-d) FISTA y e)-h) FISTA+LS.
6.3.2. Datos sintéticos 2D
En esta sección se procederá a probar el método propuesto en datos sintéticos 2D.
A partir de los modelos de velocidades y densidad de las Figuras 6.12a-c se crearon
100 angle-gathers corregidos por NMO, con un intervalo de muestreo de 4 ms. Al dato
se le agregó ruido gaussiano con SNR = 5. Para generar el dato se utilizó el modelo
convolucional y una ondícula de Ricker con f0 = 30 Hz de fase cero. Como en el ejemplo
1D, la respuesta AVA se modeló utilizando las ecuaciones de Zoeppritz. Las Figuras
6.12d,e muestran el intercept y gradient correspondientes al modelo. La Figura 6.12f
muestra la sección sísmica (stack) del dato observado.
A partir de la ecuación (6.14) se dedujo que µ = σ2n/λ. Esta relación permite
estimar un valor de µ diferente para cada gather del dato 2D a partir de nivel de ruido
presente en cada uno de ellos y de un valor de λ ﬁjo. Este valor ﬁjo de λ puede ser
estimado a partir de un único gather por medio de la curva de Pareto y el principio
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Figura 6.12. a), b) y c) modelo de velocidades y densidad 2D. d) y e) intercept
R0 y gradient G correspondientes al modelo. f) Stack de los datos generados a
partir del modelo.
de discrepancia. Esta estrategia permitirá un mejor balance gather a gather entre los
términos de la función de costo dada por la ecuación (6.1), y de esta forma obtener una
solución estimada con mejor continuidad lateral. En el método de inversión propuesto
en el capítulo anterior, esta estrategia sería similar a tomar un valor diferente de Ls
para cada gather, pero al no tener una relación explícita entre Ls y σ2n habría que
construir una curva similar a la de la Figura 5.4 para cada gather, proceso que no es
práctico por su alto costo computacional.
Para estimar el λ con el cual realizar la inversión se construyó la curva de Pareto
a partir del primer gather del dato 2D (Figura 6.13a). El círculo negro representa los
valores de λ óptimos de acuerdo al criterio de discrepancia. La Figura 6.13b muestra
el número de reﬂectores no nulos y el misfit en función de λ. Como se puede ver, para
los valores de λ representados por el círculo negro en la Figura 6.13a, el misfit de
las soluciones estimadas está por debajo del nivel de ruido. Sin embargo, el número de
reﬂectores no nulos, representado por el segmento negro en la curva roja, no corresponde
al número verdadero, que es Ls = 8, sino que es mayor. Es decir que para este dato
en particular se requieren más reﬂectores que los verdaderos para alcanzar valores del
misfit cercanos al valor esperado. Como ya fue analizado, si el número de reﬂectores
no nulos es demasiado grande la inversión comenzará a ser inestable, pero en este caso
este valor es cercano al número verdadero. Utilizar un λ que asegure el número correcto
97
6. Inversión sparse mediante regularización con la norma l1
0.50
0.54
0.58
0.62
0.66
0.70
??? ??? ???
?
?
??
??
??
??
?d
 ?
?A
m
?? ?
??
??
??
??
??
λ
????
???
?????????
????????
??
??
??
??
??
??
?d
 ?
?A
m
?? ?
??
??
??
??
??
??
??
??
??
??
??
??
?? ?? ?? ??
?
?d
 ?
?A
m
?? ?
?
?m???
???
λ∈??? ?? ??? ?? ?
?
????????
????????
Figura 6.13. a) Curva de Pareto para el primer gather del dato sintético
2D con SNR = 5, b) misfit y número de reflectores no nulos en función del
parámetros de compensación λ para el dato SNR = 5.
de reﬂectores no nulos nos dará soluciones que no ajustan al dato correctamente. A
partir del análisis de la curva de Pareto obtenida a partir del primer gather se eligió
un valor λ = 1.5× 10−4. Luego se obtuvo el µ de cada gather a partir del valor de σ2n
correspondiente.
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Figura 6.14. a) y b) intercept R0 y gradient G estimado a partir del dato
sintético 2D, c) y d) stack observado y estimado.
En las Figuras 6.14a,b se pueden ver las soluciones sparse obtenidas para el inter-
cept y el gradient. Se aprecia que el método ofrece buenos resultados, conservando la
continuidad lateral e invirtiendo satisfactoriamente los parámetros de la aproximación
de Shuey de dos términos. Queda además en evidencia la capacidad del método de
resolver reﬂectores cercanos. Como es esperable, los resultados del gradient son ligera-
mente más inestables que los del intercept, debido a la falta de robustez del primero
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frente al ruido presente en el dato. Los resultados son comparables con aquellos obte-
nidos mediante VFSA, pero a una fracción considerable del costo computacional. Las
Figuras 6.14c,d muestran los stack del dato observado y del dato reconstruido a partir
de la solución sparse. Como puede verse las soluciones honran al dato observado con
precisión.
6.3.3. Datos de campo
Los datos de campo diﬁcultan la inversión no sólo porque el nivel de ruido no está
disponible, sino también porque la ondícula no es conocida. Se asumirá que el dato ha
sido apropiadamente acondicionado para preservar las amplitudes y la ondícula es de
éste es de fase cero. Los datos de campo consisten en 400 angle-gathers corregidos por
NMO, con un intervalo de muestreo de 2 ms, una ventana temporal de 0.5 s y un rango
de ángulos θi = (2◦ − 24◦). En lugar de procesar cada gather individualmente, con
el ﬁn de mejorar la continuidad lateral de los resultados, la inversión fue realizada en
“super-gathers”, donde cada super-gather es el promedio pesado de cinco gathers adya-
centes. Una vez realizada la inversión, el arreglo conteniendo el intercept y el gradient
estimados es asignado al gather central. La ondícula utilizada durante la inversión fue
estimada estadísticamente, para cada super-gather, a partir de la raíz cuadrada de la
transformada de Fourier de la autocorrelación de las trazas (Robinson y Treitel, 2002).
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Figura 6.15. a) Curva de Pareto para el primer gather del dato de campo, b)
misfit y número de reflectores no nulos en función del parámetros de compen-
sación µ.
En la Figura 6.15a se puede observar la curva de Pareto obtenida a partir del primer
gather del dato. Si bien, debido a la complejidad del datos de campo, la curva no mues-
tra un quiebre tan marcado como el observado en las pruebas sobre datos sintéticos
(Figuras 6.8a,c y 6.13a), se puede observar claramente que ésta está compuesta por
dos segmentos aproximadamente rectilíneos. Las líneas discontinuas muestran rectas
ajustadas por mínimos cuadrados a ambos segmentos. Los círculos negros se corres-
ponden a valores de misfit y norma l1 de las soluciones obtenidas para un rango de
µ ∈ (10, 16), que se corresponden con los valores donde se produce el quiebre de la
curva. La Figura 6.15b muestra el valor del misfit y el número de reﬂectores no nulos
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Figura 6.16. a) Gather observado #1 del dato de campo, b) estimado utili-
zando FISTA+LS, c) residuo entre el gather observado y el estimado.
estimados en función de µ. Se puede apreciar que para el rango µ ∈ (10, 16) el número
de reﬂectores no nulos varía entre 28 y 29. También se puede observar que el misfit
muestra en general una clara tendencia a crecer con µ, pero este comportamiento ya no
es monótono como si lo era en los ejemplos sobre datos sintéticos. Para los valores de
µ ∈ (10, 16) el misfit se conserva aproximadamente estable tomando valores entre 28
y 30. Las diferencias de comportamiento en las curvas estimadas respecto de aquellas
obtenidas utilizando el dato sintético se deben a la complejidad inherente a los datos
de campo. La ondícula es inexacta, la corrección por NMO no es perfecta y el ruido
presente no es exactamente gaussiano, entre muchos otras causas.
A partir de la información obtenida de la Figura 6.15 se eligió un valor µ = 15 para
realizar la inversión de todos los gathers. La Figuras 6.16a-c muestran el gather a partir
del cual se estimaron las curvas de la Figura 6.15, la correspondiente reconstrucción a
partir del intercept y gradient estimado utilizando µ = 15 y la diferencia entre ambos.
Como se puede observar las soluciones estimadas honran al dato observado, mostrando
mayores diferencias en aquellos tiempos donde el dato es muy ruidoso, como al principio
y al ﬁnal del gather. En las Figuras 6.17a,b se pueden ver las imágenes correspondientes
al intercept y el gradient estimadas a partir de todos los gathers. Como se puede apreciar
el método propuesto logró obtener soluciones de tipo sparse para ambos atributos.
Dichas soluciones presentan buena continuidad lateral y honran al dato observado,
como puede verse de la comparación entre el stack observado, presentado en la Figura
6.17b, y el stack estimado a partir de las soluciones obtenidas, presentado en la Figura
6.17c. Al igual que en la inversión realizada utilizando VFSA (Figura 5.12), se observa
una considerable diferencia de magnitud entre el intercept y el gradient estimado debido
a fenómenos ajenos al método utilizado.
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Figura 6.17. a) y b) Intercept R0 y gradient G estimado a partir del dato de
campo, c) y d) stack observado y estimado.
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6.4. Conclusiones
A continuación se enumeran las principales conclusiones obtenidas utilizando la
estrategia propuesta sobre datos sintéticos y datos de campo:
Resolver el problema regularizado utilizando la norma l1 (LASSO) no permite
obtener una adecuada solución del atributo gradient, ya que éste tiene una fuerte
dependencia con el nivel de ruido presente en el dato y el valor del parámetro de
compensación µ elegido para llevar a cabo la inversión.
El uso de las soluciones obtenidas al resolver el LASSO como información a
priori para realizar una segunda etapa correctiva mediante mínimos cuadrados,
demostró ser una estrategia apropiada para obtener atributos sparse que honran
al dato observado.
Sobre datos sintéticos 1D con niveles de ruido signiﬁcativo la estrategia propuesta
demostró ser robusta y estable, siendo capaz de estimar soluciones sparse muy
precisas.
La curva de Pareto obtenida mediante la estrategia de dos etapas muestra un
quiebre asociado al valor óptimo de µ, según el principio de discrepancia, que
facilita su estimación.
Los pequeños valores de las desviaciones estándar de las magnitudes invertidas
resaltan la consistencia de las soluciones obtenidas con la estrategia de dos etapas.
Las pruebas realizadas sobre datos sintéticos 2D muestran que el método es capaz
de obtener soluciones sparse que honran al dato y presentan buena continuidad
lateral.
Pruebas en datos de campo mostraron que la técnica propuesta es capaz de ofrecer
imágenes sparse del intercept y del gradient que honran el dato observado con
precisión.
Debido a que se utiliza el algoritmo FISTA, que sólo realiza multiplicación de
matrices y vectores, la técnica propuesta es considerablemente más económica
computacionalmente que la propuesta en el capítulo anterior, sin que esto signi-
ﬁque un detrimento signiﬁcativo en la calidad de las soluciones estimadas.
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Capítulo 7
Inversión sparse mediante
regularización con la norma l2,1
7.1. Introducción
En los capítulos previos se resolvió el problema utilizando la aproximación de Shuey
de dos términos (Shuey, 1985), ubicando en tiempo la posición de los coeﬁcientes de
reﬂexión y luego ajustando por mínimos cuadrados la amplitud de los coeﬁcientes
de dicha aproximación. Sin embargo, los problemas de ambigüedad, inestabilidad y
subestimación de las amplitudes estimadas analizados y parcialmente resueltos en los
capítulos anteriores, se vuelven más críticos al utilizar una aproximación de tres térmi-
nos debido a que las incertidumbres asociadas a los parámetros del modelo son mucho
más grandes (Downton y Lines, 2001, e.g.).
En este capítulo utilizaremos la aproximación de Aki y Richards de tres térmi-
nos (Aki y Richards, 1980) para obtener soluciones blocky de los parámetros físicos
a partir de datos sísmicos prestack. La estimación de soluciones blocky de α, β y ρ
es un problema equivalente a la estimación de soluciones sparse de las correspondien-
tes reﬂectividades dadas por la ecuación de Aki y Richards. El método se basa en la
utilización de restricciones especíﬁcas para imponer blockiness y sparseness donde la
información a priori indique que los parámetros físicos deban ser constantes por tramos
y las reﬂectividades sparse.
De manera similar a las estrategias propuestas en los capítulos anteriores, donde
se regularizó el problema de inversión mediante la norma l0 y l1, en este capítulo uti-
lizamos como regularización la norma mixta l2,1. A diferencia de la norma l1 que sólo
promueve soluciones sparse, las normas mixtas promueven soluciones sparse con estruc-
tura (propiedad llamada group-sparsity) (Kowalski y Torrésani, 2009; Gramfort et al.,
2012; Kowalski et al., 2013). En el contexto del presente trabajo, una de las ventajas
de utilizar la norma l2,1 es que permite estimar soluciones sparse de las reﬂectividades
en el tiempo (es decir soluciones blocky de los parámetros físicos) y, a la vez, permite
incorporar fácilmente restricciones a las amplitudes de los parámetros estimados por
medio de la utilización de una matriz de covarianza o una matriz de escala, si dicha
información está disponible. Esto ayuda a mitigar la subestimación de las amplitudes
asociadas a las soluciones sparse como, por ejemplo, sucedió en el capítulo anterior
al realizar la inversión sin el debiasing step. En el caso de inversión prestack de tres
103
7. Inversión sparse mediante regularización con la norma l2,1
términos, la norma l2,1 promueve group-sparsity de los parámetros de la aproximación
utilizada, asegurando que las reﬂectividades resultantes estén correlacionadas incluso
cuando no se utiliza una matriz de covarianza. Este es un aspecto importante ya que
aunque se cuente con información de pozo suﬁciente, hecho que no siempre sucede,
las matrices de covarianza no son fáciles de construir (Downton, 2005; Theune et al.,
2010). Por otro lado, la estrategia propuesta incluye un término adicional en la función
de costo conteniendo información de la tendencia de baja frecuencia de los parámetros
físicos. Esta información es necesaria para una correcta estimación de los mismos. El
método propuesto es económico en términos de costo computacional debido a que la
norma mixta l2,1 lleva a una función de costo convexa que puede ser minimizada uti-
lizando algoritmos proximales, como el algoritmo FISTA que ya hemos utilizado en el
capítulo anterior.
Este capítulo está organizado de la siguiente manera. Primero se explica en deta-
lle el método propuesto, estableciendo las hipótesis necesarias y deﬁniendo todas las
ecuaciones relevantes. Luego se probará el método en datos sintéticos prestack 1D y
2D, asumiendo la validez de la aproximación de Aki y Richards de tres términos. Se
hará una comparación entre los resultados obtenidos con el método propuesto y los
resultados obtenidos utilizando, como regularización, las norma l1 y la norma l2. Ade-
más se analizará el impacto de utilizar una matriz de covarianza como información a
priori. Se verá que utilizar la norma l2,1 permite mejorar las soluciones cuando la ma-
triz de covarianza no está disponible o sólo está disponible parcialmente. Finalmente
se probará el método sobre datos de campo.
7.2. Teoría
Como fue analizado en detalle en el capítulo 3, la aproximación de Aki y Richards
(1980) de tres términos permite expresar al coeﬁciente de reﬂexión de una onda plana
P que incide en la discontinuidad que separa dos medios, en función del i-ésimo ángulo
de incidencia θi, como
RPP (θi) =
1
2
(
1 + tan2 θi
)
Rα −
(
4γ2 sin2 θi
)
Rβ +
1
2
(
1− γ2 tan2 θi
)
Rρ, (7.1)
donde, Rα, Rβ y Rρ son las reﬂectividades asociadas a α, β y ρ respectivamente (ecua-
ciones (3.46), (3.47) y (3.48)), y γ es la relación entre la velocidad de corte β y la
velocidad compresional α (ecuación (3.50)).
Cuando el contraste entre los parámetros físicos a cada lado de las discontinuidades
que separan los medios son pequeños comparados con sus valores absolutos se pueden
establecer relaciones entre dichos parámetros y sus correspondientes reﬂectividades
dadas por
l∑
k=1
Rαk ≈ eαl,
l∑
k=1
Rβk ≈ eβl,
l∑
k=1
Rρk ≈ eρl, l = 1, · · · , Lr, (7.2)
donde eαl = ln(αl/α1), eβl = ln(βl/β1), y eρl = ln(ρl/ρ1), y α1, β1 y ρ1 son los corres-
pondientes valores de los parámetros físicos para l = 1. A modo de ejemplo,
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Rαk =
∆αk
αk
= ∆ log(αk), (7.3)
para algún k, entonces
l∑
k=1
Rαk ≃ log
(
αl
α1
)
= eαl, (7.4)
Como se verá más adelante e = (e1, ..., eLr)
T , siendo el = (eαl, eβl, eρl), puede ser
utilizado como una restricción al modelo que permitirá incorporar la tendencia de
baja frecuencia de los parámetros físicos, información que no está presente en el dato
sísmico. En la práctica esta información puede ser obtenida aplicando un ﬁltro pasa-
bajos a valores de los parámetros físicos obtenidos de un pozo, si esta información está
disponible.
Como en los casos estudiados en los capítulos anteriores, basaremos nuestra estra-
tegia de inversión en el modelo convolucional, por lo tanto asumiremos que para cada
ángulo de incidencia θi, con i = 1, ..., Nθ, el dato observado d(θi) tiene la forma
d(θi) = A(θi)m, (7.5)
donde m = (Rα1, Rβ1, Rρ1, ..., RαLr , RβLr , RρLr)
T , la matriz A tiene dimensión Ld ×
nLr, con n = 3, y contiene los términos que dependen del ángulo θi de la ecuación (7.1)
y los elementos de la ondícula w.
Los Nθ sistemas de ecuaciones dados por la ecuación (7.5) forman un único sistema
dado por
d = Am, (7.6)
donde A es una matriz columna por bloques, donde cada bloque está dado por A(θi),
y d es un vector columna por bloques, donde cada bloque está dado por d(θi), para
i = 1, ..., Nθ.
Para obtener la función de costo a minimizar nos valdremos del teorema de Bayes. Es
decir, buscaremos la función de probabilidad a priori p(m) y la función de verosimilitud
p(d|m) que nos conducirá a la función de probabilidad a posteriori
p(m|d) ∝ p(d|m)p(m). (7.7)
En el contexto del método que desarrollaremos la función de distribución a priori repre-
sentará la información conocida de los parámetros físicos. Esta información tiene que
ser independiente del dato sísmico y debe ser obtenida desde fuentes independientes,
como por ejemplo un pozo.
Siguiendo los trabajos de Jensås (2008) y Theune et al. (2010), la distribución a
priori puede ser expresada como el producto de una distribución “lateral” plat(m) y
una distribución “vertical” pvert(m):
p(m) = plat(m)pvert(m). (7.8)
Asumiendo que e tienen un comportamiento gaussiano (Buland y Omre, 2003), y
por medio de las relaciones dadas por la ecuación (7.2), se tiene
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plat(m) =
1
(2π)Lr |Σl|1/2 exp
[
−1
2
Lr∑
l=1
(el − Ilm)T Σ−1l (el − Ilm)
]
, (7.9)
donde Ilm es la forma matricial del lado izquierdo de las ecuaciones (7.2) y
Σl =


σ2eαl 0 0
0 σ2eβl
0
0 0 σ2eρl

 . (7.10)
Es importante notar que plat(x) incorpora la información de la tendencia de baja fre-
cuencia y las correspondiente varianzas o “escalas” de los diferente parámetros físicos
del modelo. Al igual que la tendencia de baja frecuencia, la información de la escala
podría ser estimada a partir de información obtenida de un pozo.
Por otro lado, necesitamos desarrollar una expresión para la función de distribución
a priori vertical pvert(m). Para ello se tiene en cuenta el siguiente análisis. Dado que
el problema de estimar soluciones blocky para α, β y ρ es equivalente al problema de
estimar soluciones sparse de las reﬂectividades Rα, Rβ y Rρ, se pretende encontrar
un vector m tal que la función a posteriori p(d|m), dada por la ecuación (2.26), sea
maximizada. Que el problema a resolver esté mal planteado y mal condicionado nos
indica la necesidad de favorecer soluciones estables y con signiﬁcado físico a través de
una regularización apropiada. Regularizar el problema mediante la norma l1, como fue
hecho en el capítulo anterior, surge como la opción más lógica, pero como se verá en los
ejemplos numéricos no permite obtener soluciones correctas. Debido a esto proponemos
la utilización de una norma mixta lp,q (Kowalski y Torrésani, 2009). Como se verá en las
próximas secciones, este tipo de regularización nos permitirá obtener soluciones sparse
con estructura, una cualidad que describe correctamente las soluciones esperadas.
Normas mixtas
Sea v un vector genérico cuyos elementos están organizados en G grupos, cada uno
de estos formado por M miembros (Figura 7.1a). Dado un vector de pesos ω tal que
ωg,m > 0 para todo g,m, entonces la norma mixta pesada lω;p,q del vector v se puede
expresar como
lω;p,q = ‖v‖ω;p,q =

 G∑
g=1
(
M∑
m=1
ωg,m|vg,m|p
)q/p
1/q
. (7.11)
Es de remarcar que si p, q ≥ 1, entonces se puede demostrar que ‖v‖w;p,q es convexo
(Kowalski, 2009), una característica muy importante desde el punto de vista compu-
tacional para asegurar la optimalidad global. Es más, cuando p = q,
‖v‖ω;p,q = ‖v‖ω;p =
(∑
g
∑
m
ωg,m|vg,m|p
)1/p
=
(∑
g,m
ωg,m|vg,m|p
)1/p
, (7.12)
es decir, las normas mixtas son una generalización de las normas lp convencionales.
La principal motivación para usar normas mixtas como término de regularización
es que, a diferencia de las normas lp, las normas mixtas lp,q permiten incorporar cierta
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Figura 7.1. Un ejemplo de las estructuras promovidas por las normas mixtas:
a) elementos de un dado vector v organizados en G grupos deM miembros (so-
lución por mínimos cuadrados), b) soluciones sparse promovidas por la norma
l1, c) soluciones sparse entre grupos promovidas por la norma l2,1, d) soluciones
sparse dentro de cada grupo promovida por la norma l1,2.
dependencia o estructura entre los parámetros involucrados. Cuando se minimiza la
norma lp con p < 2 se promueven soluciones sparse, pero contrariamente, este tipo de
soluciones son penalizadas si p > 2 (Debeye y van Riel, 1990). En particular, cuando
p = q = 2 y todos los pesos son iguales a la unidad, la norma mixta es igual a la norma l2
usada en la regularización de Tikhonov convencional, que lleva a la solución de mínimos
cuadrados amortiguados. Esta solución está representada en la Figura 7.1a, donde
todos los elementos de v son uniformes. Cuando p = q = 1 estamos en presencia de la
norma l1 pesada (Khajehnejad et al., 2011), que cuando es utilizada como regularización
favorece las soluciones sparse, como se representa en la Figura 7.1b. Notar que estas
dos soluciones no presentan ninguna clase de estructura en particular, excepto aquella
que podría llegar a aparecer por forzar a las solución a honrar al dato observado, hecho
que no está representado en la ﬁgura.
Utilizando las normas mixtas lp,q es posible obtener soluciones que presenten for-
mas estructuradas de sparsity, controladas por la elección de p y q. En el desarrollo del
método propuesto en este capítulo vamos a utilizar la norma mixta l2,1, también cono-
cida como group-sparsity, group-lasso, o multiple measurement vector o joint sparsity
(Yuan et al., 2006). A ﬁnes prácticos, la norma mixta l2,1 es una composición de la
norma l1 y la norma l2, como puede verse en la ecuación (7.11). El concepto clave es
que la regularización mediante la norma l1 se realiza entre grupos, mientras que la re-
gularización mediante la norma l2 se realiza dentro de cada grupo. Como consecuencia,
la minimización de la norma mixta l2,1 promueve soluciones sparse entre los grupos,
pero promueve uniformidad dentro de cada grupo (Figure 7.1c). Por completitud, si
consideramos la minimización de la norma mixta l1,2, se promoverían soluciones sparse
dentro de cada grupo y uniformidad entre los grupos (Figure 7.1d).
Siguiendo la ecuación (7.11), la norma mixta l2,1 pesada de un dado vector v puede
expresarse como
‖v‖2,1 =
G∑
g=1
(
M∑
m=1
ωg,mv
2
g,m
) 1
2
=
G∑
g=1
‖ω1/2g · vg‖2, (7.13)
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donde vg = (vg,1, ..., vg,M) y ω1/2g =
(√
ωg,1, ...,
√
ωg,M
)
. En el contexto de la inversión
de datos sísmicos prestack utilizando la ecuación de Aki y Richards de tres términos,
cada grupo (muestra l del vector r de los coeﬁciente de reﬂexión) estará compuesto
por tres miembros: Rαl, Rβl y Rρl. Por lo tanto, la regularización a través de la norma
l2,1 propuesta promoverá soluciones sparse en el tiempo y reﬂectividades restringidas
en el sentido de que Rαl, Rβl y Rρl tenderán a ser nulos o distintos de cero, de forma
simultánea. Pretender soluciones de este tipo tiene sentido desde un punto de vista
geológico, ya que siempre que exista un contraste de α en general se espera que exista
contrastes de β y ρ, y de la misma forma, si no hay cambios en las velocidades es
esperable que no haya cambios en la densidad. Además, los pesos wg,m pueden ser
utilizados para incorporar información de pozo para restringir aún más el espacio de
soluciones.
Podemos incorporar la norma mixta l2,1 al enfoque bayesiano propuesto a través de
la siguiente distribución (Babacan et al., 2014):
pvert(m) ∝
Lr∏
l=1
exp
{
− 1
2λ
√
mTl Ω
−1
l ml
}
, (7.14)
donde ml = (Rαl, Rβl, Rρl), λ es un parámetro de compensación, y Ωl es la matriz de
covarianzas de las reﬂectividades
Ωl =


σ2Rαl νRαlRβl νRαlRρl
νRβlRαl σ
2
Rβl
νRβlRρl
νRρlRαl νRρlRβl σ
2
Rρl

 , l = 1, · · · , Lr. (7.15)
Como es usual, λ representa un parámetro utilizado para balancear el impacto de la
regularización, y debe ser estimado antes de la inversión. La estimación de las matrices
Ωl también debe ser realizada antes de la inversión. Claramente, estas matrices proveen
fuertes restricciones a la estructura de la solución estimada. Sin embargo, si la matriz
de covarianza no está disponible o la incertidumbre asociada a ésta es grande, el uso de
una matriz de escala simple (por ejemplo, asumiendo que las covarianzas son nulas),
junto con la minimización de la norma l2,1 llevará a soluciones aceptables que presentan
group-sparsity, como se verá en los ejemplos numéricos.
Al igual que en los ejemplos estudiados en la sección 2.6 se asumirá que el ruido
presente en el dato observado tiene una distribución de probabilidad gaussiana, que
dicho ruido no está correlacionado y tiene varianza σ2n, por lo tanto la función de
verosimilitud p(d|m) será una función de densidad de probabilidad gaussiana de la
forma (Sivia, 1996)
p(d|m) = 1
(2π)Ldσn
exp
[
− 1
2σ2n
(d−Am)T (d−Am)
]
. (7.16)
Ya estando deﬁnidas la función de verosimilitud p(d|m) y las funciones de proba-
bilidad a priori plat(m) y pvert(m), ecuaciones (7.16), (7.9) y (7.14) respectivamente,
el modelo m que maximiza la función a posteriori dada por la ecuación (2.26) puede
ser obtenido minimizando la función de costo dada por
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J(m) = ‖d−Am‖22 + σ2n
Lr∑
l=1
‖Σ−1/2l (el − Ilm)‖22 + µ‖Ω−1/2l ml‖2,1, (7.17)
donde µ = σ2n/λ es un nuevo, pero único, parámetro de compensación que deberá ser
estimado por medio de algún criterio apropiado.
Tomando yl = Ω
−1/2
l ml, esta función de costo se puede expresar como
J(y) = ‖f −Cy‖22 + µ‖y‖2,1, (7.18)
donde y = (y1, ...,yLr)T , la matriz C está formada a partir de las matrices Ω
−1/2
l , Il,
Σ−1/2l y A, y el vector f está formado a partir de los vectores d y el.
La función de costo dada por la ecuación (7.18) puede ser eﬁcientemente minimizada
utilizando FISTA (Beck y Teboulle, 2009). Si bien FISTA fue, en principio, desarrollado
para minimizar problemas regularizados con la norma l1, redeﬁniendo la función umbral
dada en la ecuación (6.3) como
Tβ{g} =
{
g (1− β/‖g‖2) , ‖g‖2 ≥ β
0. ‖g‖2 < β (7.19)
es aplicable a problemas regularizados con la norma mixta l2,1 (Fornasier y Rauhut,
2008; Kowalski et al., 2013).
Una vez obtenido el minimizador yˆ de la función de costo dada por la ecuación
(7.18) la solución blocky de los parámetros α, β y ρ puede ser obtenida mediante la
ecuación (7.2), previo cambio de variable de yˆ a mˆ por medio de las matrices Ω−1/2l .
7.3. Ejemplos
En esta sección se probará el método propuesto sobre datos sintéticos 1D y 2D y
sobre datos de campo. A diferencia de los capítulos anteriores donde las inversiones
fueron realizadas considerando la aproximación de Shuey de dos términos, en estos
ejemplos nos concentraremos en la aproximación de Aki y Richards de tres términos.
Cuando la información a priori disponible lo permita se obtendrán soluciones blocky
de los parámetros α, β y ρ, en caso contrario se estimarán soluciones sparse de las
reﬂectividades Rα, Rβ y Rρ.
7.3.1. Datos sintéticos 1D
En este ejemplo se procederá a probar en datos sintéticos 1D el algoritmo propuesto
con el ﬁn de obtener soluciones blocky de α, β y ρ. Es decir, se procederá a resolver el
problema de inversión minimizando la ecuación (7.17). El dato consiste en un angle-
gather generado a partir del modelo de velocidades y densidad de las Figuras 7.2a-c.
Este modelo fue creado en base al modelo Marmousi2 (Martin et al., 2006). Las líneas
discontinuas muestran las tendencias de baja frecuencia obtenidas al aplicar un ﬁltro
pasa-bajos a los valores de α, β y ρ, indicados con las líneas sólidas. El angle-gather se
compone de 31 trazas, abarcando un rango de ángulos θi ∈ (0◦, 30◦). El intervalo de
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Figura 7.2. a), b), c) Las lineas continuas indican el modelo, mientras que las
lineas discontinuas indican las tendencias de baja frecuencia. d) Dato sintético
libre de ruido, e) dato sintético con SNR = 5.
muestreo es de 4 ms. El dato fue creado basado en el modelo convolucional, utilizando
una ondícula de Ricker de f0 = 30 Hz. La respuesta AVA fue modelada utilizando
las ecuaciones de Zoeppritz. Al dato se le agregó ruido gaussiano no correlacionado
con SNR = 5. Las Figuras 7.2d,e muestran respectivamente el dato libre de ruido y
el dato con ruido. Como puede apreciarse, el nivel del ruido agregado es lo suﬁcien-
temente elevado como para perturbar considerablemente la respuesta AVA de algunos
reﬂectores.
Estimación de las matrices de covarianza
Para aplicar el método propuesto primero es necesario estimar las matrices Σl, Ωl
y el parámetro de compensación µ. En este ejemplo ambas matrices serán consideradas
invariantes en la ventana de tiempo en la cual se realizará la inversión, por lo tanto
Σl = Σ y Ωl = Ω. Una adecuada estimación de estas matrices es crucial para balancear
los primeros dos términos de la ecuación (7.17) y de esta forma obtener soluciones
que honren la información a priori. Si las varianzas en Σ son demasiado pequeñas,
el segundo término de la función de costo estará demasiado pesado y la soluciones
estimadas estarán demasiado cercanas a la tendencia de baja frecuencia, representada
por e. Como consecuencia se perderá la característica blocky de las soluciones estimadas
y el dato observado no se honrará correctamente. Contrariamente, si las varianzas
son demasiado grandes el segundo término tendrá poco peso, las soluciones estimadas
no seguirán la tendencia de baja frecuencia y el dato estará sobre-ajustado. En este
ejemplo, estimaremos la matriz Σ directamente de la diferencia entre los logaritmos del
modelo y la correspondiente tendencia de baja frecuencia. Con respecto a la matriz Ω,
una incorrecta estimación de ésta puede llevar a estimaciones de los parámetros físicos
que no estarán correlacionados con los parámetros físicos del subsuelo, incluso cuando
el modelo estimado honre correctamente al dato observado. Para estimar dicha matriz
seguiremos el método propuesto por Downton (2005). Para una ventana de tiempo
relativamente pequeña, Ω puede expresarse como
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Figura 7.3. Crossplots entre a) Rα y Rβ , b) Rα y Rρ y c) Rβ y Rρ
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, (7.20)
donde a, b y c son estimados por medio de un ajuste de mínimos cuadrados a partir
de los correspondientes crossplots de las reﬂectividades, y τRαRβ y τRαRρ son los co-
rrespondientes coeﬁcientes de correlación. Las Figuras 7.3a-c muestran los crossplots
entre Rα, Rβ y Rρ para el modelo de la Figura 7.2, y los correspondientes ajustes por
mínimos cuadrados. La matriz Ω−1/2 se obtiene mediante la factorización de Cholesky.
Elección del parámetro de compensación
Como ya se vio en los capítulos anteriores, la elección del parámetro de compen-
sación µ depende del nivel de ruido presente en el dato. Si µ es demasiado grande,
las soluciones estimadas serán demasiado blocky y quizás no honren al dato observa-
do. Contrariamente, si µ es demasiado pequeño el dato puede ser sobre-ajustado y las
soluciones pueden ser inestables y no presentar blockyness. En los capítulos previos se
utilizó el método de discrepancia y el análisis de la curva de Pareto para poder estimar
un valor de µ óptimo, según la información disponible. En este capítulo utilizaremos
nuevamente el principio de discrepancia, basado en el test de χ2 (Sacchi, 1997). Como
se vio en el capítulo 4, se deﬁne la variable χ2 como
χ2 =
Nθ∑
i=1
Lr∑
h=1
(dih − [Am]ih)2
σ2n
, (7.21)
donde σ2n es el desvío estándar del dato observado y (dih− [Am]ih)2 es el misfit entre el
dato observado y el dato modelado para un dado valor del parámetro de compensación
µ. Dicha variable sigue la distribución chi-cuadrado con NθLr grados de libertad. El
valor esperado de χ2 es
E[χ2] = NθLr ±
√
2NθLr, (7.22)
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En este ejemplo en particular el dato sísmico consiste en 31 trazas, cada una formada
por 150 muestras, por lo tanto el valor óptimo de µ será aquel tal que ‖d−Am‖22 ≃
σ2n(4650± 100).
Siguiendo el trabajo de Gramfort et al. (2013), cuando se utiliza la norma l2,1 como
término de regularización existe
µmax = ma´x
i
‖(CTf)[i, ·]‖2, (7.23)
tal que si µ ≥ µmax, entonces la solución estimada es igual al vector nulo. Por lo tanto,
en lugar de buscar el parámetro de compensación óptimo µ, estimaremos µ˜ = µ/µmax,
donde µ˜ ∈ (0, 1). Esta reparametrización no sólo hace al parámetro de compensación
menos sensible al dato, sino que también simpliﬁca su estimación. Como el valor de
χ2 se incrementa con el valor de µ˜, y el rango de posibles valores de éste está acotado,
podemos utilizar un algoritmo de búsqueda de raíces clásico, como puede ser el método
de la secante, para estimar el valor óptimo de µ˜ dado un valor aproximado de E[χ2].
El método utilizado para estimar el parámetro de compensación es, en varios aspec-
tos, similar al utilizado en el capítulo anterior al realizar la inversión sin el debiasing
step, es decir, haciendo un análisis de las curvas de Pareto. Ambos métodos están ba-
sados en el principio de discrepancia y requieren de un estimado del nivel de ruido en
el dato observado. Es importante notar que el valor estimado del parámetro de com-
pensación puede no ser único, y existir un rango de valores de µ que honren al dato
observado con igual exactitud. Muchas veces la elección de un determinado valor de
este parámetro estará basada en el estudio de las soluciones estimadas y en el juicio
personal, especialmente cuando el nivel de ruido en el dato no es conocido (Farquharson
y Oldenburg, 2004).
Resultados
La Figura 7.4 muestra los resultados de realizar la inversión sobre el dato de la
Figura 7.2 utilizando la inversión por mínimos cuadrados (es decir µ = 0), utilizando
la regularización mediante la norma l1 pesada (p = q = 1) y la regularización mediante
la norma l2,1 pesada (p = 2, q = 1). Es importante notar que en todos los casos el
segundo término de la ecuación (7.17) fue incorporado en la inversión. Este término
no sólo permite recuperar la tendencia de baja frecuencia sino que también al realizar
la inversión por mínimos cuadrados actúa como una regularización de Tikhonov que
balancea las amplitudes de las soluciones estimadas. Como se vio en la sección 4.2,
Figura 4.6, sin dicha matriz de escala las soluciones por mínimos cuadrados no sólo ca-
recen de resolución sino que también presentan amplitudes inexactas. Por simplicidad,
la inversión utilizando la norma l1 se llevó a cabo considerando que las covarianzas
entre las tres reﬂectividades son cero, es decir, utilizando una matriz de escala diagonal
para restringir las amplitudes relativas de los parámetros estimados.
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Figura 7.4. Valores estimados de α, β y ρ utilizando a), e) y i) mínimos
cuadrados, b), f) y j) norma l1 con la matriz de escala, c), g) y k) norma l2,1
con la matriz de escala y d), h) y l) con la matriz de covarianzas.
Al utilizar la norma l2,1, con propósitos comparativos, se utilizó la matriz de cova-
rianza completa y la matriz de escala diagonal como dos casos separados. Las líneas
color azul en la Figura 7.4 muestran los valores verdaderos de α, β y ρ, mientras que las
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líneas color negro muestran los valores estimados. Se puede observar que en general el
valor de α fue estimado correctamente en todos los casos, aunque, como es esperable,
la inversión por mínimos cuadrados presenta mucho menos deﬁnición que las otras,
haciendo difícil la resolución de estructuras delgadas, como aquella localizada a los
0.5 s. También se pueden observar inestabilidades de alta frecuencia en las amplitudes
estimadas. Estos inconvenientes no están presentes en las soluciones regularizadas. En
dichos casos se puede observar que las amplitudes de α están levemente subestimadas
alrededor de los 0.4 s, probablemente porque la matriz de escala utilizada fue conside-
rada invariante en toda la ventana temporal. Sin embargo, las soluciones regularizadas
muestran una estructura que se asemeja al modelo actual con más precisión que la
solución por mínimos cuadrados.
Las amplitudes estimadas de β, por otro lado, comienzan a mostrar algunas impre-
cisiones, excepto en el caso en el cual se regularizó el problema utilizando la norma
l2,1 y la matriz de covarianza completa. La falta de blockyness y las inestabilidades de
la solución por mínimos cuadrados hace imposible resolver muchas de las capas que
forman el subsuelo. La solución obtenida mediante la norma l1 muestra una leve sub-
estimación de las amplitudes y algunas discontinuidades, como aquella ubicada a los
0.2 s, no fueron resueltas con claridad. La solución obtenida utilizando la norma l2,1 y
la matriz de escala diagonal muestra una mejor estimación de las amplitudes, aunque
se siguen observando leves subestimaciones de las mismas, especialmente a partir de los
0.4 s. Cuando se realiza la inversión utilizando la norma l2,1 y la matriz de covarianza
completa, el modelo estimado honra al verdadero con más precisión.
En el caso de la densidad ρ, las diferencias entre los modelos estimados son más
signiﬁcativas. Las solución obtenida con mínimos cuadrados muestra amplitudes sub-
estimadas, una considerable falta de blockyness e inestabilidades, y prácticamente nin-
guna de las discontinuidades puede ser resuelta adecuadamente. En el caso de utilizar
la norma l1 como regularización, sólo la tendencia de baja frecuencia fue recuperada,
y las amplitudes estimadas están severamente subestimadas haciendo que la mayoría
de las discontinuidades sean imposibles de resolver. Las diferencias entre las soluciones
estimadas utilizando la norma l1 y la norma l2,1 son ahora considerables. La solución
obtenida utilizando la norma l2,1 considerando que no se tiene información de las co-
varianzas es cualitativamente similar a aquellas obtenidas para α y β. Aún cuando
se observan subestimaciones en las amplitudes, la característica blocky del modelo fue
recuperada en gran parte. Al igual que en el caso de α y β, la solución obtenida utili-
zando la norma l2,1 y la matriz de covarianza completa supera en calidad las soluciones
obtenidas en los otros caso. El modelo estimado honra al verdadero con precisión.
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7.3.2. Datos sintéticos 2D
La Figura 7.5 muestra un modelo 2D de velocidades α y β y densidad ρ, que es una
extensión del modelo 1D utilizado en sección anterior, también obtenido a partir de
una sección del modelo Marmousi2 (Martin et al., 2006). Asimismo se pueden ver las
correspondientes reﬂectividades Rα, Rβ y Rρ del modelo 2D. A partir de este modelo
se crearon 60 angle-gathers, cada uno abarcando un rango de ángulos θi ∈ (0◦, 30◦),
con un intervalo de muestreo de 4 ms. El dato fue creado utilizando una ondícula de
Ricker con f0 = 30 Hz. La respuesta AVA fue modelada utilizando las ecuaciones de
Zoeppritz. Al dato se le agregó ruido gaussiando no correlacionado con SNR = 5. El
angle-gather analizado en la sección anterior corresponde al primer angle-gather del
modelo 2D analizado aquí.
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Figura 7.5. a), b), c) Modelo 2D de velocidades y densidad, d), e) y f) reflec-
tividades correspondientes.
Como primer paso procederemos a estimar soluciones blocky de los parámetros fí-
sicos, es decir que para cada angle-gather encontraremos la solución que hace mínima
la ecuación (7.17). Al igual que en la sección anterior, con propósitos comparativos, se
procedió a realizar la inversión por medio del método de mínimos cuadrados (µ = 0),
utilizando la regularización l1 pesada (p = q = 1) y utilizando la regularización l2,1
pesada (p = 2, q = 1). Para todos los gathers se utilizaron las mismas matrices de
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escala Σ y Ω, tendencia de baja frecuencia y parámetro de compensación µ estimados
en la sección anterior a partir del primer gather. La Figura 7.6 muestra los valores de
α, β y ρ estimados para todas las inversiones realizadas. Analizando la Figura 7.6 en
comparación a la Figura 7.5 se observa, como era esperable, que las soluciones regula-
rizadas con la norma l2,1 son las que mejor honran al modelo. Las soluciones obtenidas
por el método de mínimos cuadrados carecen de resolución y en particular la solución
estimada de la densidad ρ está muy subestimadas. Regularizar el problema mediante
la norma l1 permitió obtener estimaciones de α y β con buena resolución y correctas
amplitudes pero, al igual que la solución por mínimos cuadrados, las amplitudes esti-
madas de ρ resultan muy subestimadas. Las soluciones estimadas mediante la norma
l2,1 muestran una considerable mejoría respecto de las otras. Si bien la solución es-
timada mediante la norma l2,1 utilizando la matriz de escala muestra subestimación
de los valores estimados de ρ, son más cercanas a los valores deseados. Las principa-
les estructuras geológicas, así como su variación lateral y vertical, fueron recuperadas
correctamente. Sin embargo se hacen más notables algunos problemas de continuidad
lateral, especialmente en las soluciones de β. Estos problemas de continuidad lateral
surgen de realizar la inversión gather a gather utilizando las mismas matrices de escala
y un único valor de µ en todos los gathers. En el caso de utilizar la norma l2,1 junto con
la matriz de covarianza las soluciones son mucho más precisas que aquellas soluciones
estimadas con las otras estrategias. Las amplitudes de los tres parámetros fueron es-
timados correctamente y las soluciones muestran una muy buena continuidad lateral.
Estructuras como la lente ubicada a los t ≃ 0.3 s, entre los gathers #20 y #40 están
claramente delineadas, haciendo sencilla su interpretación.
La Figura 7.7 muestra las reﬂectividades Rα, Rβ y Rρ estimadas. Como puede
apreciarse, las principales características observadas en las soluciones de α, β y ρ pueden
observarse también aquí. Es de destacar que en el caso de la inversión por mínimos
cuadrados, es decir con µ = 0, las reﬂectividades estimadas, aunque levemente ruidosas,
muestran un comportamiento mucho más estable que el visto en el capítulo 4 al utilizar
mínimos cuadrados amortiguados. Esto se debe a que el segundo término de la función
de costo dada por la ecuación (7.17) actúa como una regularización de Tikhonov,
estabilizando la solución. Además, la presencia de la matriz Σ−1/2l dentro de dicho
término tiene el mismo efecto que utilizar un factor de amortiguación diferente para
cada parámetro físico. Esto permite que las amplitudes de cada uno de éstos estén mejor
restringidas que cuando se utiliza un único factor de amortiguación. Sin embargo las
soluciones carecen de resolución y la correspondiente a Rρ muestra subestimación a
pesar de la matriz Σ−1/2l .
Cuando se utiliza la norma l1 como regularización se puede observar que las solu-
ciones estimadas de Rα y Rβ son correctas, aunque en esta última se puede ver que no
todos los reﬂectores han sido resueltos correctamente y hay una leve falta de continui-
dad lateral. La solución estimada de Rρ está lejos de ser aceptable, sólo aparecen unos
pocos reﬂectores débiles. Estos reﬂectores son estimados con el único ﬁn de recuperar
la tendencia de baja frecuencia presente en el segundo término de la ecuación (7.17).
De no estar dicho término la inversión utilizando la norma l1 sería incapaz de recuperar
información de la reﬂectividad Rρ.
Las reﬂectividades estimadas por medio de la norma l2,1 son en todos los casos
correctas, mostrándose más cercanas a los valores verdaderos que aquellas estimadas
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Figura 7.6. Valores estimados de α, β y ρ utilizando a),e) y i) mínimos cua-
drados, b),f) y j) norma l1 con la matriz de escala, c), g) y k) norma l2,1 con la
matriz de escala y d),h) y l) con la matriz de covarianzas.
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Figura 7.7. Valores estimados de Rα, Rβ y Rρ utilizando a),e) y i) mínimos
cuadrados, b),f) y j) norma l1 con la matriz de escala, c), g) y k) norma l2,1
con la matriz de escala y d),h) y l) con la matriz de covarianzas.
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por los otros métodos. Cuando no se utiliza la matriz de covarianza completa se puede
observar una leve subestimacion de las amplitudes estimadas, especialmente para Rρ,
sin embargo la solución es más clara y fácil de interpretar que la estimada utilizando la
norma l1. Cuando se utiliza la matriz de covarianza completa las soluciones estimadas
honran correctamente a las reﬂectividades verdaderas. Sin embargo, al trabajar con
datos de campo no siempre se tiene información de pozo disponible para poder estimar
dicha matriz.
Soluciones l1 vs l2,1 sin información de pozo
La Figura 7.8 muestra los resultados de realizar la inversión utilizando como regula-
rización la norma l1 (Figuras 7.8a-c) y la norma mixta l2,1 (Figuras 7.8e-f) suponiendo
que no se tiene información de pozo. Es decir se descartó el segundo término de la
ecuación (7.17), que contiene la información de la tendencia de baja frecuencia e infor-
mación de las escalas de los parámetros físicos. Asimismo se consideró a la matrices Ωl
como matrices diagonales, es decir que no se incorporó a la inversión información de la
correlación entre las reﬂectividades, pero sí de las varianzas. Ésta es la menor cantidad
de información necesaria para restringir las amplitudes de las soluciones estimadas a
partir de la aproximación de Aki y Richards de tres términos. Como se puede observar,
bajo estas condiciones, regularizar el problema mediante la norma l1 nos lleva a solucio-
nes poco satisfactorias. Mientras que la reﬂectividad Rα fue correctamente estimada,
la reﬂectividad Rβ muestra subestimación de las amplitudes y falta de continuidad
lateral. Muchos de los reﬂectores no fueron resueltos y la mayoría de las estructuras
geológicas no están deﬁnidas. Aún con la presencia de la matriz de escala, cuyo ﬁn es
balancear las amplitudes de las soluciones estimadas, la inversión regularizada con la
norma l1 no permite estimar soluciones sparse de la reﬂectividad Rρ. Este comporta-
miento es similar al ya visto en el capítulo 5, donde las amplitudes de las soluciones
estimadas del gradient G estaban severamente subestimadas.
Bajo las mismas condiciones, la regularización con la norma mixta l2,1 ofrece me-
jores resultados. Como puede apreciarse, las soluciones sparse de Rβ y Rρ se asemejan
más a los valores verdaderos. La solución de Rβ muestra mejor continuidad lateral que
aquella estimada con la norma l1. Todos los reﬂectores y sus amplitudes han sido recu-
perados satisfactoriamente, y estructuras como la lente ubicada a los 0.3 s comienzan
a ser visible. La solución de Rρ comienza a ser visible también, y aunque se observa
cierta subestimación en las amplitudes se pueden distinguir claramente los principales
reﬂectores y estos muestran buena continuidad lateral.
Como puede apreciarse, a pesar de que la inversión se llevó a cabo sobre dato con
niveles de ruido elevado e incorporando la mínima cantidad de información a priori,
los resultados obtenidos con la norma l2,1 superaron en calidad a aquellos estimados
utilizando la norma l1, brindando interesantes soluciones sparse que permiten una ca-
racterización clara del subsuelo. Esto se debe a que la norma l2,1 restringe más el espacio
de las soluciones, forzando una mejor distribución de la energía de los reﬂectores, de
manera tal que dicha energía está mejor balanceada entre Rα, Rβ y Rρ. Dicho compor-
tamiento se debe a que la norma mixta l2,1, que es una una combinación de la norma
l2 y la norma l1, por lo que permite obtener soluciones sparse sin la tendencia propia
de la norma l1 de subestimar agresivamente las amplitudes.
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Figura 7.8. Valores estimados de Rα, Rβ y Rρ utilizando a),b) y c) la norma
l1 con la matriz de escala, d), e) y f) norma l2,1 con la matriz de escala.
7.3.3. Datos de campo
Debido a falta de información a priori adecuada la inversión sólo se llevará a cabo
con el ﬁn de estimar soluciones sparse de las reﬂectividades, es decir que se obviará el
segundo término de la ecuación (7.17). Los datos de campo complican la inversión no
sólo porque el nivel de ruido no está disponible, sino también porque la ondícula no es
conocida. En el caso del método propuesto en este capítulo, la inversión se complica
aún más debido a la inestabilidad inherente de las aproximaciones de tres términos y
a las incertidumbres a la hora de estimar las matrices de escala Ωl. Al igual que en los
ejemplos sobre datos sintéticos ya analizados, se asumirá que la matriz es invariante
en la ventana de tiempo en la cual se realizará la inversión, por lo tanto Ωl = Ω.
En este ejemplo, al no contar con datos de pozo de la zona donde fue adquirido el
dato sísmico, dicha matriz de pesos fue estimada asumiendo que las reﬂectividades se
derivan de variaciones de velocidades α, β y de la densidad ρ que se relacionan entre
si por medio de las ecuaciones de Gardner et al. (1974) y Castagna et al. (1985), y
que toman valores similares a los del modelo sintético 2D. Se asumirá además que el
dato ha sido apropiadamente acondicionado para preservar las amplitudes, y que la
ondícula fue estimada estadísticamente a partir de la raíz cuadrada de la transformada
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de Fourier de la autocorrelación de las trazas, asumiendo fase cero (Robinson y Treitel,
2002). El dato de campo utilizado, que es el mismo utilizado en el capítulo 6, consiste
en 400 angle-gathers corregidos por NMO, con un intervalo de muestreo de 2 ms, una
ventana temporal de 0.5 s y un rango de ángulos θi ∈ (2◦, 24◦).
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Figura 7.9. a) Gather observado #1 del dato de campo, b) estimado utilizando
la norma l2,1, c) residuo entre el gather observado y el estimado.
La Figura 7.9 muestra el primer gather del dato, la correspondiente reconstrucción
a partir del Rα, Rβ y Rρ estimados y la diferencia entre ambos. Como puede observar-
se las soluciones estimadas honran al dato observado correctamente, sólo mostrando
diferencias en lugares donde el dato observado es muy ruidoso, como al principio y al
ﬁnal del gather. En la Figura 7.10 se pueden ver las imágenes correspondientes a Rα,
Rβ y Rρ estimadas a partir de todos los gathers. El método propuesto logró obtener
soluciones de tipo sparse para las tres reﬂectividades. Dichas soluciones presentan, en
general, buena continuidad lateral y honran al dato observado, como puede verse de la
comparación entre el stack del dato observado presentado en la Figura 7.11a, y el stack
estimado a partir de las soluciones obtenidas, presentado en la Figura 7.11b. Debido al
limitado rango de ángulos utilizado y a la incertidumbre en la estimación de la matriz
Ω, la solución estimada para Rβ presenta inestabilidades y menor continuidad lateral
que las soluciones de Rα y Rρ.
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Figura 7.10. a), b) y c) Rα, Rβ y Rρ estimados a partir del dato de campo.
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Figura 7.11. a) y b) stack observado y estimado a partir del dato de campo.
7.4. Conclusiones
A continuación se enumeran las principales conclusiones obtenidas utilizando la
estrategia propuesta sobre datos sintéticos y datos de campo:
La estrategia propuesta es versátil, permitiendo estimar soluciones sparse de las
reﬂectividades de la aproximación de Aki y Richards de tres términos, o solu-
ciones blocky de los parámetros físicos involucrados (velocidades y densidades),
dependiendo de la información a priori disponible.
Pruebas sobre datos sintéticos 1D muestran que la estrategia propuesta es ca-
paz de obtener soluciones blocky de los parámetros físicos que honran al dato
observado, muy favorables en relación a las estimadas utilizando la norma l1.
En pruebas sobre datos sintéticos 2D se observa que la estrategia es capaz de
obtener soluciones blocky de los parámetros físicos y soluciones sparse de las
reﬂectividades que honran al dato y presentan buena continuidad lateral.
Se observó que bajo condiciones en las cuales la información a priori utilizada no
está completa o es incierta, las soluciones estimadas utilizando la norma mixta
l2,1 superaron en calidad a aquellas obtenidas utilizando la norma l1.
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Las soluciones estimadas a partir de datos de campo muestran una marcada
sparseness a la vez que presentan buena continuidad lateral y honran al dato
observado. Como consecuencia de la incertidumbre que se tiene de la matriz
de escala utilizada y debido al limitado rango de ángulos utilizados durante la
inversión se observaron algunas inestabilidades en la solución Rβ.
Al igual que en la estrategia desarrollada en el capítulo anterior, como FISTA
sólo realiza multiplicaciones entre matrices y vectores, el método propuesto es
económico en términos de costo computacional y de fácil aplicación.
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Capítulo 8
Conclusiones
El tema central de esta tesis fue la resolución de un problema fundamental para
la detección de hidrocarburos y la caracterización litológica: la inversión de datos sís-
micos prestack. Debido a que este es un problema mal planteado y mal condicionado
se requiere la utilización de regularizaciones y restricciones con el ﬁn de estabilizar
el proceso de inversión, mitigar el problema de la no-unicidad y, a la vez, darle a la
solución estimada alguna característica deseada de acuerdo a la información a priori
disponible. Más precisamente, en esta tesis se desarrollaron estrategias para estimar
soluciones de tipo sparse de las reﬂectividades asociadas a las aproximaciones de Shuey
de dos términos, de Aki y Richards de tres términos y, cuando la información disponi-
ble lo permitió, soluciones tipo blocky de las velocidades y densidades. Con este ﬁn se
utilizaron como término de regularización diferentes normas matemáticas que promue-
ven soluciones sparse. Esto condujo a funciones de costo que debieron ser minimizadas
utilizando algoritmos de optimización global y local dependiendo de las características
que presentaron dichas funciones.
8.1. Conclusiones
A continuación se enunciarán las principales conclusiones obtenidas de las pruebas
realizadas sobre datos sintéticos y datos de campo para cada una de las estrategia
propuestas, y que constituyen el aporte central de esta tesis.
Capítulo 5: Inversión sparse-spike mediante Simulated Annealing y míni-
mos cuadrados
En el capítulo 5 se presentó la primera estrategia para obtener soluciones sparse
a partir de datos sísmicos prestack. Dicha estrategia fue desarrollada para obtener so-
luciones sparse de los atributos intercept y gradient de la aproximación de Shuey de
dos términos. La estrategia planteada se basa en estimar soluciones sub-óptimas del
problema de inversión regularizado mediante la norma l0. Esta regularización conduce
a un problema de optimización NP-hard. Este tipo de problemas son los más costosos
de resolver desde un punto de vista computacional, y muchas veces son remplazados
por problemas regularizados utilizando la norma l1. La estrategia propuesta consiste en
determinar las posiciones en tiempo de un número ﬁjo y pequeño de coeﬁcientes de re-
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ﬂexión por medio de VFSA. En cada iteración del VFSA la amplitud de los coeﬁcientes
de reﬂexión se determina resolviendo un problema de mínimos cuadrados de pequeña
dimensión. La utilización de un número limitado de coeﬁcientes de reﬂexión estabilizó
el problema de inversión, permitiendo obtener soluciones sparse con sentido físico que
honran al dato observado incluso en presencia de niveles de ruido signiﬁcativos.
Una desventaja de la estrategia propuesta es que, previo a utilizar VFSA, se debe
establecer el mínimo número de coeﬁcientes de reﬂexión Ls necesarios para ajustar el
dato observado con una dada tolerancia. Obtener esta información puede ser costoso
computacionalmente, ya que se debe resolver el problema varias veces utilizando dife-
rentes valores del Ls y construir una curva-L que permita discriminar el Ls óptimo de
acuerdo a algún criterio adecuado. En este caso se utilizó el criterio de la discrepancia,
que es de utilidad cuando se tiene un estimado del nivel de ruido en el dato. A partir de
este análisis se concluyó que si el número Ls de coeﬁcientes de reﬂexión utilizados no
es mucho mayor que el verdadero, la estabilidad de las soluciones no se ven afectadas
signiﬁcativamente. Sin embargo utilizar un número menor lleva a soluciones que no
honran el dato observado.
Una ventaja del método de inversión propuesto es que, al ser VFSA un algoritmo
estocástico, fue posible estimar la incertidumbre de las soluciones aprovechando el gran
número de soluciones que se pusieron a prueba durante el proceso de inversión. Sobre
dato sintético 1D la estrategia propuesta demostró ser robusta en presencia de ruido
aleatorio. Se obtuvieron muy buenos resultados en todas las magnitudes invertidas,
estimándose con precisión la ubicación en tiempo de los coeﬁcientes de reﬂexión y la
respuesta AVA de los mismos. Los pequeños valores de las desviaciones estándar de las
magnitudes invertidas resaltan la consistencia de las soluciones. Las pruebas sobre datos
sintéticos 2D demostraron la capacidad del método para resolver reﬂectores cercanos
y para obtener soluciones con buena continuidad lateral a pesar de que no se impuso
ninguna clase de condición en este sentido durante la inversión. Se observó que, cuando
la ondícula utilizada es exacta, la estrategia propuesta fue capaz de resolver reﬂectores
cuya separación se encuentra cercana al espesor de tuning. Sobre datos de campo el
método mostró buen comportamiento a pesar de los problemas que implica trabajar con
este tipo de datos. Los reﬂectores más importantes fueron recuperados y se obtuvieron
imágenes de alta resolución del intercept y del gradient con buena continuidad lateral
que honran al dato observado con una precisión aceptable.
Como parte del estudio del comportamiento del método propuesto, se realizó un
análisis de las soluciones estimadas cuando la ondícula utilizada en la inversión es
inexacta. De este análisis se vio que una incorrecta estimación de la ondícula conducen
a soluciones sparse que, si bien ajustan al dato observado, se alejan de las soluciones
esperadas. Se propone entonces, como parte del proceso de inversión realizar un pe-
queño ajuste de la ondícula utilizada. Este ajuste debe ser realizado sólo si se cuenta
con un valor aproximado del número de coeﬁcientes de reﬂexión Ls, de otra forma el
proceso de inversión podría no converger a una solución aceptable.
En general la estrategia propuesta demostró ser robusta, permitiendo estimar solu-
ciones sparse de la aproximación de Shuey de dos términos que honran al dato observado
en presencia de altos niveles de ruido, tanto para datos sintético como para datos de
campo. Dichas soluciones son muy favorables en relación a aquellas obtenidas con el
método de mínimos cuadrados analizado en el capítulo 4, donde la baja resolución de
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las soluciones estimadas diﬁcultan su interpretación. Sin embargo, el alto costo compu-
tacional como consecuencia de utilizar un algoritmo de optimización global hace que
la estrategia propuesta sea poco práctica para ser utilizada sobre grandes volúmenes
de datos.
Capítulo 6: Inversión sparse mediante regularización con la norma l1
En el capítulo 6 presentamos la segunda estrategia para obtener soluciones sparse
a partir de datos sísmicos prestack. La estrategia se basa en regularizar el problema
de inversión mediante el uso de la norma l1, problema conocido como LASSO, y en
ajustar, en un segundo paso correctivo, las amplitudes estimadas mediante mínimos
cuadrados. La norma l1 y el misfit se relacionan a través del parámetro de compen-
sación µ. Para resolver el LASSO utilizamos el algoritmo FISTA. Este algoritmo sólo
realiza multiplicaciónes de matrices y vectores y no requiere invertir matrices, por lo
que es económico en términos de costo computacional. Al igual que la estrategia pro-
puesta en el capítulo 5, el método apunta a obtener simultáneamente la localización en
tiempo de los reﬂectores más importante y los valores de los atributos intercept y gra-
dient de la aproximación de Shuey de dos términos, pero con un costo computacional
signiﬁcativamente menor.
Como se vio en los ejemplos numéricos, resolver el LASSO no permite obtener una
adecuada solución del gradient, aunque si se obtienen soluciones del intercept acepta-
bles. Esto sucede debido a que el gradient tiene una fuerte dependencia con el nivel
de ruido presente en la dato y el valor del parámetro µ utilizado para llevar a cabo
la inversión. Este comportamiento fue estudiado utilizando dato sintético 1D, donde
se vio que la calidad de la solución estimada del gradient decrece a medida que el
nivel de ruido en el dato aumenta y el valor de µ disminuye. El uso de las soluciones
obtenidas al resolver el LASSO como información a priori para realizar un segundo
paso correctivo mediante mínimos cuadrados, demostró ser una opción apropiada para
obtener atributos sparse que honran al dato observado.
Una de las ventajas de la estrategia de dos etapas presentada, a la que llamamos
FISTA+LS, es que permite obtener soluciones sparse del gradient sin el uso de infor-
mación a priori, o el uso de una matriz de covarianza o escala que aporte información
sobre las amplitudes de los atributos. Además, como la función de costo a minimizar
al resolver el LASSO es una función convexa no es necesario empezar el proceso de in-
versión desde una modelo inicial cercano a la solución óptima. Por otro lado, al utilizar
FISTA+LS la elección del parámetro de compensación µ se vio facilitada debido a que
existe un amplio rango de valores que conducen a una solución similar. En las pruebas
numéricas dicho parámetro µ fue estimado utilizando el principio de discrepancia, por
medio de la construcción de una curva de Pareto. Se vio que la curva de Pareto corres-
pondiente a FISTA+LS presenta un quiebre en los valores de µ óptimos, a diferencia de
la curva obtenida al resolver el LASSO, que muestra un comportamiento suave. Esta
característica permite una estimación más sencilla de µ cuando el nivel de ruido en el
dato no es conocido como sucede, por ejemplo, al trabajar con datos de campo.
En pruebas sobre datos sintéticos 1D con niveles de ruido signiﬁcativo el método
propuesto probó ser robusto y estable, ofreciendo soluciones sparse muy precisas, com-
parables a las obtenidas con VFSA pero a un costo computacional menor. A pesar de
que FISTA no es un método de optimización estocástico, se realizó un análisis esta-
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dístico, utilizando datos con diferentes realizaciones de ruido aleatorio, con el ﬁn de
estudiar la estabilidad de las soluciones estimadas por FISTA+LS frente al ruido en
el dato. Los pequeños valores de las desviaciones estándar de las magnitudes inver-
tidas resaltan la consistencia de las soluciones. Las pruebas con datos sintéticos 2D
demostraron que el método es capaz de obtener soluciones sparse que honran al dato y
presentan buena continuidad lateral. Sin embargo, algunos reﬂectores cercanos, como
los que se observan en el pinch-out ubicado a los 0.2 s entre los gathers #40 y #60, no
fueron resueltos correctamente. Pruebas en datos de campo mostraron que la técnica
propuesta es capaz de ofrecer imágenes del intercept y el gradient que honran el dato
observado con precisión. Debido al bajo costo computacional del algoritmo utilizado es
posible trabajar con volúmenes grandes de datos.
Capítulo 7: Inversión sparse mediante regularización con la norma l2,1
En el capítulo 7 presentamos una estrategia de inversión para obtener soluciones
sparse utilizando la aproximación de Aki y Richards de tres términos. El método pro-
puesto apunta a obtener soluciones sparse de Rα, Rβ y Rρ, y si la información a priori
disponible es suﬁciente, estimar soluciones blocky de los parámetros elásticos α, β y ρ.
Como término de regularización utilizamos la norma mixta l2,1. Esta norma, que es una
extensión de la norma l1, permite estimar soluciones sparse con estructura. La razón
por la cual se optó por incorporar dicha norma como término de regularización es que
permite obtener soluciones sparse/blocky y, al mismo tiempo, restringir los valores de
las amplitudes de los parámetros estimados utilizando información a priori. A diferen-
cia de lo analizado en el capítulo 6, donde para estimar soluciones sparse del intercept
y el gradient no se necesitó de información a prior, al utilizar la aproximación de Aki
y Richards de tres términos esta información es necesaria si se pretende obtener una
correcta estimación de las amplitudes de Rα, Rβ y Rρ. Dicha información se incorpora
al proceso de inversión por medio de una matriz de covarianza o una matriz de escala.
Estas matrices deben ser estimadas previo a la inversión utilizando, por ejemplo, in-
formación de pozo. Una correcta estimación de dichas matrices es crucial para obtener
soluciones que honren al dato observado y, al mismo tiempo, a la información a priori.
Al igual que en el capítulo 6 la función de costo obtenida es convexa, porque la
norma l2,1 también lo es, por lo que no es necesario empezar el proceso de inversión
desde una modelo inicial cercano a la solución óptima para estimar el minimizador de
la función. Además la función de costo puede ser minimizada utilizando FISTA con
pequeños ajustes en la función umbral. La estrategia de inversión propuesta es versátil,
permitiendo sumar a la función de costo un término adicional conteniendo información
sobre la tendencia de baja frecuencia y recuperarla al estimar soluciones blocky de las
velocidades y densidades.
El método propuesto fue probado en datos sintéticos 1D y 2D con signiﬁcativos
niveles de ruido, y en datos de campo 2D. Sobre dato sintético 1D se vio que, dada
la información a priori adecuada, el método es capaz de obtener soluciones blocky de
los parámetros físicos que presentan una correcta estimación de las magnitudes. Los
resultados obtenidos superaron a aquellos estimados utilizando mínimos cuadrados y
utilizando la norma l1 como regularización. En este caso, la inversión llevada a cabo
utilizando la norma l1 no consistió en utilizar un método de dos etapas como en la
estrategia planteada en el capítulo 6, sino que se optó por estabilizar las amplitudes
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utilizando una matriz de escala.
En las soluciones estimadas utilizando la norma l2,1 se observa que cuando se dis-
pone de suﬁciente información a priori como para construir la matriz de covarianza
completa los resultados obtenidos superan en calidad a aquellos estimados utilizando
sólo una matriz de escala. Sin embargo, estos últimos igual son aceptables, mostrando
un marcado comportamiento blocky y una correcta estimación de las amplitudes. Sobre
datos sintéticos 2D se mostró que la estrategia es capaz de conseguir soluciones blocky
con buena continuidad lateral y correcta estimación de las amplitudes, a la vez que fue
posible obtener soluciones sparse de las reﬂectividades que honran a las verdaderas.
Del análisis llevado a cabo utilizando la norma l1 y la norma l2,1, usando en ambos
casos sólo la matriz de escala, se vio que las soluciones estimadas utilizando la norma
mixta l2,1 superaron en calidad a aquellas obtenidas utilizando la norma l1. Esto se
debe a que la norma l2,1 restringe mejor el espacio de posibles soluciones y distribuye
de manera más equilibrada la energía entre las reﬂectividades Rα, Rβ y Rρ.
Las pruebas sobre datos de campo se realizaron sólo con el propósito de estimar
reﬂectividades Rα, Rβ y Rρ, debido a la falta de información a priori necesaria para
estimar soluciones blocky de los parámetros elásticos. La inversión, realizada sobre 400
angle-gather, muestra que la estrategia propuesta es capaz de estimar soluciones sparse
de las tres reﬂectividades, que honran al dato observado correctamente y presentan
una buena continuidad lateral. Al igual que en la estrategia desarrollada en el capítulo
anterior, el método propuesto es económico en términos de costo computacional y de
fácil aplicación debido al algoritmo de optimización utilizado.
8.2. Discusión
Aunque utilizamos dos técnicas diferentes, los resultados obtenidos en el capítulo 5
son comparables con los obtenidos en el capítulo 6, ya que ambas técnicas fueron desa-
rrolladas para estimar soluciones sparse utilizando la aproximación de Shuey de dos
términos. Una comparación cualitativa de las Figuras 6.17 y 5.12 muestra que ambos
métodos fueron capaces de estimar soluciones sparse que honran a las observaciones
cuando se realiza la inversión sobre datos de campo. Sin embargo, se puede ver que
las soluciones estimadas utilizando VFSA presentan una mejor continuidad lateral que
aquellas estimadas utilizando FISTA+LS, especialmente del gradient. Esto se debe a
que, para evitar las inestabilidades que podrían llegar a surgir en el debiasing step, la
segunda etapa del método se realiza sobre soluciones estimadas a partir de resolver
el LASSO utilizando un valor grande del parámetro de compensación µ, es decir, so-
luciones muy sparse. Por otro lado, comparando las Figuras 5.9 y 6.14, se ve que las
soluciones obtenidas con VFSA en algunos casos resuelven mejor los reﬂectores cerca-
nos. Esto puede observarse en el pinch-out ubicado a los 0.2 s entre los gathers #40 y
#60. Allí VFSA fue capaz de resolver correctamente dicha estructura, mientras que la
solución obtenida con FISTA+LS no. La razón de este comportamiento, dado un valor
de µ, es que las soluciones estimadas con la estrategia de dos etapas en general son
menos sparse que las estimadas utilizando VFSA. Esto se debe a que el número LS de
coeﬁcientes de reﬂexión no nulos que utiliza VFSA se ﬁja previamente, mientras que
el número de reﬂectores no nulos que estimará el FISTA al resolver el LASSO depende
de µ, que es sensible al ruido en el dato. Por lo tanto, cuando se resuelve el LASSO en
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lugares donde dos reﬂectores se aproximan, como en el pinch-out mencionado, en vez
de ajustar el dato utilizando varios coeﬁcientes de reﬂexión, lo que haría inestable la
solución por mínimos cuadrados del debiasing step, FISTA+LS ubicará un solo reﬂector
o incluso ninguno, dependiendo de qué tanto afecte esto al misfit y la norma l1.
A pesar de estas aparentes desventajas, las soluciones estimadas por el FISTA+LS
se obtuvieron en una fracción del costo computacional que la requerida por VFSA.
Mientras que el método basado en VFSA resuelve un sistema de ecuaciones en cada
iteración, FISTA+LS sólo lo hace una única vez al ﬁnal del proceso iterativo. Por otro
lado es más sencillo y económico estimar el valor del parámetro de compensación µ
que del número mínimo de coeﬁcientes de reﬂexión Ls. Tampoco hay que perder de
vista que las soluciones obtenidas con VFSA son el resultado de varias realizaciones del
método, mientras que las soluciones obtenidas con FISTA+LS se obtuvieron realizando
la inversión una única vez.
Si bien las soluciones obtenidas en el capítulo 7 no son directamente comparables
con las obtenidas en los capítulos 5 y 6 pues se utilizaron aproximaciones distintas a las
ecuaciones de Zoeppritz, es importante notar algunas diferencias entre los resultados.
Una comparación cualitativa de las Figuras 6.17 y 7.10 muestra una mejor continuidad
lateral en las soluciones estimadas sobre dato de campo cuando se utiliza la estrategia
propuesta en el capítulo 7. Al igual que sucedió al comparar las soluciones estimadas
con FISTA+LS y las estimadas con VFSA, esto se debe a que el debiasing step utilizado
en el capítulo 6 se realiza sobre soluciones sparse estimadas con un valor grande de
µ con el ﬁn de evitar las inestabilidades que podrían llegar a surgir en la resolución
del problema de mínimos cuadrados. Como ya fue visto en los ejemplos sobre datos
sintéticos de este capítulo, la norma l2,1 subestima menos las amplitudes estimadas
que la norma l1. Como consecuencia las primeras muestran una mejor continuidad
lateral. En este sentido, es importante destacar que el hecho de utilizar la norma l2,1
pesada suplanta la necesidad de realizar el debiasing step. Dada una matriz de escala
que relacione el intercept y el gradient las soluciones obtenidas en el capítulo 6 podrían
ser estimadas utilizando la estrategia propuesta en el capítulo 7, quizás incluso con
mejor continuidad lateral. Sin embargo, como ya fue explicado, la determinación de
dichas matrices no es fácil, incluso cuando la información de pozo está disponible, por
lo que la técnica propuesta en el capítulo 6 sigue siendo una buena opción a pesar de
los mínimos problemas de continuidad lateral que presentan las soluciones.
8.3. Contribución
Si bien las tres estrategias presentadas en los capítulos 5, 6 y 7 comparten el mismo
objetivo, cada una posee características diferentes. Al momento de realizar una inver-
sión sparse la elección de una u otra de las estrategias presentadas dependerá, al ﬁnal,
del dato disponible sobre el cual se realizará la inversión y de las características de las
soluciones que se pretende estimar.
En la primer estrategia, presentada en el capítulo 5, se procedió a estimar soluciones
sub-óptimas del problema de inversión regularizado mediante la norma l0 y resuelto
mediante VFSA, lo que permitió estimar soluciones sparse del intercept y del gradient.
La estrategia presentada en dicho capítulo ha sido publicada en la revista de circulación
nacional Geoacta (Pérez y Velis, 2012) y presentada como resúmenes expandidos en la
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“XXV Reunión Científica de la Asociación Argentina de Geofísicos y Geodestas, Cór-
doba, Argentina” (Pérez y Velis, 2010), en la “81st Society of Exploration Geophysicists
International Exhibition and Annual Meeting, San Antonio, Texas, USA” (Pérez y Ve-
lis, 2011a) y como trabajo completo en el “VIII Congreso de Exploración y Desarrollo
de Hidrocarburos, Mar del Plata, Argentina” (Pérez y Velis, 2011b).
La segunda estrategia, presentada en el capítulo 6, consistió en un método de dos
etapas basado en minimizar la norma l1 por medio de FISTA, realizando luego un
paso correctivo de las amplitudes estimadas utilizando mínimos cuadrados. Esta es-
trategia también permitió estimar soluciones sparse del intercept y del gradient. La
estrategia presentada en dicho capítulo ha sido publicada en la revista de circulación
internacional Geophysics (Pérez et al., 2013a) y presentada como resumen expandido
en la “83rd Society of Exploration Geophysicists International Exhibition and Annual
Meeting, Houston, Texas, USA” (Pérez et al., 2013b), y como trabajos completos en el
“X Congreso Argentino de Mecánica Computacional, MECOM 2012, Salta, Argentina”
(Pérez et al., 2012), y en el “XX Congreso sobre Métodos Numéricos y sus Aplicaciones,
ENIEF 2013, Mendoza, Argentina.” (Pérez et al., 2013c),
La tercer estrategia, presentada en el capítulo 7 utilizó como regularización la norma
l2,1, lo que permitió incorporar información a priori por medio de matrices de cova-
rianza o de escala. Esta estategia permitió estimar soluciones sparse de los parámetros
de la aproximación de Aki y Richards de tres términos y, dada información a priori
adecuada, estimar soluciones de tipo blocky de los parámetros físicos del subsuelo. La
estrategia presentada en dicho capítulo ha sido presentada como resumen expandido en
la “84th Society of Exploration Geophysicists International Exhibition and Annual Mee-
ting, Denver, Colorado, USA” (Pérez et al., 2014a), y en la “XXVII Reunión Científica
de la Asociación Argentina de Geofísicos y Geodestas, San Juan, Argentina” (Pérez
et al., 2014b).
8.4. Trabajos a futuro
Aunque en esta tesis se procedió a realizar inversión de datos sísmicos prestack
utilizando las aproximaciones de Shuey de dos términos y la aproximación de Aki y Ri-
chards de tres términos, es importante destacar que las pruebas sobre datos sintéticos
y datos de campo realizadas no deben ser consideradas limitantes de las capacida-
des de cada uno de los métodos presentados. Todas las técnicas analizadas permiten
la utilización de otras aproximaciones a las ecuaciones de Zoeppritz. Por ejemplo, la
aproximación de Fatti et al. (1994) de dos términos podría ser utilizada junto con el
FISTA+LS para estimar soluciones sparse de las reﬂectividades RIP y RIS , o incluso
soluciones blocky de las impedancias IP e IS. Asimismo, herramientas utilizadas en una
estrategia pueden ser incorporadas a las otras. Por ejemplo, la estrategia de incorporar
información a priori por medio de matrices de covarianza o de escala que fue utilizada
en el capítulo 7, podría también ser utilizada para restringir las amplitudes estimadas
al utilizar VFSA o FISTA+LS. También es importante destacar que, como se describió
en el capítulo 2, hay gran cantidad de métodos de optimización, además de VFSA y
FISTA, que pueden ser utilizados para minimizar las funciones de costo.
En esta tesis nos concentramos en utilizar información obtenida a través de las
ondas P reﬂejadas, pero estas no son las únicas que pueden ser utilizadas para realizar
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la inversión prestack. A modo de ejemplo se pueden citar los trabajos de Hampson
et al. (2005) y Hampson y Russell (2013), quienes proponen incorporar información
de las ondas convertidas PS para realizar estimación simultánea de la impedancia de
las ondas P y S, y de la densidad. Las técnicas propuestas en esta tesis pueden ser
modiﬁcadas con el ﬁn de incorporar dicha información, hecho que podría contribuir a
disminuir el espacio de posibles soluciones y, por lo tanto, la ambigüedad del problema
inverso.
Si bien en los ejemplos numéricos realizados para probar las estrategias propuestas
se asumió que los medios son homogéneos e isótropos, con frecuencia estas hipótesis no
se satisfacen completamente cuando se trabaja con datos de campo. En este sentido,
el estudio de las propiedades anisotrópicas del medio es de vital importancia para el
estudio de yacimientos no convencionales. Particularmente, en lo que se reﬁere al tema
que abarca esta tesis, sería importante extender las técnicas propuestas al estudio de
la Azimuthal amplitude-variation-with-offset (AVAz) (Rüger y Gray, 2014) . El análisis
de AVAz consiste en estudiar las variaciones de las amplitudes de las ondas reﬂejadas
no solamente en función del ángulo de incidencia, sino también en función del azimut
(o dirección) de la cual provienen. Esto permitiría realizar estudios de anisotropía y de
los sistemas de fracturas presentes en los reservorios de hidrocarburos.
8.5. Desarrollo
Para la realización de esta tesis fue necesario el desarrollo de herramientas compu-
tacionales, la mayoría programadas en FORTRAN 2003, en GNUOctave, y en MATLABr,
entre las que se encuentran:
El algoritmo Very fast simulated annealing programado en FORTRAN 2003,
basado en el código desarrollado por Velis (1998).
El algoritmo Fast iterative shrinkage-thresholding algorithm, programado en FOR-
TRAN 2003.
Programas para generar datos sintéticos a partir de modelos de velocidades y den-
sidades, contemplando respuesta AVA por medio de las ecuaciones de Zoeppritz,
Shuey de dos términos y Aki y Richards de tres términos.
Programas de soporte a las estrategias presentadas. Por ejemplo, programas para
estimar el máximo autovalor de una matriz, utilizado por el FISTA, por medio
del método de las potencias de Rayleigh, o programas para generar las matrices
de covarianza utilizadas en el capítulo 7, entre otras.
Todas estas herramientas son parte de la batería de programas y códigos que im-
plementan las diversas estrategias descriptas a lo largo de la tesis. Además de las
herramientas desarrolladas, se hizo uso de otras ya existentes de gran utilidad, como
el software open source de procesamiento de datos sísmicos Seismic Unix, el software
open source de interpretación sísmica OpendTect y algoritmos numéricos varios desa-
rrollados en el libro Numerical Recipes in Fortran 90: The Art of Parallel Scientific
Computing (Press et al., 1996).
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Apéndice A
Very fast simulated annealing
A.1. Introducción
Simulated annealing (SA) es un algoritmo iterativo estocástico para estimar solu-
ciones casi-óptimas de problemas de optimización complejos, siendo capaz de estimar
mínimos globales de funciones multimodales y/o discontinuas. El algoritmo se deriva
de la mecánica estadística, y su nombre proviene del proceso de recocido de metales,
una técnica metalúrgica que consiste en calentar y luego enfriar el material de ma-
nera controlada para variar sus propiedades físicas. En 1953, Metropolis et al. (1953)
presentaron una técnica Monte Carlo para modelar la evolución de las propiedades de
un sólido a una temperatura dada. Tres décadas después la técnica fue generalizada y
aplicada a problemas de optimización no lineales (Kirkpatrick et al., 1983). En el caso
de problemas no lineales, las incógnitas juegan el rol de las partículas en el solido, y la
función de costo representa la energía del sistema. En cada iteración del SA, el espacio
del modelo es perturbado aleatoriamente y el nuevo modelo es aceptado (o rechazado)
dependiendo si el valor de la función de costo disminuyó o se incrementó. El SA acep-
ta ocasionalmente incrementos en el valor de la función de costo, esta característica
le permite al algoritmo escapar de los mínimos locales. Inicialmente la temperatura
(que es un parámetro de control) es lo suﬁcientemente elevada como para que todos
los modelos que producen un aumento de la función de costo sean aceptados. Por el
contrario, a bajas temperaturas la probabilidad de aceptar un modelo que produce
un aumento de la función de costo es pequeña. Las perturbaciones aleatorias de los
modelos decrecen gradualmente con la temperatura siguiendo un esquema de enfriado
previamente establecido, y el proceso iterativo concluye al alcanzar un número máximo
de iteraciones o cuando no hay un cambio signiﬁcativo del valor de la función de costo
tras cierta cantidad de iteraciones. En ese momento, al concluir el proceso, se dice que
el sistema está “cristalizado” en el sentido que se alcanzo el mínimo estado de energía,
lo que equivale al mínimo absoluto de la función de costo.
Un sistema formado por un número grande partículas interactuando entre sí a una
temperatura dada, como es el caso de un ﬂuido o un solido fundido, puede ser descrito
por la posición de dichas partículas. A dicha conﬁguración o estado lo llamaremos x. Si
T es la temperatura de equilibrio térmico del sistema, que posee energía E(x), entonces
la probabilidad πT (x) de que el sistema esté en el estado x está dada por la distribución
de Boltzmann
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πT (x) =
1
Z(T )
exp
{−E(x)
κT
}
, (A.1)
donde κ es la constante de Boltzmann, y
Z(T ) =
∑
ω∈X
exp
[−E(ω)
κT
]
, (A.2)
es la función de partición, siendo X el conjunto de todos los posibles estados x.
El algoritmo de Metropolis (MA) (Metropolis et al., 1953) es un simple algoritmo
estocástico para simular esta clase de procesos. En cada iteración se realiza, sobre el
estado x con energía E(x), una pequeña perturbación aleatoria ∆x y se calcula el
cambio en la energía ∆E = E(x+∆x)− E(x). La relación h entre las probabilidades
de ambos estados está dada por
h =
πT (x+∆x)
πT (x)
= exp
[−∆E
κT
]
. (A.3)
Si la energía del nuevo estado es menor que la del estado previo, es decir si h >
1, entonces la nueva conﬁguración es aceptada sin restricciones. Si h < 1, es decir,
si la energía del nuevo estado es mayor que la del estado previo entonces la nueva
conﬁguración es aceptada con probabilidad h. Este criterio para aceptar o rechazar
los nuevos estados es conocido como “Criterio de Metropolis”. Puede demostrarse que
cuando el número de iteraciones tiende a inﬁnito, la probabilidad de que el sistema
presente una dada conﬁguración x es igual a πT (x), y por lo tanto la distribución de
la conﬁguración generada converge a la distribución de Boltzmann (Geman y Geman,
1984).
Es de interés estudiar el comportamiento del sistema en estados de baja energía
con el ﬁn de comprender la estructura cristalina del solido fundido a medida que la
temperatura disminuye gradualmente. Para ello la temperatura debe decrecer lo su-
ﬁcientemente despacio como para que predomine la probabilidad de obtener estados
de baja energía de acuerdo con la distribución de Boltzmann. Estos estados se pue-
den obtener manteniendo el sistema en equilibrio térmico. Por el contrario, cuando la
temperatura baja rápidamente, proceso conocido como templado, el sistema no puede
alcanzar el equilibrio térmico, la probabilidad de alcanzar un estado de baja energía se
reduce y la estructura resultante del material puede estar lejos de constituir un tejido
cristalino.
A.2. Simulated annealing
En 1983 Kirkpatrick et al. (1983) hizo una analogía entre el sistema físico descrito
y el problema, en el campo de la ingeniería electrónica, de encontrar soluciones sub-
óptimas del particionado, ensamblado y cableado de very large scale integration (VLSI).
Básicamente SA consiste en aplicar el algoritmo de Metropolis en un proceso iterativo
en el cual la temperatura decrece gradualmente. Para aplicar SA en la resolución de
problemas de optimización se deben hacer las siguientes analogías:
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Identiﬁcar la conﬁguración de los parámetros del modelo con la conﬁguración de
las partículas del sistema.
Identiﬁcar la función objetivo con la energía del sistema.
Identiﬁcar el problema de encontrar una solución sub-óptima con el proceso de
estimar el menor estado de energía del sistema.
La constante de Boltzmann κ se toma igual a la unidad y la temperatura T se con-
vierte en un parámetro de control. Además, se deben deﬁnir tres funciones de gran
importancia:
1. g(∆x): La función de densidad de probabilidad para generar nuevas conﬁgura-
ciones del modelo.
2. h(∆Φ): La función de densidad de probabilidad de aceptar la nueva conﬁguración.
3. Tk: el esquema de enfriado, es decir la temperatura T en la iteración k.
Aquí x representa el espacio del modelo deM parámetros. Ambas funciones de densidad
de probabilidad dependen también de la temperatura. Existen muchas variaciones de
SA y la principal diferencias entre ellas reside en la elección de las tres funciones. La
Figura A.1 muestra el diagrama de ﬂujo de un algoritmo SA típico. En cada iteración
un nuevo estado es generado por la función g(∆x). Se lo evalúa según el criterio de
Metropolis y, después de bajar la temperatura de acuerdo con el esquema de enfriado Tk,
se comienza una nueva iteración. El proceso se detiene cuando se alcanza un número
máximo de interacciones kmax o se satisface algún otro criterio de corte. Cuando el
valor de la función de costo Φ se incrementa, la probabilidad de aceptar dicho estado
está dado por h. En la práctica, el nuevo estado es aceptado si h es mayor que un
número aleatorio r, que es generado a partir de una función de densidad de probabilidad
uniforme U [0, 1].
A.2.1. Función de generación de modelos
Inicialmente el algoritmo de Metropolis realizaba una búsqueda del espacio del
modelo utilizando una función de probabilidad g uniforme. Tiempo después se demostró
que se puede conseguir una convergencia más rápida a las soluciones utilizando una
función de probabilidad gaussiana, que se concentra en los estados de menor energía
estrechándose a medida que la temperatura disminuye (Szu y Hartley, 1987). En ese
caso, la función de probabilidad gaussiana deM dimensiones puede ser expresada como
g(∆x) = (2πT )−M/2 exp
[−∆x2
2T
]
(A.4)
donde ∆x = x − x0 es la perturbación aplicada a la conﬁguración previa x0. Aquí
la temperatura T puede ser vista como una medida de la ﬂuctuación de g alrededor
de x0. Cuando la temperatura es alta, el espacio del modelo es explorado de manera
aproximadamente uniformemente. Contrariamente, cuando la temperatura disminuye
las perturbaciones tienden a ser menores.
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Figura A.1. Diagrama de flujo del Simulated annealing (Velis, 1998)
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A.2.2. Función de aceptación
Generalmente, el criterio de Metropolis es utilizado para aceptar o rechazar una
nueva conﬁguración:
h(∆Φ) =
1
1 + exp
[
∆Φ
T
] ≃ exp
[−∆Φ
T
]
(A.5)
Esta expresión se basa en la probabilidad de obtener un nuevo estado con energía Φk+1
relativa al estado previo con energía Φ, donde ∆Φ = Φk+1 − Φk. Esa es básicamen-
te la distribución de Boltzmann. Siguiendo a Metropolis, una nueva conﬁguración es
aceptada sin condición si ∆Φ < 0, y aceptada con probabilidad h(∆Φ) si ∆Φ ≥ 0.
Claramente, si la temperatura se acerca a cero la probabilidad de aceptación decre-
ce exponencialmente y sólo los estados más bajos de energía son aceptados. Esto es
fundamental en el funcionamiento de SA. Mientras otros algoritmos de optimización
sólo buscan modelos que hacen disminuir la función de costo, el SA permite explorar
modelos que incrementan el valor de la misma. Este comportamiento permite explorar
de manera más amplia el espacio del modelo, evitando quedar atrapado en mínimos
locales.
A.2.3. Esquema de enfriado
El esquema utilizado para disminuir la temperatura del proceso juega un rol clave
en el proceso de optimización llevado a cabo por el SA. Es deseable poder bajar la
temperatura lo más rápido posible con el ﬁn de alcanzar el estado de mínima energía
en la menor cantidad de iteraciones posibles, sin embargo la teoría indica que para
alcanzar el mínimo absoluto de la función de costo la velocidad de enfriamiento no
puede ser más rápida que una cierta función preﬁjada. Volviendo a la analogía del
proceso térmico descrito en la primer sección, si el material es enfriado con la lentitud
suﬁciente, la estructura cristalina resultante presenta una conﬁguración de mínima
energía. Por el contrario, si la temperatura disminuye demasiado rápido, se empezaran
a observar distorsiones en la estructura cristalina que representan estados de energía
más altos.
Por lo tanto, para alcanzar el estado de mínima energía se debe conseguir el estado
de equilibrio térmico antes de disminuir la temperatura. Originalmente, este estado era
alcanzado manteniendo la temperatura a un valor constante (Metropolis et al., 1953).
Fueron Geman y Geman (1984) quienes demostraron que el mínimo global Φ puede ser
alcanzado (estadísticamente hablando) si la temperatura no disminuye más rápido que
Tk =
T0
ln(1 + k)
, (A.6)
donde T0 es una constante y k es el número de iteración. Si la temperatura disminuye
más rápido que lo que expresa dicha ecuación, se tendrá una cristalización prematura
y el sistema puede quedar atrapado en un mínimo local.
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A.3. Very fast simulated annealing
Ingber (1989) propuso una técnica de SA que permite un esquema de enfriado más
rápido, el Very Fast Simulated annealing (VFSA). Esta técnica, en algunos casos, es
incluso superior a los métodos evolutivos tales como el genetic algorithm (Ingber y
Rosen, 1992). VFSA utiliza una función de generación g que permite una mejor explo-
ración del espacio de los modelos. El espacio de búsqueda está restringido y además
toma en cuenta las diferencias en la dimensión de cada parámetro, permitiendo que
g se expanda o se contraiga de forma adaptiva dependiendo de la sensibilidad de la
función de costo respecto de cada parámetro.
A.3.1. Descripción del algoritmo
En el VFSA, los nuevos parámetro x(k)i en la dimensión i son generados por medio
de la variable aleatoria yi
x
(k+1)
i = x
k
i + yi(Bi − Ai), yi ∈ [−1, 1]. (A.7)
Los nuevos parámetros x(k+1)i están restringidos dentro del rango [Ai, Bi], y la ecuación
(A.7) se repite para todo i hasta que se obtienen M nuevos parámetros. La función de
generación g, utilizada por el VFSA está deﬁnida como
g(y) =
M∏
i=1
1
2(|yi|+ Ti) ln(1 + 1/Ti) , (A.8)
donde se ha omitido el subíndice k por simplicidad. La distribución de probabilidad
conjunta puede ser obtenida como
G(y) =
∫ y1
−1
· · ·
∫ yM
−1
g(y)dy1 · · · g(y)dyM =
M∏
i=1
Gi(yi), (A.9)
donde
Gi(yi) =
1
2
+
sgn(yi)
2
ln(1 + |yi|/Ti)
ln(1 + 1/Ti)
. (A.10)
Como resultado, se pueden generar nuevos puntos que sigan esta distribución a partir
de una distribución uniforme ui ∈ [0, 1] considerando
yi = G
−1(ui), (A.11)
por lo tanto
yi = sgn
(
ui − 1
2
)
Ti
[
(1 + 1/Ti)
(2u1−1) − 1
]
. (A.12)
Habiendo deﬁnido g(y), el esquema de enfriado que garantiza estadísticamente la
convergencia al mínimo global está dado por
Ti = T0i exp
[
−cik(1/M)
]
. (A.13)
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Este esquema de enfriamiento es mucho más veloz que el propuesto en la ecuación (A.6).
Las constantes ci no afectan la convergencia del algoritmo y su ﬁnalidad depende de
cada aplicación en particular. Por ejemplo, para obtener una temperatura Tf en kf
iteraciones se elige
ci = k
(−1/M)
f log
(
T0i
Tf i
)
(A.14)
Además del VFSA, existen otras variaciones del SA dependiendo de la forma de
la distribución g(∆x) elegida. Por ejemplo, si g(∆x) es una distribución de Cauchy se
obtiene el método conocido como Fast Annealing (FA). Sin embargo, el método más
eﬁciente es VFSA.
A.3.2. Temperatura inicial
La elección de la temperatura inicial T0 con la cual empezar el proceso iterativo es a
veces critica en el SA. Si T0 es demasiado alta, al sistema le tomará muchas iteraciones
para alcanzar un estado de baja energía. Contrariamente, si T0 es demasiado baja, el
sistema cristalizará demasiado pronto. Esto no sucede con VFSA, donde T0 es relativa-
mente arbitraria. Además como el esquema de enfriado es mucho más rápido, elegir un
valor de T0 demasiado alto no es crítico. En la práctica la temperatura inicial deberá
ser tal que el valor de la función de costo a dicha temperatura esté a un desvío están-
dar de su valor medio (White, 1984). Esto es así para asegurarse que al principio del
proceso casi todas las conﬁguraciones propuestas sean aceptadas (es decir, el sistema
está completamente “fundido”). Con este propósito alcanza con elegir T0 igual al valor
medio de la función de costo para un conjunto arbitrario de valores elegidos al azar
del espacio del modelo. Es importante remarcar, para el caso del VFSA, la diferencia
entre la temperatura de aceptación, asociada al criterio de Metropolis, y la tempera-
tura de los parámetros, asociada a la función de generación g. Aunque el esquema de
enfriamiento para ambas temperatura es generalmente el mismo, los valores iniciales
de cada temperatura pueden ser diferentes. En el primer caso T0 se escribe de la forma
ya descrita. En el segundo caso T0 generalmente es elegido igual a la unidad, para que
de esta forma el espacio del modelo sea explorado independiente de la conﬁguración
inicial.
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Apéndice B
ISTA y FISTA
B.1. Algoritmo ISTA
El desarrollo de algoritmos eﬁcientes para resolver el problema LASSO, es decir,
encontrar el mínimos de
J(m) = ‖d−Am‖22 + µ‖m‖1, (B.1)
es un campo de investigación activo y en constante desarrollo. Un importante algoritmo
es el Iterative shrinkage-thresholding algorithm (ISTA) (Daubechies et al., 2004). El
algoritmo ISTA es una combinación de una iteración de Landweber (Landweber, 1951)
y una función tipo umbral (soft-thresholding function). Debido a esto el ISTA también
es llamado Thresholded-Landweber Algoritmh (TL). La derivación que haremos de ISTA
en este apéndice está basada en el método de mayorización-minimización (MM). Dicho
método consiste en reemplazar un problema de difícil minimización por una secuencia
de problemas más sencillos. Al hacer MM se genera una secuencia de vectores mk,
k = 0, 1, 2... que converge a la solución deseada. Debido a que J(m) de la ecuación
(B.1) no puede ser fácilmente minimizada, utilizar el algoritmo MM es enfoque útil
para resolver el problema.
La idea de la mayorización-minimización se puede describir de la siguiente manera.
Supongamos que tenemos un vector mk que será un estimado del vector que minimi-
za J(m). Basándonos en mk nos interesa encontrar un nuevo vector mk+1 que haga
decrecer J(m); es decir, buscamos un mk+1 tal que
J(mk+1) < J(mk). (B.2)
Para esto se debe encontrar una función G(m) que mayorice J(m), es decir G(m) ≥
J(m) para todom, y luego minimizar dicha función para obtenermk+1. Además G(m)
debe ser igual a J(m) paramk. Para que el método sea útil G(m) debe ser una función
fácil de minimizar. Además, la función G(m) será diferente en cada iteración, por lo
que la llamaremos Gk(m).
El algoritmo de mayorización-minimización MM puede resumirse en estos pasos:
1. Establecer k = 0. Inicializar m0.
2. Elegir Gk(m) tal que
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a) Gk(m) ≥ J(m).
b) Gl(mk) = J(mk).
3. Tomar mk+1 igual al minimizador de Gk(m).
4. Establecer k = k + 1 e ir al paso 2.
A continuación se describirán los pasos necesarios para deducir el algoritmo ISTA.
La deducción consta de dos etapas: una iteración de Landweber y la aplicación de una
función umbral.
B.1.1. Iteración de Landweber
Aunque estamos interesados en minimizar la función J(m) de la ecuación (B.1)
primero nos ocuparemos del problema más sencillo de minimizar la función de costo
dada por
J(m) = ‖d−Am‖22. (B.3)
Como se vio en el capítulo 2, el vector mˆ que minimiza la ecuación (B.3) es
mˆ = (ATA)−1ATd. (B.4)
Sin embargo la matriz (ATA) podría no ser invertible o estar mal condicionada. Uti-
lizando el método de mayorización-minimización se puede evitar tener que resolver un
sistema de ecuaciones para encontrar el mínimo de la ecuación (B.3). En cada iteración
k del MM debemos encontrar una función Gk(m) tal que mayorice a J(m) pero que
ambas tomen el mismo valor en mk. Además Gk(m) debe ser fácilmente minimizable.
Dicha función se puede construir sumándole una función no-negativa a J(m). Además
la función no-negativa debe ser igual a cero en mk para que Gk(mk) = J(mk). Una
función que satisface todas las características deseadas es
Gk(m) = ‖d−Am‖22 + (m−mk)T (ηI−ATA)(m−mk), (B.5)
donde el parámetro η debe ser elegido igual o mayor al máximo autovalor de ATA para
asegurar que el término sumado sea no-negativo para todo m.
Siguiendo el método MM se debe encontrar el minimizador de Gk(m) para obtener
mk+1. Desarrollando la ecuación (B.5) se tiene
Gk(m) = dTd+mTk (ηI−ATA)mk − 2(dTA+mT (ηI−ATA))m+ ηmTm. (B.6)
Luego, derivando respecto de m se tiene
∂Gk(m)
∂m
= −2ATd− 2(ηI−ATA)mk + 2ηm. (B.7)
Igualando a cero y despejando m, se obtienen los valores de mk para las diferentes
iteraciones k
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mk+1 = mk +
1
η
AT (d−Amk). (B.8)
A este proceso se lo conoce como iteración de Landweber. Debido a las hipótesis sobre
las cuales se basa el método MM, está garantizado que el valor J(m) de la ecuación
(B.3) decrece con cada iteración. Notar que la ecuación anterior solo requiere de mul-
tiplicación de matrices y vectores.
La función Gk(m) dada en la ecuación (B.6) se puede expresar de forma más útil
como
Gk(m) = η
∥∥∥∥∥mk + 1ηAT (d−Amk)−m
∥∥∥∥∥
2
2
+K, (B.9)
donde K no depende de m. A partir de esta expresión se puede ver que Gk(m) es una
función cuadrática.
B.1.2. Función umbral
Al igual que en la sección anterior, como parte del desarrollo del ISTA, nos con-
centraremos primero en la minimización de una función más sencilla que la dada en la
ecuación (B.1). En este caso buscaremos minimizar la función
J(m) = ‖d−m‖22 + µ‖m‖1. (B.10)
Este es un caso especial de la ecuación (B.1), tomando A = I. Esta función es convexa
pero no diferenciable debido a ‖m‖1. Sin embargo su mínimo puede ser estimado de
forma sencilla.
Desarrollando la ecuación (B.10) se tiene
J(m) = (d1−m1)2 + µ|m1|+ (d2−m2)2 + µ|m2|+ ...+ (dN −mN)2 + µ|mN |. (B.11)
Notar que las variables mi, con i = 1, ...N , no están acopladas por lo que se puede
encontrar el mínimo de a función J(m) minimizando individualmente cada término.
Debido a esto analizaremos el problema de minimizar la función escalar
f(m) = (d−m)2 + µ|m|. (B.12)
Tomando la derivada e igualando a cero se tiene
d = m+
µ
2
sign(m), (B.13)
donde sign(·) es la función signo. A partir de este resultado se deduce que el mínimo
de la función (B.12) puede obtenerse aplicando una función umbral (soft-thresholding
function) deﬁnida, para una variable genérica g, como
Tυ{g} =
{
g (1− υ/|g|) |g| ≥ υ
0 |g| < υ (B.14)
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donde υ es el valor del umbral (threshold). La ecuación (B.14) puede ser expresada de
manera más simple como
Tυ{g} = sign(g)max(0, |g| − υ). (B.15)
Siguiendo esta idea, el minimizador de la ecuación (B.12) se obtendrá aplicando la
función Tυ{g} a los valores d con un valor umbral υ = µ/2, es decir
m = Tµ/2{d}. (B.16)
Considerando que la variables de la función J(m) de la ecuación (B.10) no están
acopladas, y que la solución se obtiene minimizando individualmente cada mi, entonces
el minimizador de dicha función se obtiene aplicando la función umbral a cada elemento
de m con υ = µ/2:
m = Tµ/2{d}. (B.17)
Notar que la minimización de esta función no requiere de un proceso iterativo.
B.1.3. Iterative shrinkage-thresholding algorithm
Consideremos ahora la función de costo J(m) dada por la ecuación (B.1)
J(m) = ‖d−Am‖22 + µ‖m‖1. (B.18)
Esta función puede ser minimizada combinando las dos técnicas explicadas en las sec-
ciones anteriores.
Para aplicar el algoritmo MM vamos construir la función Gk(m) sumando a J(m)
la misma función no-negativa que en la ecuación (B.5), obteniendo
Gk(m) = ‖d−Am‖22 + (m−mk)T (ηI−ATA)(m−mk) + µ‖m‖1, (B.19)
que por medio de la ecuación (B.9) se puede expresar como
Gk(m) = η
∥∥∥∥∥mk + 1ηAT (d−Amk)−m
∥∥∥∥∥
2
2
+ µ‖m‖1 +K, (B.20)
donde K es una constante que no depende de m. Minimizar Gk(m) es equivalente
a minimizar (1/η)Gk(m), por lo tanto el paso mk+1 de la iteración de Landweber se
obtiene minimizando
1
η
Gk(m) =
∥∥∥∥∥mk + 1ηAT (d−Amk)−m
∥∥∥∥∥
2
2
+
µ
η
‖m‖1, (B.21)
donde por simplicidad despreciamos K ya que no depende de m. Notar que esta ecua-
ción tiene exactamente la misma forma que la ecuación (B.10), que puede ser minimi-
zada haciendo uso de la función umbral dada por la ecuación (B.15). Por lo tanto el
paso mk+1 de la iteración de Landweber se obtiene de la siguiente manera
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mk+1 = Tµ/2η
{
mk +
1
η
AT (d−Amk)
}
, (B.22)
donde η es mayor o igual al máximo autovalor de ATA. Este proceso iterativo, que
converge al minimizador de la ecuación (B.18), es el Iterative Shrinkage-Thresholding
Algorithm (ISTA).
Paso a paso, el algoritmo ISTA puede resumirse de la siguiente manera
1. Establecer η ≥ κmax, donde κmax es el máximo autovalor de ATA.
2. Establecer una solución inicial m0,
3. Para cada iteración k = 0, 1, 2, · · · :
a)
mk+1 = Tµ/2η
{
mk +
1
η
AT (d−Amk)
}
, (B.23)
donde Tυ{·} es una función umbral suave (soft-thresholding function), que
se aplica a cada elemento de su argumento vectorial y está deﬁnida como
Tυ{g} =
{
g (1− υ/|g|) , |g| ≥ υ
0. |g| < υ (B.24)
b)
k = k + 1, (B.25)
c) Veriﬁcar convergencia o criterio de corte.
El primer paso del proceso es necesario para evitar que el argumento de la función
umbral sea negativo. Para encontrar el máximo autovalor puede utilizarse, por ejemplo,
el método de las potencias de Rayleigh (Larson y Edwards, 1999, p.ej.), que es simple
y eﬁciente.
ISTA es un algoritmo de optimización que no requiere inversión de matrices y que
es sumamente sencillo de aplicar. Sin embargo está demostrada su lenta convergencia
a la solución (Bredies y Lorenz, 2008). Si se descarta el segundo término de la ecua-
ción (B.18), ISTA se reduce el método clásico del gradiente, y en ese caso se puede
demostrar que el método converge al valor mínimo de la función J(m) con una taza
de convergencia no menor a O(1/k), o “sublineal”.
B.2. Algoritmo FISTA
Como se estableció en la sección anterior ISTA converge al valor mínimo de la
función J(m) con una taza de convergencia no menor a O(1/k), o “sublineal”. Cuando
se descarta el segundo término de la ecuación (B.18) el problema se reduce a minimizar
una función convexa suave y ISTA se reduce al método del gradiente. Se ha probado
que existen métodos de gradiente con una taza de razón de convergencia O(1/k2) que,
al igual que el método del gradiente clásico, no requieren más de una evaluación del
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gradiente en cada iteración, tan solo el uso de un m adicional elegido ingeniosamente
y fácil de calcular (Nesterov, 1983). Basados en está idea Beck y Teboulle (2009)
desarrollaron el Fast iterative shrinkage-thresholding algorithm (FISTA).
Paso a paso, el algoritmo FISTA puede resumirse de la siguiente manera
1. Establecer η ≥ κmax, donde κmax es el máximo autovalor de ATA.
2. Establecer z0 = m0 y t0 = 1, donde m0 es una solución inicial.
3. Para cada iteración k = 0, 1, 2, 3, · · · :
a)
mk+1 = Tµ/2η
{
zk +
1
η
AT (d−Azk)
}
, (B.26)
donde Tυ{·} es una función umbral suave (soft-thresholding function), que
se aplica a cada elemento de su argumento vectorial y está deﬁnida como
Tυ{g} =
{
g (1− υ/|g|) , |g| ≥ υ
0. |g| < υ (B.27)
b)
tk+1 =
1 +
√
1 + 4t2k
2
. (B.28)
c)
zk+1 = mk+1 +
tk − 1
tk+1
(mk+1 −mk) . (B.29)
d)
k = k + 1, (B.30)
e) Veriﬁcar convergencia o criterio de corte.
La principal diferencia entre ISTA y FISTA es que en la función umbral Tυ{·} no
se utiliza el punto mk, sino una combinación lineal muy especiﬁca de los puntos mk+1
y mk. Con esta mejora se consigue una taza de convergencia mejor que la del ISTA
con un incremento despreciable del costo computacional, ya que el mayor costo reside
en calcular mk+1 y no en calcular un nuevo punto a partir de mk y mk+1.
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