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NONSYMMETRIC ROGERS-RAMANUJAN SUMS AND
THICK DEMAZURE MODULES
IVAN CHEREDNIK † AND SYU KATO ‡
Abstract. We consider expansions of products of theta-functions
associated with arbitrary root systems in terms of nonsymmetric
Macdonald polynomials at t = ∞ divided by their norms. The
latter are identified with the graded characters of Demazure slices,
some canonical quotients of thick (upper) level-one Demazure mod-
ules, directly related to recent theory of generalized (nonsymmet-
ric) global Weyl modules. The symmetric Rogers-Ramanujan-type
series considered by Cherednik-Feigin were expected to have some
interpretation of this kind; the nonsymmetric setting appeared nec-
essary to achieve this. As an application, the coefficients of the
nonsymmetric Rogers-Ramanujan series provide formulas for the
multiplicities of the expansions of tensor products of level-one Kac-
Moody representations in terms of Demazure slices.
Key words: Rogers-Ramanujan series; Hecke algebras; nonsymmetric Mac-
donald polynomials; Kac-Moody algebras; Demazure modules; global Weyl
modules.
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2.1.3. Elements πb, ub 11
2.1.4. Affine Weyl chamber 12
2.2. Partial ordering on P 12
2.2.1. The definition 12
2.2.2. Bruhat ordering etc 13
2.3. Polynomial representation 13
2.3.1. Y -operators 14
2.3.2. The µ-function 15
2.4. E -polynomials 16
2.4.1. Using Y -operators 16
2.4.2. Standard identities 17
3. Theta-products via E -polynomials 17
3.1. Mehta-Macdonald identities 17
3.1.1. Basic notations 18
3.1.2. The key expansions 19
3.2. Using E -dag polynomials 20
3.2.1. The numbers nc(b) 20
3.2.2. An example for A2 22
3.2.3. Proof of monomiality 22
3.3. Three major expansions 23
3.3.1. Non-spherical formulas 23
3.3.2. The limit at zero 24
3.3.3. The remaining cases 25
3.4. Iteration formulas 26
3.4.1. Some remarks 26
3.4.2. Using intertwiners 28
NONSYMMETRIC ROGERS-RAMANUJAN SUMS 3
3.4.3. Main Theorem 29
3.4.4. Comments 30
3.4.5. The case of A1 32
4. Demazure slices 33
4.1. Demazure slices 34
4.1.1. Thick Demazure modules 34
4.1.2. Filtrations of L(Λ[b]) 37
4.1.3. Characters of Demazure slices 39
4.2. Demazure slices and E†
b
(b ∈ P ) 40
4.2.1. Demazure-Joseph functors 41
4.2.2. More on Demazure-Joseph functors 42
4.2.3. Orthogonality relations 44
5. Filtrations of tensor products 46
5.1. The Wc-modules 46
5.1.1. Demazure operators 47
5.1.2. Level-zero theory 47
5.1.3. The ring end(Wc) 49
5.1.4. Introducing W-modules 50
5.2. Vanishing theorems 50
5.2.1. General results 50
5.2.2. Filtrations by W,D-modules 51
5.2.3. The passage to W-modules 53
5.3. Theta-products via Db 55
5.3.1. Theta-products via Wc 55
5.3.2. More on vanishing Extp 55
5.3.3. Some perspectives 58
5.3.4. Conclusion 58
References 60
4 IVAN CHEREDNIK AND SYU KATO
1. Introduction
Generalizing [ChFB], we expand the products of (standard) theta-
functions associated with arbitrary root systems in terms of nonsym-
metric Macdonald polynomials at t =∞ divided by their norms. The
latter are identified with the graded characters of Demazure slices ,
canonical quotients of the level-one thick (upper) Demazure modules,
which are directly related to recent theory of generalized global Weyl
modules ; see [FKM, FMO, KL] and references there. We conjecture
and partially prove (in the “mixed case”) that the expansions above,
the nonsymmetric Rogers-Ramanujan series , match the decomposi-
tion of tensor products of level-one integrable representations of Kac-
Moody algebras in terms of Demazure slices. This provides formulas for
the corresponding multiplicities, which are generally difficult to obtain
representation-theoretically.
1.1. Major objectives. Let us briefly overview the problems we ap-
proach and (partially) settle and the major techniques that are used.
The identification of nonsymmetric Macdonald polynomials at t = ∞
divided by their norms with the graded characters of Demazure slices is
the key; interestingly, the DAHA-based expansion of a (single) theta-
function is used in our proof. Applications of this fact to tensor prod-
ucts of arbitrary integrable Kac-Moody modules will require further
efforts. We only consider the tensor products of level-one modules.
1.1.1. Rogers-Ramanujan summations. The expansions of products of
standard theta-functions associated with an arbitrary (simple) root
system in terms of q–Hermite polynomials from [ChFB] generalize the
celebrated Rogers-Ramanujan summations and its various multi-rank
extensions. There are connections with [An2, War, GOW] and a vast
literature on the Rogers-Ramanujan identities, the representation the-
ory of Kac-Moody algebras, and related mathematical physics, includ-
ing the so-called Nahm conjecture; see [VZ, ChFB, CGZ]. Here the q–
Hermite polynomials, the symmetric Macdonald polynomials at t = 0,
were sufficient. The first usage of the q–Hermite polynomials in this
context is actually due to Rogers.
1.1.2. Demazure modules. When we take a single copy of the theta-
function, the expansion in [ChFB] was expected to be related to the
filtrations of level-one representations of affine Lie algebra in terms of
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thick Demazure modules, as in [Kas1], but the representation-theoretical
tools for making this a theorem were developed only recently.
Thick Demazure modules are infinite dimensional in general, as op-
posed to the thin (lower) Demazure modules that are always finite-
dimensional; see e.g. [Kum]. It is well known that thin Demazure mod-
ules of level one and nonsymmetric Macdonald polynomials at t = 0
are closely related through the local Weyl modules of (twisted) current
algebras [San, Ion, CL, FL, FK]. Moreover, the symmetric q–Hermite
polynomials divided by their norms were interpreted as the global Weyl
modules [LNS, FMS], with some technical reservations. Furthermore,
the filtration of parabolic Verma modules in terms of the global Weyl
modules was provided in [CI], which is important to us. The latter
filtration was generalized to any integrable highest weight modules of
affine Lie algebra in [KL]. Namely, the existence of the filtration of any
such modules in terms of global Weyl modules was proven there.
This theory combined with [FKM, FMO, OS] is essentially sufficient
to connect thick Demazure modules with global and generalized global
Weyl modules, at least for the types ADE. We use this approach
and develop a systematic theory of Demazure-Joseph functor [Jos] in
the thick case. One of the applications is a connection between thin
and thick Demazure modules; also, any twisted root systems can be
considered. From the nil-DAHA perspective, the Demazure-Joseph
functor is closely related to the DAHA intertwiners from [ChO], which
is one of the key advantages of the usage of nonsymmetric Macdonald
polynomials vs. the symmetric ones.
1.1.3. Nonsymmetric setting. In order to fully employ these and other
techniques, it is necessary to consider all Demazure modules, not only
those stable under the action of the classical part of the affine Lie al-
gebra (i.e. in the case of dominant weights). This corresponds to the
passage from the symmetric to nonsymmetric Macdonald polynomials
in DAHA theory. Here the limits t → 0 and t → ∞ result in very
different families of nonsymmetric polynomials. The nonsymmetric q–
Hermite polynomials, called E–polynomials in this paper, correspond
to t→ 0; they are significantly simpler than the E†–polynomials corre-
sponding to t→∞. A direct relation is only in the direction from E†
to E. However E†–polynomials are dual to E–polynomials with the
respect to some natural inner product; this is important to us.
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The goal of this paper is to present, examine and apply three ex-
plicit expansion formulas for the product of standard theta-functions
in terms of E– and E†–polynomials (divided by their norms). All three
coincide with the corresponding expansion from [ChFB] upon the sym-
metrization ; the case when we expand in terms of (nonsymmetric)
E–polynomials is actually close to the (symmetric) one from [ChFB].
A general problem is actually to expand products of the theta-
functions multiplied by any E– or E†–polynomials. Such formulas of
course require nonsymmetric theory. These E–factors must be omitted
(unless for minuscule weights) if one wants to obtain Rogers-Ramanujan-
type series of PSL(2,Z)–modular type , as in [VZ, ChFB, CGZ]; their
presence destroys the modularity. When they are absent, we therefore
expand the same products of theta-functions as in [ChFB] and our
formulas are (non-trivial) partitions of those considered there. The
main point of this paper is that (even without the E–factors) such
partitions have deep representation-theoretic meaning. For instance,
the DAHA intertwiners, which require the nonsymmetric setting, are
closely connected with the Demazure-Joseph functors [Jos].
1.2. Main results.
1.2.1. E– polynomials. Let R = {α} ⊂ Rn be a simple root system,
{αi} simple roots,W the Weyl group, P,Q the weight and root lattices.
Let b− denote the antidominant element (i.e. that from P−) that isW–
conjugate to b ∈ P . The normalization of the standard form in Rn is
(α, α) = 2 for short roots; the corresponding affine system is twisted :
R˜ = {[α, ναj] | α ∈ R, j ∈ Z, να = (α, α)/2}.
See Section 2.4 for the definition of the nonsymmetric Macdonald
polynomials Eb(X ; q, t) (b ∈ P ). By
∗, we denote the standard DAHA
anti-involution sending Xb 7→ X
−1
b , q 7→ q
−1, t 7→ t−1. These poly-
nomials are in terms of pairwise commutative variables Xc (c ∈ P );
q, t = {t|α|} are their parameters. Let
Eb
def
== Eb(X ; q, t→ 0), E
†∗
b = E
∗
b (t→0),
h0b be the limit of the norm of Eb(X, q, t) as t → 0, a very explicit
product of certain (1 − qj). Note that the polynomials E†∗b naturally
appear in our expansions, not the dag-polynomials E†b
def
== E∗b (t→∞).
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We have a standard theta-function θ forR: θ(X)
def
==
∑
b∈P q
(b,b)/2Xb,
and its special normalization θ̂
def
== θ/〈θµ◦(t→ 0)〉. See (3.8) for the for-
mula for the constant term 〈θµ◦〉 of θµ◦ in the limit t→ 0; µ◦ = µ/〈µ〉
for the DAHA µ–function. Under this normalization, θ̂ can be identi-
fied with the graded character of a level-one integrable representation
L of the twisted affinization ĝ of a simple Lie algebra g corresponding
to the root system R.
1.2.2. Rogers-Ramanujan sums. The following particular case of for-
mula (3.48) (the “mixed formula” from Theorem 3.4) is the key.
Theorem 1.1. For any c ∈ P, p ∈ N, and b = {bk ∈ P | 1 ≤ k ≤ p},
Ecι θ̂
p =
∑
b
Cb
q((c
−−b−1 )
2+(b−1 −b
−
2 )
2+...+(b−p−1−b
−
p )
2)/ 2∏p−1
k=1 h
0
bk
E†∗bp
h0bp
,
where Cb is some power of q depending on b, whose definition requires
the theory of E†–polynomials.
Setting c = 0, we arrive at an expansion of θ̂p in terms of E†∗–
polynomials divided by their norms. With a reservation about the
range of bk (which is P , not P−) and the q–factors C, this expan-
sion is quite similar to that from [ChFB]. Actually, it can be reduced
to the formula there (in the absence of c) using some theory of E†–
polynomials.
To understand this series from representation-theoretic perspective,
we use the associated graded pieces of thick Demazure filtrations of
level-one integrable representations of ĝ, called in this paper the De-
mazure slices .
The Rogers-Ramanujan theory is of course not only about the sum-
mations; the product formulas (if they exist) are very important. We
expect interesting representation-theoretic applications here. Let us
also mention the identities connecting different expansion of the (same)
products of theta-function. The latter are described in [ChD] for ar-
bitrary t in the symmetric setting; the passage to the non-symmetric
sums is straightforward. This is closely related to the topological vertex
and DAHA-Jones polynomials of Hopf links. Another perspective is a
generalization of this paper to the spinor q–Whittaker global function
from [ChO]. Affine Hall functions from [Ch6] must be mentioned too,
especially Section 2.5 there (devoted to the Kac-Moody limit).
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1.2.3. Demazure slices. Let g be a simple finite-dimensional Lie algebra
corresponding to R, ĝ its twisted affinization; L a level-one integrable
representation of ĝ (sometimes called basic ).
Theorem 1.2. The E†–polynomials divided by their norms are pre-
cisely the graded characters of Demazure slices.
Theorem 1.2 is (homologically) dual to the results of [San, Ion],
though the E†–polynomials are significantly more involved than the
E–polynomials. It is also a “nonsymmetric” analogue of that in [CI]
and is closely related to [KL]. Using Theorem 1.2, we derive the fol-
lowing theorem.
Theorem 1.3. Let p be a positive integer. For a level one thin De-
mazure module Db associated to b ∈ P , the module D
∨
b ⊗L
⊗p admits a
filtration by the Demazure slices (as constituents).
This is essentially our representation-theoretic interpretation of The-
orem 1.1. Combining Theorem 1.3 and Theorem 1.1, we obtain (quite
non-trivial) formulas for the multiplicities of the Demazure slices in
D∨b ⊗L
⊗p. Here obviously the “numerical” nil-DAHA approach is very
reasonable for obtaining explicit formulas vs. direct representation-
theoretic calculations; this was already demonstrated in [ChFB].
Let us provide some details. We first prove the symmetric analogue
of Theorem 1.2, which generalizes [KL] (the ADE case) to the twisted
affinizations. Then we follow [FKM] to obtain that Demazure slices
have graded characters (homologically) dual to those of thin Demazure
modules. Using this, Theorem 1.2 follows from the identification of
the proper Ext–pairing and the pairing from the theory of Macdonald
polynomials. Papers [ChO, Kas3, Kat1] are used here. Finally, the
machinery of Demazure-Joseph functors gives Theorem 1.3.
The end of the paper contains conjectures concerning the interpre-
tation of the remaining cases of the “numerical” theta-function expan-
sions. Let us mention here that Section 5 is more compressed and
technically involved than the rest of the paper. We provide sufficient
references, but it is mostly aimed at specialists in affine Lie algebras.
We note that one of the key application in [ChFB] was that Rogers-
Ramanujan-type expansions there almost automatically satisfy the level-
rank duality , which is generally involved representation-theoretically.
It will be interesting to see which kind of level-rank duality the non-
symmetric theory presented in this paper has.
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2. Affine roots systems and DAHA
Let R = {α} ⊂ Rn be a root system of type A,B, ..., F, G with re-
spect to a euclidean form (z, z′) on Rn ∋ z, z′,W theWeyl group gener-
ated by the reflections sα, R+ the set of positive roots corresponding to
fixed simple roots α1, ..., αn, Γ the Dynkin diagram with {αi, 1 ≤ i ≤ n}
as the vertices, ρ = 1
2
∑
α∈R+
α, R∨ = {α∨ = 2α/(α, α)}.
The root lattice and the weight lattice are:
Q = ⊕ni=1Zαi ⊂ P = ⊕
n
i=1Zωi,
where {ωi} are fundamental weights: (ωi, α
∨
j ) = δij for the simple
coroots α∨i . Replacing Z by Z± = {k ∈ Z,±k ≥ 0} we obtain Q±, P±.
Here and further see [B, Ch4].
The form will be normalized by the condition (α, α) = 2 for the
short roots in this paper. Thus να
def
== (α, α)/2 can be either 1, {1, 2},
or {1, 3}. We set νR
def
== {να | α ∈ R}. This normalization leads to the
inclusions Q ⊂ Q∨, P ⊂ P ∨, where P ∨ is defined to be generated by
the fundamental coweights {ω∨i } dual to {αi}.
We note that Q∨ = P for Cn (n ≥ 2), P ⊂ Q
∨ for B2n and P ∩Q
∨ =
Q for B2n+1; the index [Q
∨ : P ] is 2n−1 for any Bn (in the sense of
lattices).
2.1. Affine Weyl groups. The vectors α˜ = [α, ναj] ∈ R
n×R ⊂ Rn+1
for α ∈ R, j ∈ Z form the affine root system R˜ ⊃ R; this is the so-called
twisted case.
The vectors z ∈ Rn are identified with [z, 0]. We add α0
def
== [−ϑ, 1]
to the simple roots for the maximal short root ϑ ∈ R+. It is also the
maximal positive coroot because of the choice of normalization. The
(dual) Coxeter number is then h = (ρ, ϑ) + 1. The corresponding set
R˜+ of positive roots equals R+ ∪ {[α, ναj], α ∈ R, j > 0}.
We complete the Dynkin diagram Γ of R by α0 (by −ϑ, to be more
exact); this is called the affine Dynkin diagram Γ˜.
The set of the indices of the images of α0 by all the diagram auto-
morphisms of Γ˜ will be denoted by O; O = {0} for E8, F4, G2. Let
O′
def
== {r ∈ O, r 6= 0}. The elements ωr for r ∈ O
′ are the so-called mi-
nuscule weights: (ωr, α
∨) ≤ 1 for α ∈ R+ (here (ωr, ϑ) ≤ 1 is sufficient).
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2.1.1. Extended Weyl groups. Given α˜ = [α, ναj] ∈ R˜, b ∈ P , the
corresponding reflection in Rn+1 is defined by the formula
sα˜(z˜) = z˜ − (z, α
∨)α˜, b′(z˜) = [z, ζ − (z, b)],(2.1)
where z˜ = [z, ζ ] ∈ Rn+1.
The affine Weyl group W˜ is generated by all sα˜ (we write W˜ =
〈sα˜, α˜ ∈ R˜+〉). One can take the simple reflections si = sαi (0 ≤ i ≤ n)
as its generators and introduce the corresponding notion of the length.
This group is the semidirect product W⋉Q′ of its subgroups W =
〈sα, α ∈ R+〉 and Q
′ = {a′, a ∈ Q}, where
α′ = sαs[α, να] = s[α,−να]sα for α ∈ R.(2.2)
The extended Weyl group Ŵ generated by W and P ′ (instead of
Q′) is isomorphic to W⋉P ′:
(wb′)([z, ζ ]) = [w(z), ζ − (z, b)] for w ∈ W, b ∈ P.(2.3)
From now on, b and b′, P and P ′ will be identified.
2.1.2. The length on Ŵ . Given b ∈ P+, let w
b
0 be the longest element
in the subgroup W b0 ⊂ W of the elements preserving b. This subgroup
is generated by simple reflections. We set
ub = w0w
b
0 ∈ W, πb = b(ub)
−1 ∈ Ŵ , ui = uωi, πi = πωi ,(2.4)
where w0 is the longest element in W, 1 ≤ i ≤ n.
The elements πr
def
== πωr , r ∈ O
′ and π0 = id leave Γ˜ invariant and
form a group denoted by Π, which is isomorphic to P/Q by the natural
projection {ωr 7→ πr}. As to {ur}, they preserve the set {−ϑ, αi, i > 0}.
The relations πr(α0) = αr = (ur)
−1(−ϑ) distinguish the indices r ∈ O′.
Moreover,
Ŵ = Π⋉W˜ , where πrsiπ
−1
r =sj ⇔ πr(αi)=αj, 0 ≤ j ≤ n.(2.5)
Setting w = πru ∈ Ŵ , πr ∈ Π, u ∈ W˜ , the length l(w) is by definition
the length of the reduced decomposition u = sil...si2si1 in terms of the
simple reflections si, 0 ≤ i ≤ n. The number of si in this decomposition
such that νi = ν is denoted by lν(w).
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The length can be also defined as the cardinality |λ(w)| of the λ–sets :
λ(w)
def
== R˜+ ∩ w
−1(R˜−) = {α˜ ∈ R˜+, w(α˜) ∈ R˜−}, w ∈ Ŵ ;(2.6)
here : λ(w) = ∪νλν(w), λν(w)
def
== {α˜ ∈ λ(w), ν(α˜) = ν}.(2.7)
See, e.g. [B, Hu] and also [Ch4].
2.1.3. Elements πb, ub. Extending the definition of πb, ub from b ∈ P+
to any b ∈ P , we have the following proposition.
Proposition 2.1. Given b ∈ P , there exists a unique decomposition
b = πbub, ub ∈ W satisfying one of the following equivalent conditions:
(i) l(πb) + l(ub) = l(b) and l(ub) is the greatest possible,
(ii) λ(πb) ∩ R = ∅.
The latter condition implies that l(πb) + l(w) = l(πbw) for any
w ∈ W. Besides, the relation ub(b)
def
== b− ∈ P− = −P+ holds, which,
in its turn, determines ub uniquely if one of the following equivalent
conditions is imposed:
(iii) l(ub) is the smallest possible,
(iv) if α ∈ λ(ub) then (α, b) 6= 0.

We will need the following explicit description of the sets λ(b). For
α˜ = [α, ναj] ∈ R˜+, one has:
λ(b) = {α˜, (b, α∨) > j ≥ 0 if α ∈ R+,(2.8)
(b, α∨) ≥ j > 0 if α ∈ R−},
λ(πb) = {α˜, α ∈ R−, (b−, α
∨) > j > 0 if u−1b (α) ∈ R+,(2.9)
(b−, α
∨) ≥ j > 0 if u−1b (α) ∈ R−},
λ(π−1b ) = {α˜ ∈ R˜+, −(b, α
∨) > j ≥ 0},(2.10)
λ(ub) = {α ∈ R+, (b, α
∨) > 0}.(2.11)
For instance, l(b) = l(b−) = −2(ρ
∨, b−) for 2ρ
∨ =
∑
α>0 α
∨.
There is an important interpretation of the length and the elements
πb, ub in terms of the following affine action of Ŵ on z ∈ R
n:
(wb)((z)) = w(b+ z), w ∈ W, b ∈ P,
sα˜((z)) = z − ((z, α
∨) + j)α, α˜ = [α, ναj] ∈ R˜.(2.12)
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For instance, (bw)((0)) = b for any w ∈ W. The relation to the above
action is given in terms of the affine pairing ([z, l], z′+d)
def
== (z, z′)+ l :
(w([z, l]), w((z′)) + d) = ([z, l], z′ + d) for ŵ ∈ Ŵ ,(2.13)
where we treat ( , +d) formally (one can add d to Rn+1 and extend ( , )
correspondingly; compare with Sect. 4.1.1).
2.1.4. Affine Weyl chamber. Introducing the basic affine Weyl chamber
Ca =
n⋂
i=0
Lαi , L[α,ναj] = {z ∈ R
n, (z, α) + j > 0},
we come to another interpretation of the λ–sets:
λν(w) = {α˜ ∈ R˜+, C
a 6⊂ w((Lα˜)), να = ν}.(2.14)
Equivalently, taking a vector ξ ∈ Ca,
λ(w) = {α˜ ∈ R˜ | (α˜∨, ξ + d) > 0 > (α˜∨, ξ′ + d)}(2.15)
for ξ′ ∈ ŵ−1((Ca)). Geometrically, Π is the group of all elements of Ŵ
preserving Ca with respect to the affine action. Similarly, the elements
π−1b for b ∈ P are exactly those sending C
a to the basic nonaffine Weyl
chamber C
def
== {z ∈ Rn,(z, αi) > 0 for i > 0}.
2.2. Partial ordering on P .
2.2.1. The definition. It is necessary in the theory of nonsymmetric
polynomials; see [Op, Ma]. This ordering was also used in [Ch1] for
calculating the coefficients of Y –operators. The definition is as follows:
b≪ c, c≫ b for b, c ∈ P if c− b ∈ Q+ and b 6= c(2.16)
b ≺ c, c ≻ b if b− ≪ c− or {b− = c− and b≪ c}.(2.17)
Recall that b− = c− means that b, c belong to the same W–orbit. We
write , respectively if b can coincide with c.
The following sets
σ(b)
def
== {c ∈ P, c  b}, σ∗(b)
def
== {c ∈ P, c ≻ b},
σ−(b)
def
== σ(b−), σ+(b)
def
== σ∗(b+) = {c ∈ P, c− ≫ b−}.(2.18)
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are convex. By convex, we mean that if c, d = c + rα ∈ σ for α ∈
R+, r ∈ Z+, then
{c, c+ α, ..., c+ (r − 1)α, d} ⊂ σ.(2.19)
2.2.2. Bruhat ordering etc. We will use the standard Bruhat ordering.
Given w ∈ Ŵ , the standard Bruhat set B(w) is formed by u obtained
by striking out any number of {sj} from a reduced decomposition of
w ∈ Ŵ . The notation is u ≤ w. The set B(w) does not depend on the
choice of the reduced decompositions.
Proposition 2.2. (i) Let c = u((0)), b = w((0)) and u ∈ B(w). Then
c  b and b − c is a linear combination of the non-affine components
of the corresponding roots from λ(w−1). Also, c = b if and only if u
is obtained by striking out sj from v ∈ W such that w = πbv and this
product is reduced, i.e. ℓ(w) = ℓ(πb) + ℓ(v).
(ii) Letting b = si((c)) for 0 ≤ i ≤ n, if the element siπc belongs to
{πa, a ∈ P} then it equals πb. It happens if and only if (αi, c+ d) 6= 0.
More precisely, the following three conditions are equivalent:
{c ≻ b} ⇔ {(αi, c+ d) > 0} ⇔ {siπc = πb, l(πb) = l(πc) + 1}.(2.20)
The latter relation implies that λ(πb) = π
−1
c (αi) ∩ λ(πc). 
The following lemma is Lemma 1.7 from [Ch5]; it extends part (ii)
to the case (αi, c+d)=0.
Lemma 2.3. The condition (αi, c+ d) = 0 for 0 ≤ i ≤ n, equivalently,
the condition (αi, b + d) = 0 for b = si((c)), implies that uc(αi) = αj
for i > 0 or uc(−ϑ) = αj for i = 0 for a proper index j > 0. Given c
and i ≥ 0, the existence of such αj and the equality (αj , c−) = 0 are
equivalent to (αi, c+ d) = 0. 
2.3. Polynomial representation. For the variables X1, . . . , Xn, let
Xb˜ =
n∏
i=1
X lii q
k if b˜ = [b, k], w(Xb˜) = Xw(˜b).(2.21)
where b =
n∑
i=1
liωi ∈ P, k ∈ Q, w ∈ Ŵ .
For instance, X0
def
== Xα0 = qX
−1
ϑ . We will set (˜b, c˜) = (b, c), i.e. we
ignore the affine extensions in this pairing.
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Note that π−1r is πr∗ and u
−1
r is ur∗ for r
∗ ∈ O , where the reflection
{·}∗ is induced by an involution ι of the nonaffine Dynkin diagram Γ.
By e, we will denote the least natural number such that e(P, P )/2 =
Z. Thus e = 4 for D2k, e = 2 for B2k and Ck, otherwise e = 2|Π|.
2.3.1. Y -operators. For α˜ = [α, ναj] ∈ R˜, 0 ≤ i ≤ n, we set
tα˜ = tα = tνα , tαi
def
== ti.
The Demazure-Lusztig operators are as follows:
Ti = t
1/2
i si + (t
1/2
i − t
−1/2
i )(Xαi − 1)
−1(si − 1), 0 ≤ i ≤ n.(2.22)
They obviously preserve Z[q][Xb, b ∈ P ]. We note that only the
formula for T0 involves q:
t
1/2
0 s0 + (t
1/2
0 − t
−1/2
0 )(Xα0 − 1)
−1(s0 − 1), where
X0 = qX
−1
ϑ , s0(Xb) = XbX
−(b,ϑ)
ϑ q
(b,ϑ), α0 = [−ϑ, 1].(2.23)
We will also need πr (r ∈ O
′); they act via the general formula w(Xb) =
Xw(b) for w ∈ Ŵ .
Given w ∈ W˜ , r ∈ O, the product
Tπrw
def
== πr
l∏
k=1
Tik , where w =
l∏
k=1
sik , l = l(w˜),(2.24)
does not depend on the choice of the reduced decomposition (because
Ti satisfy the same “braid” relations as si do). Moreover,
TvTw = Tvw whenever l(vw) = l(v) + l(w) for v, w ∈ Ŵ .(2.25)
In particular, we arrive at the pairwise commutative elements
Yb
def
==
n∏
i=1
Y lii if b =
n∑
i=1
liωi ∈ P, Yi
def
== Tωi , b ∈ P.(2.26)
The action of Ti, πr (r ∈ O) and Xb, considered to the operators of
multiplication by Xb (see (2.21)), induces a representation of DAHA,
the abstract algebra generated by these operators. It is called the
polynomial representation ; the notation is
V
def
== Z[q±1/(2e), t±1/2ν ][Xb, b ∈ P ].
It is a faithful DAHA-module if q is not a root of unity, so we can skip
the definition of DAHA in this paper.
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2.3.2. The µ-function. The following exponential notation for ti in terms
of parameters (or complex numbers) kν will be convenient in quite a
few formulas. For α˜ = [α, ναj] ∈ R˜, 0 ≤ i ≤ n, kα
def
== kνα, we set
tα˜ = tα = tνα = q
kν
α , qα = q
να, ρk
def
== (1/2)
∑
α>0
kαα.(2.27)
For instance, by Xα(q
ρk) = q(ρk,α), we mean
∏
ν∈νR
t
(ρk ,α)/ν
ν , where
α ∈ R. This product contains only integral powers of tsht and tlng (tα
for short and long roots). Note that (ρk, α
∨
i ) = ki = kαi for i > 0.
The truncated theta-function , which is the key in the definition of
the inner product of the polynomial DAHA representation (and in the
theory of nonsymmetric Macdonald polynomials) is as follows:
µ(X ; q, t) =
∏
α∈R+
∞∏
j=0
(1−Xαq
j
α)(1−X
−1
α q
j+1
α )
(1−Xαtαq
j
α)(1−X−1α tαq
j+1
α )
.(2.28)
We will consider µ as a Laurent series with coefficients in the ring
Q[tν ][[q]]. The constant term of a Laurent series f(X) will be denoted
by 〈f〉 through the paper. One has:
〈µ〉 =
∏
α∈R+
∞∏
i=1
(1− q(ρk,α)+iνα)2
(1− tαq(ρk ,α)+iνα)(1− t−1α q
(ρk ,α)+iνα)
.(2.29)
Using that q(z,α) = q
(z,α∨)
α , we can set here q(ρk,α)+iνα = q
(ρk,α
∨)+i
α . This
formula is equivalent to the Macdonald constant term conjecture.
Let µ◦
def
== µ/〈µ〉. The coefficients of the Laurent series µ◦ are from
the field of rationals Q(q, t)
def
== Q(qν , tν), where ν ∈ νR. We set
〈f, g〉
def
== 〈f g∗µ◦〉 = 〈g, f〉
∗ for f, g ∈ Q(q
1
2e , t
1
2
ν )[X ],(2.30)
where X∗b = X−b, (t
u
ν)
∗ = t−uν , (q
u)∗ = q−u for u ∈ Q.
Note that µ∗◦ = µ◦. Also 〈A(f), g〉 = 〈f, A
−1(g)〉, for the DAHA
generators A = Xi (1 ≤ i ≤ n), πr (r ∈ O), Ti (i ≥ 0) and therefore for
any A = Tw, Yb. So V is formally a ∗–unitary representation of DAHA.
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We will mostly need this pairing in the limit tν → 0. For later
reference, let µ
def
== µ(tν→0, ν ∈ νR). Then
µ =
∏
α∈R+
∞∏
j=0
(1−Xαq
j
α)(1−X
−1
α q
j+1
α ),(2.31)
〈µ〉 =
n∏
i=1
∞∏
j=1
1
1− qji
, where qi = q
νi, νi = ναi =
(αi, αi)
2
.(2.32)
2.4. E -polynomials. There are two equivalent definitions of the non-
symmetric Macdonald polynomials , denoted by Eb = Eb(X ; q, t) for
b ∈ P . They belong to Q(q, t)[Xa, a ∈ P ] and, using the pairing 〈 , 〉,
can be introduced by means of the conditions
Eb−Xb ∈ Σ+(b)
def
==⊕c≻bQ(q, t)Xc, 〈Eb, Xc〉=0 forP ∋c ≻ b.(2.33)
They are well defined because the pairing is nondegenerate (for generic
q, t) and form a basis in Q(q, t)[P ].
This definition is due to Macdonald (for ksht = klng ∈ Z+), who
extended Opdam’s nonsymmetric polynomials introduced in the differ-
ential case in [Op] (Opdam mentions Heckman’s unpublished lectures
in [Op]). The general (reduced) case was considered in [Ch2].
2.4.1. Using Y -operators. Another approach to E–polynomials is based
on the Y –operators. We continue using the same notation X, Y, T for
these operators acting in the polynomial representation.
Proposition 2.4. The polynomials {Eb, b ∈ P} are unique (up to pro-
portionality) eigenfunctions of the operators {Lf
def
== f(Y1, . . . , Yn)},
where f ∈ Q[X ], acting in Qq,t[X ] :
Lf (Eb) = f(q
−b♯)Eb for b♯
def
== b− u−1b (ρk),(2.34)
Xa(q
b) = q(a,b) ,where a, b ∈ P, ub = π
−1
b b,(2.35)
ub is from Proposition 2.1, b♯ = πb((−ρk)).

The coefficients of the Macdonald polynomials are rational functions
in terms of q, tν (here either approach can be used). Note that b♯ =
b−ρk for b ∈ P− and b♯ = b+ρk for generic b ∈ P+ (such that (b, αi) > 0
for i = 1, . . . , n).
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2.4.2. Standard identities. We will need the following evaluation and
norm formulas. One has:
Eb(q
−ρk) = q(ρk ,b−)
∏
[α,j]∈λ ′ (πb)
(1− qjαtαXα(qρk)
1− qjαXα(qρk)
)
,(2.36)
λ ′ (πb) = {[α, j] | [−α, ναj] ∈ λ(πb)}.(2.37)
Explicitly (see (2.9)),
λ ′ (πb) ={[α, j] | α ∈ R+,(2.38)
− (b−, α
∨) > j > 0 if u−1b (α) ∈ R−,
− (b−, α
∨) ≥ j > 0 if u−1b (α) ∈ R+}.
Formula (2.36) is the nonsymmetric version of the Macdonald evalua-
tion conjecture from [Ch2]. The norm-formula is as follows:
〈Eb, Ec〉=δbc
∏
[α,j]∈λ′(πb)
((1−qjαt−1α Xα(qρk))(1−qjαtαXα(qρk))
(1−qjαXα(qρk))(1−q
j
αXα(qρk))
)
.(2.39)
For later reference, let
gb(q, t)
def
== Eb(q
−ρk), hb(q, t)
def
== 〈Eb, Eb〉 for b ∈ P.(2.40)
Assuming that tν → 0 for all ν ∈ νR (we set t→ 0),
lim
t→0
q−(ρk ,b−)gb = 1, h
0
b
def
== lim
t→0
hb =
∏
[αi,j]∈λ′(πb)
(1−qji ).(2.41)
i.e. the last product is over [−α, ναj] ∈ λ(πb) with simple α. Also:
〈EbE
†∗
c µ◦(t→0)〉=δbch
0
b for Eb=Eb(t→0), E
†∗
c =E
∗
c (t→0).(2.42)
See formula (3.42) from [ChO].
3. Theta-products via E -polynomials
3.1. Mehta-Macdonald identities.
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3.1.1. Basic notations. Our approach is based on the difference Mehta-
Macdonald formulas for standard theta-functions . Given a root system
R as above and the corresponding P,Q, they generally depend on the
choice of a character v : Π = P/Q→ C∗. The group of such characters
will be denoted by Π′; the trivial character will be 1′. Let
ζv(Xa) = v(a)XaTwYb for a ∈ P.(3.1)
For a character v ∈ Π′, we set
θv(X)
def
==
∑
b∈P
v(b)q(b,b)/2Xb = ζv(θ), where θ
def
== θ1′ .(3.2)
The characters v play here the role of the classical theta- characteris-
tics . Definition (3.2) is directly related to that from [ChFB], though we
used a somewhat different setting there. Namely, theta-functions were
introduced using the partial summations in the series for θ, where the
images of b were taken from some subsets ̟ ⊂ Π. Using v instead of
̟, we obtain two different basis in the same space (of theta-functions).
The usage of ̟ has some advantages for the PSL(2,Z)–modularity
and when the string functions are considered [KP]. One of the most
important observations in [ChFB] was that the Rogers-Ramanujan for-
mulas give almost immediate justification of the level-rank duality for
related string functions. See also Lemma 3.1 from [ChD] concerning
the “topological DAHA-vertex”.
We will use Theorem 5.1 from [Ch3] (the first formula) and Theo-
rem 3.4.5 from [Ch4]. Enhancing them by the characters v ∈ Π′ follows
Theorem 3.2 from [ChD], where (3.5) below was proven; the justifica-
tion of (3.6) is quite similar.
We will need nonsymmetric spherical polynomials Eb
def
== Eb/Eb(q
−ρk)
for b ∈ P . See [Ch4], and formula (6.30) from [Ch5]. Using these
polynomials and the definition of b♯ from (2.34), the duality theorem
states that
Eb(q
c♯) = Ec(q
b♯), where b♯ = b− u
−1
b (ρk), b, c ∈ P.(3.3)
We will also use that µ∗◦ = µ◦, where µ◦ is understood as a Laurent
series 1+ . . . in terms of Xb with rational q, t–coefficients. This readily
give the relations:
〈Eb, Ec〉 = 〈E
∗
b , E
∗
c 〉 = δbc〈Eb, Eb〉 = δbc〈Eb, Eb〉
∗ for b, c ∈ P.(3.4)
One can see the ∗–invariance of 〈Eb, Eb〉 directly from (2.39).
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3.1.2. The key expansions. Recall that X∗b = X
−1
b = X−b, for b ∈ P ,
q∗ = q−1, t∗ = t−1 and ub(b) = b− ∈ P−. The following formulas are
the key for us.
Theorem 3.1. For b, c ∈ P ,
v(b+ c)〈EbEcθvµ◦〉 = q
b2−/2+c
2
−/2−(b−+c−,ρk) Ec(q
b♯) 〈θµ◦〉,(3.5)
v(b− c)〈EbE
∗
c θvµ◦〉 = q
b2−/2+c
2
−/2−(b−+c−,ρk) E∗c (q
b♯) 〈θµ◦〉.(3.6)
Here the coefficients of the Laurent series for µ◦ are naturally expanded
in terms of positive powers of q and the proportionality factor is a q–
generalization of the Mehta -Macdonald integral:
〈θµ◦〉 =
∏
α∈R+
∞∏
j=1
(1− t−1α q(ρk,α∨)+jα
1− q
(ρk ,α∨)+j
α
)
.(3.7)

For later reference, let us make t→ 0 in (3.7):
〈θµ◦〉 = 〈µ◦〉
−1 =
n∏
i=1
∞∏
j=1
(1− qji ) when t→ 0.(3.8)
Switching here (and below) to
θ̂v
def
== θv/〈θµ◦〉,(3.9)
the formulas above can be interpreted as the following expansions:
Ecθ̂v =
∑
b∈P
〈EbEcθ̂vµ◦〉
〈Eb, Eb〉
E∗b =
∑
b∈P
q
b2−
2
+
c2−
2
−(b−+c−,ρk)
v(b+ c)〈Eb, Eb〉
Eb(q
c♯)E∗b ,(3.10)
E∗c θ̂v =
∑
b∈P
〈EbE
∗
c θ̂vµ◦〉
〈Eb, Eb〉
E∗b =
∑
b∈P
q
b2−
2
+
c2−
2
−(b−+c−,ρk)
v(b− c)〈Eb, Eb〉
E∗b (q
c♯)E∗b ,(3.11)
Ecθ̂v =
∑
b∈P
〈E∗b Ecθ̂vµ◦〉
〈Eb, Eb〉
Eb =
∑
b∈P
q
b2−
2
+
c2−
2
−(b−+c−,ρk)
v(c− b)〈Eb, Eb〉
E∗b (q
c♯)Eb.(3.12)
Here (3.11) and (3.12) follow from (3.6), where we use the duality.
Formula (3.12) in the symmetric variant was the starting point for
paper [ChFB].
Proposition 3.6 and Theorem 3.7 from [ChD] contain a formal theory
of iterations of these relation. They were stated there for symmetric
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Macdonald polynomials. Change the summations from P+ to P , re-
place −c− ρk for c ∈ P+ by c♯, and use
b2−
2
+
c2−
2
− (b−+ c−, ρk) instead
of b
2
2
+ c
2
2
+(b+ c, ρk) to transfer the iteration formulas in [ChD] to the
E–polynomials.
The formulas for iterations with generic t are quite involved because
there are no explicit formulas for E∗b (q
c♯). However these quantities
become some relatively simple q–monomials in the limit t→ 0 and also
when t = 1. Let us discuss a little the case t = 1, called “free theory”.
One has: µ◦ = 1, 〈µ〉 = 1, Eb = Eb = Xb for any b ∈ P , and Eb(q
c♯) =
q(b,c). The expansion above reads Xcθv =
∑
b∈P q
(b−−c−)2/2 v(b− c)Xb,
which is simply the result of substitution b 7→ b − c in the formula
for θv. In spite of its simplicity, this formula plays the key role in the
theory of theta-functions and Gaussians.
3.2. Using E -dag polynomials. The two limiting cases t→ 0 and
t→∞ of the DAHA theory are of significant importance:
Eb(X ; q)=Eb(X ; q, t→0), E
†
b(X ; q)=Eb(X ; q, t→∞), b ∈ P.(3.13)
These polynomials are well defined; see [ChO]. We will simply call
them E-dag and E-bar polynomials. The former are nonsymmetric
generalizations of the q–Hermite polynomials, which coincide with the
level-one Demazure characters in the twisted setting [San, Ion]. The
latter are more recent; they were studied in [ChO]. The coefficients
of E†b , which are from Z[q
−1], were conjectured there to be in Z+[q
−1].
Furthermore, it was conjectured that
E†c=
∑
b∈W (c)
qnc(b)Xb modΣ+(c), where nc(b) ∈ Z−, c ∈ P,(3.14)
where we take only b in the summation such that Xb is present in E
†
c .
See (2.33) for the definition of Σ+(c).
The first conjecture was (generalized and) verified in [OS]. The pre-
sentation (3.14) was checked in [ChFE] for c = c− and verified in [NNS]
in the simply-laced case. It was mentioned in [ChFE] that it formally
follows from the case c = c−; we will provide the proof below.
3.2.1. The numbers nc(b). By constriction, nc(c) = 0 and q
nc(c−) = 0
unless c = c−. Let us use formula (3.52) from [ChO].
We assume in the next calculation that (c, αi) = (c−, uc(αi)) < 0
for 1 ≤ i ≤ n. Then uc(αi) ∈ R+. Also, πc = siπsi(c) is reduced
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(l(πc) = l(si) + l(πsi(c))) and, equivalently, the product usi(c) = ucsi is
reduced. One has:
E
†
si(c)
=
{
(1− q(c,αi))−1(T †i )
′(E
†
c) if uc(αi) is simple,
(T †i )
′(E
†
c) otherwise,
(3.15)
(T †i )
′ = T †i − 1 =
Xαi
Xαi−1
(si−1), T
†
i
def
== t
−1/2
i Ti(t→∞).(3.16)
Recall that q(b,αi) = q
(b,α∨i )
i , qi = q
νi = q(αi,αi)/2. For any b ∈ P ,
(T †i )
′(Xb) mod Σ+(b) =

Xsi(b), if (b, αi) < 0
−Xb, if (b, αi) > 0
0, if (b, αi) = 0.
(3.17)
Therefore:
(T †i )
′(E†c ) mod Σ+(b) =
(b,αi)>0∑
b∈W (c)
(qnc(si(b)) − qnc(b))Xb,(3.18)
qnsi(c)(b) =

0, unless (b, αi) > 0,
qnc(si(b))−qnc(b)
1−q(c,αi)
, if uc(αi) is simple,
qnc(si(b)) − qnc(b), otherwise,
(3.19)
where we impose (b, αi) > 0 in the latter two equalities; q
nc(b) may be
0 for such b. The role of simplicity uc(αi) is as follows:
provided (b, αi)>0, uc(αi) is simple ⇐⇒ h
0
c 6=h
0
si(c)
.(3.20)
Employing the monomiality claim :
qnsi(c)(b) =
{
0, if (b, αi)≤0 or q
nc(si(b))=qnc(b),
qnc(si(b)), if (b, αi)>0 and q
nc(si(b)) 6=qnc(b).
(3.21)
Moreover, in the latter case, qnc(b)=qnc(si(b))+(c,αi) for simple uc(αi) and
qnc(b)=0 if uc(αi) is not simple; this root is positive due to (c, αi)<0.
Using relations (3.21), we can obtain all qnc(b) for any c ∈ W (c−) ∋ b
assuming that they are known for c = c−; see [ChFE] for the latter case.
Indeed, any element from the orbit W (c) can be obtained from c =
c− by consecutively applying proper si under the negativity condition
above: c′ = si(c), c
′′ = si′c
′ for (c′, αi′) < 0, and so on.
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3.2.2. An example for A2. It makes some sense to provide a simple
example (the simplest beyond A1). For A2, let c− = −ρ = −ω1 − ω2,
si = s1, si′ = s2. Thus c = −ω1−ω2, c
′ = s1(c) = ω1−2ω2, c
′′ = s2(c
′) =
2ω2−ω1. Recall that Xi = Xω1. The first polynomial we provide below
is E†c . It is followed by and the corresponding
∑
b∈W (c−)
qnsi(c)(b)Xb
calculated via formula (3.21) for c, si. Note that it does coincide with
the contribution of Xb for b ∈ W (c
′) in E†c′ , which is provided next.
Similarly,
∑
b q
ns
i′
(c′)(b)Xb from (3.21) for c
′, si′ is given after  , which
coincides with the corresponding portion of E†c′′. The latter is the last
polynomial we provide.
1
X1X2
+
X2
qX21
+
1
q
+
2
q2
+
X1
qX22
+
X21
q2X2
+
X1X2
q2
+
X22
q2X1
 
X1
X22
+
X21
qX2
,
X1
X22
+
X21
qX2
+
1
q
 
X22
X1
+
X1X2
q
,
X22
X1
+
X1X2
q
+1 .
3.2.3. Proof of monomiality. The monomiality claim (3.14) was conve-
nient to use when checking (3.21). This is not necessary; the mono-
miality can be actually deduced from the same argument and the case
c = c−, c
′ = si(c).
Proposition 3.2. Let ζc(b) be the coefficient of Xb for b ∈ W (c) in
E†c ; we set ζ−(b) = ζc−(b). Then given c−, ζc(b) is either 0 or coincides
with ζ−(uc(b)). More exactly, if c
′ = si(c) and (αi, c) < 0, then relations
(3.21) hold and one can proceed by induction. In particular, we arrive
at the monomiality statement from (3.14).
Proof. We argue by induction with respect to l = l(uc) following
Proposition 7.4 from [ChFE] and the next mini-section there “On em-
beddings of dag-polynomials”. They provide the expansion (3.21) for
c = c− and the monomiality for c
′ = si(c−), i.e. the induction step
l = 1. We will also use Corollary 3.6 from [ChO], which establishes
that ζc(b) belong to Z[q
−1]. To simplify the reasoning we use the posi-
tivity of ζc(b) from [OS] (which can be actually avoided here).
For any c, let c′ = si(c). In the case of simple uc(αi), we have
uc(αi) = αj for 1 ≤ j ≤ n. Then either both terms in ζc(si(b))− ζc(b)
vanish or neither of them. Indeed, if only one is zero, then it would
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contradict to ζc′(b) ∈ Z[q
−1] for c′ = si(c). If both vanish then ζc′(b) =
0. If both are nonzero, the we obtain by the induction claim for c:
ζc′(b) =
ζc(si(b))− ζc(b)
1− q(c,αi)
=
ζ−(ucsi(b))− ζ−(uc(b))
1− q(c,αi)
=
ζ−(sjuc(b))− ζ−(uc(b))
1− q(c−,αj)
, where we use ucsi = sjuc.
Here the product ucsi is reduced by construction and (uc(b), αj) =
(b, αi) > 0; so we can use step l = 1 (for c
′ = sj(c−)).
If uc(αi) is not simple, then we need to check that ζ−(uc(b)) from
ζc′(b) = ζc(si(b))− ζc(b) = ζ−(ucsi(b))− ζ−(uc(b)) is 0 unless these two
terms coincide. Note that there is no denominator now. This follows
from some (minor) development of the method from [ChFE] for c = c−.
Alternatively, we can simply use for this step that ζc′(b) ∈ Z+[q
−1] from
[OS]; the presence of nonzero −ζc(b) = −ζ−(uc(b)) readily contradicts
the positivity proven there. This gives the required. 
3.3. Three major expansions.
3.3.1. Non-spherical formulas. In the theory of E†–polynomials it is con-
venient to use the following (obvious) identity:
E†b (X ; q) = E
∗
b (X
−1; q−1, t→ 0), b ∈ P ; see (2.30).(3.22)
Let us consider the limit t → 0 in formulas (3.10,3.11,3.12). First,
we need to restate them in terms of E–polynomials using gb(q, t) from
(2.40) and employing the duality in the middle formula:
Ec
gc
θ̂v =
∑
b∈P
q
b2−
2
+
c2−
2
−(b−+c−,ρk)
v(b+ c)〈Eb, Eb〉
gbg
∗
b
gbg∗b
Eb(q
c♯)E∗b ,(3.23)
E∗c
g∗c
θ̂v =
∑
b∈P
q
b2−
2
+
c2−
2
−(b−+c−,ρk)
v(b− c)〈Eb, Eb〉
gbg
∗
b
g∗cg
∗
b
E∗c (q
b♯)E∗b ,(3.24)
Ec
gc
θ̂v =
∑
b∈P
q
b2−
2
+
c2−
2
−(b−+c−,ρk)
v(c− b)〈Eb, Eb〉
gbg
∗
b
g∗bgb
E∗b (q
c♯)Eb.(3.25)
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3.3.2. The limit at zero. Now let t→ 0 (i.e. tν → 0 for all ν). We will
use (2.41) and h0b = limt→0 hb. The last formula is somewhat simpler
to analyze. Note the cancelation of gb–factors; also, 1/gc on the l.h.s.
cancels q−(c−,ρk) on the r.h.s. One obtains:
Ecθ̂v =
∑
b∈P
q
b2−
2
+
c2−
2
v(c−b)h0b
(
lim
t→0
q−(b−,ρk)E∗b (q
c♯)
)
Eb.(3.26)
Using that c♯ = u
−1
c (c− − ρk), the monomials X−a from E
∗
b that
do not vanish in the limit t → 0 upon the evaluation at qc♯ are for
a ∈ W (b) and must satisfy
(b−, ρk) = (a, u
−1
c (ρk)) = (uc(a), ρk)
for generic k (before the limit). This gives the relation a = u−1c (b−).
Let us comment on our usage of q and k here. We assume that
0 < qα < 1 and that kν → +∞ (they are generic real numbers);
then tν → 0, which is exactly what we need here. Thus X−a from E
∗
b
contributes to the limit (3.26) only if
lim
kν→∞
q−(b−,ρk)X−a(q
c♯) 6= 0,
and we arrive at the relation above.
Now let us use the expansion
E∗b (X ; q, t→0)=E
†(X−1; q−1)=
∑
a∈W (b)
X−aq
−nb(a) modΣ+(b),(3.27)
where nb(a) are from (3.14). One has:
lim
t→0
q−(b−,ρk)E∗b (q
c♯) = q−nb(a)X−a(q
u−1c (c−))(3.28)
= q−nb(a)q−(a,u
−1
c (c−)) = q−nb(a)−(b− ,c−),
q
b2−
2
+
c2−
2
v(c−b)h0b
(
lim
t→0
q−(b−,ρk)E∗b (q
c♯)
)
=
q
(c−−b−)
2
2
−nb(a)
v(c−−b−)h0b
.
As above, we take only a such that Xa is present in E
†
b ; we technically
set q−nb(a) = 0 otherwise. Also we can obviously replace here v(c) by
v(c−). Thus (3.26) becomes in the limit:
Ecθ̂v =
∑
b∈P
q
(c−−b−)
2
2
−nb(u
−1
c (b−))
v(c−−b−)h0b
Eb.(3.29)
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Assuming that c = c− we come to the setting of [ChFB]. Indeed,
uc =id and q
−nb(u
−1
c (b−))=0 unless b = b−. For b = b− ∈ P−, the polyno-
mials Eb− coincide with the corresponding symmetric bar-polynomials,
and therefore the resulting decomposition is exactly as it was in [ChFB].
Interestingly, this decompositions is quite non-trivial when c 6∈ P−; the
numbers nb(c) are involved.
3.3.3. The remaining cases. Actually, the calculation is very similar in
the other two cases. Let us proceed with (3.24). After the cancelations
of g as above, now q−(ρk ,c−) replaces q−(ρk,b−) on the r.h. To proceed,
let us set E†∗c
def
== E†c (X
−1; q−1). Then
E†∗c θ̂v =
∑
b∈P
q
b2−
2
+
c2−
2
v(b−c)h0b
(
lim
t→0
q−(c−,ρk)E∗c (q
b♯)
)
E†∗b .(3.30)
The roles of b and c within lim
(
· · ·
)
are now exactly the opposite to
those above. Therefore the monomial X−a from E
∗
c contributes to the
limit if and only if a = u−1b (c−) and the final formula becomes:
E†∗c θ̂v =
∑
b∈P
q
(b−−c−)
2
2
−nc(u
−1
b
(c−))
v(b−−c−)h0b
E†∗b .(3.31)
The analysis of the remaining (first) formula is also quite close to that
for (3.12). The cancelation of the g–factors is exactly the same. The
only change is that the polynomials Eb replace E
∗
b there. Proposition
3.1 of [ChO] states that
Eb(X ; q, t→0)=
∑
a∈W (b)
ςb(a)Xa modΣ+(b),(3.32)
where ςb(a) = 1 if ua ≥ ub in the sense of the Bruhat order and 0
otherwise. This replaces more involved (3.27). For the (unique) Xa in
Eb (instead of X−a in E
∗
b ) contributing to the limit one now has:
(b−, ρk) = −(a, u
−1
c (ρk)) = −(uc(a), ρk).
Therefore, a = u−1c w0(b−), where we use that −w0(ρk) = ρk, and
lim
t→0
q−(b−,ρk)Eb(q
c♯)=Xa(q
u−1c (c−))=q(a,u
−1
c (c−))=q−(b−,c
ι
−)(3.33)
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for c ι
def
== −w0(c). Note that ucι = w0ucw0 and (c−)
ι = (c ι)−. Finally:
Ecθ̂v =
∑
b∈P
ςb(u
−1
c w0(b−))
q
(b−− c
ι
−)
2
2
v(b−+c−)h0b
E†∗b ,
Ecι θ̂v =
∑
b∈P
ςb(w0u
−1
c (b−))
q
(b−− c−)
2
2
v(b−−c−)h0b
E†∗b ,(3.34)
where we changed c to c ι in the second formula.
As an example, let us consider the case c ∈ P−. Then all b ∈ P will
occur in this summation because uc =id.
3.4. Iteration formulas. Let us summarize the analysis above in the
following theorem.
Theorem 3.3. Let us fix v ∈ Π′ = Hom(Π,C∗). We use the function
nc(b) from (3.14); recall that we set q
−nb(a)=0 if Xa is not present in
E†b . Also, ςb(a) = 1 if ua ≥ ub in the sense of the Bruhat order in W
and 0 otherwise, c ι = −w0(c) and h
0
b =
∏
[αi,j]∈λ′(πb)
(1−qji ) for b, c ∈ P ;
see (2.41) and (2.38) . One has:
Ecι θ̂v =
∑
b∈P
ςb(w0u
−1
c (b−))
q
(b−−c−)
2
2
v(b−−c−)h0b
E†∗b ,(3.35)
E†∗c θ̂v =
∑
b∈P
q
(b−−c−)
2
2
−nc(u
−1
b
(c−))
v(b−−c−)h0b
E†∗b ,(3.36)
Ecθ̂v =
∑
b∈P
q
(c−−b−)
2
2
−nb(u
−1
c (b−))
v(c−−b−)h0b
Eb.(3.37)
In particular for c = 0 (notice b ∈ P− in the second sum below):
θ̂v =
∑
b∈P
q
b2
2
v(b−)h
0
b
E†∗b =
∑
b∈P−
q
b2
2
v(−b−)h0b
Eb .(3.38) 
3.4.1. Some remarks. (i) Formula (3.37) for v = 1′ is actually not new.
It can be deduced from formula (4.43) from [ChO]. The notation γ˜⊖
there becomes θ in this paper, and ab,u−1c used in (3.43) is the coefficient
of X−u−1c (b−) in E
∗
b (t→ 0) = E
†∗
b ; see Proposition 4.3 from [ChO].
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(ii) Let us discuss some symmetries of the expansions above. First
of all, (3.36) formally follows from (3.37). Indeed, the coefficient of
E†∗b /h
0
b in this expansion equals 〈E
†∗
c θ̂vEbµ◦〉. The coefficient of Ec/h
0
c
in the r.h.s. of (3.37) is given by the same expression: 〈Ebθ̂vE
†∗
c µ◦〉.
Similarly, the coefficient of E†∗b /h
0
b in (3.35) is 〈Ecι θ̂vEbµ◦〉, which is
symmetric under c ι ↔ b. This readily gives a general relation:
ςb(u
−1
c w0(b−)) = ςc(u
−1
b w0(c−)), b, c ∈ P.
Let us outline a direct justification of the latter relation. Setting
u−1c w0(b−) = a = u
−1
a (b−), Proposition 3.4 from [ChO] states that Xa
occurs in Eb (always with the coefficient 1) if and only if ub ≤ ua
in for the Bruhat order in W . Equivalently, ub ≤ w0uc due to the
minimality of ub modulo the centralizer of b− on the left. Generally,
if uv−1 = w0 and l(u
′) < l(u) for u′ = usα, which corresponds to
deleting one simple reflection from the reduced decomposition of u,
then u′(v′)−1 = w0 for v
′ = vsα, l(v
′) > l(v), and therefore v′ > v.
Thus ub ≤ w0uc ⇔ w0ub ≥ uc, which gives the required.
(iii) The second expansion from (3.38), namely the expansion in
terms of Eb, is a special case of (3.37). The first formula there, which
is for θ̂v via E
†
b , formally follows from the second due to the identity:
∑
b∈W (c)
q
b2
2
h0b
E†∗b =
q
b2−
2
h0b−
Ebι− for b
ι
−=(−w0(b))−=−w0(b−),(3.39)
where qb
2/2 = qb
2
−/2 and therefore both q–powers can be omitted.
Equivalently, P †b− =
∑
b∈W (c)E
†
b (h
0
b−
/h0b)
∗ for the corresponding sym-
metric Macdonald polynomial P †b− = Pb−(t→∞). As an example, let
us provide the latter identity for A1. Setting X=Xω1 for n ≥ 0 :
E†−n + (1− q
−n)E†n = P
†
−n, where En = Enω1; letting n = 2 :
(X−2+
X2
q2
+
1+q
q2
) + (1−
1
q2
)(X2+1)=P †−2=X
2+X−2+
1+q
q
.
Formula (3.39) results from (2.57) or general formula (4.19) from
Proposition 4.2 in [ChO]: E∗w(b)/hw(b) = t
l(w)/2 Ψ˜′w(E
∗
b /hb) for b =
b−, in the notation there. We obtain that the l.h.s. of (3.39) is W–
invariant and therefore proportional to P ∗b = Pι(b) in the limit t → 0;
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the coefficient of proportionality is simple. One can also make t→∞
in formula (3.3.15) from [Ch4], which expresses Pb− in terms of Ew(b−).
3.4.2. Using intertwiners. It is instructional to check that applying the
intertwiners to (3.37) results in relations for qnc(b) obtained above. Let
ζc(b) = q
nc(b) be the coefficient of Xb in E
†
c . Then for v = 1
′,
Ecθ̂ =
∑
b∈P
q
(c−−b−)
2
2 ζ∗b (u
−1
c (b−))Eb/h
0
b .(3.40)
The first relation in (3.18) gives that for (b, αi) < 0,
{ζsi(b)(u
−1
c (b−)) 6=0} ⇒ {0<(u
−1
c (b−), αi)=(b−, uc(αi))}(3.41)
⇒ {uc(αi)∈−R+} ⇔ {(c, αi)>0}.
Recall that the equality (c, αi) = 0 here is equivalent to uc(αi) = αj for
simple αj such that (αj, c−) = 0, which contradicts to (b−, uc(αi)) > 0.
See Proposition 2.2 and Lemma 2.3.
Following Section 4.4 from [ChO],
T
′
i(Eb) =
{
Esi(b) if (b, αi) > 0,
Eb if (b, αi) ≤ 0,
(3.42)
where T
′
i = 1 + T i = 1 + (Xαi − 1)
−1(si − 1) (1 ≤ i ≤ n). Explicitly:
T
′
i(Xb) =

Xsi(b) +Xb, if (b, αi) > 0,
Xb, if (b, αi) = 0,
0, if (b, αi) < 0.
(3.43)
Applying T
′
i to (3.40):
T
′
i
(
Ecθ̂
)
= T
′
i
(
Ec
)
θ̂(3.44)
=
∑
(b,αi)>0
q
(c−−b−)
2
2 ζ∗b (u
−1
c (b−))
Esi(b)
h0b
+
∑
(b,αi)≤0
q
(c−−b−)
2
2 ζ∗b (u
−1
c (b−))
Eb
h0b
.
When (c, αi) ≤ 0, we arrive at the identities:
ζ∗b (u
−1
c (b−))
h0b
+
ζ∗si(b)(u
−1
c (b−))
h0si(b)
=
ζ∗si(b)(u
−1
c (b−))
h0si(b)
if (b, αi) > 0.
Since (si(b), αi) < 0 and (c, αi) ≤ 0, the relation ζb(u
−1
c (b−)) = 0
follows from (3.41).
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Now let (c, αi) > 0. Then uc = usi(c)si (the product is reduced) and
we obtain:
ζ∗b (u
−1
c (b−))
h0b
+
ζ∗si(b)(u
−1
c (b−))
h0si(b)
=
ζ∗si(b)(siu
−1
c (b−))
h0si(b)
if (b, αi) > 0.
Collecting the terms with si(b) in the r.h.s., we obtain the last two
relations from (3.18).
3.4.3. Main Theorem. Let us now iterate the formulas from Theorem
3.3. We set v = {v1, . . . , vp} ∈ Π
′, θ̂v = θ̂v1 · · · θ̂vp , and b = {bk ∈
P, 1 ≤ k ≤ p}. We will use the following system of notations:
mc(b)
def
== −nc(u
−1
b (c−)) = −nc(u
−1
b uc(c)),
ξb(c)
def
== ςb(u
−1
c w0(b−)) = ςb(u
−1
c w0ub(b)),
(α∨i , b)
z def
== −(α∨i , b−) when u
−1
b (αi)∈R+
and (α∨i , b)
z def
== −(α∨i , b−)− 1 otherwise.
Note that (α∨i , b)
z
≥ 0; it is needed in the norms in the denominators,
where we use (2.41) and (2.42):
〈EbE
†∗
c µ◦〉 = δbch
0
b = δbc
(α∨i ,b)
z∏
j=1
(1− qji );(3.45)
see (2.9). We will also set b− = b− to improve the visibility of the
formulas below.
Recall that q−mc(b) is the coefficient of Xu−1b (c−)
in E†c . The monomi-
ality claim is that nc(b) ∈ −Z+ (unless this coefficient is 0). Switching
to mc(b) = −nc(b) is quite natural here. We set mc(b) = +∞ and
q+∞ = 0 if such X is not present in E†c . Since mc(b) is a non-negative
integer otherwise, the sum of m–terms is ∞ if and only if at least one
of the terms is ∞ (+∞ to be exact).
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Theorem 3.4. For an arbitrary sequence v and c ∈ P ,
E†∗c θ̂v =
∑
b
q((c
−−b−1 )
2+(b−1 −b
−
2 )
2+...+(b−p−1−b
−
p )
2)/2∏n
i=1
∏p−1
k=1
∏(α∨i ,bk)z
j=1 (1− q
j
i )
(3.46)
×
qmc(b1)+mb1 (b2)+...+mbp−1 (bp)
v1(b1−c) v2(b2−b1) · · · vp(bp−bp−1)
E†∗bp
h0bp
,
Ec θ̂v =
∑
b
q((c
−−b−1 )
2+(b−1 −b
−
2 )
2+...+(b−p−1−b
−
p )
2)/2∏n
i=1
∏p−1
k=1
∏(α∨i ,bk)z
j=1 (1− q
j
i )
(3.47)
×
qmb1 (c)+mb2 (b1)+...+mbp (bp−1)
v1(c−b1) v2(b1−b2) · · · vp(bp−1−bp)
Ebp
h0bp
.
Recall that in these formulas and those below any bk, c inside v( ) can
be replaced by b−k , c
−. We obtain that the coefficient of Ebp in the first
or the second expansion depends only on bp, the unordered set v and
initial c. The same holds for the following mixed expansion:
Ecι θ̂v =
∑
b
q((c
−−b−1 )
2+(b−1 −b
−
2 )
2+...+(b−p−1−b
−
p )
2)/ 2+(b−r ,b−r+1)∏n
i=1
∏p−1
k=1
∏(α∨i ,bk)z
j=1 (1− q
j
i )
(3.48)
×
qmb1 (c)+mb2 (b1)+...+mbr (br−1) ξbr+1(br)
v1(c−b1) v2(b1−b2) · · · vr(br−1−br) vr+1(br+br+1)
×
qmbr+1 (br+2)+mbr+2 (br+3)+...+mbp−1 (bp)
vr+2(br+2 −br+1) vr+3(br+3 −br+2) · · · vp(bp −bp−1)
E†∗bp
h0bp
,
where 0 ≤ r ≤ p − 1. In this expansion, we switch from E to E†∗ at
place r + 1 using (3.35).

3.4.4. Comments. The following lemma is important to understand
how far the summations above are from those over P−. It readily results
from the implication {b ∈ P−, mc(b) 6= ∞} ⇒ {c ∈ P−, mc(b) = 0}.
Here we use that ub =id if and only if b ∈ P−. We will set c = b0 for
the sake of uniformity.
Lemma 3.5. Assuming that br ∈ P− in a nonzero term (a product)
from the summation in (3.46), all previous bs (0 ≤ s ≤ r) must be then
from P− in this product and mbs−1(bs) = 0 for 1 ≤ s
′ ≤ r. Similarly,
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if some br belongs to P− in a nonzero product in (3.47), then bs ∈ P−
for s ≥ r and mbs(bs+1) = 0 for r ≤ s ≤ p− 1. 
Let us focus on (3.46). We set
Ξ c,ap,v
def
== 〈E†∗c θ̂vEaµ◦〉,(3.49)
which is the coefficient of E†∗a /h
0
a in (3.46).
Note that a somewhat different definition of theta-functions was used
in [ChFB]. Namely, we set for a collection ̟ = {̟k ⊂ Π, 1 ≤ k ≤ p}:
θ̟(X)
def
==
∑
b∈̟+Q
q(b,b)/2Xb, θ̟̂
def
==
∏p
k=1 θ̟̂k
〈θµ◦〉
p
.(3.50)
Then the following modification of (3.46) is necessary:
E†∗c θ̟̂ =
∑
b
q((c
−−b−1 )
2+(b−1 −b
−
2 )
2+...+(b−p−1−b
−
p )
2)/2∏n
i=1
∏p−1
k=1
∏(α∨i ,bk)z
j=1 (1− q
j
i )
(3.51)
× qmc(b1)+mb1 (b2)+...+mbp−1 (bp)E†∗bp /h
0
bp ,
where c−b1∈̟1+Q, b1−b2∈̟2+Q, . . . , bp−1−bp∈̟p+Q.
Accordingly, we must switch from Ξ c,ap,v in (3.49) to
Ξ c, ap,̟
def
== 〈E†∗c θ̟̂Eaµ◦〉.(3.52)
Let us now discuss Theorem 2.3 from [ChFB], which addresses the
PSL(2,Z)–modularity, adjusting it to the E†–expansions from the the-
orem. The modularity (generally) occurs for c=0 and minuscule a.
Corollary 3.6. We assume that vk from v are trivial in (P ∩Q
∨)/Q.
Then Ξ 0,ap,v
def
== 〈θ̂vEaµ◦〉 is a modular function of weight 0 for a = 0
or for minuscule −a ∈ P+ with respect to some congruence subgroup
of PSL(2,Z). Due to Lemma 3.5, only bk ∈ P− contribute to these
summations. Namely, setting b′ = {b1, . . . , bp−1} ∈ P
p−1
− :
Ξ 0,ap,v =
∑
b′
q((b1)
2+(b1−b2)2+...+(bp−2−bp−1)2+(bp−1−a)2)/2∏n
i=1
∏p−1
k=1
∏−(α∨i ,bk)
j=1 (1− q
j
i )
(3.53)
×
1
v1(b1) v2(b2−b1) · · · vp−1(bp−1−bp−2)vp(a−bp−1)
.
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Using θ̟̂, the corresponding Ξ
c, a
p,̟ for c = 0 reduce to modular Rogers-
Ramanujan type sums from Theorem 2.3 in [ChFB] upon the restric-
tions ̟k = ̟k +Q
∨/Q (1 ≤ k ≤ p).
Proof. We use relation (3.45) and then follow [ChFB], mainly Section
2.3 there. See also [An1, An2, VZ, War, Za] and more recent [CGZ,
GOW]. 
3.4.5. The case of A1. We set X = Xω1 , t = tsht, and denote nω1 for
n ∈ Z simply by n; thus s(n) = −n in this notation for s = s1.
One has: q(nω1)
2/2 = qn
2/4 and h0n =
∏|n|′
j=1(1 − q
j), where |0|′ = 0,
|− n|′ = |n| = |n + 1|′ if n ≥ 0. Then un+1 = s, u−n =id and the
coefficient of Xn in E†−n is q
−n for n ≥ 0. Therefore for b, c ∈ Z,
mc(b)=−nc
(
u−1b (−|c|)
)
=
 0 for c ≤ 0, b ≤ 0 or c > 0, b > 0,|c| for c ≤ 0, b > 0,∞ for c > 0, b ≤ 0.
Recall that we set q∞ = 0. Finally, the characters v for A1 are (±1)
n.
Let n′ = {n1, · · · , np−1}, n0 = c, np = a, and n˜
+ = {c,n′, a}. Then
given any v = {v1, . . . , vp} and a, c ∈ Z, we arrive at:
Ξ c,ap,v =
∑
n′
q((|c|−|n1|)
2+(|n1|−|n2|)2+...+(|np−2|−|np−1|)2+(|np−1|−|a|)2)/4∏p−1
k=1
∏|nk|′
j=1 (1− q
j)
(3.54)
×
qmc(n1)+mn1 (n2)+...+mnp−2 (np−1)+mnp−1 (a)
v1(n1 − c) v2(n2−n1) · · · vp−1(np−1−np−2)vp(a−np−1)
.
Note that for a ≤ 0, the terms are nonzero if and only if the set
{n0, · · · , np−1} is from P− and c ≤ 0, which matches Corollary 3.6.
Similarly, if c>0, then {n1, · · · , np}must be all from 1+Z+. Generally,
nonzero terms are exactly for n˜ such that n˜ = n−[r]∪n+[r+1], where
n−[r] = {n0, . . . , nr} ⊂ −Z+, n
+[r + 1] = {nr+1, . . . , np} ⊂ 1 + Z+
for −1 ≤ r ≤ p. I.e. the sequence n˜must have no single transition from
strictly positive nk to non-negative nk+1. We will call the corresponding
n′ good and set η(n˜) = 0 unless c≤ 0 and a> 0; in the latter case let
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η(n˜) = |nr|. Using this analysis:
Ξ c,ap,v =
∑
goodn′
q((|c|−|n1|)
2+(|n1|−|n2|)2+...+(|np−2|−|np−1|)2+(|np−1|−|a|)2)/4∏p−1
k=1
∏|nk|′
j=1 (1− q
j)
(3.55)
×
qη(n˜)
v1(n1−c) v2(n2−n1) · · · vp−1(np−1−np−2)vp(a−np−1)
.
4. Demazure slices
In this section, we create representation-theoretical tool to interpret
formula (3.38) from Theorem 3.3, which is actually the key in there.
We use the results from [FKM] and [KL], generalize them and provide
some new proofs. Our approach is based on the associated graded of
the filtration of integrable highest weight modules by its thin (usual)
and thick (upper) Demazure submodules.
Following [Kas1, AKT, Kat2], we compare the associate graded of
the thick Demazure filtration in a level one integrable modules of an
affine Lie algebra g with the Weyl modules of (twisted) current al-
gebras. Due to [FL, FMS] and the expansion formula from [ChFB],
this construction results in symmetric Macdonald polynomials at t=0,
which is Theorem 4.7. Concerning the second one, we need a proper
version of the Demazure-Joseph functor from [Jos] together with Sec-
tion 4 from [FKM]. This connects the thick associated graded with
the non-symmetric Macdonald polynomials at t =∞ (Corollary 4.20);
the Ext-interpretation of the pairing (3.45) between the Macdonald
polynomials at t=0 and t=∞ is used here.
List of basic modules and functors. For the convenience of readers, we
provide a list of basic modules and functors to be used in Sections 4
and 5, with the links to corresponding subsections.
The elements u, w, . . . will be now from Ŵ (not from W as above);
[w] stands for the image of w ∈ Ŵ in Π. Through this part of the
paper, M∨ denotes the restricted dual of a h˜-semisimple module M
with finite-dimensional weight spaces; for finite-dimensional M , usual
dual M∗ is sufficient.
Note that grwL in the table below is a b˜−-module, while GrbL is
generally a g≤0-module.
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L = L(Λ[w]), L(Λ[b]) level-one integrable modules: 4.1.1
Lw, Lb=Lπb ⊂L(Λ[b]) thick(upper) Demazure modules: 4.1.1
grwL (w ∈ Ŵ ), GrbL associated graded (pieces) of L: 4.1.2
Db=gr
πbL for b ∈ P modules with gch= q
b2
2
w0(E
†∗
bι )
h0b
: 4.1.2
Di(i≥ 0), Dw(w∈Ŵ ) Demazure-Joseph functors: 4.2.1
Wb(⊂ Gr
b+L), b ∈ P generalized global Weyl modules: 4.2.2
D∨b (⊂ L(Λ[b])), b ∈ P dual of thin Demazure modules: 4.2.3
Wb ( covered by Wb ) generalized local Weyl modules: 5.1.3
L(b+kΛ0) for b ∈ P+ level-k integrable modules: 5.2.1.
4.1. Demazure slices.
4.1.1. Thick Demazure modules. We identify the cosets in Ŵ/W with
their minimal length representatives in Ŵ . Namely, each w ∈ Ŵ can
be uniquely represented in the form w = bu for b ∈ P, u ∈ W . Then πb
is such a minimal representative of w in the notation from Proposition
2.1. Following (2.5), we set from now on:
(4.1) Ŵ ∋ w = bu 7→ [w] = ωr for r ∈ O such that b− ωr ∈ Q,
i.e. the images of w and minuscule ωr (or 0) coincide in Ŵ/W˜ = Π. To
simplify the notations, we will use w till the end of the paper without
“hat” for the elements in Ŵ . Also, α will be generally affine roots,
unless in α˜ = [α, jνα]. Let g˜ be the affine Kac-Moody algebra over
C with R˜ as its set of real roots and the degree operator d, which
corresponds to d from (2.13). Its Cartan subalgebra will be denoted
by h˜. See [Kac], Chapter 7 and 8 here and below.
For each α ∈ R˜, the corresponding root space will be denoted by g˜α.
We also set sl(2)α
def
== g˜α ⊕ [g˜α, g˜−α]⊕ g˜−α, that is a Lie subalgebra of
g˜ isomorphic to sl(2). For 0 ≤ i ≤ n, we also set sl(2)i
def
== sl(2)αi.
The triangular decomposition of g˜ is: g˜ = n˜⊕ h˜⊕ n˜−, where the set of
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h˜–weights of n˜ is R˜+ completed by the positive imaginary roots. We
also set: b˜+
def
== h˜⊕ n˜, b˜−
def
== h˜⊕ n˜−.
The degree operator d is normalized so that the non-positive degree
part g˜≤0 of g˜ contains b˜
−; let g˜′≤0
def
== [g˜≤0, g˜≤0]. The d-zero-part of g˜
′
≤0,
denoted by g, is the simple Lie algebra corresponding to R. One has:
g = n⊕ h⊕ n−, where n =
⊕
α∈R+ g˜α, h = h˜ ∩ g.
We will also use b−
def
== h˜ ⊕ n− and g0
def
== g + h˜. The latter is the
d-zero-part of g˜.
The affine roots α∨ = α/να will be considered in this and the next
sections as coroots, i.e. the corresponding elements of h. Accordingly,
α˜ = [α, jνα] ∈ R˜ and α˜
∨ = α˜/να will be interpreted as
(4.2) α˜ = α + jνα δ, α˜
∗ = α∨ + jK ∈ h˜ ∩ [g˜, g˜],
where K is the standard central element of g˜, δ ∈ h˜∗ is the (positive)
primitive imaginary root.
The basic level-one fundamental weight Λ0 ∈ h˜
∗ is defined as follows:
Λ0(α
∗
i ) = δi0, equivalently, Λ0(K) = 1,Λ0(h) = 0.
Here and further we will frequently use the identification Λ(α˜∗) =
α˜∗(Λ). Also, note that δ(K) = 0 and
α˜∗(β + zδ) = α∨(β) for α˜ = [α, jνα] ∈ R˜, β ∈ R, z ∈ C.
For each w ∈ Ŵ , we set Λw
def
== w(Λ0) ∈ h˜
∗. One has:
(4.3) Λw = w((0)) + Λ0 mod Qδ for the affine action from (2.12).
For [w] from (4.1), Λ[w] is a level-one fundamental weight of g˜. The
exact formula from [Kac] is:
Λw = c+ Λ0 −
c2
2
δ ∈ Λ[w] +Q+ Zδ.
Thus we have c = ωr when w = [w] = ωr for some r ∈ O.
Let v[w] be a unique up to proportionality n˜–fixed vector of the
corresponding integrable irreducible level-one g˜–module denoted by
L(Λ[w]). For each w ∈ Ŵ , there exists a unique (up to a scalar) vector
vw ∈ L(Λ[w]) of h˜–weight Λw. One has:
(4.4) g˜αvw = {0} for any α ∈ w(R˜+).
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The thick (upper) Demazure modules Lw are defined as follows:
Lw
def
== U(n˜−)vw ⊂ L(Λ[w]), where w ∈ Ŵ ;
they are b˜−–modules.
By (4.3), the set of vectors {vw}w∈Ŵ is in bijection with P via the
map w 7→ w((0)). We restrict it to the elements of the form πb ∈ Ŵ ;
recall that πb map to b under this map. Finally we set:
Lb
def
== Lπb , vb
def
== vπb ∈ L(Λ[πb]), where b ∈ P.
Any thick Demazure modules are of the form Lb for proper b ∈ P .
By the triangular decomposition, each Lw is a h˜–semisimple module.
We have the Bruhat order ≤ on Ŵ defined as v ≤ w if and only if
v ∈ B(w); see Propositions 2.1, 2.2. Recall that if W (b) = W (c) ⊂ P
for b, c ∈ P , then b≪ c by the partial order from (2.16) if and only if
ub < uc for the Bruhat order.
Lemma 4.1. Let w ∈ Ŵ . For each α ∈ R˜+, we have
vsαw ∈

g˜
α∗(Λw)
−α vw (α
∗(Λw) > 0)
Cvw (α
∗(Λw) = 0)
g˜
−α∗(Λw)
α vw (α
∗(Λw) < 0).
.
Here and further g˜mα (m ≥ 1) is the m-th multiplicative power of g˜α in
the universal enveloping algebra U(g˜). In particular, the spaces in the
right-hand side are always non-zero and one-dimensional.
Proof. Since L(Λ[w]) is an integrable g˜–module, the h˜–eigenvalue
spaces for any weights from W˜ (Λ[w]) are of dimension one. Also, if vw
is non-zero, then so is vsαw; consider the action of sl(2)α. This gives
the required. 
Corollary 4.2. For each w, u ∈ Ŵ , we have w ≤ u if and only if
Lu ⊂ Lw.
Proof. We first prove the “only if” part of the corollary. By [BB,
Section 2.2], there exist w ≤ x < u such that u−1x is a reflection and
ℓ(x) = ℓ(u)−1. Here and below we use the Bruhat order; see also [Hu]
here and below. Then Lemma 4.1 implies that Lu ⊂ Lx; continuing we
obtain the “only if” part.
The “if” part is as follows. We assume Lu ⊂ Lw and need to prove
that u ≥ w. The inclusion Lu ⊂ Lw gives that vu ∈ L
w. Then we
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use that the module Lw is stable with respect to the action of sl(2)i
corresponding to αi, where 0 ≤ i ≤ n, assuming that siw > w. The
relation (4.4) is applied and the PBW theorem.
Let us provide some details. One has that vsiu, vu belong to a single
sl(2)i–string by Lemma 4.1. Therefore vu ∈ L
w implies that vsiu, vu
belong to a single sl(2)i–string in L
min{siw,w} and that
vsiu, vu ∈
{
Lsiw (siw < w)
Lw (siw > w).
Now let us assume that w 6≤ u and vu ∈ L
w and prove that this is
impossible. Here u can be taken minimal satisfying these two condi-
tions for the Bruhat order on Ŵ . One has either ℓ(u) = 0 or ℓ(u) > 0.
In the latter case, there exists 0 ≤ i ≤ n such that ℓ(siu) = ℓ(u)− 1.
If ℓ(u) = 0, then vu has to be the highest weight vector of L(Λ[u]).
Hence, vu ∈ L
w implies Lw = Lu and therefore w = u. Thus, this case
cannot occur due to the assumption w 6≤ u.
If ℓ(siu) = ℓ(u) − 1, then siu < u. The minimality of u gives that
siu > min{w, siw} for any 0 ≤ i ≤ n. There are two possibilities here:
siw > w or siw < w. If siw > w, then u > siu > w, which contradicts
to w 6≤ u. If siw < w, then siu > siw and again u > w due to [BB,
Proposition 2.2.7] (see also [Hu]).
Finally, we conclude that there is no pair u, w ∈ Ŵ such that w 6≤ u
and vu ∈ L
w, which proves the “if” part. 
4.1.2. Filtrations of L(Λ[b]). The quantum analogue of L
w admits a
global base in the sense of Kashiwara [Kas1, Section 4, Proposition
4.1]. The Littelmann path model [Lit] and the interpretation of its
initial and final directions from [AKT, Theorem 6.23] results in the fol-
lowing theorem. We note that [Kas1] and [Kat2, Corollary 2.18] give
its independent proof.
Theorem 4.3. For each S ⊂ Ŵ , there exists S ′ ⊂ Ŵ such that⋂
w∈S
Lw =
∑
u∈S′
Lu.

For each w ∈ Ŵ , let grwL
def
== Lw/
∑
u>w L
u, where the quotient is
well-defined due to Corollary 4.2.
Let us use Proposition 2.2, (i). See also [Ma2, (2.7.5) and (2.7.11)].
One has that u ≥ w implies u((0))  w((0)) for u, w ∈ Ŵ . For each
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b ∈ P+, we set
GrbL
def
==
Lb +∑
c≺b−
Lc
 /∑
c≺b−
Lc.
We will denote the image of vb in Gr
bL by the same letter. The h–
weight of vb is b; see (4.3).
Corollary 4.4. For every u, w ∈ Ŵ , the vector subspace
(Lu ∩ Lw) /
∑
x>w
Lx ⊂ grwL
is either grwL or {0}.
Proof. By Theorem 4.3, we have
(4.5) Lu ∩ Lw =
∑
x∈S
Lx,
where S ⊂ Ŵ . Corollary 4.2 gives that x ≥ w for each x ∈ S and,
moreover, x > w when u 6≤ w.
The space Lu∩Lw belongs to
∑
x>w L
x when u 6≤ w, so the quotient
is {0} in this case. Otherwise, Lw ⊂ Lu and the quotient is grwL as
stated. 
Let us introduce the b˜−–modules Db
def
== grπbL, where the latter are
grwL above for w = πb. By Proposition 2.1:
{grwL}w∈W˜ = {Db}b∈P .
Corollary 4.5. For every b ∈ P+, the vector space Gr
bL admits a
g˜≤0–action. Moreover, there is a natural finite filtration of Gr
bL by
{Dc}c∈W (b), where every Dc occurs exactly once. We will say that Gr
bL
is filtered by {Dc}c∈W (b) with multiplicities one.
Proof. We have n vb = 0 by construction. In particular, U(g)vb is a
finite-dimensional g–module with the highest weight b. Therefore, the
PBW theorem implies that the b˜−–action on Lb extends to the g˜≤0–
action. Then we use Corollary 4.4, which gives that the b˜−–module
GrbL has a natural finite filtration by {grwL}w∈Ŵ . Since w ∈ Ŵ such
that grwL appears in this filtration must satisfy w ≥ πb and w 6≥ πc for
every b ≻ c ∈ P+, we obtain the required. 
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4.1.3. Characters of Demazure slices. Recall that the U(g˜≤0)–module
GrbL has a cyclic vector vb (b ∈ P+) of h–weight b.
Proposition 4.6. Let b ∈ P+. Consider the cyclic U(g˜
′
≤0)–module W
′
b
generated by the cyclic vector v subject to the following relations:
(1) Hv = b(H)v for each H ∈ h;
(2) g˜αv = 0 for each α ∈ R˜ ∩ (R+ + Z≤0δ);
(3) g˜
α∗(b)+1
−α v = 0 when α = [β, 0] or [β, νβ] for some β ∈ R+.
Then, W′b maps surjectively onto Gr
bL as U(g˜′≤0)–modules.
Proof. Setting, q(b+ Λ0 +mδ)
def
== b
2
2
−m, the weights Λb for b ∈ P
satisfy the following (hyperbolic) equation: q(b+Λ0+mδ) = 0. More-
over, they are exactly solutions of this equations from all h˜–weights of⊕
π∈ΠL(Λπ), which generally satisfy the inequality q(b+Λ0 +mδ) ≤ 0
(i.e. are inside the corresponding hyperboloid).
Thanks to Lemma 4.1 and the construction of GrbL, the only h˜–
weights Λ of GrbL satisfying q(Λ) = 0 are Λwb for w ∈ W . One has
q < 0 for all the other weights in GrbL. Hence, the cyclic vector
v = vb ∈ Gr
bL satisfies the conditions (1), (3) above and the following
modification of (2):
(2’) g˜αv = 0 when α = [β, 0], [β,−νβ] for some β ∈ R+.
Therefore, it suffices to check that condition (2) results from (1), (3)
and (2′) to prove (1, 2, 3) from the proposition.
Upon the restriction to sl(2)α ⊗C C[z]-calculation, we obtain that
(4.6) g˜α+nναδ · v = 0 n ≤ 0
for each α ∈ R+; see e.g. [FMO]. Therefore,
g˜αv = 0 for each α ∈ R˜ ∩ (R+ + Z≤0δ),
which gives the required. The surjectivity W′b → Gr
bL readily follows.

Next, we use that the g˜′≤0–action in W
′
b can be naturally extended
to the g˜≤0–action by the formula Kv = 0. The grading of the cyclic
vector v is 0; we put dv = 0.
Let B be the category of finitely generated U(b˜−)–modules with
semisimple h˜–action and such that every weight space is finite dimen-
sional with its weight in P ⊕ ZΛ0 ⊕
1
e
Zδ ⊂ h˜∗. As in Section 2.3, here
e is the minimal positive integer satisfying e(P, P )/2 ⊂ Z.
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For each M ∈ B, we set (formally):
gchM
def
==
∑
c−mδ∈P⊕ 1
e
Zδ
qmXc · dimC Homh⊕Cd(Cc−mδ,M).
We put f ≤ g for two polynomials f, g ∈ Z[q±1/e][Xb, b ∈ P ] for Xb
from (2.21) if this inequality holds coefficient-wise , i.e. for all pairs
of corresponding (integer) coefficients of the monomials qm/eXb (m ∈
Z, b ∈ P ) in f and g.
Theorem 4.7. For each b ∈ P+ andW
′
b from Proposition 4.6, we have
q−
b2
2 gchGrbL = gchW′b =
Eb−
h0b−
.
Proof. We use [FL, Definition 2], [CFS, 3.6], and [FMS, (3.3)].
Proposition 4.6 implies thatW′b is a quotient of the global Weyl modules
there. Then [CI, Proposition 4.3] implies the inequality
(4.7) gchW′b ≤
Eb−
h0b−
.
Since vb has d-degree −
b2
2
in L(Λ[b]), (4.7) results in
gchL(Λ[b]) =
∑
c∈(b+Q)∩P+
gchGrbL
≤
∑
c∈(b+Q)∩P+
q
c2
2 gchW′c− ≤
∑
c∈(b+Q)∩P+
q
c2
2 Ec−
h0c−
.
Here we employ Proposition 4.6 and (4.7). Using now (3.38),
gchL(Λ[b]) =
∑
c∈(b+Q)∩P+
q
c2
2 Ec−
h0c−
.
Therefore the inequality in (4.7) is actually an equality. 
4.2. Demazure slices and E†
b
(b ∈ P ) .
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4.2.1. Demazure-Joseph functors. The main reference here is [Jos]. It
is for semi-simple Lie algebras, but the construction there can be ex-
tended to our (affine, twisted) case. This is what we are going to do
now.
For each b ∈ P and k ∈ Z, m ∈ (1/e)Z, let
M(b+ kΛ0 +mδ)
def
== U(g˜)⊗U(b˜+) Cb+kΛ0+mδ,
where Cb+kΛ0+mδ is the natural b˜
−–module for the h˜–weight b+ kΛ0+
mδ. This is the usual definition of Verma modules of g˜.
Proposition 4.8 ([CG]). For any b ∈ P , k ∈ Z, m ∈ (1/e)Z, the
Verma moduleM(b+kΛ0+mδ) viewed as a b˜
−–module, is the projective
cover of Cb+kΛ0+mδ in B. 
For each 0 ≤ i ≤ n, we set p−i
def
== g˜αi ⊕ b˜
−. A p−i –module is said to
be sl(2)–integrable if it is h˜–semisimple and is a direct sum of finite-
dimensional modules of sl(2)i.
Let us introduce some general terminology. For an abstract Lie al-
gebra L and its finite-dimensional reductive Lie subalgebra r, U(r)–
semisimple U(L)–modules will be called (L, r)–modules.
Given 0 ≤ i ≤ n and a (b˜−, h˜)–module M , consider the U(b˜−)–
module Di(M) obtained as the maximal sl(2)i–integrable quotient of
U(p−i )⊗U(b˜−)M . It is straightforward to see thatDi(M) is h˜–semisimple.
The correspondence M 7→ Di(M) gives rise to a functor, which is usu-
ally called the Demazure-Joseph functor.
Theorem 4.9 ([Jos]). The functors {Di}0≤i≤n satisfy the following.
(1) Each Di is right exact.
(2) For i, j ∈ I such that (sisj)
m = 1, one has
m︷ ︸︸ ︷
DiDj · · · ∼=
m︷ ︸︸ ︷
DjDi · · · .
(3) There is a natural morphism Id→ Di.
(4) For a sl(2)–integrable p−i –module M : Di(M)
∼= M . In particu-
lar, D2i
∼= Di.
(5) For a sl(2)–integrable p−i –module M and a b˜
−–module L:
Di(L⊗M) ∼= Di(L)⊗M.
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
By Theorem 4.9, we can consider the left derived functor LDi in the
category of (b˜−, h˜)–modules.
For each w ∈ W˜ with a reduced expression w = si1si2 · · · siℓ , let
Dw
def
== Di1 ◦Di2 ◦ · · · ◦Diℓ .
Thanks to the same theorem, Dw does not depend on the particular
choice of the reduced expression of w.
ForM with finite-dimensional h˜–weight spaces, we denote byM∨ its
restricted dual (i.e. the direct sum of the duals of the weight spaces).
Clearly, M∨ is again a (b˜−, h˜)–module with finite-dimensional weight
spaces, and we have M ∼= (M∨)∨. We set D
♯
i
def
== ∨ ◦Di ◦ ∨.
Theorem 4.10 ([FKM] Proposition 5.7). For any two h˜–semisimple
U(b˜−)–modules M and N and for 0 ≤ i ≤ n, one has:
Extp
(b˜−,h˜)
(LDi(M), N) ∼= Ext
p
(b˜−,h˜)
(M,RD ♯i (N)),
where Extp
(b˜−,h˜)
( · , · ) is the relative extension (see e.g. [Kum, III]). 
Recall for the following Theorem and below, that ≺ is the orderings
defined in (2.17) and < is the Bruhat order from Proposition 2.2.
Theorem 4.11. Let w ∈ W˜ and 0 ≤ i ≤ n. If siw < w, then
Di(L
w) = Lsiw. If siw > w, then one has: Di(L
w) = Lw. Moveover,
L<0Di(L
w) = {0}.
Proof. Using quantum group, this result follows from its analog of
[Kas1, Proposition 3.3.4]; see also Theorem 4.3 above. In the geometric
approach from [Kat2, Theorem 2.15], on can obtain this claim as a
corollary of [KS, Lemma 3.1 and Proposition 3.2]. 
4.2.2. More on Demazure-Joseph functors. For any b ∈ P+, let Wc be
the image of Lc in GrbL, where c ∈ W (b). It is a b˜−–module.
By Corollary 4.2 and Corollary 4.5, Wc ∼= Dc as b˜
−–modules when
c = b−. Also,Wc ∼=W
′
c⊗CΛ0− c
2
2
δ
when c = b+; combine here Theorem
4.7 and Proposition 4.6.
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Lemma 4.12. For each b ∈ P+, the module Wb admits a finite fil-
tration by Dc (as constituents) with c ∈ W (b) such that each of them
appears exactly once; we say thatWb is filtered by {Dc}c∈W (b) with mul-
tiplicities one.
Proof. Apply Corollary 4.5 to Wc ∼= Gr
bL. 
Proposition 4.13. Let c ∈ P and 0 < i ≤ n. Then
Di(Wc) =
{
Wsi(c) (si(c)  c),
Wc (si(c) 6 c).
Moveover, L<0Di(Wc) = {0}.
Proof. By the g–invariance, Di(Gr
bL) ∼= GrbL and L−1Di(Gr
bL) =
{0} for every b ∈ P+. Then we use that by construction,
Wc ∼= (L
c +M)/M,
where M ⊂ Lc is the sum of Lb such that b ≺ c and b ∈ P+. Applying
Di to the short exact sequence
0→M → (Lc +M)→Wc → 0,
and utilizing Theorem 4.11, we obtain the exact sequence
0→ L−1Di(Wc)→M → (L
c′ +M)→ Di(Wc)→ 0,
where c′ = si(c) if si(c)  c, and c
′ = c if si(c) ≺ c. Therefore
L−1Di(Wc) = {0} and either Di(Wc) ∼=Wc (for si(c)  c) or Wsic (for
si(c)  c) as required. 
Corollary 4.14. For b ∈ P−, one has: Dw0(Db)
∼=Ww0(b). 
Corollary 4.15. Let b ∈ P and 0 ≤ i ≤ n. If si(b) ≻ b, then we have
a short exact sequence of b˜−–modules:
0→ Db → Di(Db)→ Dsi(b) → 0.
If si(b)  b, then Di(Db) = {0}. Moveover, L
<0
Di(Db) = {0} in each
of these two cases.
Proof. Using Corollary 4.5, Db ∼= L
b/
∑
u((0))≺b L
u. Let S
def
== {u ∈
Ŵ | u 6≤ πb, siu 6≤ πb} and M
def
==
∑
u∈S L
u. It is straightforward to
see that Di(M) ∼= M . Also, if u 6≤ πb and siπb < πb, then we have
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siu 6≤ siπb and u 6≤ siπb by [BB, Theorem 2.2.2]. Therefore, we arrive
at the following short exact sequence:
0→M → (Lb +M)→ Db → 0.
Its image under Di here, is the following short exact sequence:
0→M → (Lb
′
+M)→ Di(Db)→ 0.
See Proposition 4.13. Here b′ = b if si(b) ≺ b and b
′ = si(b) if si(b) ≻ b.
Combining these two exact sequence and using Theorem 4.9, we obtain
the required. 
4.2.3. Orthogonality relations. For a Z-graded vector space V =
⊕
i∈ZVi,
we define
end(V )
def
==
⊕
j∈Z
∏
i∈Z
Hom(Vi, Vi+j) ⊂ End(V ),
which is a ring. If V has a b˜−–module structure, then the d-grading
can be used here as the Z-grading. Accordingly, we define
end
b˜−
(V ) ⊂ end(V ),
the subring of all endomorphisms commuting with the action of b˜−.
Each Wb is cyclically generated by a h˜–eigenvector. For instance,
all elements of end
b˜−
(Wb) commute with g assuming that Wb is g–
invariant, which occurs for b ∈ P+.
For each b ∈ P , the (restricted) dual of the level one integrable
representation L(Λ[b])
∨ has a unique extremal weight vector v∗b (up to
a scalar) that is dual to vb = vπb ∈ L(Λ[b]). The h˜-weight of v
∗
b is −Λπb.
We define the usual (thin) Demazure module for b ∈ P to be
Db
def
== U(b˜−)v∗b ⊂ L(Λ[b])
∨.
These modules are referred to as Demazure modules in [Kum].
Proposition 4.16 ([San, Ion, CI]). For any b ∈ P and the reduced
decomposition b = si1si2 · · · siℓπ in Ŵ with π ∈ Π (the reduced de-
composition of any bw for w ∈ W can be taken here), we have an
isomorphism of b˜−–modules
Db ∼= Di1 ◦ · · · ◦Diℓ(C−πΛ0).
Moreover, we have the followings:
(1) gchDb = q
−b2/2w0Ebι (called below the character equality);
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(2) for b ∈ P+, the module Wb admits a decreasing separable fil-
tration as g˜′≤0–modules whose associated graded is isomorphic
to a direct sum of D−b ⊗ C2Λ0 (i.e. Wb is a self-extension of
D−b ⊗ C2Λ0). In addition, endb˜−(Wb) is a polynomial ring.
Proof. The character equality is from [Ion]. The second claim follows
from [CI, Corollary 2.10]. 
Proposition 4.17 ([FKM] Appendix A). For M ∈ B and any b ∈ P ,〈
w0(Ebι
(
µ¯/〈µ¯〉
)
gchM
〉
= q−
b2
2
∑
p≥0,m,k∈Q
(−1)pq−mdimC Ext
p
(b˜−,h˜)
(M ⊗C Cmδ+kΛ0 , D
∨
b ),
where 〈·〉 denotes the constant term. Recall that D∨b is the restricted
dual (coinciding with the full dual since dimC Db <∞).
Proof. This claim is essentially from [FKM] for the ADE systems.
The same approach is applicable to arbitrary twisted R˜. Namely, we
use (2.31) and (2.32); they result in gch n− = w0µ◦(t → 0). Then
Proposition 4.8 provides that the proof from [FKM, Appendix A] works
in this generality. 
The following is a generalization of [FKM, Theorem 5.12]: from g of
types A,D,E6,E7 to arbitrary twisted ones.
Theorem 4.18. For any b, c ∈ P and m, k ∈ Q, one has:
dimC Ext
p
(b˜−,h˜)
(Db ⊗C Cmδ+kΛ0 , D
∨
c ) = δp,0δb,cδm,0δk,0.
Proof. As above, this claim is basically an extension of that from
[FKM, Theorem 5.12]. We will not give a full proof; the following
modifications of [FKM, Section 5] are necessary.
First of all, the claim holds for k = 0, since the action of b˜− does not
change the K-eigenvalue. Then Proposition 4.13 and Corollary 4.15
are applied to extend the proof of Theorem 5.12 and Proposition 5.9
in [FKM]. We also use [CI, Theorem 4.4]. 
Corollary 4.19. For any b, c ∈ P , one has:〈
(gchDb)w0(Ecιµ¯/〈µ¯〉)
〉
= δb,c.
Proof. Combine Proposition 4.17 and Theorem 4.18. 
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Corollary 4.20 (Demazure slices and E†-polynomials). For any b ∈ P ,
gchDb = q
b2
2
w0(E
†∗
bι )
h0b
.
Proof. One has: gchDb ≤ gchWb+ due to Theorem 4.7 and Corol-
lary 4.5. The orthogonality relations from (2.42) with the polynomials
{Eb}b∈P , provided by Corollary 4.19 for gchDb, and the comparison of
the coefficients of the leading monomials give the required.
We mention that all h–weights ofWb+ belong to σ−(b) for σ−(b) from
(2.18) by [CI, Proposition 4.3]. Therefore gchDb ∈
∑
b−c
Q(q)Xc. The
inequality for c here is weaker than b  c in the definition/construction
of the E–polynomials, but using this fact is not necessary anyway in
our approach (the orthogonality relations with Eb are sufficient). 
Corollary 4.21. For b ∈ P , the module Db is projective in the category
of h˜–semisimple U(b˜−)–modules with the weights c satisfying c  b.
Proof. We use Theorem 4.18 and that Xc occur in Eb only for c  b.
Thus Ext>0
(b˜−,h˜)
(Db⊗CCmδ+kΛ0 ,Cb′) = {0} for every b  b
′ andm, k ∈ Q;
here the vanishing property holds of course for any m, k ∈ C. 
5. Filtrations of tensor products
In this section, the identification of the characters of Demazure slices
with E-dag polynomials will be used to address Theorem 3.4. We
employ Theorem 5.2, which is related to similar results in [Kas3, Kat1]
in the ADE case (it establishes a connection with the intertwiners from
[ChO]). The vanishing theorem from [KL] and, its variant, Corollary
5.7 are also important to us; see also Theorems 5.9 and 5.11. These
facts are essentially sufficient to interpret the existence of the expansion
from (3.48) representation-theoretically. At the end, we discuss the
remaining theta-function expansions from Theorem 3.4. The exposition
is compressed in this section, with quite a few references to prior works
and some details omitted (especially if the corresponding results are
known in the ADE case). Recall that we provided the list of main
modules under consideration in the beginning of Section 4.
5.1. The Wc-modules.
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5.1.1. Demazure operators. Recall that we have the Demazure opera-
tors :
T †i : C((q
1/e))[Xb] ∋ f 7→
f −Xαisi(f)
1−Xαi
, where Xα0 = q
−1X−ϑ,
for each 0 ≤ i ≤ n defined in (3.16), where Ti is from (2.22).
Lemma 5.1. We assume that M ∈ B has only finitely many distinct
h–weights and the central element K ∈ h˜ ⊂ g˜ acts trivially (is zero) in
M . Then gchDi(M) = T
†
i (gchM) for each 0 ≤ i ≤ n.
Proof. We can follow here [Jos, 5.4 Lemma], using that our h–weights
are bounded by the assumption. 
5.1.2. Level-zero theory. Here, the action of K is assumed to be trivial.
The Lie algebra g˜≤0 has one-dimensional representations CkΛ0 and Cmδ
for k ∈ Z, m ∈ (1/e)Z for e as above: e(P, P )/2 = Z. Tensoring with
such one-dimensional modules will be called character twist. The trivial
(zero) K-action can be always achieved by an appropriate character
twist.
The following is an extension of the corresponding result from [Kat1].
Theorem 5.2. For each b ∈ P and 0 ≤ i ≤ n, we have
gchWs′i(b) =
{
q−δi0ϑ
∨(b)T †i (gchWb) (α
∗
i (b) ≤ 0),
gchWb (α
∗
i (b) > 0)
,
where s′i = si (i 6= 0) and s
′
0 = sϑ (i = 0). Also, L
<0
Di(Wb) = {0} for
every 0 ≤ i ≤ n.
Proof. The case i 6= 0 is Proposition 4.13. Hence, assume i = 0; we
will omit some details in the proof below.
When α∗0(b) ≥ 0, it suffices to show that Wb is an integrable p
−
0 –
module; see Theorem 4.9. To establish this, we will check that the
b˜−–action on Wb can be enhanced to a p
−
0 –action.
For every b ∈ P , there is an embedding Wb ⊂ Wb+ by definition
of Wb. The set of h–weights of Wb is contained in the convex hull of
W (b) = W (b+); see Theorem 4.7. In particular, α
∗
0(b) ≥ 0 implies that
(5.1) g
α∗0(b)+1
−α0 vb = {0}, for the b˜
−–cyclic vector vb ∈Wb.
By Proposition 4.6 and Theorem 4.7, we obtain that vb satisfies the
relations from Proposition 4.6 upon the application of (w0ub)
−1 to the
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roots there. Therefore α∗0(b) ≥ 0 gives that
(5.2) g
α∗0(b)
−α0 vb 6= {0}.
Next, vsϑb has the same h–weight as that of g
α∗0(b)
−α0 vb, but its d-degree
is different by ϑ∨(b). Thus Theorem 5.3 below implies that the iso-
morphism Cvsϑ(b)
∼= g
α∗i (b)
−α0 vb induces the following embedding of b˜
−–
modules:
Wsϑ(b) →֒Wb.
Moreover, we can equip
∑α∗0(b)
k=0 g
k
−α0
vb with a structure of sl(2)0-module;
see (5.2), and (5.1). Since vb is a cyclic vector ofWb, the PBW theorem
implies that Wb admits an integrable p
−
0 –action. In particular,
D0(Wb) ∼=Wb, L
<0
D0(Wb) ∼= {0}
whenever α∗0(b) ≥ 0 by Theorem 4.9. Therefore, the case α
∗
0(b) ≥ 0 of
the assertion is proved.
Let us now consider the case α∗0(b) ≤ 0. We have now:
Wb →֒Wsϑ(b),
where the latter space is an integrable p−0 –module with finitely many
distinct h–weights. This induces the following homomorphism of b˜−–
modules:
D0(Wb)
η
−→Wsϑ(b), where Wsϑ(b) ∋ vsϑ(b) ∈ η(D0(Wb));
use (5.1). Therefore, η is surjective and
(5.3) T †0 (gchWb) ≥ q
−ϑ∨(b)gchWsϑ(b)
by [Kat1, Lemma 4.4].
Employing now Lemma 4.12 and Corollary 4.4, we obtain that Wc
(c ∈ P ) has a filtration by Dc′ (as always, for appropriate character
twists) for c′ ∈ W (c) such that c′ ≤ c; these modules occur (as con-
stituents) with multiplicities one. By Corollary 4.20, the inequality
(5.3) is equivalent to
(5.4)
∑
c∈Wb
ςc(b)T
†
0 (
w0E
†∗
cι
h0c
) ≥
∑
c∈Wb
q−ϑ
∨(b)ςc(sϑ(b))
w0E
†∗
cι
h0c
;
see Theorem 3.3. Thus (5.4) is in fact an equality, and therefore (5.3)
is an equality too. We obtain that D0(Wb) ∼=Wsϑ(b) up to a character
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twist and L<0D0(Wb) = {0} in the case α
∗
0(b) ≤ 0. Here we use again
[Kat1, Lemma 4.4]. 
5.1.3. The ring end(Wc).
Theorem 5.3 ([FL], [FMS],[CI] Corollary 2.4). Let c ∈ P+. The ring
end(Wc) is isomorphic to a graded polynomial ring, namely, to:
n⊗
i=1
C[Xi,1, . . . , Xi,mi]
Smi , where mi=α
∨
i (c+), degXi,j=1,
Sm are the symmetric groups. Moreover, end(Wc) is isomorphic to
Homh(Cb,Wc) for every b ∈ W (c). 
Using the results from the previous section, we can extend this the-
orem to any c ∈ P .
Corollary 5.4. For any c ∈ P , the ring end(Wc) does not depend on
c ∈ W (b) and therefore it is isomorphic to the graded polynomial ring
from Theorem 5.3.
Proof. The case c = c+ is Theorem 5.3. This ring is isomorphic to
Homh(Cc,Wc) ⊂Wc for such c.
Now let us consider an arbitrary c ∈ P . We will proceed by induc-
tion. Namely, we assume this claim for c and prove it for si(c) for
0 ≤ i ≤ n provided that either the corresponding length increases for
i 6= 0, or that the corresponding length decreases for i = 0.
For any 0 ≤ i ≤ n, Di is a functor and therefore induces the following
homomorphism of algebras:
(5.5) end(Wc)→ end(Di(Wc)) = end(Wsi(c)),
where si(c)≫ c for i 6= 0 and sϑ(c)≪ c if i = 0; see (2.16).
Moreover, Theorem 4.9 gives a homomorphism of b˜−–modulesWc →
Di(Wc), which is an inclusion. The latter follows directly from the
definition of Wc for i 6= 0 and results from Theorem 5.2 when i = 0.
For every 0 ≤ i ≤ n and c ∈ W (b), the reduction to sl(2)i gives that:
(5.6) Wc ⊃ Homh(Cc,Wc) ∼= Homh(Csi(c),Wsi(c)) ⊂Wsi(c),
with a possible character twist of Wsi(c) when i = 0. These are maps
of linear spaces.
Since Wc is cyclic, end(Wc) ⊂ Homh(Cc,Wc) for every c ∈ P . Let
us assume that
end(Wc) ∼= Homh(Cc,Wc) and Di(Wc) ∼=Wsic.
50 IVAN CHEREDNIK AND SYU KATO
Then (5.6) gives that
end(Wc) ∼= Homh(Cc,Wc) ∼= Homh(Csi(c),Wsi(c)) ⊃ end(Wsi(c)).
Therefore the image of the map from (5.5) is the whole eigenspace for
the h–weight si(c) in Wsi(c), and we conclude that
end(Wc) ∼= Homh(Csi(c),Wsi(c))
∼= end(Wsi(c)).
The assumption we used here holds for c ∈ P if it holds for si(c)≫ c
for some i 6= 0 or if it holds for sϑ(c) ≪ c. Hence, we can employ the
induction, starting with c = c+. 
5.1.4. Introducing W-modules. Let Wc
def
==
(
C0 ⊗end(Wc)Wc
)
⊗C−Λ0 for
c ∈ P ; the action of K is trivial (zero) in this module.
Corollary 5.5. Similar to Theorem 5.2,
gchWsi(b) =
{
q−δi0ϑ
∨(b)T †i (gchWb) (α
∗
i (b) ≤ 0)
gchWb (α
∗
i (b) > 0),
for any 0 ≤ i ≤ n and b ∈ P . Moreover, L<0Di(Wb) = {0}.
Proof. We use that Wsi(b) and Wb are free modules over the poly-
nomial ring end(Wb+). The Koszul resolution of C considered as an
end(Wb+)–module therefore results in g˜≤0–module resolutions ofWsi(b)
and Wb by some complexes whose terms are direct sums of Wsi(b) and
Wb, respectively. Then we apply Di to these resolutions and deduce
the claim from Theorem 5.2. 
Proposition 5.1. For any b ∈ P+, we have an isomorphismWb ∼= D−b
as g˜′≤0–modules, which may require a character twist.
Proof. This follows from [CI, Theorem 2.7]. See also Theorem 4.16.

5.2. Vanishing theorems.
5.2.1. General results. Let L(b + kΛ0) be the integrable highest weight
g˜–module for the highest weight b + kΛ0 ∈ h˜
∗. Here b ∈ P+, k ∈ Z≥0
and we assume that α∗0(b + kΛ0) ∈ Z≥0, equivalently, (ϑ
∨, b) ∈ Z≤k ;
otherwise it does not exist.
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Theorem 5.6 ([KL]). For any b, b′ ∈ P+, k ∈ Z>0, and k
′ ∈ Q such
that (ϑ∨, b) ≤ k, we have
Extp
(g˜≤0,g+h˜)
(L(b+ kΛ0),W
∨
b′ ⊗C Ck′Λ0+mδ) = {0} for p > 0,
where Extp
(g˜≤0,g+h˜)
( · , · ) are defined for the relative Lie algebra coho-
mology; see [Kum, III].
Proof. The corresponding claim from [KL] can be extended to the
twisted case following Section 2.1. We omit details. 
Corollary 5.7. Let b, b′ ∈ P+, k ∈ N and m, k
′ ∈ Q provided the
inequality (ϑ∨, b) ≤ k. Then
Extp
(b˜−,h˜)
(L(b+ kΛ0), D
∨
−b′ ⊗ Ck′Λ0+mδ) = {0} for any p > 0.
Proof. We know that Wc ∼= D−c for c ∈ P+ by Lemma 5.1. Thus
it suffices to see that the higher Ext in the category of (g˜≤0, g + h˜)–
modules are the same as those for the action of (b˜−, h˜). This can be seen
from the Hochschild-Serre spectral sequence ([Kum, E.12]). Indeed,
Hom(g,h)(M,N) =
⊕
p∈Z
Extp(g,h)(M,N)
∼=
⊕
p∈Z
Extp(b−,h)(M,N)
for every g–modulesM andN that are direct sums of finite-dimensional
g–modules. This finiteness property holds, in particular, for the mini-
mal projective resolution of L(b+kΛ0) in the category of h˜–semisimple
g˜≤0–modules. 
5.2.2. Filtrations by W,D-modules.
Theorem 5.8. Let M be a (b˜−, h˜)–module, whose set of h˜–weights is
contained in
⋃m
j=1 (Λj +
∑n
i=0 Z≤0αi) for a finite subset {Λj}
m
j=1 ⊂ h˜
∗.
(i) A module M admits a decreasing separable filtration such that
its associated graded components are of the form {Wb}b∈P+, possibly
with character twists, if and only if it is obtained as the restriction of
some (g˜≤0, g+ h˜)–module and, additionally, the following holds for any
c ∈ P− and m, k ∈ Q :
Ext1
(g˜≤0,g+h˜)
(M ⊗ Cmδ+kΛ0 , D
∨
c ) = {0}.
(ii) Similarly, M admits a decreasing separable filtration such that
its associated graded components are of the form {Db}b∈P , possibly with
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character twists, if and only if for any c ∈ P and m, k ∈ Q:
Ext1
(b˜−,h˜)
(M ⊗ Cmδ+kΛ0 , D
∨
c ) = {0}.
For (i) or (ii), the Extp–spaces vanish in all positive degrees p.
Proof. We will begin with the “only if” part. For (ii), it follows from
Theorem 4.18 and a (repeated) usage of the long exact sequences. To
prove the “only if” part in the case of (i), one needs an analogue of this
theorem for the modules W−c and D
∨
b when b, c ∈ P−. Let us outline
the proof in this case.
For b ∈ P−, the module Db is g–invariant. Hence, Di(Db) ∼= Db and
L<0Di(Db) = {0} for each 1 ≤ i ≤ n. Thus, Dw0(Db)
∼= Db. Thanks to
Theorem 4.10 and Corollary 4.14:
{0} = Ext>0
(b˜−,h˜)
(Dc ⊗ Cmδ, D
∨
b )
∼= Ext>0
(b˜−,h˜)
(Ww0(c) ⊗ Cmδ, D
∨
b )
for any b, c ∈ P−. Then we use the long exact sequences, which gives
the “only if” part of (i).
Let us come to the “if” part. We will consider only (ii) (the first
case is similar). Let c ∈ P be a maximal element with respect to 
such that ⊕
m,k∈Q
Hom(b˜−,h˜)(M,D
∨
c ⊗ Cmδ+kΛ0) 6= {0}.
Using Proposition 4.16 and Section 2.4, every h–weight of D∨c satis-
fies  c, and c occurs with multiplicity one. Recall that for any c′ ∈ P ,
there exists a unique simple b˜−–submodule of D∨c′ and it is isomorphic
to Cc′. Therefore the maximality of c results in
(5.7)
⊕
m,k∈C
Hom(b˜−,h˜)(M, coker(Cc → D
∨
c )⊗ Cmδ+kΛ0) = {0}.
Let M1 be the maximal quotient (a b˜
−–module) of M such that
all its h–weights b satisfy b  c. By our maximality assumption, every
simple quotient ofM1 is isomorphic to Cc. Hence, Corollary 4.21 results
in a surjective g˜′≤0–homomorphism φ : (Dc)
⊕r → M1 for some r ∈
Z>0 ∪ {∞}. We can further assume that every direct summand of
(Dc)
⊕r maps non-trivially to M1, changing r if necessary.
If a simple quotient of ker φ contains Cc′, then c
′  c and
(5.8) Ext1
(b˜−,h˜)
(M ⊗ Cmδ+kΛ0 ,Cc′) 6= {0} for some m, k ∈ Q.
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Using that Ext>0 are vanishing and the long exact sequences associated
with the short exact sequences for subquotients of {D∨b }bc:
Extp
(b˜−,h˜)
(M ⊗ Cmδ+kΛ0 ,Cc′) = {0} for every c
′  c, p > 0, m, k ∈ Q.
We use here (5.7). This contradicts (5.8). Therefore,
Ext1
(b˜−,h˜)
(M,Cc′ ⊗ Cmδ+kΛ0) = {0} for every c
′  c,m, k ∈ Q,
and we obtain an isomorphism (Dc)
⊕r ∼= M1. Then we replace M with
ker (M → M1) and proceed by induction; note that our condition on
weights is stable under taking subquotients. This concludes the “if
part” for (ii). The last assertion follows from Theorem 4.18 for both,
(i) and (ii). 
Theorem 5.8 is actually a level-one version of the (non-affine) van der
Kallen’s criterion [vdK]. The proof we suggest here is applicable only
to level one, since we cannot generalize Corollary 4.21 to any levels.
5.2.3. The passage to W-modules. We will use the results above for
W–modules from Section 5.1.4.
Theorem 5.9. Let Λ be a level-one dominant integral weight. Then
for any b, c ∈ P+, m ∈ Q and p > 0,
(5.9) Extp
(b˜−,h˜)
(Wb ⊗ L(Λ),W
∨
c ⊗ CΛ0+mδ) = {0}.
Proof. Since Wb, Db, L(Λ),W
∨
c , D
∨
b are indecomposable b˜
−–modules,
the h–weights of each of them coincide in P/Q. Therefore Hom and
Ext vanish if the weights in the first and the second Extp–component
from (5.9) have different images in P/Q. Thus the right-hand side
there is {0} when b+ c+ Λ− Λ0 6∈ Q+ Zδ.
For any b, c ∈ P+ and p ≥ 0 (p = 0 is allowed), one has:
Extp
(b˜−,h˜)
(Wb ⊗ L(Λ),W
∨
c ⊗ CΛ0+mδ)
∼=Ext
p
(b˜−,h˜)
(Wb ⊗ C−Λ0 ⊗ L(Λ),W
∨
c ⊗ Cmδ).
Since L(Λ) and Cmδ are integrable g˜–modules, this gives that
Extp
(b˜−,h˜)
(Di(Wb ⊗ C−Λ0)⊗ L(Λ),W
∨
c ⊗ Cmδ)
∼=Ext
p
(b˜−,h˜)
(Wb ⊗ C−Λ0 ⊗ L(Λ), (Di(Wc))
∨ ⊗ Cmδ)
for any 0 ≤ i ≤ n and p ≥ 0. We used Theorem 4.9 and Theorem 4.10.
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Let Λ′
def
== Λ[−b] and v
∗ be the lowest weight vector of L(Λ′)∨. Then
we have an embeddingWb⊗C−Λ0 ⊂ L(Λ
′)∨ of g˜≤0–modules, possibly up
to a character twist; see Lemma 5.1. Let us use Proposition 4.16. We
need a reduced decomposition πw0(b) = si1si2 · · · siℓπ, where i1, . . . , iℓ ∈
[0, n], π ∈ Π. Then :
(5.10) Wb ⊗ C−Λ0
∼= Di1 ◦Di2 ◦ · · · ◦Diℓ(Cv
∗).
Since Di(Cv
∗) ∼= Cv∗ when α∗i (Λ
′) = 0, we can replace πw0(b) here
with the maximal length representative x ∈ Ŵ in the double coset
Wπw0(b)W . The relation (5.10) will hold.
Obviously x−1 is also a maximal length representative of the corre-
sponding element in W\Ŵ/W . Thus Corollary 5.5 implies that there
exists m′ ∈ Z such that
Dπx−1(Wc) = Diℓ ◦Diℓ−1 ◦ · · · ◦Di1(Wc)
∼= Wc ⊗ Cm′δ,(5.11)
L<0Dπx−1(Wc) are all {0}. Then Theorem 4.10 implies that
Extp
(b˜−,h˜)
(Wb ⊗ C−Λ0 ⊗ L(Λ),W
∨
c ⊗ Cmδ)
∼=Ext
p
(b˜−,h˜)
(Dx(C−Λ0)⊗ L(Λ),W
∨
c ⊗ Cmδ)
∼=Ext
p
(b˜−,h˜)
(C−Λ′ ⊗ L(Λ),W
∨
c ⊗ C(m−m′)δ).
Recall that b, c ∈ P+, m ∈ Q are arbitrary and m
′ is determined by
(5.11).
Let us use now that π ∈ Π above induces an automorphism of g˜
preserving b˜− and h˜ and that πΛ0 = Λ[−b]. There exists m
′′ ∈ Q and
some d ∈ P such that
Extp
(b˜−,h˜)
(C−Λ′ ⊗ L(Λ),W
∨
c ⊗ C(m−m′)δ)
∼= Ext
p
(b˜−,h˜)
(C−Λ0 ⊗ L(Λ
′′), D∨d ⊗ C−Λ0+m′′δ)
for the standard (thin) Demazure module D∨d ⊂ L(π
−1Λ[−c]). Here
Λ′′
def
== π−1Λ is a level-one dominant weight and there is an explicit
(quadratic) formula for m′′ in terms of Λ′′, initial (level-one dominant)
Λ and Λ′ above. We used the fact that the definition of Demazure
modules is stable under the diagram automorphisms.
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Next, we use that Di(L(Λ
′′)) ∼= L(Λ′′) for any 0 ≤ i ≤ n. One has:
Extp
(b˜−,h˜)
(L(Λ′′), D∨d ⊗ Cm′′δ) = Ext
p
(b˜−,h˜)
(L(Λ′′), D∨d ⊗ Cm′′δ)
∼= Ext
p
(b˜−,h˜)
(Dw0(L(Λ
′′)), D∨d ⊗ Cm′′δ)
∼= Ext
p
(b˜−,h˜)
(L(Λ′′),Dw0(Dd)
∨ ⊗ Cm′′δ)
= Extp
(b˜−,h˜)
(L(Λ′′), D∨d− ⊗ Cm′′δ).
Finally, the usage of Corollary 5.7 completes the proof. Here, as with
the proof of the previous theorem, we omit some technical details.

5.3. Theta-products via Db.
5.3.1. Theta-products via Wc. The following stratification is an appli-
cation of the theory above.
Corollary 5.10. Let v = (π1, . . . , πp) be a sequence of elements of Π.
For each b ∈ P+, the tensor product
Wb ⊗ L(π1Λ0)⊗ · · · ⊗ L(πpΛ0)
admits a decreasing separable filtration by {Wc}c∈P+ (as constituents),
possibly with character twists. Moreover, the multiplicities in this fil-
tration are given by formula (3.47) in Theorem 3.4 for c = c−.
Proof. We first prove the existence of the filtration by induction on p.
In the case p = 1, we apply Theorem 5.9; the vanishing of Ext1 follows
from Theorem 5.8. Generally, the existence of such a filtration by
{Wc}c∈P+ implies the existence of the filtration by modules {Wc}c∈P+.
Therefore, we can go from p = k− 1 to p = k by taking the associated
graded. This gives the existence claim.
The multiplicity claim for this filtration follows then from formula
(3.47) for c = c− because the graded characters of {Wc}c∈P+ are linearly
independent. 
5.3.2. More on vanishing Extp.
Theorem 5.11. Let Λ1, . . . ,Λs be a sequence level-one dominant inte-
gral weight. We set
L(~Λ)
def
== L(Λ1)⊗ · · · ⊗ L(Λs).
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For any b, c ∈ P , m ∈ Q and p > 0, we have
(5.12) Extp
(b˜−,h˜)
(Db ⊗ L(~Λ), D
∨
c ⊗ C(s−2)Λ0+mδ) = {0}.
Proof. Let Λ
def
==
∑s
j=1Λj and Λ = ω + sΛ0 mod Zδ for proper ω ∈
P+. By Corollary 5.10, we know that D−b ⊗ L(~Λ) admits a decreasing
separable filtration by {Wc}c∈P+, where b ∈ P+. Using Theorem 3.3
and formula (3.35), we conclude that Wc occurs in Db ⊗ L(~Λ) if and
only if c ∈ −b+ ω +Q mod Zδ.
Lemma 4.12 gives that each Wc admits a filtration by {Db} with
b ∈ W (c) and that every such module occurs with multiplicity one. The
character twists can be needed here; actually one (common) character
twist serves all b ∈ W (c).
Now let us use that the b˜−–submodule
Db+ ⊗ L(~Λ) ⊂ Db− ⊗ L(~Λ)
generates the whole Db−⊗L(~Λ) as a g–module, which is Corollary 4.14.
By the PBW theorem and the fact that Db+ ⊗ L(~Λ) is b˜
−–invariant,
we obtain that Db− ⊗ L(~Λ) generates Db− ⊗ L(~Λ) as a n–module.
Let b′ ∈ P+ be such that Wb′ appears in Db− ⊗ L(~Λ) for the fil-
tration of Corollary 5.10; as always in this section, this is up to a
suitable character twist. Then there exists a pair of g˜≤0–submodules
M ′ ⊂ M ⊂ Db− ⊗ L(~Λ) such that (a) M
′ and M admit compatible
decreasing separable filtrations by {Wc}c∈P+, (b) M/M
′ ∼=Wc, and (c)
M is generated by (Db+ ⊗ L(~Λ)) ∩M as a n–module. This results in
the existence of an irreducible (g + h˜)–submodule V ⊂ M generating
Wc ∼= M/M
′ as a g˜≤0–module, where every h–eigenvector of V of the
weight c′ from W (c) generates Wc′ in Wc ∼= M/M
′.
Generally, a b˜−–invariant subspace U ⊂ Wc (c ∈ P+) generates Wc
with respect to the action n if it contains the largest h–submodule Uc
of Wc that is a direct sum of some copies of Cc−. We use here (3.14).
By (the proof of) Corollary 5.4, Uc ⊂ Wc− for such Uc. The vector
space Uc contains the cyclic vector of Wc− and generates the whole
Wc− considered as a b˜
−–module. We conclude that every h–submodule
U+c ⊂ M such that (U
+
c +M
′)/M ′ ∼= Uc generates Wc−
∼= Dc− upon
the passage to Wc ∼= M/M
′.
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Let us now use that M is generated by (Db+ ⊗ L(~Λ) ∩ M) as a
n–module. We can choose U+c ⊂ (Db+ ⊗L(~Λ)) ∩M . This implies that(
(Db+ ⊗ L(~Λ)) ∩M
)
/
(
(Db+ ⊗ L(~Λ)) ∩M
′
)
⊃ Dc−.
As a consequence, if Wc occurs in a filtration of Db− ⊗ L(~Λ) (upon
a suitable character twist) from Corollary 5.10, then Dc− occurs in
Db+ ⊗ L(~Λ) for the induced filtration of Db− ⊗ L(~Λ) (with the same
character twist). This correspondence preserves the multiplicities.
For s = 1 case, the above count of multiplicities results in the in-
equality:
(5.13) qb
2/2gchDb+ ⊗ L(~Λ) ≥
∑
c∈(−b+ω+Q)∩P−
q(b−−c−)
2/2 · q−c
2/2gchDc,
where q(b−−c−)
2/2 is due to Theorem 5.10 and formula (3.29) for c = c−.
The equality holds here if and only if Db+ ⊗L(Λ) has a filtration by
{Dc}c∈P−. However we know that (5.13) is actually an equality due to
(3.35), which gives the required.
This argument remains essentially unchanged for any s > 1. The
left-hand side of (5.13) will then correspond to (3.47) with c, b ∈ P−.
See Theorem 4.16, Corollary 4.20, and (3.48).
Thus Db+ ⊗ L(~Λ) has a required filtration by {Dc}c∈P− for every
s > 0 and we can use Corollary 4.15 and Theorem 5.8 to establish that
Di(Db⊗L(~Λ)) has a filtration by {Dc}c∈P . This concludes the proof of
the theorem. 
The following application is one of the main results of this half of the
paper; it finally interprets formula (3.48) representation-theoretically.
Theorem 5.12. Let b ∈ P . For each sequence v = (π1, . . . , πp) of
elements in Π, the tensor product
Db ⊗ L(π1Λ0)⊗ · · · ⊗ L(πpΛ0)
admits a decreasing separable filtration by {Dc}c∈P with possible char-
acter twists. The multiplicities in this filtration are given by Theorem
3.4, namely by the r = 0 case of formula (3.48).
Proof. In view of Theorem 5.11, the existence of a filtration is a
direct consequence of Theorem 5.8. For its character, use (3.48) and
Corollary 4.20. 
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5.3.3. Some perspectives.
Conjecture 5.13. For any c ∈ P , the module Dc is free over the
following graded polynomial ring Rc, similar to that in Theorem 5.3:
Rc
def
== ⊗ni=1C[Xi,1, . . . , Xi,mi]
Smi , where mi= (α
∨
i , c)
z
, degXi,j=1.
See Section 3.4.3 for the notation (·, ·)
z
. Moreover, we conjecture the
existence of a maximal (universal) cyclic b˜−-modules Dc such that
(1) the module Dc maps surjectively onto Dc (as b˜
−-modules);
(2) end
b˜−
(Dc) ∼= R−c and Dc is free as an R−c-module;
(3) and also, h0c · gchDc = gchDc for h
0
c from (2.41).
For such Dc, we conjecture that D˚c
def
== C0⊗RcDc (local Demazure slices)
satisfy the following orthogonality relations:
dimC Ext
p
(b˜−,h˜)
(Db ⊗C Cmδ, D˚
∨
c ) = δp,0δb,cδm,0.

Conjecture 5.13 for g of type ADE were essentially proved in [FKM].
It yields an analogue of Theorem 5.8 for {Db}b (instead of {Db}b).
Taking them into account, our “explanation” of the remaining two
decompositions in Theorem 3.4 (but not the exact formulas for the
coefficients there) is as follows:
Conjecture 5.14. Let Λ be a level-one fundamental weight. Then for
any b, c ∈ P , m ∈ Q and p > 0, we have :
Extp
(b˜−,h˜)
(Db ⊗ L(Λ), D˚
∨
c ⊗ CΛ0+mδ) = {0},
Extp
(b˜−,h˜)
(D˚b ⊗ L(Λ), D
∨
c ⊗ CΛ0+mδ) = {0}. 
The equalities here are equivalent to each other. The first corre-
sponds to the decomposition in (3.47), the second interprets (3.46).
We follow the proof of Corollary 5.10 and use the relations:
gchD∨b = q
−b2/2w0(Ebι), gch D˚b = q
b2/2w0(E
†∗
bι ), where b ∈ P.
See Proposition 4.16, Corollary 4.20, and Conjecture 5.13.
5.3.4. Conclusion. As we discussed in the Introduction, the nonsym-
metric Rogers-Ramanujan-type identifies from our paper can be seen
(upon some simplifications) as partitions of the symmetric ones, so
they are formally not “brand new”. However they are an important
developments, since powerful DAHA tools can be used to study them,
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which are non-existent in the symmetric theory. The DAHA technique
of intertwiners is a major example, which is exactly the bridge between
the E,E†–polynomials and Demazure modules.
In contrast to general E–polynomials (for any q, t), the coefficients
of Eb, E
†
b are positive integers , which alone is very remarkable. This
also holds for the coefficients of expansions of the products of theta-
functions in terms of these polynomials. The interpretation of such
integrality and positivity via the theory of level-one thick Demazure
modules (in the twisted setting) is what we do in this paper.
The restriction to the level-one Demazure modules requires an ex-
planation. This case is exceptional in Kac-Moody theory; the cor-
responding (basic) integrable representations and Demazure modules
have many unique features. The characters of the level-one Demazure
modules (thin and thick) have important applications in the classical
finite-dimensional Lie theory; in a sense, they are “no worse” than the
characters of finite-dimensional simple Lie algebras.
Our paper is mostly based on the following special feature of the
Demazure level-one modules: they constitute a remarkable families of
orthogonal polynomials. More exactly, we use very much the orthog-
onality relation between the limits t → 0 and t → ∞, interpreted as
some homological Ext–duality in the (based on prior works). This is
the key for our identification of the characters of Demazure slices with
E†–polynomials divided by their norms.
The connection between the limits t → 0 and t → ∞, is quite non-
trivial in the nonsymmetric theory vs. the symmetric theory. Alge-
braically (combinatorially), the E–polynomials (t = 0) can be obtained
from the E†–polynomials (t =∞), but the latter are significantly more
involved than the former. The Kac-Moody interpretation shed light on
this asymmetric behavior; let us touch it upon.
The level-one Kac-Moody modules are naturally unions (inductive
limits) of the usual (thin) Demazure modules. On the other hand, the
natural associate graded of the level-one Kac-Moody modules are direct
sums of Demazure slices (quotients of thick Demazure modules). For
instance, generally there are no natural embeddings between neighbor-
ing (in the Bruhat sense) Demazure slices in contrast to usual (thin)
Demazure modules.
At the level of graded characters of level-one integrable modules,
which are essentially theta-functions, these two fundamental relations
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become as follows. The theta-function associated with a given root
system is: (a) the limit of E-polynomials and (b) a certain Rogers-
Ramanujan sum of E†–polynomials divided by their norms.
The nonsymmetric Rogers-Ramanujan sums are dual-purpose in our
paper. First, we use them to prove the coincidence of the characters of
the Demazure slices with the E†–polynomials divided by their norm.
This was expected in [ChFB], but the representation-theoretical tools
at that time were insufficient to approach this problem. Second, we
obtain that the multiplicities of the Demazure slices in tensor products
of level-one Kac-Moody modules can be found via the DAHA-based
“numerical” machinery. Let us comment on the latter.
The existence of such a decomposition of tensor products of level-one
Kac-Moody modules in terms of Demazure slices is quite a theorem,
even without exact formulas for the multiplicities. The latter are in-
volved (unless in the case of a single level-one Kac-Moody module);
they are remarkable string functions in some cases. Potentially, we
can extend our approach (the expansion via Demazure slices combined
with the DAHA formulas) to the decomposition of any integrable Kac-
Moody modules, but this is beyond this paper.
To conclude, we think that this paper (a) significantly extends the
usage of nonsymmetric Macdonald polynomials in the theory of (at
least) integrable representations of affine Lie algebra, (b) clarifies the
fundamental (but somewhat mysterious) role of the level-one Demazure
characters in this theory and beyond, (c) interprets the positivity phe-
nomenon in the theory of non-symmetric Macdonald polynomials upon
t → ∞, which opens a road to their categorification and that of the
corresponding q–Whittaker function.
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