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Abstract
Clustering is an unsupervised learning method that determines partitions and (pos-
sibly) prototypes from pattern sets. Sets of numerical patterns can be clustered by al-
ternating optimization (AO) of clustering objective functions or by alternating cluster
estimation (ACE). Sets of non-numerical patterns can often be represented numerically
by (pairwise) relations. These relational data sets can be clustered by relational AO
and by relational ACE (RACE). We consider two kinds of non-numerical patterns
provided by the World Wide Web: document contents such as the text parts of web
pages, and sequences of web pages visited by particular users, so-called web logs. The
analysis of document contents is often called web content mining, and the analysis of log
ﬁles with web page sequences is called web log mining. For both non-numerical pattern
types (text and web page sequences) relational data sets can be automatically generated
using the Levenshtein (edit) distance or using graph distances. The prototypes found for
text data can be interpreted as keywords that serve for document classiﬁcation and
automatic archiving. The prototypes found for web page sequences can be interpreted as
prototypical click streams that indicate typical user interests, and therefore serve as a
basis for web content and web structure management.
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1. Introduction
Clustering is an unsupervised learning method that partitions a set of
patterns into groups (clusters) [7]. We distinguish clustering algorithms that
produce hierarchically nested clusters from algorithms which ﬁnd non-hierar-
chically nested (ﬂat) clusters that are deﬁned as extrema of objective functions.
Hierarchically nested partitions can be generated by sequential agglomera-
tive or divisive clustering algorithms which are based on distance measures
between clusters (such as single link, average link, complete link, etc.). A dis-
advantage of sequential clustering algorithms is that the results depend on the
initialization and on the order in which the patterns are presented. Flat par-
titions can be generated by objective function, cluster estimation, mixture de-
composition (e.g., expectation maximization), and other types of algorithms.
Here we focus on objective function and cluster estimation algorithms. Ob-
jective function algorithms optimize a well-deﬁned mathematical criterion
which is usually based on distances between patterns and clusters. Optimiza-
tion is often done by alternatingly updating the partitions and related pa-
rameters such as cluster centers or prototypes. Alternating optimization for
clustering is driven by an objective function. Alternating cluster estimation is a
generalization of the alternating optimization scheme. It is speciﬁed by user-
deﬁned partition and prototype functions [16].
Many clustering algorithms assume that the patterns are real vectors. In the
analysis of World Wide Web data, however, we consider two diﬀerent types of
non-numerical patterns:
• The web documents themselves are stored in speciﬁc document formats like
HTML containing control strings and text [11].
• The web server log ﬁles contain access sequences of web pages visited by spe-
ciﬁc users [14].
Both text (character sequences) and web page sequences are non-numerical
pattern sequences that can be represented numerically using (pairwise) relation
matrices. Relations on these pattern sequences can be computed based on
comparing individual patterns of pairs of sequences, e.g., using the Levenshtein
(or edit) distance [9]. Clusters in this kind of relational data sets can be found
with relational alternating cluster estimation [15].
Reported applications of relational alternating cluster estimation include the
wedding table problem [15], keyword extraction from text [17,20], keyword
extraction from usenet news documents [19], and automatic document classi-
ﬁcation [18]. This article shows, how relational clustering can be used for web
content mining and web log mining. In Section 2 we give a short overview on
objective function clustering algorithms and alternating optimization. In Sec-
tion 3 we show how the alternating optimization scheme is extended to alter-
nating cluster estimation. In Section 4 we introduce alternating cluster
estimation for relational data. In Section 5 we present relations on text
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(character sequences), in particular the Levenshtein distance. In Section 6 we
introduce a graph-based distance measure and the Levenshtein distance for
graph traversal sequences, in particular for web page sequences. In Section 7
we present several applications of relational clustering, including web content
mining and web log mining.
2. Objective function clustering
Numerical clustering algorithms partition a data set X ¼ fx1; . . . ; xng 2 Rp
into c 2 f2; . . . ; n 1g clusters [6]. Notice that the trivial cases c ¼ 1 and c ¼ n
are excluded here. The clusters are described by a c n partition matrix U and
(possibly) a set V containing c cluster prototypes. Objective function clustering
algorithms compute U and V from X by optimization of an objective function
JðU ; V ;X Þ. The c-means model (CM) [1], for example, is speciﬁed by
JCMðU ; V ;X Þ ¼
Xc
i¼1
Xn
k¼1
uikkxk  vik2; ð1Þ
where uik 2 f0; 1g is the (degree of) membership of pattern k ¼ 1; . . . ; n in
cluster i ¼ 1; . . . ; c, and k 
 k is any norm on Rp,Xc
i¼1
uik ¼ 1 for each k ¼ 1; . . . ; n ð2Þ
and Xn
k¼1
uik > 0 for each i ¼ 1; . . . ; c: ð3Þ
The necessary conditions for optima of JðU ; V ;X Þ are well-known:
uik ¼ 1 if kxk  vik ¼ minj¼1;...;cfkxk  vjkg;0 otherwise

8i; k ð4Þ
and
vi ¼
Xn
k¼1
uikxk
,Xn
k¼1
uik 8i: ð5Þ
Notice that in case of multiple minima in (4) condition (2) cannot be sat-
isﬁed, so ties in (4) are broken arbitrarily. Next, we allow uik 2 ½0; 1 for all
i ¼ 1; . . . ; c; k ¼ 1; . . . ; n, and deﬁne the fuzzy c–means model (FCM) [2] using
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JFCMðU ; V ;X Þ ¼
Xc
i¼1
Xn
k¼1
umikkxk  vik2; ð6Þ
where m 2 ð1;1Þ is a fuzziness parameter. The necessary conditions for optima
of JFCMðU ; V ;X Þ when k 
 k in (6) is an inner product norm and m > 1, are
uik ¼ 1
Xc
j¼1
kxk  vik
kxk  vjk
 2=ðm1Þ
8i; k
,
ð7Þ
and
vi ¼
Xn
k¼1
umikxk
,Xn
k¼1
umik 8i: ð8Þ
Eqs. (6)–(8) have Eqs. (1), (4), and (5) as their limits as m ! 1þ [2]. Thus, (4)
and (5) are necessary minimizers of (1). As an aside, we mention that the ne-
cessity of (4) and (5) for (1) were established by Lloyd [10] directly from ﬁrst
principles, i.e., without calculus.
To reduce the eﬀect of outliers in the data set, condition (2) was dropped and
the possibilistic c–means model (PCM) [8] was deﬁned using
JPCMðU ; V ;X Þ ¼
Xn
k¼1
Xc
i¼1
ðumikkxk  vik2 þ gið1 uikÞmÞ ð9Þ
with gi 2 Rþ, i ¼ 1; . . . ; c. Here, the necessary conditions for optima lead to (5)
and, for m > 1 and user-deﬁned weights gi, i ¼ 1; . . . ; c,
uik ¼ 1
1þ ðkxk  vikA=
ﬃﬃﬃﬃ
gi
p Þ2=ðm1Þ
: ð10Þ
The optimization of CM, FCM, PCM, and other clustering methods can be
done by alternatingly computing UðV ;X Þ and V ðU ;X Þ using the equations
derived from the necessary conditions for optima of JðU ; V ;X Þ. Algorithms of
this type are called alternating optimization (AO).
3. Alternating cluster estimation
The c-means models produce membership functions whose continuous ex-
tensions on X have shapes that are determined by UðV ;X Þ. For example, for
CM we obtain rectangular functions (4) (dotted curves in the left view of Fig.
1), for FCM (7), we obtain the functions shown as solid curves in the right view
Fig. 1, and for PCM, we obtain Cauchy functions (10) (dotted curves in the
right view of Fig. 1). If the user wants to obtain a partition related to a speciﬁc
shape, e.g., with triangular membership functions (solid curves in the left view
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of Fig. 1), ﬁnding the corresponding objective function might be diﬃcult,
if possible at all. Instead, the user might abandon the objective function
JðU ; V ;X Þ and directly specify the clustering algorithm by selecting the desired
membership functions UðV ;X Þ, and desired prototype functions V ðU ;X Þ. This
leads to the alternating cluster estimation algorithm (ACE) [16] that is shown in
the left view of Fig. 2.
Notice that AO uses the same algorithmic scheme as ACE. The main dif-
ference between the two approaches is that the formulae used by AO are de-
rived from JðU ; V ;X Þ, whereas the formulae used by ACE (for UðV ;X Þ and
V ðU ;X Þ) are speciﬁed by the user. For example (with a; c; r1; . . . ; rc 2 Rþ) we
might choose
Fig. 2. Alternating cluster estimation (left) and relational alternating cluster estimation (right).
Fig. 1. Membership functions. Left: triangular (solid), rectangular (dotted). Right: FCM with
m ¼ 2 (solid), Cauchy with g ¼ 0:03 (dotted). In all ﬁgures we used v ¼ f0:3; 0:5; 0:9g.
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vi ¼
Xn
k¼1
ucikxk
,Xn
k¼1
ucik;
uik ¼ 1
kxkvik
ri
 a
for kxk  vik6 ri;
0 otherwise:
( ð11Þ
For a ¼ 1, the membership functions at (11) are triangular, like the solid
curves in the left view of Fig. 1.
4. Clustering relational data
The AO and ACE algorithms require numerical input data X. In many
applications, however, the available data cannot be represented as a numerical
data set, but just as objects that can, for example, be represented as text strings
[11]. Often these objects can be numerically characterized by a (pairwise) re-
lation matrix. For example, if the objects are names of cities, the relation
matrix might contain the driving distances between each pair of cities. Clusters
in relational data can be found by relational alternating cluster estimation
(RACE) [15].
The right view of Fig. 2 shows the RACE algorithm, which is very similar to
the ACE algorithm in the left view of Fig. 2. Given a set O of n objects rep-
resented by an n n distance matrix D, RACE randomly picks (the indices of)
c initial cluster centers V (which are objects from O), and then alternatingly
computes a membership matrix U and one of the cluster centers V. This al-
ternating computation is done t times (in this paper we choose t ¼ c n). In the
general case, the RACE update equations UðV ;DÞ and V ðU ;DÞ can be arbi-
trarily picked by the user. Here we update UðV ;DÞ by
uik ¼ 1
1þ dik ; i ¼ 1; . . . ; c; k ¼ 1; . . . ; n: ð12Þ
To update V ðU ;DÞ we choose the maximum membership operator. This
operator randomly picks (say) the ith cluster at step j, ﬁnds the object ok in O
that has the maximum membership in cluster i, and sets vi ¼ k. Notice that we
store the object index in V instead of the object itself. Hence, the RACE al-
gorithm does not require O itself as an input.
5. Distance measures for text strings
In web content mining the objects we consider are the contents of text
documents. Text consists of sequences of words separated by separation
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characters such as blank spaces, tabulators, carriage return or line feed char-
acters. Each word is a sequence of alphanumeric characters. Relations on
words can be deﬁned based on character distances. For two characters x and y
the character distance is deﬁned as
zðx; yÞ ¼ 0 if x ¼ y;
1 otherwise:

ð13Þ
A word is deﬁned as a vector of characters. For two words x ¼ ðxð1Þ; . . . ; xðpÞÞ
and y ¼ ðyð1Þ; . . . ; yðpÞÞ, we deﬁne the Hamming distance [5] as
Hððxð1Þ; . . . ; xðpÞÞ; ðyð1Þ; . . . ; yðpÞÞÞ ¼
Xp
i¼1
zðxðiÞ; yðiÞÞ: ð14Þ
The Hamming distance is only deﬁned for words with the same length. For
words with diﬀerent lengths, the shorter word might be ﬁlled with blank spaces.
For example, the Hamming distance between the words classtt and
cluster is 4. However, if we add blank spaces at the beginning of the word,
we obtain ttclass and a Hamming distance of 6. This ambiguity is avoided
by the Levenshtein distance [9], also called edit distance, since it determines the
number of necessary edit (delete, insert, change) steps to convert one word into
the other. The Levenshtein distance L is recursively deﬁned as
Lððxð1Þ; . . . ; xðpÞÞ; ðyð1Þ; . . . ; yðqÞÞÞ
¼
p q ¼ 0
q p ¼ 0
minfLððxð1Þ; . . . ; xðp1ÞÞ; ðyð1Þ; . . . ; yðqÞÞÞ þ 1;
Lððxð1Þ; . . . ; xðpÞÞ; ðyð1Þ; . . . ; yðq1ÞÞÞ þ 1;
Lððxð1Þ; . . . ; xðp1ÞÞ; ðyð1Þ; . . . ; yðq1ÞÞÞ þ zðxðpÞ; yðqÞÞg otherwise:
8>><
>>:
ð15Þ
For each distance Lððxð1Þ; . . . ; xðiÞÞ; ðyð1Þ; . . . ; yðjÞÞÞ, i ¼ 1; . . . ; p; j ¼ 1; . . . ; q,
we brieﬂy write Lij. In particular, we have Lðx; yÞ ¼ Lpq. For the computation
of Lpq we have to compute all distances Lij; i ¼ 0; . . . ; p, j ¼ 0; . . . ; q, ði; jÞ 6¼
ðp; qÞ. Instead of the recursive computation implied by (15) we can compute Lpq
iteratively. In the iterative algorithm we ﬁrst initialize the distances to empty
words as Li0 ¼ i; i ¼ 1; . . . ; p and L0j ¼ j; j ¼ 1; . . . ; q. Then we sequentially
compute each missing distance Lij; i ¼ 1; . . . ; p; j ¼ 1; . . . ; q, from its left
and/or upper neighbors Lði1Þj; Liðj1Þ and Lði1Þðj1Þ. Fig. 3 shows how the Le-
venshtein distance between class and cluster can be computed iteratively.
In this example we obtain L57 ¼ 4, which corresponds to the four necessary edit
operations to transform class into cluster (replace a with u and the
second s with t, then append e and r).
More sophisticated distance measures can be deﬁned when the character
distance z is replaced by a ‘‘sounds like’’ distance z, where for example
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zðm;nÞ < zðm;tÞ, since m sounds more like n than like t. Also, dictionaries
can be used to exclude common words like and, to, or you that can be ig-
nored, because they are not signiﬁcant for the contents of the document.
Moreover, grammatical transformations can be performed before distance
calculation, e.g., an automatic extraction of the word stems. For english texts
this can be done using the Porter stemmer algorithm, a string replacement
algorithm with 62 replacement rules that are applied in a ﬁve step procedure
[13]. For example, the replacement rule sses! ss will convert the string
caresses into its stem caress. The application of an exclusion dictionary
and a stemmer algorithm signiﬁcantly reduces the number of diﬀerent words
that have to be considered for clustering, and therefore signiﬁcantly reduces the
complexity of the algorithm in terms of both computation speed as well as
storage capacity. Since all of these extensions are highly language-speciﬁc, and
writing a good stemmer for German (for example) is a highly non-trivial task,
however, we restrict our considerations here to the original Levenshtein dis-
tances described above on unprocessed word strings.
6. Distance measures for sequences
In web log mining we consider sequences of web pages visited by speciﬁc
users. For example, if a user visits the Siemens site with the address
www.siemens.com and subsequently clicks the buttons Products &
Marketplaces, Products, and Process Automation, the sequence of
the visited web pages is
Fig. 3. Iterative computation of the Levenshtein distance between class and cluster.
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www.siemens.com
www.siemens.com/page/1,3771,247230-1-999_2_0-0,00.html
www.siemens.com/page/1,3771,106-1-999_2_0-0,00.html
www.siemens.com/page/1,3771,25-1-999_2_0-0-ps_160_pt_2,00.html
As a representation for web page sequences like these we use an extended
markup language (XML) [3] speciﬁcation called log markup language (LogML)
[14]. A LogML ﬁle consists of a node speciﬁcation part with a numbered list of
all considered web pages and a session log part containing the indices of the
requested pages during each user session. The four line user session shown
above can be written in a (simpliﬁed) LogML ﬁle as
<node id¼ ‘‘1’’
label¼ ‘‘http://www.siemens.com’’>
</node>
<node id¼ ‘‘2’’
label¼ ‘‘http://www.siemens.com/page/
1,3771,247230-1-999_2_0-0,00.html’’>
</node>
<node id¼ ‘‘3’’
label¼ ‘‘http://www.siemens.com/page/
1,3771,106-1-999_2_0-0,00.html’’>
</node>
<node id¼ ‘‘4’’
label¼ ‘‘http://www.siemens.com/page/
1,3771,25-1-999_2_0-0-ps_160_pt_2,00.html’’>
</node>
<userSession>
<path count¼ ‘‘3’’>
<uedge source¼ ‘‘1’’ target¼ ‘‘2’’/>
<uedge source¼ ‘‘2’’ target¼ ‘‘3’’/>
<uedge source¼ ‘‘3’’ target¼ ‘‘4’’/>
</path>
</userSession>
In the session log part of a LogML ﬁle each user navigation is represented
by the indices of the source and target nodes, respectively. In the example
above we considered linear navigation (page 1, page 2, page 3, and then page
4). In general, the user navigation path can span a graph like the one shown in
the left view of Fig. 4. This graph may or may not be a tree. Comparing dif-
ferent session logs can be done with navigation graphs. We denote EðGÞ as the
set of edges in a graph G, and deﬁne the graph distance between a pair of graphs
G1 and G2 as
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DðG1;G2Þ ¼ 1 2kEðG1Þ \ EðG2ÞkkEðG1Þk þ kEðG2Þk : ð16Þ
Notice that D 2 ½0; 1. In particular, the distance between two equal graphs is
DðG;GÞ ¼ 0, and the distance between two disjoint graphs is DðG1;G2Þ ¼ 1,
when EðG1Þ \ EðG2Þ ¼ 0.
The graph-based distance D does not take into account the sequential order
of the visited nodes, because each (non-trivial) navigation graph can be
achieved by many diﬀerent navigation sequences. The tables on the right side
of Fig. 4 show this situation. Both users A and B (left and right tables, re-
spectively) visit node 1 ﬁrst and then node 2. From there, user A proceeds to
the left subgraph (nodes 3, 4, 5, and 6) ﬁrst and then to the right subgraph
(nodes 7 and 8, bold). Contrary to A, user B proceeds ﬁrst to the right sub-
graph and then to the left one. This might indicate that both users are inter-
ested in the same nodes, but user A is more interested in the topics discussed in
the left subgraph, whereas user B is more interested in the topics from the right
subgraph. These relative preferences are not taken into account by the distance
between a pair of navigation graphs. To account for the order in which nodes
are visited, we deﬁne a distance measure based on the sequence of visited
(target) nodes. Each node can be viewed as a symbol, and the distance between
pairs of sequences of these symbols can be computed with the Levenshtein
distance at (15) using the symbol distance at (13). Although the navigation
graphs for users A and B are equal, the distance between their navigation se-
quences is
Lð12345678;12783456Þ ¼ 4; ð17Þ
Fig. 4. A user navigation graph and two corresponding navigation sequences.
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so the order of visits is taken into account. If user C exhibits the same navi-
gation sequence as user A, but omits, for example, a visit to node 6, the Le-
venshtein distance between the sequences for A and C is
Lð12345678;1234578Þ ¼ 1: ð18Þ
Thus, the order in which nodes are visited can be more signiﬁcant than the
nodes which diﬀerent users decide to visit. These examples indicate that the
Levenshtein distance of navigation sequences seems to be an appropriate
measure for the dissimilarity of web logs.
Extensions of the Levenshtein measure lead to more sophisticated distance
measures for navigation sequences. All web pages visited and their intercon-
nection links might be represented as a graph like the one in Fig. 4. The symbol
distance zðx; yÞ at (13) might then be replaced by the distance between the nodes
x and y in the graph, i.e., the number of edges in the shortest path between x and
y. Notice, however, that the complete graph of a web site might be very large, so
this modiﬁed symbol distance might be practically impossible to compute. As
another example, consider user D with a navigation sequence 1278 and com-
pare it with the navigation sequences of users A and B at Fig. 4. User A seems
more interested in the left subgraph, and user B in the right one. User D is in-
terested in the right subgraph only. So, the distance between the se-
quences of users A and D should be higher than the distance between A and B.
However,
Lð12345678;1278Þ ¼ Lð12783456;1278Þ ¼ 4: ð19Þ
This problem might be solved by replacing the constant penalties þ1 at (15)
for delete and append operations by the number of characters that have to be
shifted by these operations. In the experiments presented in this paper, how-
ever, we did not use these extensions, but used the standard Levenshtein dis-
tance (15) with the symbol distance (13).
7. Applications
RACE can be used to cluster arbitrary relational data sets. This allows the
user to ﬁnd clusters in object data that do not possess any meaningful nu-
merical representation, but for which a meaningful relation matrix can be
deﬁned. As an example for this case we present the wedding table problem in
Section 7.1. In Section 5 we introduced relations on text. RACE with these text
relations is applied to web content mining, in particular keyword extraction
and document classiﬁcation, in Sections 7.2 and 7.3. The relations on text
from Section 5 were extended to relations of graph traversal sequences in
Section 6. RACE with these sequence relations is applied to web log mining in
Section 7.4.
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7.1. The wedding table problem
In the so-called wedding table problem that was ﬁrst proposed in [15], we
consider a relational data set on a non-numerical object set of guests at a
wedding reception.
O ¼ fAnja; Inge; Jim;Maggie;Mel;Nicole; Snorri; Stefan;Thomas;Tommyg:
ð20Þ
Solving the wedding table problem means: distribute the guests in O to c
equal sized tables according to the subjectively estimated (symmetric) ‘‘dis-
tances’’ between the guests. These relational data are stored in the matrix D
given in the left view of Fig. 5. We applied RACE with Cauchy membership
functions (12) and maximum membership defuzziﬁcation to D. We denote the
modal index for cluster i, i ¼ 1; . . . ; c, as miðUÞ ¼ k, if uik ¼ maxl¼1;...;nfuilg. In
each iteration step t ¼ 1; 2; . . . we assign the modal object omiðUÞ to cluster
Fig. 5. The upper triangular part of the symmetric distance matrix and the resulting wedding table
assignments.
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i ¼ t mod c, remove omiðUÞ from O and remove column miðUÞ from U. This
assignment is repeated until O is empty. In [15] this algorithm is called equal
size subset defuzziﬁcation. Fig. 5 shows the resulting assignments for c ¼
2; . . . ; 5. For example, we see that 6 (Nicole) and 7 (Snorri) are seated together
in all four arrangements (c ¼ 2; . . . ; 5). This is because the distance between
Nicole and Snorri is d67 ¼ 1. Further, 6 (Nicole), 7 (Snorri), and 8 (Stefan) all
have the distance 1, so 8 stays with 6 as long as possible, i.e., for c ¼ 2; 3; 4. In
general, guests at the same table usually have low distances and guests at
diﬀerent tables have higher distances. For c ¼ 2 the within-cluster distances are
between 0 and 8 for wedding table 1 and between 0 and only 2 for wedding
table 2. The distances between guests from diﬀerent wedding tables are 2 at
minimum. For c ¼ 5 the within-cluster distances are only 1 for all wedding
tables except wedding table 5.
Notice, however, that clustering does not perform a minimization of intra-
cluster distances. Therefore, RACE does not ﬁnd the optimal solution in terms
of the sum of intra-table distances. To see this, consider the solution for c ¼ 5
and exchange the partners in tables 3 and 5. This changes the sum of intra-
cluster distances in tables 3 and 5 from d4 10 þ d2 8 ¼ 1þ 8 ¼ 9 to d2 10 þ d4 8 ¼
1þ 6 ¼ 7.
7.2. Keyword extraction
In [17] RACE was used to extract keywords from text documents. Here we
consider texts from an internet-based distributed bulletin board system called
usenet news [12]. Usenet news is hierarchically organized into several thousands
of groups, such as comp.ai.fuzzy, comp.ai.neural-networks, alt.drinks.beer, or
alt.music.zz-top. Each group contains messages discussing the topics indicated
by its title. Here we attempt to automatically extract keywords for a newsgroup
from the articles it contains.
We used the 20 newsgroups data set from Carnegie Mellon University
(http:// www.cs.cmu.edu/TextLearning/datasets.html). This data set consists
of 20,000 articles, composed of 1000 articles of 20 diﬀerent newsgroups. Since
news articles contain many special characters and header information, pre-
processing of the data are necessary. We chose a simple preprocessing method
that considers the ﬁrst 10,000 non-empty strings that satisfy the extended
Backus–Naur form
½ðj \ ½fA . . .Zg ½fa . . . zg|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ok
½Þ j " j : j; j:j; j ! j ?: ð21Þ
The preprocessed text objects ok; k ¼ 1; . . . ; 10; 000, are obtained by con-
verting the alphabetic parts ok from (21), k ¼ 1; . . . ; 10; 000, into their lower case
equivalents. For each of the 20 newsgroups we performed this preprocessing,
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computed the upper triangular part of a 10; 000 10; 000 Levenshtein distance
matrix on O, and determined c ¼ 20 cluster centers with the RACE algorithm
described in the previous example. For the newsgroup sci.electronics, for ex-
ample, we obtained the following 20 cluster centers:
gaithersburg f cyanoacrylate simulatenously compat-
ability semiconductor electrically potentiometers
massachusetts multivibrators intelligence revolution-
ized asynchronously joseph subdirectories birlinghoven
transportation microcontroller administration repro-
gramming
The keywords shown in italics are those that we consider meaningful for the
contents of this newsgroup. Thus, 15 out of the 20 keywords seem meaningful
to us. This is a very good result, since our keyword extraction method is only
based on Levenshtein distances and does not use any additional semantic in-
formation. Notice that it even ignores the misspelling in the cluster centers
simulatenously and compatability. Notice also that the letter f is
chosen as a keyword, although it is not even a word. Apparently, this trivial
word represents a noise cluster (as in [4]), that represents those words that
cannot be meaningfully assigned to any of the other keywords. Similar results
were obtained for the other 19 newsgroups.
Notice that the training set is simply composed of the ﬁrst 10,000 strings.
Better results might be obtained when also the word frequencies are taken into
account here. Also combinations with other keyword extraction methods seem
promising. These aspects will be subject of further research.
7.3. Document classiﬁcation
Keywords extracted from word repositories about speciﬁc topics can be used
to automatically classify (previously unknown) texts. For the newsgroups
considered in the previous section this means we can automatically assign ar-
ticles to the most appropriate newsgroup [18].
Each article consists of a sequence of words ðw1; . . . ;wmÞ, and each word
wj; j ¼ 1; . . . ;m, has a minimum distance to one of the cluster centers
vðlÞi ; i ¼ 1; . . . ; 20, of each newsgroup l; l ¼ 1; . . . ; 20. Now deﬁne
L0l ¼
Xm
j¼1
min
i¼1;...;c
fLðwj; vðlÞi Þg: ð22Þ
Classiﬁcation of an article is done by assigning it to the newsgroup with the
minimum distance L0l; l ¼ 1; . . . ; 20.
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We applied this document classiﬁcation system to the 20 newgroups data set
that was also used in the previous section. For each of the 20 newsgroups we
took the 20 keywords extracted from the ﬁrst 10,000 strings using RACE as
described above. The maximum numbers of articles covered by these 10,000
strings in the training set of the classiﬁer is 67 articles, for the seventh news-
group (misc.forsale). As test sets we picked the articles number 500; . . . ; 1000
from each of the newsgroups, so training sets and test sets are disjoint. The
minimum Levenshtein distance classiﬁer assigned about 50% of the articles to
the correct newsgroup. We then restricted our experiments to only two news-
groups (comp.graphics and talk.politics.misc), so the classiﬁer has to decide
only between two classes. This yielded correct classiﬁcation rates of 60.88% for
articles from comp.grapics and 65.47% for talk.politics.misc. The classiﬁcation
rates strongly depend on article sizes. Larger articles usually contain a higher
percentage of words that approximately match the extracted keywords than
smaller articles. When we restricted our experiments to articles with a size of
more than 5000 bytes, we obtained classiﬁcation rates of 72.41% for articles
from comp.grapics and 81.58% for talk.politics.misc.
7.4. Web log mining
In the two previous sections we considered newsgroup articles. Newsgroup
articles are speciﬁc types of web content data, just like e-mails, or the contents
of web pages. We interpreted these web content data as sequences of strings,
and relational data sets were generated using the Levenshtein distances of all
pairs of these strings. RACE was then applied to these relational data to ex-
tract cluster centers that serve as keywords, which were then used to classify
new documents.
In this section we consider web log data, i.e., sequences of web pages visited
by speciﬁc users. We want to extract typical sequences of page visits that
correspond to typical user interests. The goal of this analysis is
• to learn more about user preferences, e.g., to perform a user (or possibly cus-
tomer) segmentation,
• to optimize the web presentation, e.g., to emphasize speciﬁc items and to at-
tenuate others, and
• to optimize the link structure between the web pages, e.g., to shorten navi-
gation paths by providing direct links, to oﬀer additional links for related
topics, or to delete links that are never used.
This web-log analysis can be performed on oﬀ-line data, but also on-line
web-log analysis might be desirable, because this allows dynamic optimization
of the web presentation, i.e., the navigation behavior of the user directly in-
ﬂuences the content and structure that is presented.
As described in Section 6, distances between (pairs of) web page sequences
can be computed using graph distances (16) or using Levenshtein distances (15).
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All pairs of distances between the web page sequences in a web log form a re-
lational data set that can be clustered using the RACE algorithm described
above.
We applied this method to the web log data set from the Rensselaer Poly-
technic Institute [14]. This web log data set contains all accesses to the web
domain http://www.cs.rpi.edu that occurred between January 10, 2001, 10 a.m.,
and January 19, 2001, 7 a.m. The size of the data set in LogML format [14] is
26 Mbytes. It contains a total of 16,610 web page sequences. All sequences
together cover 136,667 page visits, so the average number of visited pages per
sequence is about 8.23. The number of diﬀerent pages considered in the data set
is 34,299, so the average number of visits per page is about 3.98. To accelerate
the analysis we picked only every tenth web page sequence and computed the
16611661 Levenshtein distance matrix. In this relational data set we deter-
mined c ¼ 5 clusters using the RACE algorithm described above. The web page
sequences corresponding to the ﬁve cluster centers are:
Cluster center 1:
10656 http://www.cs.rpi.edu/goldberg/01-s/ca-01/HW/
hw1-01.ps
10651 http://www.cs.rpi.edu/goldberg/01-s/ca-01/
intro/index.html
Cluster center 2:
32555 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld001.htm
32566 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld002.htm
32706 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld003.htm
32801 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld004.htm
32813 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld005.htm
32817 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld006.htm
32834 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld007.htm
32840 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld008.htm
33279 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld009.htm
33286 http://www.cs.rpi.edu/courses/fall96/netprog/
lectures/html/ftp/sld010.htm
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Cluster center 3:
32418 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/contents.html
32682 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/front.html
35008 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/konugum_ol.html
33541 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/su_curudu.html
32868 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/kalbim_unut_bu_siir
32868 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/kalbim_unut_bu_siir
32687 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/gulusun_eklenir_kim
33691 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/isimsiz.html
33679 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/suclama_beni.html
32417 http://www.cs.rpi.edu/sibel/poetry/poems/
ahmet_telli/huznun_isyan_olur.h
Cluster center 4:
17770 http://www.cs.rpi.edu/sibel/poetry/poems/
umit_yasar/mektup
17771 http://www.cs.rpi.edu/sibel/poetry/poems/
umit_yasar/mektup_ii
17825 http://www.cs.rpi.edu/sibel/poetry/poems/
umit_yasar/isimsiz
17553 http://www.cs.rpi.edu/sibel/poetry/poems/
necati_cumali/gecmis_yazdan.htm
10302 http://www.cs.rpi.edu/sibel/poetry/poems/
yilmaz_odabasi/index.html
Cluster center 5:
16160 http://www.cs.rpi.edu/kennyz/madonna_lyrics/
like.a.virgin.html
16163 http://www.cs.rpi.edu/kennyz/madonna_lyrics/
you.can.dance.html
Notice that the web pages in each cluster are individual symbols, just as the
characters in the the keywords from Section 7.2. Therefore, the cluster centers
here contain diﬀerent numbers of web pages, just as the keywords in Section
7.2 have diﬀerent lengths.
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We analyzed the contents of the web pages used in the cluster centers. Each
cluster center contains web pages that refer to particular contents:
• Cluster 1: introductory information on the course ‘‘Computer Algorithms’’
• Cluster 2: transparencies about FTP (File Transfer Protocol)
• Cluster 3: poems by a Turkish poet named Ahmet Telli
• Cluster 4: poems by a Turkish poet named Umit Yasar and others
• Cluster 5: lyrics of Madonna songs
The cluster centers seem to represent prototypical user interests reﬂected in
the visits during the 9 days covered by the web log data set. These prototypical
interests provide a user segmentation. Let x denote the sequence of web pages
visited by a user, and v1; . . . ; v5 denote the ﬁve cluster centers summarized
above. Then we deﬁne the membership of x in the ith cluster as
uiðxÞ ¼ 1
X5
j¼1
Lðx; viÞ
Lðx; vjÞ ; i
,
¼ 1; . . . ; 5; ð23Þ
if Lðx; vjÞ 6¼ 0 for all j ¼ 1; . . . ; 5. Notice the similarity between (23) and (7). If
Lðx; viÞ ¼ 0, we choose uiðxÞ ¼ 1 and ujðxÞ ¼ 0 for all j 6¼ i. Also notice that
uiðxÞ 2 ½0; 1 for all i ¼ 1; . . . ; 5, and
P5
i¼1 uiðxÞ ¼ 1. Eq. (23) fuzzily assigns
each user to one of the ﬁve interest groups. We also used this algorithm to
extract other numbers of clusters c 2 f2; . . . ; 20g. We illustrated the algorithm
for c ¼ 5 here, because we could give the clearest semantical interpretation of
the clustering results for this case.
Each cluster center represents a (very small) subgraph of the complete graph
of all 34,299 pages considered in the web log data set. Since the clusters rep-
resent prototypical user interests, the eﬀorts to analyze and update web page
contents should be eﬃciently concentrated on the nodes in the cluster center
subgraphs. To optimize the link structure, the existing links connected to
these subgraphs should be analyzed, we should consider linking other nodes to
these subgraphs. These optimization steps are highly content-speciﬁc and have
to be performed by the content providers. The analysis results obtained by
relational clustering seem to be a useful tool for such eﬀorts.
8. Conclusions
We have shown how relational alternating cluster estimation (RACE) can be
used to ﬁnd clusters in data sets with objects that do not possess a clear nu-
merical representation. As an example, we presented a solution of the wedding
table problem, where we found meaningful clusters in a set of people. More
precisely, we assigned guests at a wedding reception to individual tables, so that
intra-table distances are low. We focussed then on analyzing data from the
234 T.A. Runkler, J.C. Bezdek / Internat. J. Approx. Reason. 32 (2003) 217–236
World Wide Web using relational clustering and distinguished web content
mining from web log mining.
In web content mining we analyze the contents of web documents such as
HTML ﬁles. If the web documents are text documents, web content mining can
be performed by relational clustering of Levenshtein distances. This method
was successfully applied to a set of newsgroup articles. We used RACE to
automatically extract meaningful keywords from newgroup articles and then
used these keywords to automatically classify (previously unknown) articles,
i.e., to assign them to the most appropriate newsgroup. This method can be
also used for keyword extraction and classiﬁcation of other types of text
documents. For example, it could be used to automatically assign incoming
e-mails to the most appropriate folders.
In web log mining we analyze the sequences of web pages visited by par-
ticular users. We have introduced two relations on these navigation sequences
(graph-based and sequence-based) that serve as a basis for relational clustering
of this kind of data. We used RACE to then extract typical web page sequences
that reﬂect particular user interests, and thus, provide an automatic data-dri-
ven user segmentation. Moreover, the typical web page sequences can be used
to analyze and update the web page contents and the link structure among
them.
We believe that the examples presented show that the relational clustering
methods presented in this paper provide a useful tool for eﬃcient web mining
and web content management.
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