ABSTRACT. When the method of finite differences is used to approximately solve a boundary value problem for an elliptic partial differential equation over a two-dimensional domain (R with boundary 0(R, the first step is to choose a set of net-points 9Z. Next, a system of algebraic equations connecting the values of the approximate solutions at the net-points is set up. Finally, the system of algebraic equations is solved. Usually, i)Z is taken to be the set of points belonging to a rectangular grid, together with the points of intersection of grid-lines with 0(R. When a computer is used, one or more of the following assumptions are often made in order to simplify the programming: (1) All the points of OZ are grid-points; (2) the "interior net-points" are "grid-connected"; (3) the number of "irregular" net-points is much smaller than the number of "regular" net-points. In the present paper these three assumptions are analyzed.
I. Introduction and Terminology
Let ~ be a bounded domain (open connected set) in the (x, y) plane with boundary a~. Let u be the solution of a boundary value problem over (R--for example, the Dirich]et problem u= + u~ = 0, (x, y) E ~,
u = f, (x, y) E 05L (2) When the method of finite differences is used to compute an approximation to u U say, the steps which are carried out can be summarized in the following algorithm [6, p. 175, and 7, p. 14].
Algorithm 1
Step (1). Choose a set of net-points, 9Z.
Step (2) . Set up a system of algebraic equations connecting the values of U at the points of 9~.
Step (3) . Solve the system of algebraic equations set up in Step (2) , and thereby obtain U.
There are several possible choices for the net OZ in Algorithm 1; however, in the present paper, we will only consider rectangular nets, which are defined as follows.
Let G be a rectangular grid, that is, a set of orthogonal grid-lines and corresponding grid-points. Let ~ = ~ (G, ~) be the set consisting of the grid-points and the points * Computer Sciences Department. This work was sponsored by the Office of Naval Research under Contract No. N00014-67-A-0128-0004.
of intersection of grid-lines with 06t. Then, 9~ is the reaangular net corresponding to G and 61.
Techniques for implementing Algorithm 1 as a program on a digital computer are discussed by Forsythe and Wasow [6, p. 357] . It is desirable for the program implementing Algorithm 1 to be as general as possible and to require the minimum of human assistance. Ideally, the only input data needed should be information (possibly in the form of subroutines) about the domain 61, the differential equation, and the boundary conditions, together with information about the accuracy desired and the form in which the answers are required. However, the "ideal program" has yet to be written, primarily because it is hard to write a program which is capable of handling the topological complications which can arise when 61 is a general domain. In all programs of which the author is aware, assumptions are made about 9~ (G, ~), and it is the purpose of the present paper to analyse three assumptions about 9~ (G, 6t) which axe frequently made.
The most common assumption about ~ (G, 61) that is made is that 9~ (G, 6~) is gridlike, that is that all the points of 9Z are grid-points. If 9~ is gridlike, the programming is substantially simplified because 9Z can then be represented as a two-dimensional array in the computer. However, in Section 2, we show that ~(G, ~) is gridlit~e only for very restricted classes of domains 61 and grids G.
Another assumption about ~ which is sometimes made is that the "interior netpoints" axe "grid-connected" (these concepts are defined below); in Section 3 we obtain conditions upon 61 and G which ensure that this is the case.
Finally, in Section 4, we analyse the assumption (which is implicit in many implementations of Algorithm 1) that the number of "irregular" net-points is much smaller than the number of "regular" net-points.
Our results depend only upon the grid G and the set 61, and are independent of the particular boundary value problem being solved. However, our definition of "irregular" net-points corresponds to the case when the differential equation is a second-order equation which is being approximated by a five-point difference equation. When this is not the ease, for example, when a biharmonic equation is being approximated by a thirteen-point difference equation, then the set of "irregular" net-points will be a subset of the set of points at which an "irregular" difference equation must be used, so that in such cases the results of Section 4 are of limited value.
The present paper is a condensed version of a report [3] in which the reader will find those details, in particular the proofs of certain theorems, which are omitted here.
In the remainder of the present section, we introduce terminology which will be required later.
For a given rectangular grid G we introduce coordinates x', yt such that the x t, yt coordinate axes are parallel to the grid-lines; we call x', y' the grid-coordinates. With respect to the grid-coordinates, the grid-lines of G are of the form
(1 <i<I),
! ! y =yy
while the set of grid-points is given by = { (x~, y~'):l < i < I, 1 _<j _< J}.
I I
Here, x( < x(+l and y/_< y~+1 for all i and j. We set II G II --max lmax I x,+z -~,' I, max l y~+~ -yJ 11.
$ (5)
If (R lies in the rectangle, { (x', y'):x~' _< x' < x/, y/_< y' _< y',},
we say that G covers oR. If the grid-lines are equally spaced so that
where h and k are positive constants, we call G a regular rectangular grid; and if h = k, so that
we call G a square grid with grid-length h. If l is a grid-line, P is a point of intersedion of l with 0(R if P E l n OR emd if in every neighborhood of P there is a point Q E 1 which does not lie on O~. Let ~ = ~ (G, tR) be the set of points of intersection of grid-lines with O~.
We'introduce the following sets (see Figure 1 ):
(special boundary net-points), (regular boundary net-points), (exterior net-points), (interior net-points), (regular interior net-points), (adjacent interior net-points). 
Let G be a grid with grid-lines parallel to the x, y axes such that 9~(G, 5h) is gridlike. Then the grid-lines of G which intersect O(RI are a subset of the lines
PROOF. If the theorem is not true, there is a grid G and a point P = (~, ~) such that 9~(G, ~1) is gridlike, P is a point of intersection of a grid-line with 0~, and P ~ A, B, C, D. Since every intersection of a grid-line with 0~1, is a grid-point, it is then easy to see that there is a grid-point P~ = (t~, -tl) E DA, where 0 < t~ < 1 and tl is equal to I ~ [ or 1 2 -~ I-Consulting Figure 2 we see that the points P2, Ps, P4, and Pj, must also be grid-points.
But P5 = (t6, -t~), where t5 = sin (~'h/2). Since s < sin (~'s/2) < 1 for 0 < s < 1, it follows that t~ < t~ < 1 so that the process may be repeated. Consequently must contain the infinite sequence of distinct points P~, Pa, Pg, ..., P4k+l, "", which is impossible. The proof of the theorem is thus complete.
Of course, by using grid-lines which make an angle of 45 ° with the x, y axes, we can clearly construct an infinite number of grids G for which iK (G, ~1) is grid-like. However, Theorem 1 does show that even for very simple domains 6t the grid-lines cannot be oriented arbitrarily if ~ is required to be gridlike. The author finds it difficult to conceive of a program which, given the specifications of ~ (perhaps by means of a set of subroutines), could determine the correct orientation. Therefore, one consequence of Theorem 1 is that, with any implementation of Algorithm 1 for which it is assumed that ~ is gridlike, the orientation of the gridlines must be part of the input data provided by the user. Using the same method as in the proof of Theorem 1, we obtain the following result.
THEOREM 2. Let ~t2 be the convex domain shown in Figure 3. Here, each segment of the boundary is an arc of the circle with radius 5 and center the "opposite" corner. For example, AB is an arc of the circle with radius 5 and center D. Then, there is a positive constant o-such that, irrespective of the orientation of the grid-lines, if l[ G I] -~ ~ and G covers 5h, then 9~ (G, ~h ) is not gridlike.
When applying Algorithm 1 we must be able to use grids G for which I] G II is arbitrarily small. Therefore, it is a consequence of Theorem 2 that in any general implementation of Algorithm 1, provision must be made for special boundary points.
The domain (~2 of Theorem 2 has no axis of symmetry, and the following theorem shows that this lack of symmetry is essential. In the remainder of this section we discuss certain questions which arise naturally from Theorems i and 2, but which are not of direct importance as regards the implementation of Algorithm 1. It is natural to ask whether Theorem 2 can be strengthened. We make the following conjecture.
Conjecture 1. There is a domain (R with smooth boundary 05~ such that if G is any grid for which 9 n (R is not empty, then IK is not gridlike.
Conjecture 1 is not true for strictly convex domains (R as the following theorem shows.
THEOREM 4. Let (P~ be a strictly convex domain. Then there is a grid Gi such that ~1 n 05~4 is not empty, 91 n 6~4 is empty, and ~ (G, 6~ ) is gridlike. Also, there is a grid G2 such that ~2 n 6~ consists of exactly one point, and 9~ (G2 , 5~ ) is gridlike.
Bearing Theorems 2 and 4 in mind, we make the following conjecture. Conjecture ~. There exists a strictly convex domain 6t with smooth boundary 0~ such that if G is any grid for which 9 n ~ is not empty while ~ (G, (R) is gridlike, then 9 n ~ consists of at most one point.
When Is IK~ Grid-Connected?
When Algorithm 1 is implemented, it is necessary to know which net-points belong to IE~. This information can be provided as input data by the user, but it is of course preferable for it to be generated by the program itself.
If ~ is grid-connected, then there is a simple algorithm for determ~nlng the points of ~ [6, p. 358]. Starting with a point P1 E ~, let P be a grid-point which is adjacent to P1. If the line segment PP~ does not intersect 05t, then P E 9~. By repeating this procedure, we determine all the grid-points which belong to IE~ and can be connected to P1 by a grid-are lying in (R. Since ~ is grid-connected, all the points of 9~ have been found. The above algorithm is used, for example, in FREEBOUN [2] .
In the present section we derive conditions which ensure that IE~ is grid-connected. Figure $) . Let G be a grid which covers 6t and satisfies 
THEOREM 5. Let 5~ satisfy (A ) There is a positive constant d such that if B~ and B2 are any two points on O$ such that [ B1B2 [ < d, then there is an arc a (B1, B2) (not necessarily belonging to 05t) which connects Bi and B2 , has no points in common with 5t, and lies in the closed disk with diameter B1B2 (see
II a II _< d/v .(12)
A8

Parts of P[S, T]
PROOF. Examples of domains ~ satisfying Condition (A) are given in Theorems 6 and 7. Let S, T C 9~(G, ~t). Since ~t is open and connected, thereis a polygon P[S, T] which connects S and T and lies in ~ [1, p. 56], and has sides that are parallel to the grid-lines [1, p. 57].
We must prove that S and T can be connected by a grid-arc, Lsr say, lying in ~.
The proof consists in showing that Lsr can be constructed by successively modifying P[S, T].
To Figure 5 . The points Ai through A9 are grid-points while P1 through Pa are the only points of 0~t lying in the closed rectangle AiA~AgA3.
illustrate the method of modifying P[S, T], let P[S, T] = P[S, A] u P[A, N] o PIN, T], where P[A, N] = ABCDEFGHIJKLMN is as shown in
The parts CDE and HIJ of P[A, N] coincide with grid-lines and need not be changed. The part EFGH is replaced by either EATAsH or EA4AsH, and ABC is replaced by AA~A2A6C; the resulting polygon still connects S and T and does not intersect 0~.
Because of the location of P2 and P3, JKLMN cannot be replaced by either JA6N or JA~A2AaN since both these arcs cut 0~t. However, it can be shown that, as a consequence of Condition (A), the polygon PIN, T] must cut P3AclsA2P2 in at least one point, 0 say (see Figure 5) .
We therefore replace JKLMN u PIN, T] by JAsO u P[O, T].
It can be shown that, after modifying P
[S, T] in the above fashion a finite number of times, a polygon P'[S, T] is obtained which connects S and T, does not intersect 0R, and has sides which coincide with grid-lines. We set Lsr = P'[S, T].
The following theorems, which follow immediately from Theorem 5, show that 9Z~(G, ~) is grid-connected in many important cases. 
II G II -< ~ (15:
It is natural to ask whether Theorems 5-7 can be strengthened. We now sho~ that this cannot be done. This example therefore shows that conditions (12) of Theorem 5 and (13) o Theorem 6 are necessary.
Next, consider the domain ~e of Figure 7 . (Re is an isosceles triangle with verte at the origin, and vertex angle ~. 6re is symmetric about the line x = y. The base c 6~e is a segment of the line x ~ y = 5. We will consider nets IK (G(a, p) , 6~e) whet Here, a _> 0, hp --2 -~, and p is a nonnegative integer. We obtain Theorems 8 and 9. Theorem 8 shows that condition (14) of Theorem 7 cannot be relaxed. Theorem 9 shows that if 06t has corners, then 9~ (G, 6t) may not be grid-connected even if G is chosen so that all the vertices of 06t are grid-points. 
The Number of Net-points
When Algorithm 1 is implemented in a straightforward manner, the amount of storage required may exceed the capacity of the high speed store. It is possible to reduce the amount of storage required by allocating different amounts of storage to different types of net-points. When doing so, it is necessary to have estimates for the number of net-points of each type, and such estimates are obtained in the present section.
Throughout the present section it will be assumed that (a) 9~ = 9~(G, 5~), where G is a square grid with grid-length h which covers (R.
where a is an integer and each 0k(R is a rectifiable arc [1, p. 104]. Furthermore, any two distinct arcs 0k~ and 0z~ have at most two points in common. In addition, we will sometimes assume that (e) The grid-lines of G are of the form
y=y~=yo+jh
(1 <j< J), and a~ = U a,k(P,. = U a~k~, 
If Condition (c) holds, then I YL I = O(h-').
PROOF. Theorem 10 follows from Lemmas 1 and 4-6. PROOF. Let nk denote the number of grid-points on the are 0k~{. The nk gridpoints form a polygonal line Pk with nk --1 segments. Since each segment has length at least h, we have, from the definition of the length of a rectifiable curve, that
When we sum over k, the lemma follows. 
PROOF. This lemma is the ease n = 2 of a formula due to Estermann [4] ; a proof is given by Cryer [3] . 
PEgIa
When we apply Lemma 3, this lemma follows. Using similar methods, we obtain LEMMA 5.
--< I ~,.I,
At first sight one might suppose that ~, is a finite set if 0(R is rectifiable. However, this is certainly not the ease. Consider, for example, the case when the arc y = z ~° sin (1/x) (0 < x _< 1) is part of 06t. This are is not only rectifiable but also of bounded curvature; yet it intersects the line y = 0 infinitely often. Therefore, to ensure that 9~, is finite we must impose additional conditions upon 0(R, as is done in the following lemma, the proof of which is similar to that of Lemma 1. PROOF. [8, 10] . The lemma is an easy consequence of the observation that an arc of length less than h has points in common with at most four grid-squares. COROLLARY 1.
19Z,,[ < 16(a + l[O~t]/h).
PROOF. Apply Lemma 7, remembering that a square has four corners. The next result shows that even if Condition (c) does not hold, G can be chosen so that 9L is finite. PROOF. This lemma is due to Estermann [5] . The proof of Estermann is for the case when 06t is a Jordan curve, but examination of the proof shows that it holds for 0(R of the form (17).
Finally, let inCA) = I ,l, = I l,
where the infinum and supremum are taken over all possible square grids G with grid-length h. Then, among other results, Niven and Zuckerman [9] prove that
m((R) < ~[~t]/h' < M((R).
In a certain sense, this result complements Lemma 5.
