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We estimate the transport coefficients, viz., shear and bulk viscosities as well as thermal and elec-
trical conductivities, of hot pionic matter using relativistic Boltzmann equation in relaxation time
approximation. We use K-matrix parametrization of pion-pion cross sections to estimate the trans-
port coefficients which incorporate multiple heavy resonances while simultaneously preserving the
unitarity of S-matrix. We compare transport coefficients estimated using K-matrix parametriza-
tion with existing literature on pionic transport coefficients. We find that the K-matrix scheme
estimations are in reasonable agreement with previous results.
PACS numbers: 12.38.Mh, 12.39.-x, 11.30.Rd, 11.30.Er
I. INTRODUCTION
One of the long standing challenge in the theoretical and experimental nuclear physics is to establish the structure
of phase diagram of strongly interacting matter. Relativistic Heavy Ion Collider (RHIC) is one of the early experiment
to explore the properties of strongly interacting matter at very high temperatures. The surprising discovery made
by physicists in this experiment is the collective flow exhibited by the outgoing hadrons[1–4]. This flow has been
observed both in single particle transverse momentum distribution distribution as well as asymmetric azimuthal
distribution. The former flow is called radial flow while later is called elliptic flow. Ideal fluid dynamics calculations
reproduces the measurements of both radial and elliptic flow up to transverse momenta, pT ∼ 1.5 GeV/c[5]. Despite
this experimental evidence theoretical calculations based on Anti-de-Sitter/conformal field theory (AdS/CFT) duality
suggest that fluid cannot have zero viscosity. In fact, for any fluid that can be found in nature, the ratio of shear
viscosity to entropy density cannot be smaller than the lower limit, 14π [6–12]. The argument based on kinetic theory
and uncertainty principle also suggest the lower bound on η/s[13]. This motivated many theoretical investigations
of this ratio rigorously from microscopic theory [14–32]. Further, it is found that the evolution matter produced in
HIC is successfully described using dissipative relativistic hydrodynamics [34–42], and transport simulations [43–49].
This implies that relatively good agreement between ideal fluid calculations and RHIC data suggest small value of
viscosity and not zero and it needs to be taken into account for the accurate description of the matter produced in
heavy-ion collision. Further, there are strong theoretical and experimental evidences which suggest that η/s should
have minimum at hadron to quark-gluon-plasma phase transition point[18, 50, 51]. Thus the theoretical estimations
of shear viscosity coefficient is of phenomenological importance in the context of heavy-ion collision experiments.
The bulk viscosity governs the equilibration of the system subjected to compression or dilatational perturbations.
Although its magnitude is very small compared to shear viscosity coefficient its importance in heavy ion collisions has
recently been realized and cannot be neglected. Bulk viscosity vanishes for conformally symmetric system according to
Kubo formula. Matter created in relativistic heavy ion collision at very high center-of-mass energies and in the initial
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2stages of its evolution is conformally symmetric. Thus it is expected that bulk viscosity vanishes or it is very small
in magnitude for such matter. But recent studies indicate that near hadron-QGP phase transition point the trace
anomaly (ǫ−3P )/T , which is measure of conformal symmetry breaking, attains peak[52–54]. Similar peak is expected
in bulk viscosity coefficient near hadron-QGP phase transition point. Indeed, few studies have shown such peaking
behavior in ζ/s[55, 56]. Further during the expansion of the fireball, when the temperature approaches the critical
temperarture large ζ can give rise to different interesting phenomena like cavitation when the pressure vanishes and
hydrodynamic description breaks down [57, 58]. The effect of bulk viscosity on the particle spectra and flow coefficients
have been investigated in Refs. [59–61] while the interplay of shear and bulk viscosity coefficients have been studied
in Refs. [62–64]. Recognizing the importance of the bulk viscosity in the heavy-ion collision phenomenology it has
been estimated for both the hadronic and the partonic systems using various models [32, 65, 66, 68–78].
The thermal conduction involve relative flow between energy and baryon number. Matter created in RHIC and
LHC (Large Hadron Collider) is mostly baryon free. Thus thermal conduction does not occur in such systems. Also
central collisions do not produce macroscopic electric and magnetic field. So in such collisions electrical conductivity
cannot play any role. But in the off-central collisions at small centre-of-mass energies matter produced will be
baryon rich and the spectators in such collisions would produce macroscopic electric and magnetic field which of
the order of pion mass squared (eB = eE ∼ m2π) within proper time 1 − 2fm/c [79, 80]. In such systems electrical
as well thermal conductivities plays crucial role in the hydrodynamical evolution of matter created in heavy ion
collisions. Several groups have studied the thermal and electrical electrical conductivity, including lattice QCD[83],
the chiral perturbation theory [84], numerical solution of the Boltzmann equation (BE) [85, 86], holography [87],
transport models [88, 89], Dyson Schwinger calculations [90], a dynamical quasiparticle model [91, 92], quasiparticle
model [33, 93], Effective fugacity quasiparticle model [94] and lattice gauge theory [95–101]. All these studies aim to
study conductivities in the QGP phase but some of these do extend below the transition temperature towards the
hadron gas (HG). Recently, conductivities has been investigated for a pion gas [102] and for hot hadron gas [103–105].
It has also been studied in the framework of Polyakov-Nambu-Jona-Lasinio (PNJL) model [106] and in Polyakov-
Quark-Meson (PQM) model [26].
In this work we estimate the transport coefficients, viz., shear and bulk viscosities as well as thermal and electrical
conductivities of hot pionic matter. The expressions for all the transport coefficients can be obtained using relativistic
Boltzmann equation in the relaxation time approximation. The method to obtain the transport coefficients from the
Boltzmann equation is quite standard and can be found in many references[107–109]. We estimate the relaxation time
by calculating pion-pion elastic scattering cross section using K-matrix parametrization similar to that of Ref.[110].
The special feature of K-matrix formalism is that it incorporate multiple heavy resonances while simultaneously
preserving the unitarity of S-matrix[111–113]. One can obtain the S-matrix once we know the K-matrix for the given
scattering process. Finally the thermodynamical properties will be estimated using S-matrix formulation of statistical
mechanics[114]. This method has already been used to estimate the shear viscosity of hadron gas using Chapman-
Enskog approximation method in Ref. [110]. We use all the formulas required to calculate scattering cross section from
Ref.[110]. But unlike Ref. [110] we use averaged thermal relaxation time to estimate the transport coefficient which is
rather a reasonable approximation[115]. We further study the effect of π−K, π−η and π−N interactions[116, 117] on
the transport coefficients. These interactions are important in the context of pion distributions in heavy-ion collision
experiment[118] as well as in the study of strangeness fluctuations in strongly interacting matter[119]. It is to be
noted that the K-matrix formalism we use lacks repulsive interactions. Recently, the K-matrix formalism has been
extended to include attractive as well as repulsive interactions[120, 121]. So it is possible to improve current work to
include the repulsive interactions as well.
We organize the paper as follows. In Sect. II we give simple derivations of all the transport coefficients using
relativistic Boltzmann equation. In Sect. III we briefly describe the thermodynamics of interacting hadron resonance
gas model. In Sect. IV we discuss the results and finally in Sect. V summarize and conclude.
II. TRANSPORT COEFFICIENTS IN RELAXATION TIME APPROXIMATION
In this section we give brief derivation of all the transport coefficients starting from the Boltzmann equation. The
derivation of shear viscosity, bulk viscosity and thermal conductivity is based on Ref.[14] while the derivation of
electrical conductivity is based on Ref.[86]. We rederive all the transport coefficients to make the paper self contained.
3A. Boltzmann equation
The relativistic Boltzmann equation in presence of external force Fµ is[108, 109, 132–134]
pµ
∂fp(x, p)
∂xµ
+mFµ
∂fp(x, p)
∂pµ
= C[fp(x, p)] (1)
The Boltzmann equation in the local rest frame and in the absence of external force can be written as
∂fp(x, t)
∂t
+ vip
∂fp(x, t)
∂xi
=
C[fp]
p0
(2)
where fp is the distribution function, v
i
p =
pi
p0 is the single particle velocity and C[fp] is called collision integral. Note
that fp is not necessarily equilibrium distribution function (which we shall denote by f
eq
p ). The collision term govern
the rate of change of distribution function due to collisions and hence all the transport processes. In the relaxation
time approximation (RTA) the collision term can be written as
C[fp] ≃ −uµpµ
(fp − feqp )
τ
(3)
where uµ is the velocity four vector. In the local rest frame, uµ = (1,0). This approximation is based on the
assumption that the system is not very far from equilibrium. i.e
fp = f
eq
p + δfp; f
eq
p ≫ δfp (4)
Also the task of collisions is to bring the system back to its equilibrium state and the decay is exponential with
relaxation time τ . Substituting (3) and (4) in Eq. (2) we obtain Boltzmann equation in relaxation time approximation
∂feqp (x, t)
∂t
+ vip
∂feqp (x, t)
∂xi
≃ −δfp
τ
(5)
In the absence of collisions the collision terms vanishes. The form of δfp govern the dissipation (transport through
collisions) in the system and we shall use above equation together with hydrodynamic description of fluid to derive
transport coefficients.
B. Shear viscosity
Near local equilibrium a system of pions can be described by the local temperature T , the velocity u, and the local
chemical potential µ. All these quantities are assumed to vary very slowly in space and time. In the local rest frame
and near equilibrium the pions obey local distribution function
feqp =
1
e(Ep−p
iui)/T + 1
(6)
apart from small correction term which we ignore.
The stress-energy tensor T µν for the pionic fluid can be written in terms of fluid velocity ui and its gradients. The
spatial part of which is
T ij = (ǫ+ P )uiuj + Pδij − η
(
∂ui
∂xj
+
∂uj
∂xi
)
− (ζ − 2
3
η)
∂uk
∂xk
δij (7)
where ǫ is the energy density, P is mechanical pressure and η and ζ are shear and bulk viscosity coefficients
respectively. The terms involving η and ζ are dissipative terms which govern the dissipation in system due to
4collisions. Dissipative part of energy momentum tensor can also be defined in terms of distribution function fp. The
spatial part stress-energy tensor is defined as
T ij =
∫
dp˜
pipj
Ep
fp (8)
where dp˜ = g d
3p
(2π)3 and g is the degeneracy factor. Substituting fp from Eq. (4) we get
T ij =
∫
dp˜
pipj
Ep
feqp +
∫
dp˜
pipj
Ep
δfp (9)
First term can be identified with the ideal part while the second term can be identified with the dissipative part.
i.e
T ijid =
∫
dp˜
pipj
Ep
feqp (10)
and
T ijdiss =
∫
dp˜
pipj
Ep
δfp (11)
The coefficient of shear viscosity can be obtained from this dissipative part once we know δfp which we have already
found using Boltzmann equation in RTA (Eq. (5)). To further simplify the calculation we assume streamline flow
of fluid of the form (ux(y), 0, 0). For this flow one can readily obtain coefficient of shear viscosity using equilibrium
distribution function (6) as[14]
η(T ) =
1
15T
∫
dp˜
p4
E2
τ(E)fp(1 + fp) (12)
Shear viscosity of gas with multiple species is just sum over contribution of individual species.
η(T ) =
1
15T
∑
a
∫
dp˜a
p4
E2a
τa(Ea)fp(1 + fp) (13)
C. Bulk viscosity
The bulk viscosity governs the equilibration of the system subjected to compression or dilatational perturbations.
Taking traces of Eqs. (7) and (11) and equating we get
(Tdiss)
i
i = −3ζ
∂ui
∂xi
= −
∫
dp˜
p2
Ep
τ(Ep)
(
∂feqp (x, t)
∂t
+ vip
∂feqp (x, t)
∂xi
)
(14)
In the local rest frame we write conservation of energy and momentum respectively as
∂ǫ
∂T
= −(ǫ+ P )∂u
i
∂xi
(15)
∂ui
∂t
= − 1
ǫ+ P
∂P
∂xi
(16)
Taking derivatives of Eq. (6) we get
δfp = τ(Ep) fp(1 + fp)
(
Ep
(ǫ+ P )
cvT
∂ui
∂xi
− p
k
Ep
∂
∂xk
plul
)
(17)
5where cv =
dǫ
dT is the specific heat. Substituting Eq. (17) in Eq. (14) and using Eq. (15) we arrive at expression for
bulk viscosity[14]
ζ(T ) =
1
9T
∫
dp˜ τ(Ep)
(
p2
E2p
− 3v2n
)2
feqp (1 + f
eq
p ) (18)
where v2n =
dP
dǫ is the speed of sound at constant number density. For the multicomponent hadron gas the bulk
viscosity is just a sum over the contribution from individual species as
ζ(T ) =
∑
a
1
9T
∫
dp˜a τa(Ea)
(
p2
E2a
− 3v2n
)2
fa(Ea/T ) (19)
We note that bulk viscosity is always positive quantity as the integrand is either zero or positive definite.
D. Thermal Conductivity
For the pionic matter baryon number is zero. So the transport processes due to thermal conduction, which is related
to flow of energy density and baryon number, would not occur. Further the pion interaction does not conserve the pion
number as well since the number changing processes are allowed during pion-pion scattering processes as governed
by effective Lagrangian. Nonetheless, at low temperature these number changing processes are strongly suppressed
so that pion number is approximately conserve[135]. Thus the transport process due to thermal conduction owing to
energy flow and pion number can be defined.
The thermal conduction occurs due the relative flow of energy with respect to pionic enthalpy (w = ǫ + P ). The
heat flux is defined as
qi = T 0i − w
n
ji (20)
where n is the pion number density. The energy flux (T 0i) and three current ji are defined respectively as
T 0i =
∫
dp˜ pifp (21)
ji =
∫
dp˜
pi
Ep
fp (22)
In the static situation (ui = 0) the heat flux (q) is proportion to temperature gradient (∇T ) and the proportionality
constant is just thermal conductivity coefficient. In the component form
qi = −λ ∂T
∂xi
(23)
The negative sign emphasize the the fact the heat conduction occurs from region of higher to lower temperature
according to second law of thermodynamics. Since the transport occurs due to δfp part of the distribution function,
comparing Eqs. (20) and (23) we get
λ
∂T
∂xi
= −
∫
dp˜
pi
Ep
(
Ep − w
n
)
δfp (24)
Again, using (5) we get
λ
∂T
∂xi
=
∫
dp˜
pi
Ep
(
Ep − w
n
)
τ(E)
pj
Ep
∂fp
∂xj
(25)
6Taking the spatial derivative of Bose distribution function (6) we get
∂fp
∂xj
=
fp(1 + fp)
T
(
dµ
dT
+
Ep − µ
T
)
∂T
∂xj
(26)
Substituting Eq. (26) in to Eq. (25) we get
λ
∂T
∂xi
=
∫
dp˜
pipj
E2p
(
Ep − w
n
)2
τ(Ep)fp(1 + fp)
∂T
∂xj
(27)
where we have used Gibbs-Duhem relation, dP = w dTT + nTd(
µ
T ) = 0. Above equation can be further simplified
using integral identities involving vector functions[107]
λ
∂T
∂xi
=
∫
dp˜
p2
E2p
(
Ep − w
n
)2
τ(Ep)fp(1 + fp)
∂T
∂xi
(28)
comparing the coefficient of ∇iT on both sides we arrive at the expression for thermal conductivity coefficient[14]
λ =
∫
dp˜
p2
E2p
(
Ep − w
n
)2
τ(Ep)fp(1 + fp) (29)
Thermal conductivity of multicomponent hadron gas is just a sum over contribution from individual hadronic
species.
λ(T ) =
∑
a
1
3T 2
∫
dp˜a
p2
E2a
τa(Ea)(Ea − h)2fa(Ea/T ) (30)
where h = wn is the heat function.
E. Electrical Conductivity
Boltzmann equation in presence of external electromagnetic field can be written as
pµ
∂fp(x, p)
∂xµ
+ qFµν
∂fp(x, p)
∂pµ
= C[fp(x, p)] (31)
where Fµν is the electromagnetic field tensor. The DC electrical conductivity is the response of the system to
external static electric field (E). So considering only electric field components of Fµν i.e F 0i = −E and F i0 = E we
obtain
2q
T
E.p feqp (1 + f
eq
p ) =
Epδfp
τ
(32)
where we have used RTA given by Eq. (3) of the collision term.
The coefficient of electrical conductivity is defined as
∆jiel = σelE
i (33)
where electric current density jiel is defined as
jiel = q
∫
dp˜
pi
Ep
fp (34)
7Thus
σelE
i = q
∫
dp˜
pi
Ep
δfp
=
2q2
T
∫
dp˜
pipj
E2p
τ(Ep) f
eq
p (1 + f
eq
p )E
j
=
2q2
3T
∫
dp˜
p2
E2p
τ(Ep) f
eq
p (1 + f
eq
p )E
i (35)
where in the last line we have used again the integral identity involving vector functions[107]. Thus the coefficient of
electrical conductivity is[86]
σel(T ) =
q2
3T
∫
dp˜
p2
E2p
τ(Ep) f
eq
p (1 + f
eq
p ) (36)
For multicomponent hadron gas
σel(T ) =
∑
a
q2
3T
∫
dp˜a
p2
E2a
τa(Ea)f
eq
p (1 + f
eq
p ) (37)
The relaxation time, τa(Ea) is in general energy dependent. In this work we limit the estimations of transport
coefficients within thermal averaged relaxation times defines as
τ˜−1a =
∑
b
nb〈σabvab〉 (38)
where nb is the number density, σab is the total cross section for the elastic scattering ab −→ cd and vab is the relative
velocity. The angled bracket represents the thermal average. In the Boltzmann approximation the thermal average
〈σabvab〉 can be calculated in the CM frame[136, 137]
〈σabvab〉 = 1
8Tm2am
2
bK2(ma/T )K2(mb/T )
∫ ∞
ma+mb
ds
[s− (ma −mb)2]√
s
[s− (ma +mb)2]K2(
√
s
T
)σT (
√
s) (39)
So once we know the cross section for a given process the transport coefficients can be estimated through relaxation
time given by Eq. (38).
Also within the temperature range of interest (100 − 150MeV) Boltzmann approximation is rather good approxi-
mation whence we ignore Bose enhancement factors, i.e fp(1 + fp) ≃ fp ≈ e−Ep/T .
III. THERMODYNAMICS OF INTERACTING HADRON GAS
In this section we recapitulate the the thermodynamics of interacting hadron gas given in Ref.[138, 139]. In the
S-matrix formulation of statistical mechanics introduced by Dashen, Ma and Bernstein[114] the thermodynamical
quantities can be computed if the S-matrix of the system is known. In this formulation the partition function can be
written as
lnZ = lnZ0 +
∑
i,j
zi1z
j
2(i, j) (40)
where z = exp(βµ) is the fugacity. In Eq.(40) the first term represent non-interacting part while the second term
includes the interactions and the virial coefficients b(i, j) which carries all the information about the interactions are
written as[138, 139]
b(i, j) =
V
4πi
∫
d3p
(2π)3
∫
d
√
s exp[−β(p2 + s)1/2]Tri,j
[
AS−1(√s) ∂
∂
√
s
S(√s)
]
c
(41)
8where β, V, p,
√
s represents inverse temperature, volume, total centre-of-mass momentum and centre-of-mass energy
respectively. i, j corresponds to a channel in S matrix containing i + j particle in the initial stage. A denotes the
symmetrization (anti-symmetrization) operator for bosons (fermions). The trace is taken over all combinations of
particle number and over all connected graphs.
At low temperatures (T ≤ mπ) it is legitimate to assume that the hadrons interact mainly through elastic scattering.
The S-matrix in this case is[139]
S(√s) =
∑
I,l
(2l + 1)(2I + 1)e2δ
I
l (42)
where I and l corresponds to isospin channel and the angular momentum and δIl is the phase shift for l
th partial wave.
The second virial coefficient can be simplifies to get
b2 =
T
2π
∫ ∞
M
d
√
s s K2(
√
s/T )
∑
l,I
(2l + 1)(2I + 1)
∂δIl (
√
s)
∂
√
s
(43)
where Kn is the modified Bessel’s function of second kind and M is the invariant mass of the interacting pair of
particles at threshold. Note that in the summation for given l sum over I is restricted to the values consistent with
the statistics. In the limit
√
s −→M , δIl −→ 0 and Eq.(43) reduces to
b2 =
1
2π3
∫ ∞
M
d
√
s sK1(
√
s/T )
′∑
l,I
gIl δ
I
l (
√
s) (44)
Thus the thermodynamical state variables of an interacting hadron gas is the sum of non-interacting part and the inter-
acting part. Interacting part of the number density, energy density, pressure and the entropy density are respectively
given by[138, 139]
nint =
1
π3
∫ ∞
M
d
√
s sK1(
√
s/T )
′∑
l,I
gIl δ
I
l (
√
s) (45)
ǫint =
1
4π3
∫ ∞
M
d
√
s s3/2[K2(
√
s/T ) +K0(
√
s/T )]
′∑
l,I
gIl δ
I
l (
√
s) (46)
Pint =
T
2π3
∫ ∞
M
d
√
s sK1(
√
s/T )
′∑
l,I
gIl δ
I
l (
√
s) (47)
Sint =
T
2π3
∫ ∞
M
d
√
s s3/2K2(
√
s/T )
′∑
l,I
gIl δ
I
l (
√
s) (48)
The phase shifts δIl carries all the information about the interaction and the knowledge of which determines the
thermodynamics of hadron gas.
IV. RESULTS AND DISCUSSION
Microscopically the magnitude of transport coefficients is determined by the interaction strength between con-
stituents of a system. This information is technically carried by scattering cross section σ which determines the
viscosity coefficients through the magnitude of relaxation time τ . In case of hadronic matter, where the constituents
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FIG. 1: Left panel shows shear viscosity estimate for pion gas using phase shift and K-matrix parametrization of cross section
used in this work compared to previous results[28, 29, 32]. Right panel shows ratio η/s for pion gas compared to other works.
are baryons and mesons, first principle calculations of hadronic cross sections do not exists but for the lightest hadrons.
Thus, it is often useful to parametrize the cross section based on empirical information like phase shifts and decay
widths. In this work we use two different cross section parametrization schemes, viz., phase shift parametrization and
K-matrix parametrization details of which are given in the appendix. For ππ −→ ππ elastic scattering we consider all
the resonance decay channels with appreciable branching ratios (see Table I). The particle data is taken from[140].
Fig. [1(a)] shows shear viscosity as a function of temperature estimated using phase shift (solid blue) and K-matrix
(dashed magenta) cross section parametrization. We have also compared our results with other model estimations[28,
29, 32]. The shear viscosity coefficient itself is very small as far as order of magnitude is concerned. We note that
estimations based on K-matrix parametrization are smaller compared to the results of chiral perturbation theory[28, 32]
while the estimations based on phase shift parametrization are larger. Fig. [1(b)] shows the dimensionless ratio η/s
estimated within K-matrix formalism and various other models. We note that the ratio η/s decreases with increase in
temperature in K-matrix formalism in compliance with other model results. While the shear viscosity itself is smaller
in case of K-matrix formalism than that of phase shift formalism as shown in Fig.[1(a)] the ratio η/s is further reduced
by larger entropy density in K-matrix formalism where the additional resonance channel makes extra contribution to
the entropy density.
Fig.[2] shows the shear viscosity estimate of the pion gas based on relaxation time approximation compared with
the Chapman-Enscog approximation[110]. Both the estimates are based on K-matrix parametrization of π − π cross
sections. We note that the estimations based on relaxation time approximation are larger than that of Chapman-
Enscog approximations. This result is in agreement with the previous results of Ref.[30, 31]. The difference in the
estimate arises due to fact that the Chapman-Enscog approximation features the cross section with the angular weight
while the relaxation time approximation lacks this feature. This difference between the estimates is further amplified
by the fact that we have used the thermal averaged relaxation times (Eq. (38)) to estimate the transport coefficients.
Fig.[3(a)] shows the shear viscosity estimate of the gas of pions and the mixture of π−K−η as well as π−K−η−N
using K-matrix parametrization of cross section. We note that additional π−K, π−η and π−N interactions reduces
the shear viscosity. Fig.[3(b)] shows the ratio of η/s for different hadronic mixtures. This ratio is significantly reduced
for π −K − η − N mixture as compare to the pure pion gas. Thus the heavier hadrons play significant role in the
transport phenomena of the hadronic fluid.
Fig. [4(a)] shows bulk viscosity as a function of temperature estimated using phase shift (solid blue) and K-matrix
(dashed magenta) cross section parametrization. We note that bulk viscosity estimated using K-matrix formalism is
of the same order of magnitude as that of ChPT results which take into account only elastic π − π scattering[32, 65].
The bulk viscosity estimated taking into account inelastic process[66] is two order of magnitude higher than K-matrix
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Enscog approximation estimations of Ref.[110]. The cross sections are computed using K-matrix parametrization.
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using K-matrix parametrization of cross section. Right panel shows ratio η/s. K − K, η − η and N − N interactions are
neglected.
estimation with elastic scattering processes. Thus inelastic processes contribute significantly to the bulk viscosity.
Fig.[4(b)] shows the ratio ζ/s estimated in our model and compared with other model calculations. The ratio ζ/s
decreases with increase in temperature. The higher value of the ratio at low temperature is due to strong conformal
symmetry breaking at low temperature (T ∼ mπ) which depends on mπ/T . We further note that the ratio is
significantly smaller when only elastic processes are considered as compared to the case when inelastic processes are
also taken into account[66]. The effect of additional interactions of pions with kaons, η mesons and nucleons can be
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FIG. 4: Left panel shows bulk viscosity estimate for the gas of pions and the mixture of pi − K − η − N using K-matrix
parametrization of cross sectio. Right panel shows ratio η/s.
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FIG. 5: Left panel shows bulk viscosity estimate for pion gas obtained using phase shift parametrization used in this work
compared to other estimations[32, 65, 66]. Right panel shows ratio ζ/s for pion gas compared to other works.
seen in Fig.[5]. We note that the bulk viscosity is larger for π−K−η−N mixture as compared to pure pion gas. This
is due to additional conformal symmetry breaking measure (ǫ − 3P ) which is higher for the π −K − η −N mixture
as compared to pure pion gas.
Fig. [6(a)] shows thermal conductivity (times temperature) estimated using phase shift (solid blue) and K-matrix
(dashed magenta) cross section parametrization. We have compared our results with that of Ref.[67, 124]. The red
dashed curve correspond to the π−π inelastic scattering process of Ref.[124]. The green dashed curve corresponds to
thermal conductivity estimations based on the relaxation time approximation while the brown dashed curve correspond
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FIG. 6: Left panel shows thermal conductivity estimate for pion gas obtained using phase shift parametrization used in
this work compared to other estimations[67, 124]. Right panel shows electrical conductivity for pion gas compared to other
works[87, 104, 141, 142]. The sky blue curve correspond to ChPT-based analysis uses the Green-Kubo formalism which expresses
conductivity in terms of spectral function[142]. The conductivity is extracted from the spectral function by identifying the
dominant diagrams in a low energy and low temperature expansion. Brown dashed curve correspond to conformal Yang-Mills
plasma[141] while midnight blue dashed curve correspond to non-conformal holographic model[87].
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FIG. 7: Left panel shows thermal conductivity for the gas of pions and for the mixture pi − K − η − N . Right panel shows
electrical conductivity for the gas of pions as well as pi −K − η − N . The cross sections has been estimated using K-matrix
parametrization scheme.
to Chapman-Enscog approximation[67]. The cross sections are obtained from elastic π− π scattering involving ρ and
σ meson exchange. We note that λT is of same order of magnitude in K-matrix formalism as compared to that of
Ref.[124] but smaller as compared to that of Ref.[67]. It is to be noted that the green curve and magenta curve (our
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work) corresponds to averaged thermal relaxation times. The difference in the estimations can be attributed to the
fact that the Ref.[67] takes into account only σ and ρ meson contribution in π−π scattering. Further they incorporate
the medium effects through thermal one-loop self energies. Fig.[7(a)] shows effect of heavier hadronic interactions
with pions on the thermal conductivity. The thermal conductivity is larger for π −K − η −N mixture as compared
to pure pion gas. This rise is due to higher value of the heat function h in case of hadronic mixture as compare to
that of pure pion gas.
Fig. [6(b)] shows electrical conductivity (times temperature) estimated using phase shift (solid blue) and K-matrix
(dashed magenta) cross section parametrization. We note that K-matrix formalism gives relatively large conductivity
as compared to other model results[87, 104, 141, 142]. The large conductivity is our model can be attributed to
relatively smaller cross section as compared to other models. For instance, the red curve corresponds to pions π±, π0
interacting via isotropic resonance cross section computed using Breit-Wigner form of scattering amplitude for the
dominant ρ meson decay channel[104]. In this case the σtot ∼ 30 mb whereas in our model σtot ∼ 10 mb. We further
note that σ/T estimated in our model approaches similar minimum as that of [104] which is expected at hadron-QGP
phase transition. Fig.[7(b)] shows the effect of heavier hadronic interactions with pions on the electrical conductivity.
The electrical conductivity is larger for π − K − η − N mixture as compared to pure pion gas. This rise may be
attributed to the fact that more charged particles are available in the mixture of the hadron gas which contribute to
the electrical conductivity.
V. SUMMARY
In this work we estimated the transport coefficients, viz., shear and bulk viscosities as well as thermal and electrical
conductivities, of pion gas using K-matrix formalism to compute the ππ cross sections. This formalism incorporate
multiple heavy resonance channels to compute the scattering amplitudes while simultaneously preserving the unitarity
of S-matrix. Our estimations are in reasonable agreement with other results based on various model calculations.
The shear viscosity coefficient is smaller compared to the results of chiral perturbation theory[28, 32] while it is larger
when compared with Chapman-Enscog method of Ref.[110]. The bulk viscosity estimated using K-matrix formalism
is of the same order of magnitude as that of ChPT results which take into account only elastic π−π scattering[32, 65]
while it is two order of magnitude smaller when inelastic processes are taken in to account[66]. Thus inelastic processes
might play important role in determining the bulk viscosity. The thermal conductivity coefficient estimations based
on K-matrix cross section are also found to be in reasonable agreement with previous results[67, 124]. The electrical
conductivity coefficient estimated using K-matrix formalism gives relatively large value as compared to other model
results[87, 104, 141, 142]. The large conductivity in our model can be attributed to relatively smaller cross section
as compared to other models. We further studied the effect of higher order corrections, viz. π −K, π − η and π −N
interactions, on transport coefficients. We found that additional interactions reduces the shear viscosity coefficient
but increases bulk viscosity coefficient as well as thermal and electrical conductivities. It is to be noted that our
calculations were restricted to elastic processes. But inelastic processes are important as far as the bulk viscosity
coefficient is concerned. Further, our formalism can be reasonably extended to include repulsive interactions as well
as other higher order effects like baryon interactions which are of phenomenological importance in the context of
off-central heavy ion collision experiments which are capable of producing baryon rich fluid. Finally, it would be very
interesting to see the effect of 3-pion interactions[145, 146] on the transport coefficients.
VI. APPENDIX
In this section we just recapitulate the phase shift and K-matrix parametrization given in Ref.[110] to make the
paper readable and self contained.
A. Phase shift parametrization
The differential scattering cross section for a process ab −→ cd can be written in terms of scattering amplitude
f(
√
s, θ) as
dσ
dΩCM
=| f(√s, θ) |2 (49)
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The scattering matrix S is defined as an overlap matrix between initial and final states for the process ab −→ cd. It
can be conveniently written as
S = I + 2ikf = I + 2iT (50)
The scattering amplitude f can be expressed in terms of interaction matrix T as
f(
√
s, θ) =
1
qCM
∑
l
(2l+ 1)T l(s)Pl(cosθ) (51)
Thus the scattering cross section becomes
dσ
dΩCM
=
2
q2CM
∑
l
(2l + 1) | T l(s) |2 (52)
where we have used the orthonormality of Legendre polynomials. In terms of phase shift δl the interaction matrix
can be written as
T l = eiδlsin(δl) (53)
The total scattering cross section for a given channel is
σIl (
√
s) =
8π
q2
(2l + 1)sin2δIl (
√
s) (54)
For the case of elastic ππ −→ ππ scattering we consider the three channels, δ00 , δ20 and δ11 in which the phase shifts
are known experimentally. The parametrization for these channels are respectively given by[143]
δ00 =
π
2
+ arctan
(√
s−mσ
Γσ/2
)
; Γσ = 2.06qCM ; mσ = 5.8mπ (55)
δ20 = −0.12
qCM
mπ
(56)
δ11 =
π
2
+ arctan
(√
s−mρ
Γρ/2
)
; Γρ = 0.095qCM
[
qCM/mπ
(1 + (qCM/mρ)2)
]2
; mρ = 5.53mπ (57)
The isospin averaged cross section over these three channels is given by
σππav =
1
9
σ0 +
5
9
σ2 +
1
3
σ1 (58)
Thus the isospin averaged ππ total cross section is
σππav (
√
s) =
8π
q2CM
(
1
9
sin2δ00 +
5
9
sin2δ20 +
1
3
3 sin2δ11
)
(59)
B. K-Matrix parametrization
The unitarity of S matrix can be expressed by relation
SS† = S†S = I (60)
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Using this unitarity relation one can define hermitian matrix K−1 as
K−1 = T−1 + iI, K† = K (61)
One can then express T matrix in terms of K matrix through relations
ReT = K(I +K2)−1; ImT = K2(I +K2)−1 (62)
The resonances in K-matrix formalism appear as a sum of poles
Kab−→cd =
∑
R
gR−→abgR−→cd
m2R − s
(63)
where g2 = mRΓR. The partial decay widths are given by (for the decay R −→ ab)
ΓR−→ab(
√
s) = Γ0R−→ab
qCM
q
′
CM
mR√
s
[Bl(qCM , q
′
CM ]
2 (64)
where q
′
CM =
1
2
√
m2R − 4mamb is the break up momentum and Bl’s are Blatt-Weisskopf barrier factors[144]. Thus
once we know K-matrix one can obtain T -matrix using relations (62) and hence the cross sections using (52).
If π− π scattering occurs through two resonance channels with mass m1 and m2 then the K-matrix can be written
as
K =
m1Γ1(
√
s)
m21 − s
+
m2Γ2(
√
s)
m22 − s
, (65)
Corresponding T-matrix is[121]
T =
m1Γ1(
√
s)
(m21 − s)− im1Γ1(
√
s)− im21−s
m2
2
−s
m2Γ2(
√
s)
+
m2Γ2(
√
s)
(m22 − s)− im2Γ2(
√
s)− im22−s
m2
1
−s
m1Γ1(
√
s)
. (66)
If these two resonances are separated then K-matrix is dominated either by m1 or m2 depending on whether
√
s is
near m1 or m2. The transition amplitude can be written as
T ≈ m1Γ1(
√
s)
(m21 − s)− im1Γ1(
√
s)
+
m2Γ2(
√
s)
(m22 − s)− im2Γ2(
√
s)
, (67)
Fig. [8(a)] shows the total cross section computed using K-matrix parametrization for two separated resonances
f0(980) and f
′
2(1525). Fig. [8(b)] shows the total cross section for two overlapping resonances f02(1370) and f
′
2(1525).
C. List of Resonances
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FIG. 8: Left panel shows the total cross section computed using K-matrix parametrization for two separated resonances f0(980)
and f
′
2(1525). Right panel shows the cross section computed using k-matrix parametrization for two overlapping resonances
f02(1370) and f
′
2(1525).
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