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The classification of symmetry-protected topological (SPT) phases in one dimension has been
recently achieved, and had a fundamental impact in our understanding of quantum phases in
condensed matter physics. In this framework, SPT phases can be identified by many-body topological
invariants, which are quantized non-local correlators for the many-body wavefunction. While SPT
phases can now be realized in interacting synthethic quantum systems, the direct measurement
of quantized many-body topological invariants has remained so far elusive. Here, we propose
measurement protocols for many-body topological invariants for all types of protecting symmetries
of one-dimensional interacting bosonic systems. Our approach relies on randomized measurements
implemented with local random unitaries, and can be applied to any spin system with single-site
addressability and readout. Our scheme thus provides a versatile toolbox to experimentally classify
interacting SPT phases.
Symmetry-protected topological (SPT) phases are bulk-
gapped phases with short-range entanglement: They are
topologically non-trivial only in presence of certain sym-
metries but adiabatically connected to a trivial product
state once these symmetries are explicitly broken [1, 2].
The classification of SPT phases is based on the cohomol-
ogy of the protecting symmetry groups [3]: Two quantum
states belong to the same phase if the action of the sym-
metry group on the states is realized by the same class of
projective representations. Many-body topological invari-
ants (MBTIs) of unidimensional bosonic (or spin) SPT
phases have been introduced to identify such projective
representations directly from the many-body wave func-
tion [4–6]. MBTIs take a non-zero quantized value, for
example ±1 for a symmetry group with two projective rep-
resentations, for any realization of a given SPT phase, and
thus serve as a unique identifier of the SPT phase. MBTIs
can be therefore seen as generalizations of string order
parameters that were introduced [7] to detect certain SPT
phases protected by internal symmetries. MBTIs can in
particular identify SPT phases, in the absence of internal
symmetries, and therefore of string order [5, 8].
Recently, the first experimental observations of topolog-
ical phases in quantum simulators have been reported [9–
12], offering new possibilities to probe, understand, and
classify topological quantum matter. On the single-
particle level, topological phases have been detected by
the measurement of the Chern number with ultra-cold
atoms [11], which can be regarded as the single-particle
analog of MBTIs. An interacting SPT phase, i.e., the
Haldane phase [13], has been realized in a quantum sim-
ulator based on Rydberg atoms [12]. String orders have
finally been measured in different scenarios [12, 14, 15],
and used in particular to reveal the presence of the Hal-
dane phase [12]. In view of this experimental progress, a
fundamental question emerges: How to classify different
topological quantum phases experimentally, i.e., how to
measure (highly non-local) MBTIs of interacting SPT
phases?
In this letter, we show how to measure MBTIs in state-
of-the-art experiments. Our approach is based on ran-
domized measurements, which consist in applying to a
quantum state a sequence of random operations before
performing measurements [16–19]. Using local random
unitaries, which can be realized in experiments with very
high fidelity, and whose random distributions reflect dif-
ferent symmetry groups, we show that MBTIs can be
directly extracted from the statistics of randomized mea-
surements.
For concreteness, we present our approach in the con-
text of the one-dimensional spin-1/2 bond-alternating
XXZ model (Fig. 1a)
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Here, σµi (µ = x, y, z) are the Pauli matrices for the
spin state at site i. J and J ′ are alternating nearest-
neighbor (NN) spin exchange coefficients, and δ denotes
the exchange anisotropy. The case of δ = 1 corresponds
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FIG. 1. Measuring the MBTI ZR for the spin-1/2 bond-alternating XXZ model. a Schematic of the model Eq.(1).
b, The partial reflection invariant ZR [Eq.(2)] is defined as the expectation value of a partial reflection operator RI (visualized
by the blue lines). c, In terms of the normalized invariant Z˜R, the full phase diagram of the bond-alternating XXZ model is
revealed, here for a system size of N = 48 spins and n = 6 reflected pairs of spins. We find three phases with different quantized
values of Z˜R. d, Protocol to measure Z˜R via statistical correlations between randomized measurements, implemented with local
random unitaries applied symmetrically around the central bond. e, The results of simulated experiments allow to identify
topological phase transitions. The solid lines are results from DMRG, whereas the dots with error bars represent estimations
from simulated randomized measurements with NU = 512 unitaries and NM = 256 measurements per unitary. The values agree
within the statistical errors that originate from a finite value of NU and NM ; see text.
to the bond-alternating Heisenberg model, whereas the
case of δ = 0 corresponds to the bosonic version of the
Su-Schrieffer-Heeger model [20] as realized recently with
Rydberg atoms [12]. Note that, expect for δ = 0 and
δ = 1, the model is not integrable and thus has no single-
particle correspondence. Our approach can be generalized
to other spin Hamiltonians, e.g., spin-1 Haldane chain [13],
straightforwardly.
As shown below, the model (1) hosts three differ-
ent phases: a trivial phase, a topological phase, and
a symmetry-broken antiferromagnetic phase. The triv-
ial and topological phases are SPT phases protected by
any one of the following three symmetries [21]: reflection
(inversion) symmetry at the center bond, time-reversal
symmetry, and dihedral group D2 of pi-rotations of spins
around the x, y, and z axes.
We now show how to measure MBTIs via random
measurements. First, SPT phases protected by reflection
symmetry can be classified using the partial reflection
MBTI Z˜R = ZR/
√
[Tr(ρ2I1) + Tr(ρ
2
I2
)]/2 [5], with
ZR = Tr [ρIRI ] . (2)
Here, ρI = TrS−I(|ψ〉 〈ψ|) is the reduced density matrix
of the groundstate |ψ〉, and the interval I = I1 ∪ I2
consists of two partitions I1, I2, each with n sites. The
non-local operator RI “spatially swaps” I1 and I2 with
respect to the reflection center. On every basis state
|sI〉 = |s1, s2, . . . , s2n〉 (si =↑, ↓ for i ∈ I), it acts as:
RI |sI〉 = |s2n, s2n−1, . . . , s1〉 ≡ |RI(sI)〉. This operation
is graphically shown in Fig. 1b, where the state of each
site of I, represented as a blue line, is “contracted” with
the state of the mirror symmetric site.
The MBTI Z˜R probes the action of the reflection
symmetry on the many-body state |ψ〉. Using tensor-
network theory, one can show analytically that, for a
gapped many-body Hamiltonian (e.g. HXXZ), Z˜R ap-
proaches a quantized value in the thermodynamic limit
n,N → ∞ [5]. The typical value of n required to
achieve convergence is determined by the correlation
length in the system and is discussed in detail below.
For our model Eq. (1), the phase-diagram evaluated by
the MBTI Z˜R, calculated numerically using the density-
matrix-renormalization-group (DMRG) method, is shown
in Fig. 1c, where the three phases can be identified: (i)
A phase with anti-ferromagnetic order where reflection is
spontaneously broken with Z˜R = 0; (ii) The trivial SPT
phase with Z˜R = +1; (iii) The nontrivial SPT phase with
Z˜R = −1.
The MBTI Z˜R, which is a highly non-local and non-
linear functional of the reduced density matrix ρI can
be measured with randomized measurements, with the
following recipe: (i) One first prepares the groundstate
|ψ〉 via, e.g., adiabatic state preparation (see Supple-
mentary Information for details). (ii.a) One applies to
|ψ〉 a set of local random unitaries whose spatial distri-
bution is reflection symmetric. This corresponds to a
unitary operation UR of the form UR =
⊗2n
i=1 Ui, with
Ui = U2n−i+1 for i = 1, . . . , n. The unitaries Ui are drawn
randomly from the circular unitary ensemble (CUE) de-
fined on the local Hilbert space of spin i. Such unitaries
can be generated with high fidelity in quantum simula-
tors with single-site control, as shown in recent experi-
ments [18]. (ii.b) One measures the occupation proba-
bilities PUR(sI) = 〈sI |URρIU†R |sI〉 of the basis states
s, by performing projective measurements in the basis s.
3(iii) One repeats (i)-(ii) for many independently sampled
random unitaries UR.
Given the set of outcome probabilities PUR(sI), one
obtains first ZR from
ZR = 2n
∑
sI
(−2)− 12D[sI ,RI(sI)] PUR(sI) . (3)
Here, · · · denotes the ensemble average over the random
unitaries and D[sI ,R(sI)] ≡ # {i ∈ I|si 6= s2n−i+1} is
the Hamming distance between |sI〉 and |RI(sI)〉. Equa-
tion (3) can be proven using the 2-design identities of the
CUE (see Methods) and shows that the MBTI ZR can be
directly extracted from the statistics of randomized mea-
surements. Secondly, the purity Tr(ρ2I1) (and similarly
Tr[ρ2I2 ]) is estimated using the relation [17, 18]
Tr(ρ2I1) = 2
n
∑
sI1 ,s
′
I1
(−2)−D[sI1 ,s′I1 ] PUR(sI1)PUR(s′I1),
(4)
with the reduced probabilities PUR(sI1) =
Tr(|sI1〉 〈sI1 |URρIU†R). Thus, we obtain the nor-
malized MBTI from the second-order correlations of
randomized measurements, implemented with local
random operations with a distribution that is tailored
to identify a certain symmetry (here, the reflection
symmetry) of the quantum state. This is the key idea
in our approach and we show below how to apply it to
measure any MBTI. For illustration, we show in Fig. 1e
the value of Z˜R, (i) calculated from the DMRG method
(line), and (ii) estimated from simulated randomized
measurements (dots).
We now present the protocol to measure the MBTI
associated with the time-reversal symmetry [5] Z˜T =
ZT /([Tr(ρ2I1) + Tr(ρ2I2)]/2)3/2, with
ZT = Tr
[
ρIuT ρT1I u
†
T
]
. (5)
Here, T1 denotes the partial transpose operation on the
partition I1, and uT =
∏
i∈I1 σ
y
i . The contraction opera-
tion resulting in ZT is illustrated graphically in Fig. 2a.
The MBTI Z˜T is a non-linear functional of two copies of
the (partially transposed) density matrix ρI , which can be
measured via the following recipe (Fig. 2b). After (i) the
state preparation, we perform two experiments: (ii.a.1)
In the first experiment, we apply U (1)T = UI1uT ⊗ UI2 ,
with UI1 =
⊗n
i=1 Ui and UI2 =
⊗2n
i=n+1 Ui, each Ui being
taken independently from the CUE. (ii.b.1) We measure
the probabilities P
U
(1)
T
(sI), see the left panel of Fig. 2b.
(ii.a.2) In a second experiment, we use the unitaries U (2)T =
U∗I1 ⊗ UI2 . (ii.b.2) We measure PU(2)T (sI), see the right
panel of Fig. 2b. (iii) We repeat the two experiments (i-ii)
with different unitaries Ui and estimate
ZT = 22n
∑
sI ,s′I
(−2)−D[sI ,s′I ]P
U
(1)
T
(sI)PU(2)T
(s′I) (6)
from cross-correlations of the two experiments. In addi-
tion, the purity to normalize ZT to Z˜T is obtained from
the same experimental data using the relation Eq. (4).
Equation (6), which is also proven in the Methods,
shows that the partial time-reversal MBTI can be ac-
cessed from correlations between measurements using
random unitary operations which are complex-conjugated.
In Fig. 2c, we compare values of Z˜T obtained with the
DMRG method with the ones estimated from finite num-
ber of randomized measurements. In Fig. 2d, we also show
that by extracting Z˜T (or Z˜R) for different n, one can
measure the correlation length λ of SPT phases, i.e., the
characteristic length above which MBTIs become quan-
tized. In particular, one can identify quantum critical
points separating different SPT phases from the diver-
gence of λ.
The two examples given above illustrate how to access
MBTIs from the statistics of measurements performed af-
ter correlated local random unitary operations. In the Sup-
plementary Information, we show how to access MBTIs for
internal symmetries and combination of symmetries, and
also how to identify the breaking/protection of different
symmetries. This provides a complete set of protocols to
experimentally probe the classification of one-dimensional
bosonic SPT phases.
We now comment on various potential sources of errors
in implementing our protocol. First, statistical errors
are due to the finite number of repetitions of the experi-
ment used to estimate the statistical correlations between
randomized measurements. As detailed in the Supple-
mentary Information, we find that the typical required
number of measurements to access MBTIs within a given
accuracy (scaling as 21.5n to access ZR for instance) are
very similar to the requirements to measure state puri-
ties [17, 18], and thus compatible with state-of-the-art
experimental platforms of Rydberg atoms, trapped ions,
and superconducting qubits with high repetition rates.
Randomized measurements also feature a natural robust-
ness with respect to decoherence, readout errors, errors in
the implementations of random unitaries [19], since they
are based on extracting relevant quantities from ensemble
averages (and not from individual measurements). We
expect thus our protocols to allow faithful measurements
of MBTIs in various experimental platforms.
Finally, in a quantum simulation experiment, the
ground state of a spin model is typically prepared via
adiabatic-state-preparation [12]. The MBTIs Z˜R(t) and
Z˜T (t), defined with respect to the time-evolved wave-
function |Ψ(t)〉, can be used to verify the preparation
of an SPT phase, and measure the corresponding cor-
relation length, c.f., Supplementary Information. Sim-
ilarly, our protocols can be used to probe topology in
non-equilibrium systems [22].
To conclude, the use of randomized measurements to
measure topological properties of the many-body wave-
function is a new paradigm that enables the experimental
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FIG. 2. Measurement of the MBTI ZT with randomized measurements. a, Graphical representation of the definition
of the time-reversal invariant ZT [Eq. (5)] involving partial transpose (red lines) and partial SWAP (blues lines) operations. b,
Experimental protocol to measure ZT with two experiments which are correlated using randomized measurements. To account
for the anti-unitarity of the time reversal symmetry, the local random unitaries applied in I1 (red) in the two experiments are
complex conjugate to each other. c, Simulated measurements of Z˜R (dots with statistical error bars, with NU = 768, NM = 512)
revealing the topological phase transitions in the bond-alternating XXZ-model as a function of J ′/J for two values of δ. Solid
lines are calculated with the DMRG method, in a system with N = 48 sites, and n = 6 per interval I1 and I2. d, Z˜T converges
as a function of the partition size n to the quantized values ±1. Different colors represent different values of J ′/J . Inset: The
divergence of the corresponding correlation length λ, extracted from an exponential fit on the first three values of n, can be used
to detect the quantum critical point.
classification of one-dimensional SPT phases. Our work
also opens the possibilities for probing two-dimensional
SPT phases [23], but also quantum phases with an intrin-
sic topological order, where long-range entanglement is
the mechanism behind topological protection [24]. In par-
ticular, modular matrices revealing anyonic statistics [24]
can be expressed as spatial reflection operators in a form
analog to Z˜R on torus geometries [25], and could thus
be measured via random measurements, complementing
interferometric approaches based on impurities [26]. Once
the intrinsic topological order has been identified in terms
of anyonic statistics, an even finer classification can be
achieved when taking into account topological symmetries,
i.e., classifying different symmetry-enriched topological
(SET) orders [27–30]. These symmetries, like reflection
and time-reversal [29], can be distinguished via the same
MBTIs as for SPT phases (defined in compactified 1D
geometries), and thus could also be probed via random
measurements.
Acknowledgments
We thank A. Browaeys, Z.P Cian, I. Cirac, M. Her-
mele, M. Knap, T. Lahaye, Z.-X. Liu, and S. Mon-
tangero for discussions. The tensor-network simulations
(DMRG and TEBD) were realized using the ITensor Li-
brary (http://itensor.org). Research in Innsbruck is sup-
ported by the ERC Synergy Grant UQUAM, the project
PASQUANS of the EU Quantum Technology flagship, and
the Simons foundation via the Simons collaboration UQM.
Research in Maryland was supported by ARO-MURI and
NSF-PFC at the JQI. FP acknowledges funding from
the Deutsche Forschungsgemeinschaft (DFG, German Re-
search Foundation) under Germany’s Excellence Strat-
egy - EXC-2111-390814868, DFG TRR80, Project num-
ber 107745057, DFG Research Unit FOR 1807 through
grant no. PO 1370/2- 1, DFG TRR80, Project number
107745057, and the European Research Council (ERC)
under the European Unions Horizon 2020 research, and
innovation program grant agreement no. 771537.
A.E. and J.Y. contributed equally to this work.
[1] T. Senthil, Annu. Rev. Condens. Matter Phys. 6, 299
(2015).
[2] X.-G. Wen, Rev. Mod. Phys. 89, 041004 (2017).
[3] X. Chen, Z.-C. Gu, Z.-X. Liu, and X.-G. Wen, Science
338, 1604 (2012).
[4] J. Haegeman, D. Pérez-García, I. Cirac, and N. Schuch,
5Phys. Rev. Lett. 109, 050402 (2012).
[5] F. Pollmann and A. M. Turner, Phys. Rev. B 86, 125441
(2012).
[6] H. Shapourian, K. Shiozaki, and S. Ryu, Phys. Rev. Lett.
118, 216402 (2017).
[7] M. den Nijs and K. Rommelse, Phys. Rev. B 40, 4709
(1989).
[8] F. Pollmann, A. M. Turner, E. Berg, and M. Oshikawa,
Phys. Rev. B 81, 064439 (2010).
[9] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, Nature 515,
237 (2014).
[10] N. Fläschner, B. Rem, M. Tarnowski, D. Vogel, D.-S.
Lühmann, K. Sengstock, and C. Weitenberg, Science
352, 1091 (2016).
[11] M. Aidelsburger, M. Lohse, C. Schweizer, M. Atala, J. T.
Barreiro, S. Nascimbène, N. R. Cooper, I. Bloch, and
N. Goldman, Nat. Phys. 11, 162 (2015).
[12] S. de Léséleuc, V. Lienhard, P. Scholl, D. Barredo, S. We-
ber, N. Lang, H. P. Büchler, T. Lahaye, and A. Browaeys,
arXiv:1810.13286.
[13] F. D. M. Haldane, Phys. Rev. Lett. 50, 1153 (1983).
[14] M. Endres, M. Cheneau, T. Fukuhara, C. Weitenberg,
P. Schauß, C. Gross, L. Mazza, M. C. Bañuls, L. Pollet,
I. Bloch, and S. Kuhr, Science 334, 200 (2011).
[15] T. A. Hilker, G. Salomon, F. Grusdt, A. Omran, M. Boll,
E. Demler, I. Bloch, and C. Gross, Science 357, 484
(2017).
[16] S. J. van Enk and C. W. J. Beenakker, Phys. Rev. Lett.
108, 110503 (2012).
[17] A. Elben, B. Vermersch, M. Dalmonte, J. I. Cirac, and
P. Zoller, Phys. Rev. Lett. 120, 050406 (2018).
[18] T. Brydges, A. Elben, P. Jurcevic, B. Vermersch, C. Maier,
B. P. Lanyon, P. Zoller, R. Blatt, and C. F. Roos, Science
364, 260 (2019).
[19] B. Vermersch, A. Elben, L. M. Sieberer, N. Y. Yao, and
P. Zoller, arXiv:1807.09087.
[20] W. P. Su, J. R. Schrieffer, and A. J. Heeger, Phys. Rev.
Lett. 42, 1698 (1979).
[21] F. Pollmann, E. Berg, A. M. Turner, and M. Oshikawa,
Phys. Rev. B 85, 075125 (2012).
[22] M. McGinley and N. R. Cooper, Phys. Rev. Lett. 121,
090401 (2018).
[23] M. P. Zaletel, Phys. Rev. B 90, 235113 (2014).
[24] X.-G. Wen, Int. J. Mod. Phys. B 4, 239 (1990).
[25] G. Zhu, M. Hafezi, and Barkeshli, arXiv:1711.05752.
[26] F. Grusdt, N. Y. Yao, D. Abanin, M. Fleischhauer, and
E. Demler, Nature Communications 7, 11994 (2016).
[27] A. M. Essin and M. Hermele, Phys. Rev. B 87, 104406
(2013).
[28] C.-Y. Huang, X. Chen, and F. Pollmann, Phys. Rev. B
90, 045142 (2014).
[29] M. Barkeshli, P. Bonderson, J. C. M., M. Cheng, and
K. Walker, arXiv:1612.07792.
[30] J. Garre-Rubio and S. Iblisdir, arXiv:1905.00602.
[31] A. Elben, B. Vermersch, C. F. Roos, and P. Zoller, Phys.
Rev. A 99, 052323 (2019).
[32] J. Watrous, The Theory of Quantum Information (Cam-
bridge University Press, 2018).
[33] K. Shiozaki and S. Ryu, J. High Energy Phys. 2017, 100
(2017).
[34] G. De Chiara, L. Lepori, M. Lewenstein, and A. Sanpera,
Phys. Rev. Lett. 109, 237208 (2012).
[35] Z.-Y. Han, J. Wang, H. Fan, L. Wang, and P. Zhang,
Phys. Rev. X 8, 031012 (2018).
Appendix A: Topological invariants from
randomized measurements
In this section, we present the proofs of Eqs. (3)-(6),
relating MBTIs to statistical correlations of randomized
measurements. As in the main text, we focus on the
case of spin-1/2 systems. Our formulas can, however,
be extended straightforwardly to the cases with higher
internal dimensions (spins 1, 3/2, . . . ).
1. Random unitary calculus
We begin by summarizing elementary properties of ran-
dom unitaries from the circular unitary ensemble (CUE).
We discuss the minimal case of two spins, each with
Hilbert space H. These can be either (i) two spins located
at different lattice sites in a single many-body system
(partial inversion invariant) or (ii) two spins located at
the same site but realized in two different, sequentially
performed, experiments (time reversal invariant). Given
a two-spin operator O acting on both spins with total
Hilbert space H⊗2, we define the unitary twirling channel
Φ(O) ≡ U† ⊗ U†OU ⊗ U, (A1)
where . . . denotes the average over random unitaries U
taken from the CUE (i.e., the average with respect to the
Haar measure on the group of unitary matrices on H).
Using the 2-design identities of the CUE, we find [31]
Φ(O) =
1
3
(
Tr [O]− 1
2
Tr [SO]
)
12
+
1
3
(
Tr [SO]− 1
2
Tr [O]
)
S,
where S =
∑
s,s′ |s, s′〉 〈s′, s| denotes the swap operator.
We also define the closely related isotropic twirling chan-
nel [32]
Ψ(O) ≡ U† ⊗ (U∗)†OU ⊗ U∗ = [Φ (OT2)]T2 . (A2)
Here, (·)T2 denotes the partial transpose with respect to
the second spin. For the following proofs, we will use
an operator O˜ ≡ 2∑s,s′(−2)−D[s,s′] |s, s′〉 〈s, s′|, which is
diagonal in the computational basis, and fullfills [31]
Φ
(
O˜
)
= S, (A3)
Ψ
(
O˜
)
= ST2 =
∑
s,s′
|s, s〉 〈s′, s′| ≡ T. (A4)
In the following, we show how to use the identities (A3)
and (A4) to proof Eqs. (3)-(6) relating randomized mea-
surements and MTBIs.
62. Partial reflection invariant
The MBTI ZR is inferred from statistical correlations
of randomized measurements, performed on a quantum
state ρI , which are implemented by applying spatially cor-
related local random unitaries of the form UR =
⊗2n
i=1 Ui,
with Ui = U2n−i+1 for i = 1, . . . , n. To prove Eq. (3), we
first note that its right-hand side can be rewritten as an
expectation value of an operator OR:
ER ≡ 2n
∑
sI
(−2)− 12D[sI ,RI(sI)]PUR(sI)
= Tr
[
U†RORURρI
]
= Tr
[
n⊗
i=1
(U†i ⊗ U†i )OR,i(Ui ⊗ Ui)ρI
]
,
with OR =
⊗n
i=1OR,i, which is a tensor product of
operators
OR,i = 2
∑
sI[i]
(−2)− 12D[sI[i],RI(sI[i])] |sI[i]〉 〈sI[i]| (A5)
acting on pairs of spins I[i] = (i, 2n − i + 1). We
also used the independence of the unitaries Ui and Ui′
(i 6= i′, i, i′ = 1, . . . , n) applied to different pairs of spins
I[i] and I[i′], respectively. Using Eq. (A3) with the iden-
tification RI[i] → S, and OR,i → O˜, we find
(U†i ⊗ U†i )OR,i(Ui ⊗ Ui) = RI[i]
and therefore obtain
ER = Tr
[
n⊗
i=1
RI[i]ρI
]
= ZR.
3. Partial time-reversal invariant
The MTBI ZT is inferred from the statistical correla-
tions of correlated randomized measurements on two (se-
quential) experiments, both preparing a quantum state ρI .
These are implemented by applying to the sites in an inter-
val I = I1∪ I2 local random unitaries U (1)T = UI1uT ⊗UI2
(experiment 1) and U (2)T = U
∗
I1
⊗UI2 (experiment 2) with
UI1,2 =
⊗
i∈I1,2 Ui and uT =
⊗
i∈I1 σ
y
i , respectively (see
main text). To prove Eq. (6), we rewrite its right-hand
side as
ET ≡ 22n
∑
sI ,s′I
(−2)−D[sI ,s′I ]P
U
(1)
T
(sI)PU(2)T
(s′I)
= Tr
[
(U
(1)
T )† ⊗ (U (2)T )†OT U (1)T ⊗ U (2)T (ρI ⊗ ρI)
]
= Tr
[⊗
i∈I1
U†i ⊗ (U∗i )†OT ,i Ui ⊗ U∗i
⊗
i∈I2
U†i ⊗ U†i OT ,i Ui ⊗ Ui (ρ˜I ⊗ ρI)
]
. (A6)
Here, we defined ρ˜I ≡ (uT ⊗ 1I2) ρI (u†T ⊗ 1I2) and used
the (spatial) tensor product structure of the operator
OT =
⊗
i∈I OT ,i with
OT ,i = 2
∑
si,s′i
(−2)−D[si,si′ ] |si〉 〈si| ⊗ |s′i〉 〈s′i| . (A7)
Using Eqs. (A3) and (A4) with the identification Si → S,
Ti → T, and OT ,i → O˜ we thus directly obtain
ET = Tr
[⊗
i∈I1
Ti
⊗
i∈I2
Si (ρ˜I ⊗ ρI)
]
= Tr
[
(ρ˜I)
TI1ρI
]
= ZT . (A8)
Appendix B: Internal symmetries and combinations
of symmetries
In this section, we present randomized measurement
protocols to access MBTIs associated with internal sym-
metries and combinations of symmetries.
1. Internal symmetries
We first consider the D2 invariant introduced in Ref. [4],
which is in particular relevant for our model:
ZD2 = Tr [SI1ZI2SI3(ρ˘I ⊗ ρI)] , (B1)
with SIx =
⊗
i∈Ix Si, ZI2 = (
⊗
i∈I2 σ
z
i )⊗(
⊗
i∈I2 σ
z
i ), and
ρ˘I = (
⊗
i∈I1 σ
x
i )ρI(
⊗
i∈I1 σ
x
i ). The MBTI ZD2 , repre-
sented graphically in Fig. 3a, can be measured correlating
two experiments using two sets of random unitaries,
U
(1)
D2
= (⊗i∈I1Uiσxi )(⊗i∈I21i)(⊗i∈I3Ui)
U
(2)
D2
= (⊗i∈I1Ui)(⊗i∈I21i)(⊗i∈I3Ui),
as illustrated in Fig. 3b. Here, 1i is the identity matrix on
spin i. From a measurement in the computational basis,
one can access
ED2 = 22n
∑
sI ,s′I
(−2)−D[s{I1,I3},s′{I1,I3})]σzI2(sI2)σzI2(s′I2)
P
U
(1)
D2
(sI)PU(2)D2
(s′I),
= Tr
[
(U
(1)
D2
)† ⊗ (U (2)D2 )†OD2 U
(1)
D2
⊗ U (2)D2 (ρI ⊗ ρI)
]
= Tr
[⊗
i∈I1
U†i ⊗ U†i OD2,i Ui ⊗ Ui
⊗
i∈I2
OD2,i
⊗
i∈I3
U†i ⊗ U†i OD2,i Ui ⊗ Ui (ρ˘I ⊗ ρI)
]
. (B2)
7a b
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FIG. 3. Invariants for on-site symmetries and the combination of on-site and time-reversal symmetry. a, Invariant
ZD2 for the D2 internal symmetry and b, protocol via randomized measurements. c Klein-Bottle Invariant ZKB, and d, protocol.
with σzI2(sI2) =
∏
i∈I2 〈si|σzi |si〉. Here, we have intro-
duced the operator OD2 =
⊗
i∈I OD2,i, with
OD2,i∈I1∪U3 = 2
∑
si,s′i
(−2)−D[si,si′ ] |si〉 〈si| ⊗ |s′i〉 〈s′i| .
OD2,i∈I2 = σ
z
i ⊗ σzi .
Using the random unitary twirling channel introduced in
the Methods, this leads to
ED2 = Tr
[⊗
i∈I1
Si
⊗
i∈I2
OD2,i
⊗
i∈I3
Si(ρ˘I ⊗ ρI)
]
= ZD2 . (B3)
2. Combination of symmetries
Finally, with randomized measurements, we can access
MBTIs associated with combinations of symmetries. We
consider, for instance, the Klein-Bottle invariant [33],
associated with the rotation along one axis (here z) and
time-reversal symmetry
ZKB = Tr
[
SI1ZI2SI3(uT ρ
T1
I u
†
T ⊗ ρI)
]
, (B4)
cf., Fig. 3c. As shown in Fig. 3d, the protocol to measure
ZKB consists in applying two sets of unitaries:
U
(1)
KB = (⊗i∈I1Uiσyi )(⊗i∈I21i)(⊗i∈I3Ui)
U
(2)
KB = (⊗i∈I1U∗i )(⊗i∈I21i)(⊗i∈I3Ui).
From projective measurements in the computational basis,
we can construct the estimator
EKB = 22n
∑
sI ,s′I
(−2)−D[s{I1,I3},s′{I1,I3})]σzI2(sI2)σzI2(s′I2)
P
U
(1)
KB
(sI)PU(2)KB
(s′I),
= Tr
[
(U
(1)
KB)
† ⊗ (U (2)KB)†OKB U (1)KB ⊗ U (2)KB (ρI ⊗ ρI)
]
= Tr
[⊗
i∈I1
U†i ⊗ (U∗i )†OKB,i Ui ⊗ U∗i
⊗
i∈I2
OKB,i
⊗
i∈I3
U†i ⊗ U†i OKB,i Ui ⊗ Ui (ρ¯I ⊗ ρI)
]
,
(B5)
with ρ¯I ≡ (uT ⊗ 1I2 ⊗ 1I3) ρI (u†T ⊗ 1I2 ⊗ 1I3). Here, we
defined the operator OKB =
⊗
i∈I OKB,i, with
OKB,i∈I1∪I3 = 2
∑
si,s′i
(−2)−D[si,si′ ] |si〉 〈si| ⊗ |s′i〉 〈s′i| .
OKB,i∈I2 = σ
z
i ⊗ σzi .
Using the random unitary twirling channel introduced in
the Methods, this leads to
EKB = Tr
[⊗
i∈I1
Ti
⊗
i∈I2
OKB,i
⊗
i∈I3
Si(ρ¯I ⊗ ρI)
]
= ZKB. (B6)
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FIG. 4. Statistical Errors a, Statistical errors of Z˜R for
NU = 256, and as a function of NM , for different n = 4, 6
(N = 24), and two values of J ′/J = 1, 3. b, Same as a for Z˜T .
The errors are obtained by averaging individual statistical
errors over 32 simulated experiments.
Appendix C: Statistical errors
In this section, we study the role of statistical errors
arising in our protocols from a finite number of random
unitaries NU used to estimate the ensemble average and
a finite number of measurements NM per random unitary
performed to estimate occupation probabilities. We con-
sider the measurement of MBTIs associated with reflection
and time-reversal symmetry, and numerically investigate
the average statistical error of the estimation of (Z˜R)e,
and (Z˜T )e.
We show in Fig. 4 the errors obtained for different
values of n and J ′/J , as a function of the number of pro-
jective measurement per unitary NM , for a fixed value of
NU = 250. We observe that the scaling 21.5n/(NM
√
NU ))
of statistical errors of the time reversal invariant mea-
sured in an interval I with 2n sites is very similar to the
scaling to access the Rényi entropy of 2n qubits which
was studied in details in Ref. [17, 31]. Furthermore, the
statistical error of the partial reflection invariant, scaling
as
√
21.5n/(NMNU ), is generically smaller than for the
time reversal invariant, since it is only a linear function
in the measured probabilities.
Despite an exponential scaling of the required total
number of measurements NMNU with the partition size
2n, our protocol can be applied in current experiments of
Rydberg atoms, trapped ions, or superconducting qubits
offering high repetition rates (see in particular Ref. [18]).
In particular, the protocol scales much more favourably
than tomography. For example, the required value of
n ∼ 4 to achieve convergence of the MBTIs away from
quantum critical points to their quantized value requires
a reasonable total number of measurements NMNU ≈ 104
to achieve an average statistical error of ≤ 0.1. It is also
important to note that, in all cases, statistical errors can
be estimated from a single realization of the experimental
protocol using resampling techniques [18], i.e., it is not
needed to study the statistics of different estimations of
MBTIs, based on several repetitions of the protocols, to
obtain statistical error bars.
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FIG. 5. Detecting the protecting symmetries for the
SPT states. In the presence of the symmetry-breaking per-
turbation HB [Eq. (D1)], the topological phase in the modified
bond-alternating XXZ-model is (only) protected by the time
reversal symmetry. a, This is detected by the partial time-
reversal MBTI Z˜T – converging to the quantized values ±1
for increasing n – which still identifies the topological phase
transition. b, On the contrary, the partial reflection MBTI Z˜R
– approaching 0 with increasing n – shows that the reflection
symmetry is explicitly broken for a nonzero B in Eq. (D1).
We choose B = 0.1J , δ = 0.3, and N = 48.
Appendix D: Probing the breaking of symmetries
Measuring MBTIs provides us with the ability to study
the protection mechanism of SPT phases. In particular,
SPT order can still exist in the absence of certain internal
symmetries (thus string-order being absent), provided at
least one protecting symmetry is present [21]. In order to
illustrate this effect with MBTIs, we add here the term
HB = B
N−1∑
j=1
(
σxj σ
z
j+1 − σzjσxj+1
)
(D1)
to the original Hamiltonian HXXZ. In the Hamiltonian
H = HXXZ + HB, the reflection and D2 symmetries
are explicitly broken, but the time-reversal symmetry is
respected [22]. Thus, the ground state of H = HXXZ+HB
can still exhibit non-trivial SPT order, protected solely by
the time-reversal symmetry. This is encoded in the values
of the MBTIs, and can be thus revealed experimentally
via our protocols. This is displayed in Fig. 5, which shows
that the partial time-reversal MBTI Z˜T converges to ±1
for n → ∞, whereas the partial reflection MBTI Z˜R
approaches 0 as n→∞.
Appendix E: Adiabatic state preparation
In this section, we show how to prepare the ground
state of our model via adiabatic state preparation, and
the behavior of MBTIs during this preparation. Here, we
consider a time-dependent Hamiltonian
H(t) = HXXZ + f(t)HNéel, (E1)
where HNéel = ∆
∑
i(−1)iσzi , and ∆  J ′, J . At
time t = 0, the system is initialized in the Néel state
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FIG. 6. Monitoring the adiabatic state preparation
of an SPT state. a, Starting from a trivial Néel state
without reflection symmetry Z˜R(t), the ground state of HXXZ
is adiabatically prepared (see text for details of the adiabatic
ramp). This is monitored by the evolution of Z˜R(t) which
evolves to quantized values ±1 at late times. The dynamical
build-up of long-range SPT order – for intermediate times up
to a certain length scale – is indicated at intermediate times by
the increasing magnitude of Z˜R(t) for decreasing number n of
reflected pairs of spins. Here, JtF = 20. b, The convergence
of Z˜R(tF ) to ±1 as a function of the total preparation time
tF indicates that for sufficiently long preparation times the
ground state in trivial and topological state is prepared with
high fidelity. For the simulations, we used the time evolving
block decimation (TEBD) algorithm. Parameters for both
panels: δ = 0.25, ∆ = 40J , N = 48.
|ψ(t = 0)〉 = |↓↑↓ . . .〉 and we set f(0) = 1. We use the
function f(t) = (t/tF − 1)4 to adiabatically drive the sys-
tem to the ground state of HXXZ at the final time t = tF .
Our protocols give access to the time-dependent values
of MBTI Z˜T (t), Z˜R(t), obtained using the experimental
recipe described above with random unitaries applied on
the state |Ψ(t)〉. We illustrate the emergence of quantized
values of the MBTI, associated with the preparation of the
SPT phases, in Fig. 6a. Note that the time of the prepara-
tion JtF = 20 is compatible with coherence time achieved
in SPT Rydberg experiments [12]. As shown in Fig. 6b,
the values of Z˜R(tF ) at the end of the preparation t = tF
can be used to detect the quality of the preparation of
an SPT phase: For JtF  1, the preparation is perfectly
adiabatic and the values of the MBTI correspond to the
ones of the ground state wave function (as presented in
Figs. 1 and 2 of the main text). For JtF ∼ 1, the corre-
lations in the wave function do not extend over the full
system, as in the true SPT ground-state, but only extend
to certain characteristic length scale nc. Consequently,
for n nc, the many-body invariant tends to zero. We
expect a similar behavior for a scenario where |Ψ(tF )〉 is
replaced by a thermal state, and nc by a “thermal length”
describing the range of correlations.
Appendix F: Details on the DMRG simulations
Density-Matrix-Renormalization-Group (DMRG) sim-
ulations were realized using the ITensor Library
(http://itensor.org). The model was numerically solved
with open-boundary conditions, with an additional small
pinning field acting on the first site δpσz1 , with δp = 0.05J ,
to select one of the two degenerate ground states present
in the topological phase for open boundary conditions [34].
Note that in experiment with large system size N , the
system would always choose one of the degenerate ground
states because a cat state (i.e., the superposition of the
two degenerate ground states) is always fragile to per-
tubations (as simulated by the small pinning field). We
used a maximum bond dimension of D = 512. The exact
MBTIs were extracted from direct contractions of the
Matrix-Product-States representing the ground state (as
shown in Figs. 1 and 2 of the main text). The estima-
tions for random measurements were obtained using a
sampling algorithm of the occupation probabilities PU (s)
for Matrix-Product-States [35].
The time-dependent simulations were realized via the
Time-Evolving-Block-Decimation (TEBD) algorithm with
a time step Jdt = 0.001 and a maximum bond dimension
D = 512.
