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We show that infinite locally finite doubly stochastic matrices are particular limits of
sequences of finite doubly stochastic matrices and reciprocally. Thereby, we define the
parity in the set of infinite locally finite doubly stochastic matrices. In particular, convexity
and stability properties of the even matrix of this set are investigated, as well as the
differences between the finite case and the infinite case. Moreover, the limits of the powers
of locally finite infinite doubly stochastic matrices in this context are determined.
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1. Introduction and preliminaries
By definition, a finite doubly stochastic matrix is a real nonnegative square matrix whose sum of elements of each row
and each column amounts to 1. A classical result by Birkhoff states that the permutation matrices are precisely the vertices
of the polyhedron defined by the doubly stochastic matrices, see e.g. [1,6]. A doubly stochastic matrix is said even if it is
a convex sum of even permutation matrices. The polyhedron of these matrices is characterized in [7]. We say an infinite
matrix is locally finite if there is a finite number of positive elements on each row, and on each column. An infinite doubly
stochastic matrix is an infinite nonnegative matrix whose sum of elements of each row and each column amounts to 1.
The present paper is devoted to the characterization of the set of infinite locally finite doubly stochastic matrices, this
new characterization allows a definition of the parity in this set as in the finite case. We discuss properties of the set of
even infinite locally finite doubly stochastic matrices and the differences between the finite case and the infinite case. We
investigate the limit behaviour of powers of sequences of infinite locally finite doubly stochastic matrices.
Throughout we shall use the following notations.
Definition 1.1. Let S be a set, A be an infinite locally finite matrix and let n be a positive integer. We denote by
Mn(S): the set of n× nmatrices, where coefficients belong to S,
I or In: the n× n identity matrix,
En: the n square real matrix each elements of which amounts to 1n ,
Sn: the symmetric group on n elements,
An: the alternating group on n elements,
Ωn: the polyhedron of n× n doubly stochastic matrices,
Ω∞: the set of infinite locally finite doubly stochastic matrices,
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∆n: the set of n× n even doubly stochastic matrices,
∆∞: the set of even infinite locally finite doubly stochastic matrices,
N = {1, 2, . . .}: the set of positive integers,
Fp(A): the set
{
aij | 1 ≤ i ≤ p or 1 ≤ j ≤ p
}
,
Np(A): the integer max{i | ∃j ∈ N, 0 6= aij ∈ Fp(A) or 0 6= aji ∈ Fp(A)}.
Note that Fp(A), the set of the first p rows and the first p columns of A, is a finite set because A is locally finite. By convex
combination we understand the series with nonnegative terms λk such that
∑
k λk = 1. By identity extension, we shall
identify a finite doubly stochastic matrix with an element ofΩ∞ as follows
A 1
. . .
. The infinite permutations are the
bijections of N. As in the finite case, infinite permutations σ can be identified with the matrix Pσ =
(
δσ(i)j
)
i, j∈N and, we
denote this matrix again by σ .
Definition 1.2. We say that a permutation σ is contained in an infinite real matrix A = (aij) or the permutation σ is a
diagonal of A if for all i ∈ N, aiσ(i) 6= 0 which will be denoted by σ ≺ A and σ is contained in A on a subset I of N if and only
if for all i ∈ I, aiσ(i) 6= 0.
Of course, since the infimum of these elements aiσ(i) can be zero, we cannot use Birkhoff’s algorithm or find the number of
diagonals contained in a matrix as in [8].
In the finite case, the well-known theorem of Birkhoff states that the permutations of Sn are exactly the vertices of the set
Ωn, in other words that doubly stochastic matrices are convex sums of permutationmatrices see, e.g. [6]. In the infinite case
the extreme points are also the permutationmatrices, see [5]. Of course, a convex combination of permutationmatrices does
not belong necessarily to Ω∞. For example, the matrix
∑∞
n=2
1
2n−1 (1n) is a convex combination of transposition matrices
(1n). This matrix is doubly stochastic because each element is nonnegative and the sum of elements on each row and on
each column amounts to
∑∞
n=2
1
2n−1 = 1, but it is not locally finite. Indeed, its first row has an infinite number of positive
elements. In the finite case, the set of doubly stochastic matrices Ωn is convex and stable by matrix product. This remains
true for the setΩ∞ since the sum or the product of two locally finite matrices is locally finite too. In the following section
it is shown that matrices ofΩ∞ are not necessarily convex series of permutation matrices or of doubly stochastic matrices
and that Birkhoff’s algorithm cannot be applied inΩ∞. The main results of this paper consist of the precise characterization
of infinite doubly stochastic matrices which belong toΩ∞, see Section 3 and in a definition of parity inΩ∞, see Section 4.
Section 5 is devoted to the limit behaviour of powers of doubly stochastic matrices.
2. Some negative results on characterization of infinite locally finite doubly stochastic matrices
Wewonder if we can write an infinite locally finite doubly stochastic matrix as convex series of particular matrices. The
following three propositions show that a matrix of Ω∞ is neither decomposable into finite blocks, nor a convex series of
permutation matrices or diagonal block matrices.
Proposition 2.1. A matrix A ∈ Ω∞ is not necessarily decomposable.
Proof. Let σ be the following infinite permutation
∀n ∈ N, σ (2n) = 2n+ 2,
∀n ∈ N, σ (2n+ 1) = 2n− 1,
and σ(1) = 2.
Thus, the associated permutation matrix is
σ =

0 1 0 0 0 0 0 0 0 · · ·
0 0 0 1 0 0 0 0 0 · · ·
1 0 0 0 0 0 0 0 0 · · ·
0 0 0 0 0 1 0 0 0 · · ·
0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0
...
...
...
...
. . .

.
Arguing by contradiction, we assume that the matrix σ is decomposable into finite blocks, so there exists I a finite subset
of N such that σ(I) = I . If the set I contains an even number, then, by the fact that σ(2n − 2) = 2n, I must contain all
even numbers, but that contradicts our initial assumption. If the set I does not contain an even integer thus, I contains an
odd number, and by the fact that σ(2n+ 1) = 2n− 1 the set I must contain all odd integers, which contradicts our initial
assumption. 
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Proposition 2.2. A matrix of Ω∞ is not necessarily a convex series of infinite permutation matrices.
Proof. Let B be the matrix
B =

E2 0 · · · · · ·
0 E3
. . .
...
. . . E4
. . .
...
. . .
. . .

where Ei ∈ Ωi is an i× imatrix with each element amounts to 1i . Thus,
B =

1
2
1
2
1
2
1
2
0 · · · · · ·
0
1
3
1
3
1
3
1
3
1
3
1
3
1
3
1
3
1
3
. . .
...
. . .
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
. . .
...
. . .
. . .

∈ Ω∞.
Arguing by contradiction, we assume that matrix B can be written as a convex series of permutation matrices. We note that
B is not a permutation matrix. Thus, there exists a set I , such that for all i ∈ I , there exist infinite permutations σi and reals
ai ∈]0, 1[ such that∑i∈I ai = 1 and B = ∑i∈I aiσi. Thus, for all j ∈ I , the matrix C = B−ajσj1−aj = ∑i∈I\{j} ai1−aj σi is in the set
Ω∞, by construction. Moreover, the matrix C has the form
C =

C2 0 · · · · · ·
0 C3
. . .
...
. . . C4
. . .
...
. . .
. . .

where Ci ∈ Ωi. As aj > 0, there exists N ∈ N with aj > 1N . Then, the block CN of C has one element which amounts to
( 1N − aj) 11−aj < 0, this leads to a contradiction. 
Proposition 2.3. Amatrix of Ω∞ is not necessarily a convex series of permutationmatrices and block matrices, i.e. matrices such
as 
C1 0 · · · · · ·
0 C2
. . .
...
. . . C3
. . .
...
. . .
. . .

where Ci are finite doubly stochastic matrices.
Proof. Let A be the matrix of Ω∞ with a(4i)(4i+4) = a(4i+2)(4i−2) = a24 = 1 for all i ∈ N, such that its rows and columns
indexed by the odd number constitute the matrix B from Proposition 2.2. Thus,
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A =

1
2
0
1
2
0 0 0 0 0 0 · · ·
0 0 0 1 0 0 0 0 0 · · ·
1
2
0
1
2
0 0 0 0 0 0 · · ·
0 0 0 0 0 0 0 1 0 · · ·
0 0 0 0
1
3
0
1
3
0
1
3
0 1 0 0 0 0 0 0 0
0 0 0 0
1
3
0
1
3
0
1
3
0 0 0 0 0 0 0 0 0
0 0 0 0
1
3
0
1
3
0
1
3
...
...
...
...
. . .

.
We apply the same arguments as those of Propositions 2.1 and 2.2 to conclude. 
From the following example, we see that we cannot use Birkhoff’s algorithm to find a decomposition of a matrix of Ω∞,
let
A =

1
2
1
2
1
2
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
8
1
8
1
4
1
4
1
8
1
8
1
8
1
8
1
4
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8
...
...
...

where all elements of the form 1
2k
(with k an integer) and where the ith row has exactly i positive elements. Because
infi aiσ(i) = 0 for all permutations σ ≺ A, we cannot remove a permutation from A. However, we can write a matrix of
Ω∞ as a particular limit of a sequence.
3. Characterization ofΩ∞
3.1. Definition of the F -limit
Since some infinite locally finite doubly stochastic matrices are not convex series of permutation matrices, we show that
these matrices can be written as the limit of a sequence of matrices easier to study, finite doubly stochastic matrices. We
seek for a characterization of thematrices of the setΩ∞ as limits of the sequences of finite doubly stochastic matrices. Some
ideas do not provide the desired characterization. For example, if An =
( 1
n
)
n×n where n ∈ N, then limn→+∞ An is the zero
matrix which is not doubly stochastic.
Let us consider the limit where An → A if, and only if, for each n ∈ N, and for all integers i and j between 1 and n,
(An)ij = aij. With this definition, if all matrices of Ω∞ are limits of sequence of finite doubly stochastic matrices, then, the
matrices of the sets aΩ∞ with a ∈]0, 1] are also such limits. Indeed, let A be in aΩ∞ with a ∈]0, 1], thematrix 1aA ∈ Ω∞ can
be written as a limit of a sequence of doubly stochastic matrices (Bn)n by hypothesis. Let pin be a permutation on {1, . . . , 2n}
such that pin({1, . . . , n}) ∩ {1, . . . , n} = ∅. Thus, the matrix aBn + (1− a)pin is doubly stochastic and converges to A by the
previous definition.
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Now, let us consider the limit where An → A if, and only if, for each n ∈ N, the first n rows of An and A are identical. Let
A be the matrix
A =

1
2
1
2
0 · · · · · ·
0
1
3
1
3
1
3
1
3
1
3
1
3
. . .
...
. . .
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
. . .
...
. . .
. . .

6∈ Ω∞.
The matrix A is the limit of the sequence of doubly stochastic matrices (Bn)n where Bn has the same first n rows as A, and its
following rows are the missing rows of blocks. For example, B6 is the matrix
B6 =

1
2
1
2
0 0 0 0 0 0 0
0 0
1
3
1
3
1
3
0 0 0 0
0 0
1
3
1
3
1
3
0 0 0 0
0 0 0 0 0
1
4
1
4
1
4
1
4
0 0 0 0 0
1
4
1
4
1
4
1
4
0 0 0 0 0
1
4
1
4
1
4
1
4
1
2
1
2
0 0 0 0 0 0 0
0 0
1
3
1
3
1
3
0 0 0 0
0 0 0 0 0
1
4
1
4
1
4
1
4

.
The same idea considering the columns instead of the rows leads to the same conclusion (for example we can consider
the transpose of the previous matrix A). The problem in these ideas considering the rows or the columns is the remaining
component. We need to observe the first rows and the first columns together.
Definition 3.1. Let A be an infinite real matrix and (An)n a sequence of real infinite matrices. We say (An)nF -converges or
converges to Awhen n approaches infinity andwewriteF − limn→+∞ An = A or limn→+∞ An = A if, for all positive integers
n, all elements of Fn(An − A) are equal to 0.
3.2. Characterization of infinite locally finite doubly stochastic matrices by F -limits
In order to characterizeΩ∞ we have to find matrices having given row and column sum.
Remark 3.2. Let k be a positive integer, let (a1, . . . , ak) and (b1, . . . , bk) be two real k-tuples of [0, 1] such that∑ki=1 ai =∑k
j=1 bj =: M. Then, there exists a real finite matrix B = (bij)i, j ∈ Mk([0, 1])with for all i ∈ {1, . . . , k},
∑k
j=1 bij = ai and
for all j ∈ {1, . . . , k}, ∑ki=1 bij = bj.
The matrix B can be defined by bij := aibjM ifM 6= 0, or B := 0 ifM = 0 (see [4]).
Thanks to this remark and the F -limit, we can prove the main theorem.
Theorem 3.3. An infinite nonnegative matrix A belongs to Ω∞ if, and only if, A is the F -limit of a sequence of finite doubly
stochastic matrices.
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Proof. We denote N for Np(A). For all integers i between 1 and N − p, denote by ai the quantity ai = 1−∑pj=1 a(i+p)j. Note
that 0 ≤ ai ≤ 1 because A is doubly stochastic. Denote for all integers j between 1 and N − p, bj = 1−∑pi=1 ai(j+p) ∈ [0, 1].
Then, with S :=∑N−pi,j=1 aij, one has N − p−∑N−pi=1 ai = p− S = N − p−∑N−pj=1 bj, showing∑N−pi=1 ai =∑N−pj=1 bj.
By Remark 3.2, there exists C = (cij) ∈ MN−p([0, 1]) such that for all i ∈ {1, . . . ,N − p}, ∑N−pj=1 cij = ai and for all
j ∈ {1, . . . ,N − p}, ∑N−pi=1 cij = bj. Let be Dp(A) = (dij)i, j the following N × N matrix
Dp(A) =

a11 · · · a1p · · · · · · a1N
...
...
ap1 app · · · · · · apN
...
... c11 · · · c1(N−p)
...
...
...
...
aN1 · · · aNp cN1 · · · cN(N−p)

.
The matrix Dp(A) is clearly doubly stochastic. Thus for all p, Ap = Dp(A) ∈ ΩNp(A) and F − limp→+∞ Ap = A.
Conversely, note that the kth row of A is locally finite, because it is the same as the one of Ak which belongs to ΩMk . By
the same argument for the columns, A is locally finite. For all i ∈ N, we have∑+∞j=1 aij =∑Mkj=1 aij =∑Mkj=1(Ap)ij = 1 because
Ap is a doubly stochastic matrix. By the same argument for the columns, A belongs toΩ∞. 
Remark 3.4. Because Ak and A have the same first k rows and columns, we have Np(A) = Np(Ak)for p ≤ k.
4. Even infinite locally finite doubly stochastic matrices
By using the theorem on the characterization of a matrix inΩ∞, we define the notion of parity in this set.
Definition 4.1. Let A be a matrix of Ω∞. We say that A is an even doubly stochastic matrix, or that A is even if, and only if
there exists a positive integer k, such that for all positive integers p ≥ k, there exists amatrixAp ∈ ∆Np(A)whichF -converges
to A.
We denote by ∆∞ the set of even infinite locally finite doubly stochastic matrices. As in the finite case, the matrix A is
said odd if (12) A is even.
We note that the condition required on the size of Ap is necessary, since, otherwise for example, the permutation matrix
(12)would be even. Even though a doubly stochastic matrix can be simultaneously even and odd (for example En for n ≥ 3),
if the permutation matrix (12)were allowed to be even and odd, the notion of parity would be rendered meaningless.
We want that a sequence (Ap)p becomes even from an index and not only a subsequence. This wish is motivated by
fact that if we chose subsequence as a sufficient condition, a permutation matrix could be even and odd, and the set Ω∞
would not be convex. For example, let σ be the matrix associated to the proof of Proposition 2.1; for all n ∈ N, σ (2n) =
2n + 2, σ (2n + 1) = 2n − 1 and σ(1) = 2. If (A2n)n is a subsequence which F -converges to σ then, necessarily,
A2n = (2n + 1 2n − 1 . . . 3 1 2 4 . . . 2n 2n + 2) is odd. If (A2n+1)n is a subsequence which F -converges to σ , then,
necessarily, A2n+1 = (2n + 3 2n + 1 . . . 3 1 2 4 . . . 2n 2n + 2) is even. Thus, the permutation σ matrix would be even
and odd, and of course (12)σ too. Let B be the matrix B = σ+(12)σ2 , B is a convex sum of two even permutation matrices.
However, the matrix B is the F -limit of the sequence (Bp)p≥2 where Bp = Ap+(12)Ap2 necessarily. Thus the doubly stochastic
matrix Bwould be neither even, nor odd and the set of even matrices would not be convex.
Proposition 4.2. With Definition 4.1, the set ∆∞ is convex.
Proof. Let A and B be two matrices which belong to ∆∞. We know for a ∈]0, 1[, the matrix C = aA + (1 − a)B belongs
to Ω∞. Denote by (Ap) and (Bp) respectively the two sequences which F -converge to A or B respectively. Note that
Np(C) = max(Np(A),Np(B)). By completing with 1’s on the main diagonal, assume that Ap and Bp belong to ∆Np(C). The
matrix aAp+ (1−a)Bp is even andF -converges to C , moreover, Np(C) = Np(aAp+ (1−a)Bp). This permits to conclude. 
Proposition 4.3. The set ∆∞ is not stable by matrix product.
Proof. Let A be the following infinite permutation matrix
A = (123)(456)(789) · · · =
∞∏
k=0
((3k+ 1)(3k+ 2)(3k+ 3)) .
We can easily prove that A is even. Let B be the following infinite permutation matrix
B = (12)(34)(567)(8910) · · · = (12)(34)
∞∏
k=1
((3k+ 2)(3k+ 3)(3k+ 4)) .
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Then, the matrix B is easily seen to be even as well. The matrix product C = AB is
AB =
[
(12)(34)
∞∏
k=1
((3k+ 2)(3k+ 3)(3k+ 4))
]
◦
[ ∞∏
k=0
((3k+ 1)(3k+ 2)(3k+ 3))
]
.
Denote by
σ→ the action of the permutation σ and observe the image of all elements of N.
6n+ 1 = 3(2n)+ 1 A→ 3(2n)+ 2 B→ 3(2n)+ 3 = 6n+ 3
6n+ 3 = 3(2n)+ 3 A→ 3(2n)+ 1 = 3(2n− 1)+ 4 B→ 3(2n− 1)+ 2 = 6n− 1
6n− 1 = 3(2n− 1)+ 2 A→ 3(2n− 1)+ 3 B→ 3(2n− 1)+ 4 = 6n+ 1
6n+ 2 A→ 6n+ 3 B→ 6n+ 4
6n+ 4 = 3(2n+ 1)+ 1 A→ 3(2n+ 1)+ 2 B→ 3(2n+ 1)+ 3 = 6n+ 6
6n+ 6 = 3(2n− 1)+ 3 A→ 3(2n+ 1)+ 1 = 6n+ 4 B→ 6n+ 2.
Thus, we have
C = AB = (2463)
∞∏
n=1
((6n+ 1)(6n+ 3)(6n− 1)) ((6n+ 2)(6n+ 4)(6n+ 6)) .
For k ≥ 1, we haveN3k+4(C) = 3k+6, thus, necessarily the (6n+4)×(6n+4)matrices of the sequencewhichF -converges
to C are
C6n+4 = (2463)
n∏
k=1
((6k+ 1)(6k+ 3)(6k− 1)) ((6k+ 2)(6k+ 4)(6k+ 6)) .
These matrices are obviously not even. Thus, there does not exist a sequence of even doubly stochastic matrices which
F -converges to C . C is not even. 
5. Limit of the powers of doubly stochastic matrices
Theorem5.1 is already known (see e.g. [2]), but for the reader’s conveniencewe propose an ad hoc proof. Let A be a doubly
stochastic matrix, if A is a permutation matrix, of course, the limit of the powers of A exists only if, and only if, matrix A is
the identity matrix. If A is not a permutation matrix, without loss of generality, we consider that A is indecomposable, the
power of a decomposable matrix is the power of its indecomposable blocks. Let σ be a permutation contained in A, then,
there existsm ∈ Nwith σm = 1Sn . Thus, the identity is contained by Am, and there exists t ∈]0, 1[t with Am = (1− t)A′+ tIn
where A′ is doubly stochastic. By [3] and as limk→∞ Ikn exists, limk→∞(Am)k exists and limk→∞(Am)k =
v(t)..
.
v(t)
with v(t) the
only eigenvector associated to the eigenvalue 1 with the sum of its components amounts to 1. Thus, v(t) = ( 1n , . . . , 1n ) and
limk→∞(Am)k =
( 1
n
)
n×n.
Theorem 5.1. Let A ∈ Ωn be indecomposable, and not a permutation matrix. Then
lim
r→+∞ A
r = En.
Proof. As before, we have limk→+∞(Am)k = En. Thus ∀ > 0, ∃N(),∀k ≥ N(),
∣∣Amk − En∣∣∞ < . Let  be a positive
real, show that for all r ≥ mN(), |Ar − En|∞ <  by induction on r . For r = mN() it is clear from the definition of N().
Suppose the property holds for r . For two integers i and j between 1 and nwe have∣∣(Ar+1 − En)ij∣∣ = ∣∣((Ar − En)A)ij∣∣ =
∣∣∣∣∣ n∑
l=1
(Ar − En)ilalj
∣∣∣∣∣ because AEn = EnA = En
≤
n∑
l=1
∣∣(Ar − En)il∣∣ alj ≤ n∑
l=1
∣∣(Ar − En)∣∣∞ alj < n∑
l=1
alj = .
Thus ∀r ≥ mN(), ∣∣(Ar+1 − En)∣∣∞ <  and limr→∞(Ar − En) = 0n. 
We study the limit of An for A ∈ Ω∞.
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Lemma 5.2. Let A ∈ Ω∞. Then, if the limit of the powers exists, the limits limn→+∞ An do not necessarily belong toΩ∞.
Proof. Let σ be the permutation such that for all n ∈ N, σ (2n) = 2n+ 2, σ(2n+ 1) = 2n− 1 and σ(1) = 2. We observe
the first row of σ n. Let i be an integer, then, (An1)1j = 0 for j ≤ i and n1 >
⌈ i
2
⌉
. The proof can be made by an inductive
argument. 
Note that for a sequence (Ap)p which F -converges to A ∈ Ω∞, (Akp)p does not converge necessarily to Ak. For example,
let A be the matrix A = 12

0 1 0 1
1 1 0 0
1 0 1 0
0 0 1 1
2
. . .
. Thus A2 = 14

1 1 1 1
1 2 0 1
1 1 1 1
1 0 2 1
4
. . .
. Since N2(A), the matrix A2 :=
1
2
(0 1 0 1
1 1 0 0
1 0 0 1
0 0 2 0
)
can occur in a sequence (Ap)p which F -converges to A. However, (A2)2 = 14
(1 1 2 0
1 2 0 1
0 1 2 1
2 0 0 2
)
cannot occur
in any sequence F -converging to A2 because the first row of (A2)2 and the first row of A2 are not the same.
We need the following lemma to characterize when the limit of the powers (if the limit exists) belongs toΩ∞.
Lemma 5.3. Let B be a matrix of Ω∞ such that B2 = B. Then, B is decomposable and contains the identity.
Proof. Fix i ∈ N, and denote by Ji and Ii the sets Ji = {j ∈ N | bij 6= 0 and bji 6= 0} and Ii = {j ∈ N | bij 6= 0} = {j1, . . . , jk},
with jk the maximal index. Of course Ii is finite, Ji is finite and Ji ⊂ Ii. We have Ij ⊂ Ii for all j ∈ Ii, indeed m ∈ Ij ⇒ bjm 6=
0⇒ bijbjm > 0⇒ bim = (B2)im =∑k∈N bikbkm ≥ bijbjm > 0⇒ m ∈ Ii.
As B belongs toΩ∞, we have a sequence of finite doubly stochastic matrices (Bn)n whichF -converges to B. In particular,
the Njk square matrix Bjk and B have the same first jk columns. Indeed, they have the same rows and columns for every index
in Ii. As Bjk is doubly stochastic, it contains (on a finite subset on N) permutations denoted αq of respective orders pq ≥ 1
verifying αq(i) = jq for all 1 ≤ q ≤ k. That is justified as follows. Bjk is doubly stochastic, then contains a permutation on{1, . . . ,Njk} denoted σq with σq(i) = jq. By the fact that Ij ⊂ Ii for all j ∈ Ii we have σq(Ii) ⊂ Ii and we have a bijection on Ii
corresponding to the restriction of σq on Ii (denoted αq). This immediately implies σ nq (j) ∈ Ii for each j ∈ Ii and each n ∈ N. In
particular, i = αpqq (i) = αpq−1q (αq(i)) = αpq−1q (jq). This means Bpq−1 contains, on the finite subset Ii, the permutation αpq−1q
which sends jq on i. As B2 = B, B contains on a finite subset a permutation which sends jq on i. Thus, bjq i 6= 0 and bii 6= 0 for
all integers i. This implies Ji = Ii and B contains the identity permutation.
We can prove by the same argument that Ji = {j | bij 6= 0 and bji 6= 0} = {j | bji 6= 0} =: Ki.
Now, arguing by contradiction, we assume that there exists j ∈ Ji and there exists m 6∈ Ji with bjm 6= 0 or bmj 6= 0. In
the first case we have bim = (B2)im = ∑l∈N bilblm ≥ bijbjm > 0 because j ∈ Ji ⇒ bij 6= 0. This leads to the contradiction
m ∈ Ii = Ji. In the second case we have bmi = (B2)mi =∑l∈N bmlbli ≥ bmjbji > 0 because j ∈ Ji ⇒ bji 6= 0, and this leads to
the contradictionm ∈ Ki = Ji. This implies that B is decomposable. 
Theorem 5.4. If A ∈ Ω∞ is indecomposable, then, the limit of An when n approaches infinity (if the limit exists) does not belong
toΩ∞.
Proof. Arguing by contradiction, we assume that there exists B ∈ Ω∞ with limn→+∞ An = B. By the uniqueness and the
continuity of the limit, we have limn→+∞ A2n = B and limn→+∞ AnAn = B2. By the previous lemma, B is decomposable
into t1 × t1, . . . , tm × tm, . . . respectively blocks denoted B1, . . . , Bm, . . . and B contains the identity permutation. Because
B2 = B, we have (Bm)n = Bm for all n ≥ 1 and m ≥ 1. By the previous section, B is a decomposable matrix with blocks
Et1 , . . . , Etm , . . ..
Moreover, as An+1 = AnA, we have B = BA. Thus, for (i, j) ∈ I2i where Ii = {j ∈ N | bij 6= 0}, bij = 1#Ii .
1
#Ii
= (BA)ij =
∑
l∈N
bilalj =
∑
l∈Ii
bilalj =
∑
l∈Ii
1
#Ii
alj.
This leads to
∑
l∈Ii alj = 1. The same argument, with B = AB, leads to
∑
l∈Ii ail = 1. Then, A is decomposable, this is a
contradiction. 
Corollary 5.5. Let A be a matrix of Ω∞, then limn→+∞ An ∈ Ω∞, if and only if, by a reordering to the coordinates A can be
written as A =
A1 A2
. . .
 where the Ai are either indecomposable doubly stochastic matrices different from a permutation
matrix, or the trivial 1× 1matrix (1).
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Proof. The implication is the theorem of the powers of a finite matrix applied on each blocks. The converse is shown
by contraposition. Indeed, if A is not decomposable into finite blocks, then, A has an infinite indecomposable block (A
eventually), thus, we apply the previous theorem to conclude. If A is decomposable into finite blocks but one of them is
a permutation matrix, then, the limit of the powers of these blocks does not exist, and the limit of the powers of A does not
exist. 
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