We investigate concretely efficient protocols for distributed oblivious linear evaluation over vectors (Vector-OLE). Boyle et al. (CCS 2018) proposed a protocol for secure distributed pseudorandom Vector-OLE generation using sublinear communication, but they did not provide an implementation. Their construction is based on a variant of the LPN assumption and assumes a distributed key generation protocol for single-point Function Secret Sharing (FSS), as well as an efficient batching scheme to obtain multi-point FSS. We show that this requirement can be relaxed, resulting in a weaker variant of FSS, for which we give an efficient protocol. This allows us to use efficient probabilistic batch codes that were also recently used for batched PIR by Angel et al. (S&P 2018). We construct a full Vector-OLE generator from our protocols, and compare it experimentally with alternative approaches. Our implementation parallelizes very well, and has low communication overhead in practice. For generating a VOLE of size 2 20 , our implementation only takes 0.52s on 32 cores.
INTRODUCTION
The ability to distribute correlated randomness between two parties in the absence of a trusted dealer is a central problem to cryptography. In the context of secure computation this ability enables splitting the computation in an offline phase which is input independent and can be executed in advance, and an online phase which is very efficient. Many previous works have focused on improving and optimizing methods for generation of correlated randomness in the context of oblivious transfer extension [3, 4, 6, 34] , which provides offline precomputation for two party computation based on garbled Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CCS '19, November 11-15, 2019 , London, United Kingdom © 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM. ACM ISBN 978-1-4503-6747-9/19/11. . . $15.00 https://doi.org/10.1145/3319535.3363228 circuits [55] , Beaver multiplicative triples [5, 17, 19, 37, 38] , which are at the core of offline computation for secure arithmetic computation, as well as oblivious linear evaluation (OLE) [9, 23, 24, 45] , which can be viewed as the equivalent of OT extension in arithmetic setting and which can be used for multiplicative triple generation.
In this paper we focus on vector OLE (VOLE), which is the vectorized variant of an oblivious linear evaluation. More concretely, one party, the sender, holds vectors u, v and a second party, the receiver has value x. The goal of the protocol is to enable the receiver to learn w = ux + v without revealing any further information to any of the parties. The concept of VOLE was introduced by Applebaum et al. [2] . In the recent work of Boyle et al. [9] , the authors showed that VOLE is implied by a pseudorandom variant of the protocol where the vectors u, v are pseudorandom and are generated during the execution of the protocol as outputs to the first party.
Succinctness is a crucial property for correlated randomness protocols, which aim to distribute long correlated outputs between the parties by communicating only short seeds. Boyle et al. [9] showed how to achieve succinctness in the setting of pseudorandom VOLE. The idea of their approach is to use a random linear code to extend short (sub-linear) seed vectors to long pseudorandom vectors. By masking the encoded vectors with a shared, sparse noise vector, they reduce security of their VOLE generator to the LPN assumption [7] . The authors leverage functions secret sharing (FSS) for multi-point functions as a way to distribute the LPN noise vector to the inputs of the parties in an oblivious manner with succinct communication. This requires a two-party computation protocol for distributed generation of the FSS keys for the underlying multipoint function. The proposed approach reduces the multi-point FSS to several executions of single point FSS by leveraging batching techniques. For distributed single-point FSS key generation, the authors suggest using the two party FSS key generation protocol of Doerner and shelat [22] .
In this work we address pseudorandom VOLE generation from a practical perspective. In particular, we focus on the primal variant of the protocol proposed in [9] . This is because to the best of our knowledge, there is no practical (i.e., implemented) construction of the "LPN-friendly" codes required for the dual variant. While the primal variant has a lower bound ofÕ( √ n) on its communication overhead, our implementation is still very efficient in practice. This is due to several improvements we make to the construction in [9] . Our main observation is that the non-zero indices of the shared sparse noise vector needed for LPN are part of the output to one of the parties. We use this observation in two ways. First, it allows us to use a more efficient batching scheme than what is proposed in [9] . Similar to previous work [1, 20] , we use cuckoo hashing to do probabilistic batching. This allows us to split up an instance of t-point FSS into m = O(t) instances of single-point FSS, where m is in practice only slightly larger than t. Second, we modify the FSS construction itself, which gives us a large constant-factor speedup in each FSS generation and evaluation. Our protocol is constant round, does not require secure PRG evaluations, has sub-linear communication, and like the distributed construction proposed by [9] , provides security in the semi-honest model. Our VOLE construction implies efficiency improvements in a wide range of applications such as secure linear algebra, sparse matrix multiplications and machine learning computations over sparse data, oblivious polynomial evaluation and private set intersection, and improved efficiency for semi-private data accessed in some ORAM constructions.
Contributions
As building blocks for our distributed VOLE protocol we develop constructions of several primitives of independent interest.
A protocol for (n − 1)-out-of-n Random OT (Section 3). An important component of our solution is a novel protocol for (n − 1)-out-ofn Random OT that requires one round and logarithmic communication. While any m-out-of-n OT protocol requires communication Ω(m), we show how to leverage the fact that all messages are random to compress n − 1 messages in a logarithmic number of seeds in manner oblivious to the sender. In terms of computation, an execution involves (i) 2n local PRG evaluations per party, and (ii) log k (n) parallel executions of an (k − 1)-out-of-k OT protocol. In our implementation we choose k = 2, and thus rely on 1-out-of-2 OT. Our (n − 1)-out-of-n Random OT implies a construction private puncturable PRF [8] , which enables a party to obtain a punctured PRF key at a location that remains secret to the full PRF key owner.
Known-Index SPFSS (Section 4). The VOLE generation in [9] uses SPFSS but assumes that one of the parties knows the input that evaluate to non-zero in the point function, while the function value us secret-shared. We propose a protocol for known-index SPFSS that outperforms the alternatives proposed in [9] . The protocol uses a reduction to (n − 1)-out-of-n Random OT, and thus leverages the protocol mentioned above. While known-index SPFSS implies distributed VOLE, its relevance is not limited to this application. It can be also viewed as a type of "scatter" vector operation, which is a core component in secure protocols for machine learning tasks [50] . Our protocol outperforms the solutions presented in [50] , resulting in immediate gains for tasks such as gradient descent model training on sparse data.
Efficient Known-Indices MPFSS from SPFSS (Section 5). To obtain a solution for distributed VOLE generation, we show an efficient reduction from known-indices MPFSS, where one party chooses the indices of the point function, to known-index SPFSS. Our reduction is based on Cuckoo hashing [46] , and in practice it is very efficient, in particular when compared with the alternatives proposed by Boyle et al. [9] .
Distributed VOLE (Section 6). We combine the above protocol building blocks with some further optimizations, to obtain a full protocol for distributed VOLE generation.
Applications (Section 7). We investigate several applications of our protocols, including linear algebra and matrix manipulation primitives commonly used in data analysis tasks. We show how our protocols yield concretely efficient secure two-party instantiations for Oblivious Polynomial Evaluation. We further show that our known-index SPFSS protocol can be used to improve the efficiency (both in asymptotic round complexity and concrete efficiency) of semi-private accesses in a recent FSS-based distributed ORAM construction [22] .
Experimental Evaluation (Section 8). While Boyle et al. [9] provide estimates for runtime and communication, they do not provide an implementation or an experimental evaluation. We implement all of our protocols, both over finite fields and integer rings, as well as the primal variant of the VOLE protocol proposed by Boyle et al. [9] . Instantiated over a finite field, we can generate a random VOLE of length n = 2 20 in about 5s. For comparison, generating the same using standard Gilboa multiplication takes 70% longer and has a 160% higher communication overhead. At the same time, our construction parallelizes nicely: using 32 threads, we can get an additional speedup of 9.8x, reducing the time to compute the above triple to 0.52s. In order to have a comprehensive comparison with alternative approaches we implemented and optimized Gilboa's multiplication protocol [30] and presented a comparison between our random VOLE protocol and a instantiation leveraging Gilboa's multiplications.
PRELIMINARIES 2.1 Oblivious Transfer
Oblivious transfer (OT) [49] is a fundamental primitive in cryptography that allows a receiver to obliviously select one out of two messages held by a sender without revealing the selection bit to the sender and without learning anything about the second message. The OT functionality is sufficient to implement general secure computation [39, 42, 55] . Here, a major step towards practical efficiency was the development of OT extension [6, 34] , which allows to compute many computationally efficient online OTs using a small number of expensive OTs that can be executed in an advance offline phase. A variant of OT extension is random OT (ROT) extension [47] , where random messages are generated as output to the sender while the receiver obtains one of the messages based on the selection bit. The ROT functionality has been used as a PRF with a single oblivious evaluation in the context of private set intersection protocols [47, 48] .
All of the above OT notions can be generalized also to a setting where the sender has multiple messages and the receiver selects multiple indices. We formalize this in the following definition.
Definition 2.1 (m-out-of-n Oblivious Transfer (OT)
). An m-outof-n oblivious transfer is a protocol between two parties, sender and a receiver, where the sender has n messages as input and the receiver has m selection indices. The receiver obtains the messages corresponding to its indices while learning nothing about the remaining messages, and the sender learns nothing. If the n messages are random and generated during the execution of the protocol as output for the sender, the protocol is called random m-out-of-n OT, or m-out-of-n ROT.
The communication complexity of 1-out-of-2 OT constructions is linear in the number of messages that the sender has. Naor and Pinkas [44] showed a reduction of 1-out-of-n OT to log n instances of 1-out-of-2 OT, which yields logarithmic communication complexity. Observing that 1-out-of-n OT is equivalent functionality to symmetric private information retrieval [15] is another approach to obtain an OT protocol with logarithmic complexity. Considering the general m-out-of-n functionality the communication complexity naturally scales linearly in m because we need to transfer at least that many messages. In Section 3 we show that this is no longer the case when we consider the m-out-of-n ROT functionality and we present a protocol that requires only logarithmic communication. In the spirit of the use of random OT extension as a PRF with single oblivious evaluation, we can view (n − 1)-out-of-n ROT as a privately punctured PRF [8] where we can generate a partial PRF key that enables evaluation of the PRF on all but one point, where the full PRF key holder does not know the punctured point.
2.1.1 OT-based secure product a.k.a Gilboa multiplication. Gilboa [30] proposed a two-party secure multiplication protocol of two l-bit numbers. The protocol outputs additive shares, and requires l 1-out-of-2 OT that can be run in parallel (throughout this paper we assume l to be a constant, and set it to 64 in our experiments). Due to the practical efficiency of OT Extension protocols [3, 34] , Gilboa multiplication is a common approach to secure multiplication. In particular, this approach has been considered in several works as a way to compute Beaver triples for secure multiplication in the preprocessing model of MPC [21, 27, 43] . In the context of our work, this protocol is used for scalar vector multiplications. In terms of practical considerations, one should note that Gilboa multiplication can be implemented from correlated OT [3] , a more efficient particular case of OT. Moreover, for the problem of scalar-vector multiplication, one can employ optimizations based on batching for concrete efficiency (see [43] for details). We employ these optimizations in our implementation of secure scalar-vector multiplication based on Gilboa's protocol, which we use as a baseline.
Cuckoo Hashing
Cuckoo hashing [46] is an algorithm to build hash tables for (key, value) pairs with worst-case constant lookup. A cuckoo hash table is determined by κ hash functions, where the value corresponding to a key is guaranteed to reside in one of the κ locations determined by the hash function evaluations on the key. Hash collisions are resolved using the cuckoo approach: if a collision occurs when placing an item in the hash table, the item residing in the location is evicted and then placed in the table using a different hash function, potentially evicting another item in the case of collision. This process continues until all evicted items are placed, if possible. Due to possible cycles in this graph of evictions, the insertion algorithm for cuckoo hashing has a chance to fail. For two hash functions, it is known that inserting n items in a cuckoo tables of size O(n) incurs more than s insertion failures with probability bounded by O(n −s ) [40] . The exact constants in this asymptotic bound are not known, but several papers have studied them empirically [1, 14, 20] . This is done by estimating, for any fixed statistical security parameter η, the number of hash functions and the cuckoo table size such that inserting n items in the table fails with probability at most 2 −η .
In cryptography, cuckoo hashing has been used as a probabilistic bath code to optimize Private Set Intersection (PSI) [14, 41, 47, 48] and Private Information Retrieval (PIR) [1] protocols. We introduce these ideas in Section 5, where we apply cuckoo hashing to obtain an optimized multi-point function secret sharing protocol.
Function Secret Sharing
Function secret sharing [11, 12] is a primitive that allows a key generator to distribute the evaluation of a function between two parties in way that neither of the two parties learns anything about the evaluated function, but jointly the two parties can recover the evaluation at any point.
Definition 2.2 (Function Secret Sharing).
Let F = { f : I → G} be a class of functions with input domain I and output group G, and let λ ∈ N denote a security parameter. A function secret sharing scheme consists of the following two algorithms:
We require the following guarantees from the above algorithms:
Correctness. For any f ∈ F , and any x ∈ I , when (
Security. For any b ∈ {1, 2}, there exists a ppt simulator Sim b such that for any polynomial-size function sequence f λ ∈ F ,
Note that the only difference between this definition and the one of Boyle et al. [12] is the leakage function is allowed to be different for each party. In the standard FSS construction, Leak 1 (f λ ) = Leak 2 (f λ ) = (I, G), i.e., FSS keys must be simulated given only the input and output domains for f .
While FSS is defined for any function, an FSS instantiation is non-trivial if the length of the FSS keys is sub-linear in the size of the function domain. In this regime of operation we have single point FSS (SPFSS) constructions for point functions which evaluate to zero on all but one of their domain points. Boyle et al. [11] introduced an FSS constructions for point functions where the keys are of length logarithmic in the function domain size.
Multi-point FSS (MPFSS) is a generalization of FSS where the shared functions has a larger number of non-zero evaluations. However, for the purposes of Vector-OLE (cf. Section 2.4), we observe that it is enough to consider a relaxed variant of MPFSS, where one party knows the where f is nonzero in the clear. We call this variant known-indices MPFSS, and we provide a reduction to cuckoo hashing and known-index SPFSS in Section 5.
Vector OLE
Oblivious linear evaluation (OLE) is functionality that enables two parties to obtain correlated outputs. One party has input values u, v. The second party has input x and obtains as output w = ux + v. Similarly to the use of OT for garbled circuits, OLE is a basic building block for secure arithmetic computation enabling the generation of multiplicative triples. Vector OLE (VOLE) [2, 9] is a generalization of OLE to the setting of vector inputs, i.e., one party has input vectors u, v, the other party has input value x and obtains a vector w = ux + v. Boyle et al. [9] present application of VOLE to secure computation and zero-knowledge constructions.
Analogously to OT there is a variant of VOLE referred to as pseudorandom VOLE, where the vectors u, v are generated randomly during the protocol execution. They are then provided as output to the first party. This primitive suffices for the construction of VOLE as well as its applications [9] . In Section 6 we present a new pseudorandom VOLE construction that requires a weaker version of the distributed MPFSS functionality compared to the approach of Boyle et al. [9] , which can be implemented efficiently as we demonstrate in Section 8.
Definition 2.3 (Pseudorandom VOLE). A pseudorandom VOLE consists of the following algorithms:
• (seed 1 , seed 2 ) ← VOLE.Setup(1 λ , n, F, x) -this algorithms takes vector length n, field F and value x and outputs two seeds.
The correctness of the protocol guarantees that w = ux + v. The security property requires that seed 1 does not reveal any information about x and that seed 2 does not allow to distinguish (u, v) from random vectors subject to the correctness property, i.e., for any ppt algorithm A the following holds:
LPN Assumption
The learning parity with noise (LPN) assumption [7] states that given the noisy dot product of many public binary vectors a i with a secret binary vector s is indistinguishable from a string of random bits. Adding noise to a bit is equivalent the flipping the bit with a fixed probability. We use the following generalization of the LPN assumption to larger fields.
Definition 2.4 (LPN Assumption). Let C be a probabilistic code generation algorithm which given inputs values k, q and a field F, outputs a matrix A ∈ F k ×q . The LPN assumption with respect to C Functionality 1: (n − 1)-out-of-n-ROT Parties: P 1 , P 2 Input: P 2 : Index i ∈ [n] Output (for P 1 ) : Pseudorandom vector u ∈ F n Output (for P 2 ) : vector v = (u j ) j i with dimension k = k(λ), q = q(λ) queries and noise rate r = r (λ) states that for any PPT algorithm A the following holds:
In our construction (Section 6) we use LPN instantiations with parapets settings as those described by Boyle et al. [9] , i.e., high dimension k, low noise rate 1/k ϵ for a constant ϵ and a polynomial number of queries q = k +o(k). Since we focus on the primal variant of VOLE, we can instantiate C using a local linear code, where LPN is assumed to hold [2, 9] .
Ring-LPN is a variant of the LPN assumption defined over rings rather than fields. The security of this assumption is less studied but there are works that explore its use in the context of protocols for the purposes of efficiency [18, 33] . In our implementation we evaluate the performance of our protocol both in the setting of a field and a ring which rely on the two variants of the LPN assumption.
Definitions, Functionalities, and Secure Two-Party Protocols
All the constructions in this paper describe communication efficient two-party protocols for computing correlated vectors, for different types of correlations. This notion has recently been formalized as a Pseudorandom Correlation Generator (PCG) [10] . As observed there, communication-efficient PCGs don't lend themselves to direct simulation-based security proofs. Intuitively, this stems from the fact that any simulator that takes as input the ideal pseudorandom output and produces succinct messages for the protocol would be able to compress pseudorandom strings, which is impossible. However, it was shown that in many applications (including all the applications of vector OLE we consider), a weaker security definition is sufficient [9, 10] . We will therefore use the same approach as Boyle et al. and split up our protocols in two phases, namely setup (or generation), and expansion (or evaluation). This allows us to use the following structure in our security proofs: First, (i) we define correctness and security requirements of the generation and expansion algorithms. Then, (ii) we define ideal functionalities for the two phases and show that they satisfy our definition. And finally (iii), we show that our protocols securely (and efficiently) implement the key generation functionality. We focus on presenting our two-party protocols in the main paper, and giving the intuition behind for both security and efficiency. Nevertheless, detailed definitions, functionalities, and security proofs for all our novel constructions are given in the appendix.
Protocol 2: (n − 1)-out-of-n Random OT Public Params: PRG G of stretch k > 1 and security parameter λ, integer n = k c with c > 0 Inputs: P 1 : ⊥; P 2 : index i ∈ [n] Outputs:
Key Generation (ROT.Gen(1 λ , n, i)):
, by associating s 0 to T and, if α > 1, constructing the k children of T recursively as T (s j , α − 1), with j ∈ [k] and seeds s 1 , . . . , s k computed as
The parties execute α instances of (k − 1)-out-of-k OTs:
• P 1 acts as sender. For the lth OT, let (p 1 , . . . , p k l ) be the seeds of the lth level of T . The jth message in the OT is set to be
(the jth message is the XOR of the seeds of the jth children of trees at level l − 1). • P 2 acts as the chooser and inputs, in the lth OT, the
(i) If b = 1: P 1 returns the list of leaves of T . (ii) If b = 2: P 2 uses the seeds q l ,j to reconstruct T , except for the path to the ith leaf (recall that (b 1 , . . . , b α ) is the k-ary encoding of i − 1).
• For the first level, P 2 constructs trees
, let T 1 , . . . ,T k l be the sub-trees of T at level l. In previous iterations P 2 has computed all such sub-trees except for T i j , with
By expanding those seeds using G, P 2 computes all sub-trees of T at level l + 1, except for the one at position i l +1 = x ∈[l +1] k x −1 · b x + 1. P 2 returns the list of seeds of leaves of T , except for the one
(n − 1)-OUT-OF-n RANDOM OT
In this section we consider the question of oblivious selection of n − 1 items out of n in the case when all items are pseudorandom.
This corresponds to Functionality 1, namely (n−1)-out-of-n random oblivious transfer. If we allow linear communication, a protocol for Functionality 1 can be easily obtained using oblivious selection techniques. We instead propose a protocol with sub-linear communication and linear computation. Our protocol consists of a key generation phase where P 1 learns a key K 1 consisting of a single PRG seed s 0 , and P 2 learns a key K 2 consisting of log k (n) PRG seeds, via log k (n) parallel executions of a (k − 1)-out-of-k OT protocol, for parameter k > 1. Expanding the respective seeds to obtain their length-n outputs takes O(n) PRG evaluations per party.
Key generation via a GGM tree. We crucially leverage the fact that values are generated pseudo-randomly in order to obtain a protocol with the above communication complexity. Let us assume, without loss of generality, that log k (n) is an integer. The n values of u are generated from a single random seed s 0 using a GGM tree T [31] constructed using a PRG G of stretch k, i.e. G : {0, 1} λ → {0, 1} k λ , for security parameter λ. More concretely, T is an ordered complete k-ary tree of depth log k (n) and n leaves, with its nodes labeled with seeds in {0, 1} λ (we will refer to nodes and their seeds/labels indistinctly). The label of the root is s 0 , and the label s j of the jth child of a node v is obtained from the seed of v, by applying the PRG G and parsing the output as (s 1 | · · · |s j | · · · |s k ).
The 2-party protocol. Our protocol is presented as Protocol 2. First, P 1 , the sender, computes the tree T locally from a seed s 0 (note that this can be done with 2n − 1 calls to G) and sets s 0 to be its key K 1 . The rest of the protocol allows P 2 , the receiver, to recover all the seeds of T , except for the ones in the path to the ith leaf. This is done in a way that does not leak i to P 1 , and requires only log(n) seeds, which will constitute P 2 's key K 2 , to be expanded locally. We now informally discuss the correctness and security of our protocol, as well as associated communication and computation costs.
Let (i 1 , . . . , i log k (n) ) be the path to the i-th leaf (this is a sequence of values in {0, . . . , k − 1}, indicating which children to follow at each level to reach the ith leaf from the root, and in fact corresponds to the k-ary encoding of the integer i − 1). For example, Figure 1 shows how for n = 8 and i = 3, the path the receiver should not learn is 010. As mentioned above, our goal is that the receiver can reconstruct all the tree except for the nodes on this path.
Although it will become clear that the protocol can be parallelized across levels, for explanatory purposes it is useful to think of it as processing T level by level from the root guaranteeing that, for each level l ∈ [log k (n)], the receiver can reconstruct T up to level l, except for the nodes in the path (i 1 , . . . , i l ). This property obviously holds for l = 0 and, to argue the correctness of our protocol, we now argue inductively how to extend it from level l to level l + 1.
By induction assume that the receiver can reconstruct all subtrees T 1 , . . . T k l of depth α − l rooted at the nodes of level l except for exactly one: the one rooted at path (i 1 , . . . , i l ). This is, precisely,
, which we denote T * for simplicity. Now, let us show how a single execution of (k − 1)-out-of-k OT is enough to extend the above property to level l + 1. Intuitively, we want to ensure that the receiver learns all direct children of T * , except for the i l +1 th one. As T * has k direct children, this corresponds to a (k − 1)-out-of-k-OT. However, for privacy, it is important that the sender never learns that T * is in fact the sub-tree that the receiver cannot reconstruct at level l, as this reveals too much about the index i. This difficulty can be overcome by constructing the messages in the (k − 1)-out-of-k-OT as follows.
Let s j,0 , . . . , s j,k −1 be the seeds of the nodes that are direct children of each tree T j . As the receiver knows all the T j s except for T * , she has all such seeds except for the ones with j = ( x ∈[l ] k x −1 · i x + 1), i.e., the children of T * . The key idea to achieve the above goal is to have the sender compute k values
Here, m 0 is the XOR of all direct first children of nodes at level l, m 1 is the XOR of all second children, and so on. Now observe that, given any value m y the receiver can compute the seed s ( x ∈[l ] k x −1 ·i x +1),j (the yth child of T * ) since she knows all the other values XOR-ed into the m j value. On the other hand, m j does not reveal anything about the seeds s k l ,x with x j. Thus, the sender and the receiver run (k −1)-out-of-k OT where the sender's inputs are m 0 , . . . , m k −1 and the receiver's input is the set {0, . . . , k − 1} \ {i l }. After running this sub-protocol the receiver can reconstruct T up to level l + 1, except for the nodes in the path (i 1 , . . . , i l +1 ). This shows how to extend the construction from level l to l + 1, and the protocol finishes when l = n.
An important observation is that the instances of (k −1)-out-of-k OT used in the above construction can all be run in parallel. The correctness of our construction follows from the above discussion, and its security, stated in the next lemma, follows directly from the security of G, and the underlying protocol for (k − 1)-out-of-k OT. A detailed proof can be found in Appendix A.1. In Section 8 we describe how G is instantiated in our implementation, as well as other practical considerations and optimizations. Lemma 3.1. For any constant k > 1, Protocol 2 is a secure two party computation protocol for the (n − 1)-out-of-n ROT functionality in the (k −1)-out-of-k OT hybrid model assuming a secure PRG G. The protocol is one round, and requires O(λ log(n)) communication and O(λn) computation per party, including 2n PRG evaluations, where λ is the length of the PRG seed.
Proof Sketch. Showing the security of the above protocol consists of two steps: first, showing that the keys that the parties receive have the desired pseudorandom properties (Definition A.1), which follows from the pseudorandom properties of the GGM construction and which we formally prove in Theorem A.2. And second, showing that the key generation protocol is a secure two party computation protocol for the generation of the keys, which follows from the OT security and which we prove formally in Theorem A.3. The communication overhead follows from the fact that the parties execute log k n OTs, which have linear communication in λ. The computation O(λn) for each comes from the execution of the log k n OTs and the expansion of the keys which uses 2n PRG calls.
How to set k, and instantiations of (k − 1)-out-of-k OT. The construction of Protocol 2 works for any integer k > 1. Choosing k constant results in logarithmic communication, and in fact in our implementation we use k = 2. In practice, this allows us to leverage very efficient implementations of 1-out-of-2 OT based on OT Extension. When instantiated with k = 2, our protocol resembles the Function Secret sharing construction by Boyle et al. [11] .
Privately Punctured PRF. Our n−1-out-n random OT protocol also provides a construction for a privately punctured pseudorandom function, where one party has the PRF key and can evaluate the PRF on any input (in our case this is P 1 who has the GGM root) and the other party has a punctured key which allows it to evaluate the PRF on all but one inputs (P 2 in our case). The OT protocol enables P 2 to obtain its punctured PRF key without revealing the punctured point to P 1 (the punctured key is the output that P 2 has at the end of the KeyExchange phase of the OT protocol). We note the difference in the punctured key generation algorithm from the one defined in other contexts for privately puncturable PRFs [8] , where the party who has the full PRF key generates the punctured key and knows the point at which it is punctured.
KNOWN-INDEX SPFSS
In this section we use our n − 1-out-of-n random OT protocol to construct a 2-party computation protocol to jointly generate FSS keys for point functions. The setup for our distributed FSS protocol assumes that one party knows the non-zero evaluation point while the value at that point is shared between the two parties. Thus, it is not equivalent to a generic distributed FSS scheme for point functions, as for example described in [22] . However, this relaxed version suffices for our VOLE construction described in Section 6. We call our FSS variant Known-Index SPFSS to emphasize that one party knows the non-zero index.
Conceptually, the existing construction of point function FSS [11] generates two PRF keys K 1 and K 2 such that PRF K 1 (x) = −PRF K 2 (x) for all values of x except the input with non-zero evaluation i. The values PRF K 1 (i) and PRF K 2 (i) are random shares of the function evaluation β at the input i. If two parties need to generate K 1 and K 2 in a distributed way, they can use secure general computation for this task, and Doerner and shelat [22] show a more efficient way to construct such an MPC protocol in the semi-honest setting.
When one of the parties, P 2 , knows i, we can construct K 1 and K 2 in a distributed fashion as follows. First, P 1 and P 2 run a secure (n − 1)-out-of-n-ROT key generation protocol (the construction from the previous section), for the parties to obtain keys K ROT
the vectors r 1 , r 2 coincide at every position except for a position i known to P 2 . As P 2 can negate its vector, we can think of r 1 and −r 2 as additive shares of a vector of all zeroes except for the ith position. Now all that remains is to modify r 1 and −r 2 to fix the ith position to be a share of a value β shared among P 1 and P 2 (see Protocol 3). Crucially, this needs to be done in a way that does not leak β to either party, and keeps i private from P 1 . To do this we leverage the observation that P 1 and P 2 can compute sums R = j r 1 j and R ′ = j i r 2 j . The difference R − R ′ will be the evaluation of PRF K 1 (j). Since the parties have shares β 1 and β 2 of the point function evaluation β at i, we complete the protocol by P 1 sending R β = R − β 1 to P 2 (note that this hides β 1 because P 2 Thus, the path not learnt by the receiver is (010). For each level, the parties run an OT where the receiver learns an XOR of either the left children or the right children of that level. Using previously expanded sub-trees, this information allows the receiver to learn a new seed (nodes filled in blue) which can be expanded by repeatedly calling G (the nodes resulting from such expansions are filled in black).
does not know r 1 i , which is a random mask) who can then appropriately set the ith entry of r 2 so that r 1 i + r 2 i = β. Note that, as long as P 2 obtains R β in the key generation phase, the corrections can be applied during expansion. Our construction is presented in Protocol 3 in terms of the key generation and expansion procedures for (n − 1)-out-of-n-ROT from the previous section, which encompasses the steps from above. Proof Sketch. The main argument in the security proof is that R β is a one-time pad that masks β 1 , given the property of (n − 1)-out-of-n-ROT that the output of P 1 is a random vector. A detailed proof is given in Appendix A.2.
KNOWN-INDICES MPFSS VIA CUCKOO HASHING
In this section we present a reduction from known-index multipoint FSS to known index single point FSS. The multi-point setting is analogous to the SPFSS functionality of Protocol 3, but extended to functions that fix the value of t ≥ 1 points. We formalize our Known-Indices MPFSS variant in Definition A.7 in the appendix. A naive reduction executes t independent instances of known-index SPFSS on the original database. However, as observed by Boyle 
Parties: P 1 , P 2 Inputs: P 1 : β 1 , P 2 : β 2 , i Key Generation (SPFSS.Gen(1 λ , f i,β )):
(1) The parties run a secure ROT.Gen(1 λ , n, i) protocol to obtain keys K ROT 1 and K ROT 2 .
(2) The parties execute locally ROT.Expand, from which P 1 gets n random values {r i } j ∈[n] , and P 2 obtains
x . et al. [9] , this requires evaluating all t SPFSS instances on the whole domain, which results in an Ω(tn) computational overhead.
A general idea to improve on this baseline is to rely on batching schemes that split the domain of size n into m small parts in a way that allows to distribute the t SPFSS instances across the m smaller parts. One can instantiate this general idea using a combinatorial Figure 2 : The domain of the MP function is hashed κ times into m Buckets using κ different hash functions (this arrangement is public). P 2 privately builds a cuckoo hash table of the indices of the MP function. Then, an instance of known-index SPFSS is executed for each bucket.
object called batch codes (see Ishai et al. [35] for an introduction). A batch code with parameters n, t, k, m gives a partition of a database of size n into m parts such that any t indices from [n] can be recovered by reading at most k entries in each of the m parts. Although batch codes are attractive in that they offer very strong provable guarantees, they can be hard to instantiate in practice. This issue arises in the construction proposed by Boyle et al. [9] , who explore Combinatorial Batch Codes (CBCs) for batching multiple FSS instances to obtain MPFSS. Since explicit constructions of the expander graphs required for instantiating a CBC do not satisfy their efficiency requirements, Boyle et al. propose a heuristic construction of a CBC. This leads to a small failure probability, which asymptotically depends on t and the expansion factor of the batch code. However, concrete parameters for the heuristic CBC construction are not given by Boyle et al., and in their running time estimates, the authors assume t SPFSS instances on disjoint subsets of [n] instead of full MPFSS.
A second approach to baching is given by Angel et al. [1] , who introduce a relaxed notion of Probabilistic Batch Codes (PBCs). Unlike the heuristic CBC construction of Boyle et al. [9] , batching here may fail on each insertion of t indices with a certain probability (which can be made arbitrarily small). The PBC construction of Angel et al. [1] is inspired by many works in the PSI literature [14, 20, 25, 48] , where cuckoo hashing [46] is commonly used to reduce PSI to private set membership queries. We follow this line of work, and base our MPFSS construction on probabilistic batching.
Batching Known-Index SPFSS
5.1.1 Cuckoo hashing as a PBC. Our approach to build MPFSS from single point FSS is to use Cuckoo hashing [46] and simple hashing in a similar manner as in PSI and PIR protocols [1, 14, 20, 25, 48] . Cuckoo hashing [46] is a multi-choice hashing scheme with eviction parameterized by κ universal hash functions h 1 , . . . , h κ . Cuckoo hashing achieves the goal of distributing t items in a table T of size m in a manner that guarantees that each location in T is occupied by at most one item. The insertion algorithm puts the item to be inserted x at T [h 1 (x)] and, if this position is occupied, evicts the item in that position and relocates it using h 2 , which may cause yet another eviction resolved using h 3 , and so on. This insertion algorithm may fail when a cycle of evictions is found, and thus cuckoo hashing has a failure probability that depends on parameters κ, n, t and m. Several works [14, 20, 48] that use cuckoo hashing in secure computation protocols have empirically studied such parameters and how they relate to the failure probability. In our work we use the estimates of Demmler et al. [20] , which leads to the same parameter choices used by Angel et al. [1] and Chen et al. [14] .
While we present our concrete parameter choices in Section 8.2, we keep these symbolic in the protocol description for presentation purposes. We therefore introduce a statistical security parameter η, meaning that the probability of failing at hashing t items is bounded by 2 −η . More specifically, we denote by ParamGen(n, t, η) the function that generates cuckoo hashing parameters, i.e., number of hash functions κ and cuckoo table size m, that guarantee this statistical bound on the insertion failure probability. Note that in the case of such an insertion failure, P 1 learns of it in Step (1) of the protocol and thus can handle this case in several ways in practice. For example, it could simply abort the protocol, or it could sample new hash functions until the hashing step succeeds or a maximum number of trials is reached. In these cases, hashing failures result in leakage, as the adversary can infer information about the indices from the fact that they failed (or did not fail) to hash. A second option is to sacrifice correctness instead, and simply ignore indices that failed to hash. This way, no information is leaked from the generated MPFSS keys, but the multi-point function changes with a small probability. As discussed in [1, 14] , the strategy for handling hashing failures depends a lot on the exact use case. In the case of vector OLE, we choose to drop indices that fail to hash (cf. Section 6). This is also the approach suggested by Boyle et al. [9] for their heuristic batch code construction. Our protocol therefore achieves the same type of security guarantee, while at the same time being concretely efficient.
Our protocol.
Our construction is shown in Protocol 4. We use a cuckoo hashing scheme with capacity t instantiated with κ hash functions mapping [n] to [m], where (m, κ) = ParamGen(n, t, η) as described above. In step (1), the party holding the t non-zero evaluation points of the multi-point function computes a cuckoo hash table T of size m that contains them. In step (2), the two parties use all of the κ hash functions to simple-hash the whole domain [n]. This results in m buckets I 1 , . . . , I m , with κ copies of each integer in [n] distributed across them uniformly at random. An important point is that this arrangement is public (see left side of Figure 2 ). The parties also fix an order within each bucket I l , and compute the reverse mapping pos l from items to positions.
After having assigned indices to buckets, our protocol securely runs an SPFSS key generation for each bucket I l . First, in step (3), the parties obtain shares of the vector v of values to be fixed in each of the SPFSS instances (the value β in Protocol 3). This needs to be done in a secure computation because both parties share all β i 's, while only P 2 knows which β i maps to which bucket. The secure computation can be implemented using permutation networks [52] 
Key Generation (MPFSS.Gen(1 λ , f i,β )):
( (
, where l j is the location of i j in T . The parties run a secure 2PC protocol to obtain random
otherwise.
(4) For all l ∈ [m], P 1 and P 2 run SPFSS.
⊥ and x = pos l (T [l]), 0 otherwise.
(5) P 1 outputs K 1 = K l 1 l ∈[m] and P 2 outputs
in a garbled circuit, or using additive homomorphic encryption. However, as we will see at the end of this section, this step can be omitted in the special case of Vector OLE. In Steps (4) and (5), we generate and return SPFSS keys for each of the buckets, where the values are the shares obtained in the previous step, and the indexes are known to P 2 . Note that, since m ≥ t, some positions in T might be empty, so those instances have the zero function associated to them (which is known only to P 2 ).
Finally, the evaluation of an MPFSS key on an input x is the sum the evaluations of the SPFSS keys corresponding to the buckets into which x is mapped by the cuckoo hash functions. Proof Sketch. We outline the intuition for the proof of Lemma 5.1 here and provide the full proof in Appendix A.3. Proving the security of the MPFSS protocol involves two steps: first, proving that the keys generated from the generation algorithm satisfy the FSS security requirements, and second, proving the generation protocol is a secure two party computation protocol that reveals to each party only its corresponding key. The first claim follows directly from the security guarantee of the SPFSS construction used to generate a key for each bucket. We prove this formally in Theorem A.8. The second claim follows from the security of the two party protocol used for the SPFSS key generation, which we prove formally in Theorem A.9.
The communication and computation for the garbled circuit used for Step (2) is O(λm log m) since it needs to implement an oblivious permutation protocol over m items. For each SPFSS instance in Step (3), we need O(λ log n) communication, since in the worst case each bucket has size O(n). The computation that each party does includes simple hashing of all elements in O(λκn), SPFSS distributed key generation for each bucket in O(λm log n) and the MPFSS evaluation in O(λκn).
An Optimization for Vector-OLE. We leverage another observation related to the use of MPFSS in the context of vector OLE, which allows us to construct a more efficient solution. In the VOLE generator of Boyle et al. [9] , the non-zero values for t-point MPFSS are of the form xy 1 , . . . , xy t , where one party knows the indices of the non-zero function values and y 1 , . . . , y t , and the other party knows x. Thus, we can have a secure two party computation protocol where one party inputs y 1 , . . . , y t padded with zero up to the size of the cuckoo table, in the order in which they are mapped to the cuckoo bins, and the other party inputs x. The protocol multiplies x with the permuted vector and outputs shares of the result to the two parties. That way, we can generate the MPFSS keys needed for VOLE generation without the expensive secure permutation in
Step (3), and instead use a cheap multiplication protocol such as Gilboa multiplication [30] . 
DISTRIBUTED PSEUDORANDOM VOLE FROM MULTI-POINT FSS
In this section we present a new construction for two party computation of pseudorandom vector OLE that relies on multi-point function secret sharing. The main difference between our construction and the reduction described in the work of Boyle et al. [9] is the observation that the multi-point function that the two parties evaluate does not need to be completely hidden from both of them, since one of the keys contains the non-zero points in the clear. Thus, it suffices to use our distributed Known-Indices MPFSS from the previous section. We present our construction in Protocol 6. The goal of a pseudorandom VOLE is to enable two parties P 1 and P 2 to obtain the following correlated outputs: P 1 obtains vectors u and v, and P 2 obtains integer value x and a vector w such that ux + v = w. The requirements for these correlated outputs are that 1) u and v do not reveal information about x and 2) given w, u and v are indistinguishable from random vectors generated subject to the above relation. Without any further efficiency constraints the above functionality can be realized using standard MPC techniques. However, the goal here is to generate a VOLE correlation with much less communication than the length of the vectors. In this case, distributed VOLE faces the same problems as other correlation generators (cf. Section 2.6 and Boyle et al. [10] ), i.e., that protocol messages of sublinear size can't be simulated from an ideal uniform output. Hence, the VOLE functionality is divided into two parts: an interactive setup protocol VOLE.Setup that produces short seeds for each party, and an expansion protocol VOLE.Expand that involves only local computation in which each party expands the short seed it has obtained from the setup to generate its long output vectors. It was shown that if these two phases satisfy Definition 2.3, the resulting pseudorandom correlation can securely be used for various applications of VOLE, such as secure arithmetic computation [9, 10] .
The idea of the construction of Boyle et al. [9] is to start from short vector a, b and c of length k < n that have the required correlation, i.e., c = ax + b, which the two parties can generate efficiently using MPC, and to expand them to long pseudorandom vectors using the LPN assumption. This assumption states that for appropriate code generating matrix C ∈ F k ×n , the vector u = a · C + µ is pseudorandom, where µ is a sparse random vector. Now if we compute v = b · C − ν 1 and w = c · C + ν 2 , where ν 1 and ν 2 are shares of µx, we will achieve the correctness property that ux + v = w. Additionally, in order to get security, we need that ν 1 and ν 2 are pseudorandom and do not reveal any information about µx. This guarantees the pseudorandom properties of u and v under the correlation and that ν 1 (and hence u and v) does not reveal any information about x.
Given the above idea, the heart of the VOLE generation is obtaining the shares ν 1 and ν 2 in a communication efficient manner. Boyle et al. [9] propose using a distributed multi-point FSS protocol. Our observation is that this functionality is more than what is needed for the pseudorandom VOLE construction. More specifically, an FSS protocol will guarantee that both shares ν 1 and ν 2 do not reveal any information about the multi-point function defined by µx. However, while x needs to remain hidden, µ is revealed to P 1 , which in turn reveals the non-zero indices of µx = ν 1 + ν 2 . This observation is
Protocol 6: Distributed Vector OLE
Public Params: Vector length n, LPN parameters t, k, code generating matrix C ∈ F k ×n . Parties: P 1 , P 2 . Inputs: None. Outputs:
Share Generation (VOLE. Setup(1 λ , F, n) )
(1) P 1 chooses a set of S random positions S = {s 1 , . . . , s t }, with s i ∈ [n], t random values y = (y 1 , . . . , y t ) ∈ F t , and a pair of random vectors a, b ∈ F k . P 2 chooses random x ∈ F. (2) P 1 and P 2 run MPFSS.Gen to obtain keys K 1 , K 2 of the multi-point function f S ,x y . (3) P 1 and P 2 run an MPC with inputs a, b and x respectively, from which P 2 obtains a vector c = ax + b. (4) P 1 outputs seed 1 ← (K 1 , S, y, a, b) and P 2 outputs seed 2 ← (K 2 , x, c).
and defines a vector µ ∈ F n such that µ[s i ] = y i for all i ∈ [t] and µ[s] = 0 for all s S.
and outputs w = c · C + ν 2 .
what allows us to use our known index MPFSS from Section 5 to generate the shares ν 1 and ν 2 more efficiently. We note that as discussed in Section 5, our batching scheme introduces a small probability 2 −η of failing to batch all t non-zero indices. This is also the case for the heuristic batch code construction of Boyle et al. [9] . However, as also pointed out there, this only strengthens the required LPN assumption a little: If batching fails (which results in some elements of µx becoming zero instead of nonzero), the distribution of noise values will only slightly deviate from uniform, but LPN for such a distribution remains a very conservative assumption. Proof Sketch. As mentioned above, our protocol is obtained using a simple modification of the scheme of Boyle et al. [9] , i.e., using known-index MPFSS instead of full MPFSS. Since the only additional information our variant reveals is already included in the VOLE keys, their proof [9, Section 3.2.2] can be trivially adapted to our protocol. We will give an overview here, but refer the reader to [9] for the full details.
Correctness follows from the observation that µx = ν 1 + ν 2 . It follows that
To prove security we need to show that the two security properties from Definition 2.3 hold. To show the first property we observe that the only part of seed 1 that depends on x is K 1 . However, since it is generated using the distributed MPFSS construction, it follows by the security of known-index MPFSS (see Appendix A.3) that there is a simulator that can simulate K 1 without knowledge of x. Note that the non-zero indices needed to simulate K 1 are also included in seed 1 .
To prove the second property we show a transition between the distributions (u 1 , v 1 , seed 2 ) and (u 2 , v 2 , seed 2 ) in two steps and argue that an adversary cannot distinguish the changes applied in each of them. In the first step the input to the adversary is the same but we replace the K 2 with the simulated MPFSS key, which is generated from F and n alone. Security of the MPFSS scheme guarantees that this simulated key is indistinguishable from the real one. In this distribution u 1 = a · C + µ and v
In the next step we replace u 1 and v 1 with u 2 R ← F n and v 2 ← w−u 2 x = c·C+ν 2 −u 2 x. By the LPN assumption, u 1 and u 2 are indistinguishable and since v 1 and v 2 are computed in the same way, the change in the second step in indistinguishable for the adversary.
The communication in the protocol consists of the execution of the distributed MPFSS key generation and the secure computation for c, which have cost O(λm log n) and O(λk), respectively. The computation overhead additionally consists of the expansion of the MPFSS, which is O(λκn) and the vector matrix multiplications with the matrix C, which using a local linear code is in O(n).
In our evaluation (Section 8), rely on previous work [20] to choose a constant κ and m = O(t) such that η ≥ 40 for the parameter ranges we're interested in. Together with the observation that t and k are both in O( √ n) [9] , this simplifies the communication overhead of our protocol to O(λ √ n log n) and the computation to O(λn).
APPLICATIONS
Our distributed pseudorandom vector OLE protocol can be seen as a communication efficient precomputation that enables arbitrary secure two-party scalar-vector multiplications. This is thanks to a simple reduction from VOLE to pseudorandom vector OLE. The reduction is analogous to how a random multiplication triple can be exploited to compute extremely efficiently a secure multiplication in just a round of communication. The reduction from VOLE to pseudorandom VOLE is given in [9] (Proposition 10). The overhead of the reduction with respect to running pseudorandom VOLE generation and expanding the resulting seeds is just the cost of performing the scalar vector multiplication in the clear, and transmitting a vector of the same length as the input vector. For that reason, in the context of multi-party computation, distributed pseudorandom vector OLE should be considered as a data independent preprocessing step that enables fast secure distributed scalar-vector multiplication, aka vector OLE. In this section we overview some applications that fit in this paradigm and thus can benefit from our protocol for distributed vector-OLE, as well as applications of our sub-protocol for known-Indices MPFSS. Generally speaking, vector OLE can be used to batch one-againstmany OLE computations, and thus directly provides a way to batch applications that rely on OLE computations. Such applications include, for example, PSI [28] , and keyword search [26] . The latter relies on Oblivious Polynomial Evaluation (OPE) for which, as we will discuss later in this section, an efficient reduction to vector OLE exists. From a general MPC perspective, vector OLE enables communication efficient evaluation of arithmetic circuits with multiplication gates with large fan-out. This includes several important settings, including protocols for secure distributed data analysis.
Secure Linear algebra
As mentioned above, vector OLE is directly applicable in settings were OLE computations, i.e., secure multiplications, can be vectorized and thus computed by invoking several instances of vector OLE. This is the case, for example, in matrix-vector multiplication, as this operation can be computed, for a matrix of dimensions n ×m, by m invocations of length n vector OLE. Hence interesting settings for our protocols are the ones where n is a lot larger than m. This corresponds to datasets with many records, and a limited number of features per record, which are natural in the context of training and evaluation of machine learning models, such as logistic regression. Similarly, matrix convolutions operations, the main ingredient of convolutional neural networks, rely on multiplying a small matrix called kernel (common kernel sizes are 3 × 3, 5 × 5, and 9 × 9) in a sliding fashion at each position of a input image (or layer input for intermediate layers). This corresponds to a small number of vector OLE computations of length the size of the image (which is commonly 255 × 255).
A natural approach to distributed vector OLE is (vectorized) Gilboa multiplication, as discussed in Section 2, and thus it has been used as a way to precompute multiplication triples for MPC in several works [21, 27, 43] . This approach requires linear communication and computation in the size of the matrix. In contrast our Protocol 6 has sub-linear communication. In Section 8 we compare these two approaches empirically, both in terms of communication and computation. 7.1.1 Sparse matrix manipulations. As mentioned in the introduction, known-index MPFSS can also be seen as a type of "scatter" vector operation. This functionality was presented by Schoppmann et al. [50] under the name of "Scatter-Init". In that setting, two parties hold a share of a sparse vector, represented as a list of indexvalue pairs for which one party knows the indices and the values are additively shared. The goal is to securely convert the vector into a dense representation, where it is represented as an array of shared values of length the size of the domain of indices. This conversion was used in the context of a sparse matrix multiplication protocol that enables an efficient protocol for two-party secure gradient descent on sparse training data. Schoppmann et al. [50] propose a protocol for known-Index MPFSS based on full-blown FSS that lacks an efficient batching strategy, and thus incurs O(ln) for a length l sparse vector over a domain of indices of size n. The value of l in their applications is such that that cost is prohibitive, while our MPFSS only requires O(n) local computation and improves significantly the efficiency of these functionalities.
Oblivious Polynomial Evaluation
The problem of oblivious polynomial evaluation (OPE) considers the setting where one party, the server, has the coefficients of a polynomial P(x) and a second party, the client, has an input z and the goal of the protocol is to enable the client to learn P(z) without learning anything more about the polynomial and without the server learning anything about the input. OPE has applications to privacy preserving set operations and data comparison, anonymous initialization for metering and anonymous coupons [45] . The OPE setting can be viewed as a generalization of the OLE problem to a higher degree polynomial.
We show that we can implement the OPE protocol leveraging the VOLE functionality. In order to this we use the OPE construction introduced in the works of Naor and Pinkas [45] and Gilboa [29] . The idea of these constructions is to reduce the evaluation of a degree n polynomial to n evaluations of linear polynomials, which can be executed in parallel. Next we overview the main idea of the reduction. Let P(x) = a n x n + · · · + a 1 x + a 0 be a degree n polynomial. It can be expressed as P(x) = xQ(x) + b 0 where Q(x) is a degree n − 1 polynomial. If the client and the server have obtained respectively additive shares q C , q S of the evaluation of Q(x) = q C + q S , then P(x) = q C x + q S x + b 0 . If the server fixes its share q S in advance, then the client's share q C = Q(x) −q S = Q ′ (x) can be computed using oblivious polynomial evaluation of Q ′ (x), which is of degree n − 1 and its coefficients are known to the server. Now P(x) = xQ ′ (x) + P ′ (x) where P ′ (x) = q S x + b 0 is a linear polynomial. Therefore the OPE of P(x) reduces to the oblivious evaluation of Q ′ (x) and P ′ (x), which can be done in parallel. By induction we obtain that the evaluation of P(x) can be reduced to the parallel evaluation of n linear polynomials of the forms w i = P i (x) = u i x +v i for i ∈ [n] where the server knows the values (u i , v i ) i ∈[n] and the client knows x and obtains {w i } i ∈[n] . These corresponds to n OLE evaluations, with the crucial aspect that one of the inputs is common to all of them. Hence an OPE of degree n can be implemented with a single vector OLE computation where the server has two vectors of length n: u and v, which consist of the values {u i } i ∈[n] and {v i } i ∈[n] respectively, and the client obtains w = ux + v, which contains the values {w i } i ∈[n] .
Partially Private Distributed ORAM
Doerner and shelat [22] presented a distributed ORAM construction that has asymptotically linear access time but achieves practically very competitive concrete efficiency. This advantage is even more pronounced in the RAM secure computation setting where this ORAM construction is used for memory access and the access queries are executed jointly by the two parties. The authors also consider semi-private queries which consist of both data dependent and data independent queries. In the latter type the parties know the accessed index. For these types of queries the FLORAM construction enables access in constant time.
We consider semi-private queries where the query index is known only to one of the parties. This corresponds to situations when data held by one party is indexed at private locations by the other party. We show that in this setting we can use our SPFSS construction and avoid having a Write-Only ORAM structure in the overall construction.
First, we briefly overview the FLORAM construction [22] . The ORAM in this construction consists of a Read-only ORAM, a Write-Only ORAM and a stash. The Read-Only ORAM consists of encryptions of the data under a key shared among the two parties. Each party has a copy of the Read-Only ORAM. The two parties execute an access query using a two server PIR construction based on SPFSS to retrieve the corresponding data item. They generate the distributed query running the distributed FSS key generation. The Write-Only ORAM consists of two XOR shares of the database, where each party holds one of the shares. It is updated with a write for a new item again using an SPFSS which evaluates to a non-zero value at the location of the write and this evaluation there is the XOR of the old value and the new value. The stash contains all the items that are currently in Write-Only ORAM. An ORAM access that hides read and writes consists of one Read-Only ORAM access, and one addition to the stash of the item that is written. Periodically all the content of the Write-Only ORAM is moved to the Read-Only ORAM using a special protocol with linear communication.
We observe that in setting of partially private queries where one of the parties knows the access index we can use our distributed only shared value FSS key generation presented in Section 4. This results in an improvement in terms of round communication, as the general SPFSS construction by Doerner and Shelat requires a logarithmic number of rounds. In Section 8 we show empirically the benefits of using our variant in the specific setting of semi-private queries by comparing two implementations of these protocols. Our results show improvements of up to an order of magnitude.
EXPERIMENTAL EVALUATION 8.1 Implementation and Setup
We implement all the protocols needed for Vector-OLE (Protocols 2, 3, 5, 6). Our implementation 1 is written in C++. For OT extension we use EMP [53] , for finite field computations we use NTL [51] , and for matrix multiplications needed in Protocol 6 we rely on Eigen [32] . We use AES to implement the PRG needed for Protocol 2. Just as the FLORAM implementation of Doerner and shelat [22] , we rely on the Davies-Meyer construction [54] to avoid repeated expansions of AES keys. We further interleave the setup and expansion phases in our implementation, and therefore only report the total time in each of our experiments.
All our experiments are done on Azure Dsv3 machines in the same region, using 2.4 GHz Intel Xeon E5-2673 v3 CPUs. For our comparisons against other protocols, we used a single thread. Note that this does not penalize any protocol in particular, since their local computations all parallelize well. To show the scalability of our protocol, we also implement a parallel version of it using OpenMP [16] .
Parameter Selection
In our experiments, we use λ = 128 as the computational security parameter. Following the analysis in [9, Section 5.1], we choose n 2 14 2 16 2 18  2 20  2 22  2 24  t  192  382  741  1422  2735  5205  k  3482 7391 15336 32771 67440 139959  Table 1 : Vector-OLE parameters we chose in our evaluation. These were computed by Boyle et al. such that solving the corresponding LPN instance requires at least 2 80 operations using either low-weight parity check, Gaussian elimination, or Information Set Decoding [9] .
the parameters for Vector-OLE (i.e., number of noise indices t and number of rows in the code matrix k) such that known attacks on LPN require at least 2 80 arithmetic operations. The concrete parameters depending on the vector size n are given in Table 1 . To instantiate the code generator C ∈ F k ×n , we choose a local linear code with d = 10 non-zeros per column, which is also suggested by previous work on Vector-OLE from LPN [2, 9] . Finally, we rely on the estimates in [20, Appendix B] to choose cuckoo hashing parameters such that hashing of the t random indices fails with probability at most 2 −40 , i.e., η = 40. For the values of t in Table 1 and κ = 3, this yields m = 1.5t. Those exact parameters have also been used in a previous work that uses cuckoo hashing for batching [1] . [22] in order to demonstrate the efficiency gain we can obtain in settings where the index might be known to one of the parties, e.g., semi-private accesses. The results are shown in Figure 3 . Our implementation performs better for all vector lengths we tested. For short vectors, this is not surprising given that our protocol does not require expensive garbled circuits, but only log(n) oblivious transfers. Even for large vectors, where both protocols take time approximately linear in n, our implementation remains very efficient, which is made possible by the simplicity of our construction.
Results

Vector-OLE computation.
We also measure the time it takes to generate a full Vector-OLE. Here, we compare our implementation of Protocol 6 against three baselines. First, the approach proposed in [9] , i.e., using FLORAM's FSS implementation in each bucket, but using our probabilistic batch codes. Second, our variant of MPFSS, but using naive batching by repeatedly evaluating over the whole domain. And third, our own implementation of Gilboa's multiplication protocol [30] . We already heavily optimized this second baseline. In particular, we employ all of the optimizations from [43] , and our time per single-element multiplication is lower than the one reported in [43] . Figure 4 (left) shows a comparison of wall-clock running times of all three approaches. First, it becomes obvious that using FLORAM is not practical when compared to either of the alternatives. While its asymptotic running time matches ours, it is consistently slower by a large factor. Our second baseline, known-indices MPFSS with naive batching, outperforms FLORAM for small vectors, but it is [22] .
worse than both Gilboa and our VOLE in terms of asymptotics as well as concrete efficiency. As for the third baseline, Gilboa's multiplication is faster than our protocol for vector lengths below 300k (finite fields) and 2M (integer rings). The large discrepancy here is due to the fact that in addition to the reduced computational overhead from the lack of modular reductions, using 64-bit integers directly allows us to use correlated OT [3] .
Communication Experiments.
We also investigate the communication overhead of both our VOLE implementation and Gilboa multiplication. To that end, we artificially limit the bandwidth of our machine to 100Mbit/s, which is about the download bandwidth of a consumer household connection. We measure running time and the number of bytes sent by both parties during the protocol execution. The results are shown in Figure 4 Figure 5 shows the results for n = 2 20 . With 8 threads we observe a speedup of about 5x, with 32 threads this increases to over 10x. While we did not run experiments on more than 32 cores, the slope of the plot suggests that the running time can be further reduced with additional hardware parallelism.
CONCLUSION
Our work presents a new protocol for shared randomness generation in the form of a random vector oblivious linear evaluation, which generates vectors with linear correlations. On the way to our final construction we also developed several new protocols, which are of independent interest, in the areas of random OT, private puncturable PRFs, and function secret sharing for single and multi-point functions with known indices. We showed how our VOLE construction can be leveraged in the context of several secure computation constructions, and compare them experimentally with two alternatives.
A possible improvement can be found in our lowest-level primitive, (n − 1)-out-of-n-ROT. While our construction is based on Figure 4 : (Left) running time of our Vector-OLE implementation (VOLE) for generating a single random Vector-OLE. We compare against three baselines: A variant using our batching techniques, but the DPF implementation proposed by Boyle et al. [9] , which is also used in FLORAM [22] ; our known-indices MPFSS, but using naive batching (cf. Section 5); and Gilboa multiplication [30] , which is also commonly used in the literature to implement two-party multiplications [21, 43] . We also compare two multiplication types: a 60-bit finite field (NTL::zz_p), and a 64-bit integer ring (uint64_t). It can be seen that VOLE outperforms the first two baselines, and is faster than Gilboa for vector lengths above 300k (prime field) and 2M (integer ring). (Middle) running time of our VOLE and Gilboa multiplication in a bandwidth-constrained setting. Here, our implementation is already more efficient for much smaller vectors, at 200k in the prime field, and 400k in the integer ring. (Right) communication overhead of our Vector-OLE and Gilboa multiplication. The cutoff points where our implementation outperforms the baseline are similar to the running time plot in the middle. GGM trees with arbitrary arity, our implementation is limited to binary trees and 1-out-of-2-OT. We believe that using efficient (k − 1)-out-of-k-OT sub-protocols from homomorphic encryption for larger k, we can gain additional concrete efficiency.
In terms of asymptotics, to our knowledge, ours is the first implementation of Vector OLE with sub-linear communication. However, it does not reach the asymptotical guarantees that alternative constructions (in particular the dual version by Boyle et al.) provide, namely poly-logarithmic communication. This is due to the lack of concretely efficient, LPN-friendly encoding schemes, and we believe that if such encoding schemes become available, our implementation can yield poly-logarithmic communication complexity while staying concretely efficient.
A SECURITY PROOFS
In this section, we will prove security of all our main constructions, that is, Protocols 2, 3, and 4. We do not provide a full proof for Protocol 6, but as we discuss in Section 6, this proof can be obtained directly by taking the one given by Boyle et al. [9] and replacing their MPFSS construction by ours. As described in Section 2.6, we split our proofs in three phases, i.e., we (i) define correctness and security requirements, (ii) define ideal functionalities that satisfy these requirements, and (iii) prove our key generation protocols securely implement the ideal functionalities.
We note that our definitions are also closely related to the Pseudorandom Correlation Generators (PCGs) of Boyle et al. [10] . However, as our key generators take additional argument beyond the security parameter, we cannot use their definition out-of-the-box. Still, our (n − 1)-out-of-n-ROT is defined in a similar way as PCGs. For our FSS variants, we stick to pure simulation-based proofs using Definition 2.2, which ensures they cen be used as a drop-in replacement for the constructions of Boyle et al. [9] .
A.1 (n − 1)-out-of-n-ROT Definition A.1 (Pseudorandom (n − 1)-out-of-n-OT Generator). A pseudorandom (n −1)-out-of-n-OT generator for a group G consists of the following two algorithms:
• (K 1 , K 2 ) ← ROT.Gen(1 λ , n, i) -Outputs two keys when given an output size n and a single index i ∈ [n].
, outputs a vector of length n.
Here, λ ∈ N denotes a security parameter. Additionally, the following properties must hold:
Correctness. For any n ∈ N and i ∈ [n], any pair ( (1) Run steps (1) and (2) from Protocol 2 as P 1 to obtain a k-ary GGM tree T with root s 0 and depth α = log k (n), using seeds of size λ. (2) For each level l ∈ [α], let (p 1 , . . . , p k l ) be the seeds of the lth level of T , and for each j ∈ [k] \ {b l }, compute
Let α = log k (n).
• If b = 1, compute the GGM tree T = T (K b , α) and output the n leaves of T .
is a k-ary encoding of i − 1. Then run steps (5) and (7) of Protocol 2 as P 2 .
and
Informally, the above security definition ensures that P 1 does not learn anything about i, while P 2 does not learn anything about v 1 i , i.e., the random value it chooses not to receive, beyond the fact that it is random.
Theorem A.2. Functionality 7 is a pseudorandom generator for (n − 1)-out-of-n-OT.
Proof. Correctness. First, observe that a GGM tree T with n leaves and initial seed s 0 implements a PRF F s 0 : [n] → {0, 1} λ with key s 0 , where F s 0 (j) is the j-th leaf of T [31, 36] . Since s 0 is chosen uniformly at random, v 1 ← ROT.Expand(1, K 1 ) = F s 0 (j) j ∈[n] is indistinguishable from a vector drawn uniformly at random from G n . Second, observe that in ROT.Expand(2, K 2 ) in Functionality 7, all seeds of sub-trees of T that do not lie on the path to the i-th leaf are recovered. Since the expansion of G is deterministic, all leaves of these sub-trees are equal to the corresponding leaves in T , and therefore v 1 j = v 2 j for all j ∈ [n] \ {i}. Security. We construct simulators Sim b for b ∈ {1, 2} as follows. b = 1. Sample a random seed s ′ 0 ∈ {0, 1} λ and output s ′ 0 . Indistinguishability of the two sides in Eq. (2) follows immediately as K 1 on the left hand side is also sampled uniformly from {0, 1} λ . b = 2. Let α = log k (n), and let (b 1 , . . . , b α ) be a k-ary encoding of i −1. Construct a partial GGM tree by following the path from the root to the i-th leaf, sampling uniformly random seeds for all siblings of nodes on that path, and expanding them using the GGM construction. Now, for each level l ∈ [α] and each j ∈ [k] \ {b l }, compute q ′ l ,j as in Step (2) of Functionality 7, and output K ′ 2 ← i, (q ′ l ,j ) l ∈[α ],j ∈[k ]\{b l } . We will now show the indistinguishability of the two sides of Eq. (3) using a hybrid argument. We construct α +1 hybrid distributions by successively modifying ROT.Gen as follows. Let H 0 be the left-hand side of Eq. (3), and let (p 1 , . . . , p α ) denote the nodes on the path from the root to the i-th leaf of the GGM tree generated in ROT.Gen. Now, for each l ∈ [α], construct H l from H l −1 by replacing the result of the PRG expansion of p l by k uniformly random strings from {0, 1} λ , and proceeding normally from then on to compute K ′ 2 . Note that neither H l −1 nor H l contain p l , but both contain at least one of the children. Thus, any distinguisher between H l −1 and H l could be used to distinguish the output of a PRG from random. Now, by construction of Sim 2 above, H α is precisely the right-hand side of Eq. 3 which concludes the security proof. □ What remains to be shown is that the key generation of Protocol 2 securely implements Functionality 7. We reduce this to the security of the (k − 1)-out-of-k-OT sub-protocol used in Protocol 2.
Theorem A.3. Steps (1) -(4) of Protocol 2 implement Functionality 7 in the (k − 1)-out-of-k-OT-hybrid model with security against semi-honest adversaries.
Proof. For each b ∈ {1, 2}, we construct a simulator Sim b for the view of P b in the (k − 1)-out-of-k-OT-hybrid model. b = 1. Since P 1 does not receive any messages in Protocol 2, Sim 1 is the identity function. Since the computation performed is the same in Protocol 2 and Functionality 7, the simulated and real views are identically distributed. b = 2. Here, in addition to the outputs of the ideal functionality, P 2 receives the outputs of the OTs in Step (4). However, note that these are directly passed through to P 2 's output and are therefore trivially simulatable. Since the values computed in Step (2) of Functionality 7 are precisely the ones selected by the OT functionality, the two views are again identically distributed. □
We can now compose Protocol 2 with any (k − 1)-out-of-k-OT protocol using a standard modular composition theorem, as for example given by Canetti [13] , thus obtaining a secure protocol in the plain model.
A.2 Known-Index SPFSS
Here, we define out Known-Index SPFSS as an instance of Definition 2.2 from the preliminaries section. and Leak 2 (f i,β ) = (I, G, i), i.e., we allow the recipient of K 2 to additionally learn the non-zero index i (but not the value β).
In Functionality 8, we define key generation and evaluation procedures for our known-index FSS scheme. We will now prove that this functionality indeed satisfies Definition A.4, and that Protocol 3 implements the key generation phase securely.
Theorem A.5. Functionality 8 is a Known-Index Single-Point Function Secret Sharing scheme.
Proof. Correctness. For any j ∈ [n] \ {i}, the correctness of the ROT scheme guarantees that v 1 j = v 2 j , and hence SPFSS.Eval(1, K 1 , j)+ SPFSS.Eval(2, K 2 , j) = v 1 j − v 2 j = 0. On the other hand, for j = i, we have SPFSS.Eval(1, K 1 , j) + SPFSS.Eval(2, K 2 , j) = v 1 i +r = v 1 i + β − v 1 i = β. Security. We construct the following simulators Sim b for b ∈ {1, 2}, assuming simulators Sim ROT b for the random OT scheme used. b = 1. Output Sim ROT 1 (1 λ , n). Indistinguishability follows from Eq. (2) in Definition A.1. b = 2. Sample r R ← G and output Sim ROT 2 (1 λ , n, i), r . Note that this distribution is the same as the right side of Eq. (3). Therefore, any distinguisher of the two sides of Eq. (1) could be used to distinguish the distributions in Eq. (3) by choosing a β ← G and replacing v 1 i in Eq. (3) by β − v 1 i . □ Theorem A.6. Steps (1)- (6) in Protocol 3 together implement SPFSS.Gen(1 λ , f i,β ) from Functionality 8 with security against semihonest adversaries, where i is input by P 2 and β is secret-shared between the two parties.
Proof. We first prove that Protocol 3 is secure in the (n − 1)-out-of-n-ROT-hybrid model when all calls to ROT.Gen are performed by the ideal Functionality 7. We construct simulators Sim b for b ∈ {1, 2} for the views of both parties in the ideal model. b = 1. The only messages received by P 1 come from the execution of ROT.Gen, and thus Sim 1 is the identity function. b = 2. Here, in addition to the output of ROT.Gen, P 2 receives R β .
Simulate this with β 2 −r + j ∈[n]\{i } SPFSS.Eval(2, K 2 , j). In the (n − 1)-out-of-n-ROT-hybrid model, this simulated view is distributed identically to the real view.
To prove security in the plain model, we again use the modular composition theorem for semi-honest security together with a secure protocol for ROT.Gen, as proven in Theorem A.3 □
A.3 Known-Indices MPFSS
We will now prove security of our batched FSS implementation. However, as discussed in Section 5, there is a small probability that the batching fails (note that this is also the case for the heuristic batch code construction suggested by Boyle et al. [9] ). Here we have two options if batching fails: We could abort the key generation, sacrificing security as this leaks some information about the non-zero indices that failed to be batched; or we could sacrifice correctness by returning keys that will result in shares of zeros for some indices that should be non-zero. Both are valid approaches depending on the concrete application, as also discussed in [1, 14] . For our VOLE construction, we will opt for the second choice, since this will allow us to achieve the same security guarantee as Boyle et al. [9] , i.e., our scheme is either secure under standard LPN (if batching succeeds), or under a slightly stronger variant of LPN (if batching fails). See also the discussion in Section 6. We will not mention this explicitly in the following definitions and proofs, but whenever cuckoo hashing is performed, we assume that failures are handled by dropping indices that would result in a hashing failure. Where the following properties have to be satisfied:
Correctness. For any f ∈ F , and any x ∈ I , when (K 1 , K 2 ) ← MPFSS.Gen(1 λ , η, f ), we have
