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Synopsis 
 
 
Global warming is currently the major challenge facing the world as a result of generating 
electricity from the non-renewable. It is predicted that without controllable measures in place, the 
rate of gas emission related to energy generation from fossil fuel will increase significantly by 
2050. In Africa, the heavy reliance on fossil fuel energy generation by the growing South African 
economy has contributed immensely to increasing emission of greenhouse gases. The renewable 
energy such as the solar, wind, and ocean wave has been proposed to have enormous potentials in 
contributing to the nation’s electricity portfolio and security, enhancing her social and economic 
growth, reducing the total dependency on non-renewable (fossil fuel) energy generation, as well 
as mitigating the increasing emission of greenhouse gases. 
This research study presents the wind resource assessment at two potential onshore wind sites at 
the Western Cape of South Africa for small and large scale wind energy generation. It is 
anticipated that by virtue of the enormous wind resources prevalent along the South Africa West 
Coast, it is economical and cost effective to generate electricity from the wind to offset the 
increasing cost of energy generation from non-renewable sources (coal-fired, nuclear, gas etc.) 
which are the major source of power generation. Despite the environmental benefit and economic 
potentials of the wind energy, its variability and the inability to accurately predict (estimate) the 
long term energy generation potentials usually lead to difficulties in the selection and 
development of a suitable wind site for any proposed wind farm project(s) in the country. 
The assessment of the propos d wind sites namely Darling and Vredenburg, were conducted 
using an experimental time sampled weather data at 5-minute and the 10-minute intervals for the 
period of June 2010 to May 2010, respectively. The use of 5-minute and 10-minute mean 
measurement was considered for this study due to its importance in wind power trading and 
system operations. The two sampled time wind measurement are vital information for online 
scheduling of generating units and security management of power system networks. Both wind 
sites were identified at 33°11' 46'' S, 18° 07' 27''E; 32°50'41.2"S, 18°06'34.5"E, respectively on 
the South African Atlas. Because of lack of the wind acquisition systems at 20 and 60 m tower 
heights on Darling site, the power law equation was applied to the wind measurements obtained 
at 10 m height (reference) to determine the measurements at 20 and 60 m heights. The standard 
power law equation was used for extrapolation to determine the wind measurement at 20 and 60 
m heights using the roughness value (0.143) at the DWS. However, the measurements on 10, 20 
and 60 m heights at VWS were available for this study. Hence, the use of power law equation 
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doesn’t apply to the wind measurement at VWS. The wind sites were assessed and evaluated to 
determine their suitability for energy generation at 10, 20 and 60 m heights. The wind power 
density and classes at 10, 20 and 60 m heights were also investigated. Three wind energy 
conversion systems (WECS) rating of 5 kW at 10 m, 40 kW at 20 m, and 1.3 MW at a 60 m 
height were sized for the sites prevailing wind measurements. Furthermore, the opportunity to 
check the accuracy of the power law equation at VWS using the actual measurements was 
considered. The terrain roughness value of 0.143 was used alongside with the actual wind 
measurement at 10 m height on the VWS and the extrapolated measurements were compared with 
the actual measurement at 20 and 60 m heights. 
In addition, two wind energy models were developed using the available site wind measurements 
at 10, 20 and 60 m heights. The generations of the WECS at both wind sites using the developed 
energy models were analyzed and compared for wind energy prediction accuracy. The first 
energy model called the Site Power Curve Model was developed based on the knowledge of the 
site varying wind. Based on the use of turbine power curve(s); a total of 10.225 MWh, 107.204 
MWh and 3217.820 MWh were available by the WECS at Darling Wind Site (DWS) on 10, 20 
and 60 m heights, respectively for the period of 24 months. At Vredenburg Wind Site (VWS) on 
10, 20 and 60 m heights using the turbine power curve(s), a total of 8.525 MWh, 101.426 MWh 
and 3248.255 MWh were generated, respectively. Using the developed site power curve model; a 
total energy generation of 8.503 MWh at 10 m, 88.245 MWh at 20 m and 2680.570 MWh at 60 m 
height were available from the WECS at DWS. At VWS using the developed site power curve 
model, a total of 6.810 MWh on 10 m, 79.769 MWh at 20 m and 2532.020 MWh at 60 m height 
were generated, respectively for the period of 24 months (June 2010 to May 2012). Based on the 
generated synthetic data using both the 10 m height measurement and the terrain roughness value 
of 0.143 at the VWS, the extrapolated measurements were compared with the actual measurement 
at 20 and 60 m heights. The energy comparisons were made between the actual and synthetic 
(extrapolated) measurements at the VWS and the result shows that the wind energy potential was 
under-estimated by 8.170 MWh and 354.170 MWh, respectively for the period of two years. The 
uncertainty that may arise using the synthetic data instead of the actual measurement at 20 and 60 
m height on VWS was estimated at 10.243 % and 13.985 %, respectively for the same period of 
two years. Also, the percentage bi-annual error of the energy generation using the power law 
equation at the DWS and VWS were estimated at 18.481 % on 20 m height and 18.586 % at a 60 
m height. 
The second energy model called the Wind Energy Estimator was developed based on the 
knowledge of Layer Recurrent Neural Network (LRN). The LRN toolbox in Matlab was used to 
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develop, train, validate and test the performance of the wind energy estimator. The LRN is a 
modified version of the Elman multilayer recurrent neural network (ERNN) with an arbitrary 
number of hidden layer and activation function. To estimate the energy generations at DWS and 
VWS using the developed wind energy estimator, the 24 months sampled measurements were 
divided into datasets: Data_1 contains 95.61 % of the total weather data used for the estimation of 
the current energy generations while Data_2 contains 4.39 % was used to forecasts the wind 
speed and energy generation potentials of the WECS at both wind sites for the period of 1-month 
(May 2012). Based on the developed wind energy estimator, the WECS total energy generations 
were estimated at 8.377 MWh, 84.648 MWh and 2639.555 MWh at DWS on 10, 20 and 60 m 
heights, respectively for the period of 23 months (June 2010 – April 2012). At VWS on the same 
hub heights, a total energy of 6.695 MWh, 78.480 MWh and 2482.598 MWh were generated, 
respectively for the same period of months. Furthermore; for the remaining one month, a weekly 
wind speed and power generations of up to one month are predicted at both sites. The usable 
energy generation of the WECS for May 2012 as obtained from the forecast model were 
estimated. The estimated forecast values were compared to the energy generation obtained from 
the Site Power Curve Model. The usable energy generation of 0.127 MWh at 10 m, 1.371 MWh 
at 20 m and 40.982 MWh at 60 m were estimated for the month of May 2012 at DWS. At VWS, 
the usable energy generation of 0.111 MWh at 10 m; 1.419 MWh at 20 m; and 48.676 MWh at 60 
m height were obtained. To ensure uniformity of the sampled time wind measurement at both 
sites, the 5-minute measurements at DWS were compressed to 10-minute measurement at 10, 20 
and 60 m heights for energy generation comparisons with VWS. The simulation results show that 
DWS had more wind potentials for energy generation using both 5-minute and 10-minute 
compressed measurements as compared with the 10-minute measurements of the WECS at VWS. 
The simulations using the compressed 10-minute measurements at DWS and 10-minute actual 
measurement at VWS proved that using a shorter time sampled wind measurement will be more 
accurate for wind site assessment and energy generation predictions because of the fluctuation 
wind with the weather.  
Conclusions were drawn on the suitability of DWS and VWS for small and large scale energy 
generation, as well as the accuracy of the developed wind energy models. It is anticipated that the 
wind field across Western Cape can be accessed for a reliable energy application if an accurate 
parametric wind model is developed for each grid point for this energy study, and there are 
minimum of two deployed measurement system on each measurement at each site. Hence, the 
outcome of the energy generation study at both wind sites will increase the decision making of 
the wind farm developers and the South African Government in the exploitation of wind site 
potential at Western Cape for development of the future large scale wind farm projects. 
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Remarks:- the figures related to DWS have been downscaled by 20 % and 10 % at VWS due to 
the available 5-minute (12 wind data points) and 10-minute (6 wind data points) measurement for 
this energy study to make an hourly generation. The 5-minute wind measurement at DWS has 
been compressed to 10-minute wind measurement for correlation and wind energy generation 
comparisons with VWS at 10, 20 and 60 m heights. 
 :- a total of 174 literature have been utilized in this study as shown in the reference 
section because of its relevance to the stated objectives. 
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Chapter 1 
1 Introduction 
This chapter presents an overview of the undertaken research sites study; the research background 
and motivation; the research questions which must be carefully examined and addressed; as well 
as the limitations to this study. The energy study at both wind sites is carried out on the platform 
of existing wind modelling techniques as well as the wind speed and power forecast techniques. 
1.1 Research Overview 
This research study presents the wind resource assessment at Darling and Vredenburg sites, 
located at the Western Cape of South Africa for small and large scale energy generation and 
forecasts. The DWS is owned by the South African Weather Services and the wind measurement 
were deployed only at a 10 m tower height, while the VWS was identified on the South African 
Wind Atlas with wind measurement at 10 m, 20 m and 60 m height mast on Vredenburg wind site 
(VWS). The acquisition systems were deployed at both wind sites for the purpose of capturing the 
prevailing weather information (data), and stored in the data logging systems as 5-minute and 10-
minute mean data, respectively. These time varying weather information were collected from the 
data logging system for the period of 24 months to evaluate the economic viability of both wind 
sites for small and large scale energy generation. To ensure uniformity of the time sampled wind 
measurement extracted at both sites, the 5-minute wind measurement at DWS where compressed 
into 10-minute measurement for energy generation comparisons with the VWS. In addition, the 
use of 5-minute and 10-minute were proposed to validate the accuracy of using different sampling 
time wind measurement in resource assessment and energy generation forecasts. Three Wind 
Energy Conversion Systems (WECS) at 10, 20 and 60 m heights were selected based on the 
evaluated wind resources at DWS and VWS for the period of 24 months. 
The three energy models considered for evaluating the economic viability of both wind sites 
include:- the turbine power curve model, developed site power curve model and the wind energy 
estimator.  
The turbine power curve model is developed using the designed manufacturer datasheet obtained 
from each WECS. The developed site power curve model based on the knowledge of the sites 
weather information were used to analyzed the energy generations of the sized WECS at both 
sites. In addition, the energy outputs of WECS at both sites were estimated using the developed 
wind energy estimator based on the knowledge of layered recurrent neural network (LRN). The 
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energy generations of the WECS at both sites using the developed wind energy estimator were 
compared to energy generations of the WECS obtained from the turbine and developed site power 
curve models. The accuracy of the developed wind energy estimator is evaluated using an 
untrained dataset for the period of one month to determine the response of the energy model to an 
untrained dataset. The wind energy estimator predicted the power outputs of the WECS based on 
the fed new dataset and the comparison shows an accurate wind power forecasts for the period of 
one month. Furthermore, the wind speed and energy generations potential of the WECS at both 
sites of 1-week up to 1-month ahead are predicted based on the present energy generation at both 
sites. 
 This energy study serves as a platform for further energy study at all potential South African 
wind sites, for assessment of both the onshore and offshore wind potential, as well as for the 
development of an accurate climatic model based on the weather records sampled at both sites. 
1.2 Research Background 
The energy generation of a Wind Energy Conversion System (WECS) is directly link with the 
prevailing atmospheric stability at a specific site as this varies continuously with time of the day 
and season of the year. Because of the time variation of the wind at a known site, an accurate 
wind resource assessment plays a vital role in an optimum integration of wind power into the 
grid. The most common approach utilized for the estimation of wind power outputs of a WECS is 
based on the use of turbine power curve. The turbine power curve is a technical datasheet which 
illustrates the variation of the power outputs of the WECS as a function of the wind speed, ranges 
between the calm wind speed and the cut-out speeds of a given WECS. The use of turbine power 
curve for wind energy analysis is often been considered as a basic guide for small scale energy 
generation. However, this method does not take into consideration the varying site atmospheric 
conditions as this is not accurate for large (utility) scale energy application. The use of this 
approach often led to overestimation of the wind energy potential. As a result, many wind studies 
have proposed alternative methods to estimation of the energy generation at a given wind site. 
Some of the techniques adopted for estimating the energy generations of a WECS at a given site 
are based on the relationship that exists between the site atmospheric conditions, turbine 
parameters, surface roughness and the power outputs of a WECS. The relationship between the 
site atmospheric conditions and the wind energy output can be determined using either:  
(a) The wind modelling technique such as the Weibull, Gamma, Rayleigh, Gaussian, Lognormal 
model etc. [1-8], 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  3 
(b) The time series technique known as the Conventional Statistical Technique such as the 
Moving Average, Exponential Smoothing, Auto Regressive, Auto Regressive Moving 
Average, Grey Predictor etc. or 
(c) The Artificial Neural Network (ANN) technique such as the Feed-forward NN, Recurrent 
NN, Radial Basis Function etc.  
Other techniques which are still under consideration includes development of turbulence models 
for wind turbine wakes, development of linear flow models, development of steady state CFD 
flow models, development of wind tunnel techniques etc.  
The wind modelling technique was found useful for wind energy application because of its 
simplicity and flexibility in wind energy analysis. The wind energy output of the WECS is 
determined by the use of a developed mathematical model based on relationships between the 
wind speed and direction, air temperature, atmospheric pressure, power coefficient of the rotor 
blades, swept area, surface roughness and the terrain of the wind site. In addition, this technique 
was used to estimate the energy potential of a WECS for known wind site information and turbine 
parameters without the need for training of the network model. However, the limitation of the use 
of this modelling technique for stochastic wind is that the site wind must be accurately modelled 
to obtain the wind speed distribution for the changing wind and the prevailing time varying air 
density at a specific height. The inability to accurately model the wind at a given site will 
contribute to large prediction error in the evaluation of wind power potentials at a potential site.  
The time series and ANN techniques are based on training with historical (weather) data taken 
over an extensive period of time to map the weather variables to energy output of the WECS. 
Both techniques are based on the pattern recognition which uses the forecast error (obtained from 
the difference between the predicted and the actual data) to adjust the network model [9-10]. The 
advantage of the time series technique is that they are mathematically easy to use, cheap to 
develop and are accurate for very short-time forecasts. Due to the associated forecasts error 
involved as the time horizon increases, the use of time series technique for short to long term 
forecasts has been limited. The ANN has been found accurate for wind prediction due to its 
ability to train seasonal varying data, and to recognize the pattern between non-linear multivariate 
data (such as the weather data to wind power output) without the need for a developed 
mathematical model. Another factor that determines the accuracy of the ANN is the neural model 
design which determines the way the input data are processed in the network model. Furthermore, 
the accuracy of ANN improves with increasing forecasts time, as well as the historical data taken 
over an extended period of time. 
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To ensure the wind resources at Darling and Vredenburg sites are accurately assessed for wind 
energy application, the use of the Turbine Power Curve, the developed Site Power Curve Model 
and the Wind Energy Estimator based on the Layered Recurrent Neural network (LRN) were 
considered for this energy study. Comparisons were made between each technique and 
conclusions were drawn based on the experimental results obtained at each site. 
1.3 Research Motivation 
The wind resource assessment, and wind speed-power forecast has been an area of global interest 
since the discovery of electricity generation from the wind and it’s still a very active field of 
energy research. Unfortunately, there are no developed accurate short term wind forecast models 
which can be implemented for energy study at different wind sites. This is as a result of the effect 
of atmospheric pressure and temperature differences, the rotation of the earth around the sun, and 
the complexity of the earth surface or terrain at different locations etc. To the best of my 
knowledge, it is believed that one of the best methods to be adopted in handling the problem 
associated with wind variability is to develop a parametric model at each site based on the 
existing site weather variables and how it changes with respect to time. 
The motivations behind this research studies are: to fully encourage the South African 
Government environmental and energy policy goals, supporting a transition from non-renewable 
to a clean and sustainable energy generation. Secondly, to address and provide guidelines on how 
to handle problems related to onshore and offshore wind energy assessment and generation 
forecasts through validation and improvement on the existing wind modeling techniques. 
1.4 Research Questions 
Before the development of the wind farm projects as proposed by the South African Government, 
here are few questions which must be carefully examined and addressed by the wind energy 
researchers and the industry: 
 What are the site factors to be considered in choice of a suitable wind location for resource 
assessment, as well as for development of an energy forecast model? 
 Can a single developed energy forecast model be utilized for different sampled time wind 
measurements at different wind sites? 
 Does South African have steady (or reliable) wind for development of the future wind farm 
projects? 
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 What type of energy storage technologies can be considered and implemented with the 
proposed wind farms for managing the variability of the wind farm outputs during limited 
energy generation? 
The highlighted points above have been carefully considered in these sites energy study. 
However, it requires a collective effort from the wind energy research groups and experts (local 
and international) in order to catalogue the depth and diversity of these questions.  
1.5 Objectives of the Study 
The focus of this energy research is to conduct a wind resource assessment at two potential wind 
sites in Western Cape of the country for long term wind energy exploitation. Hence, the five 
objectives of the energy research study are summarized below: 
 To identify and determine the suitability of two wind sites (Darling and Vredenburg) at 
Western Cape of the Republic of South Africa for small and large scale wind energy 
generation. 
 To evaluate the prevailing wind resources potentials at 10, 20 and 60 m heights at the 
Western Cape of the country for small and large scale energy generation. 
 To anticipate the amount of electricity that can be generated at both wind sites using 5-
minute and 10-minute wind measurement, as this is crucial in electricity marketing and 
bidding. 
 To predict the weekly wind speed and power potentials of the WECS of up to 1 month ahead 
at both sites based on the prevailing wind. 
 Lastly, to recommend the suitability of both sites based on the 24-month wind measurement 
used for resource assessment and energy generation. 
1.6 Research Methodology 
The Matlab software package was used for the development of the energy models. The wind 
energy estimator was developed using the RNN toolbox in Matlab for training, validating and 
testing the model. To achieve the above outlined objectives, the following methodologies or steps 
have been utilized to achieve the objective of this study as summarized below: 
 Identification of two wind sites (Darling and Vredenburg) at the Western Cape of the 
country. 
 Collection of the long term weather records at the proposed wind sites. Weather 
measurement on 10, 20 and 60 m heights at VWS, and only 10 m measurement data at DWS. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  6 
The power law equation was used to determine the measurement at 20 and 60 m heights at 
DWS using the terrain roughness value of the site.  
 Selection and processing of weather parameters at both wind sites for this energy study. 
 Modeling of the wind measurements at both wind sites for evaluation of the wind resources 
as well as for the wind power class at the sites. 
 Sizing of the wind energy conversion systems (WECS) at 10, 20 and 60 m tower heights for 
the wind sites study. 
 Development of the two energy models: the site power curve model and the wind energy 
estimator based on the knowledge of Artificial Neural Network for wind energy analysis, 
running the developed wind energy models to estimate the short and long term energy 
generation potentials at both sites. 
 Analyse the simulation (experimental) results obtained at both wind sites. 
 Comparison and recommendation of the suitability of both wind sites based on the wind 
energy generation analysis. 
1.7 Limitations 
Some of the limitations encountered in this research study are summarized below: 
 Inaccessibility to the existing Darling and Vredenburg Wind Sites in the Western Cape of the 
country. 
 No available research funds and collaboration with the wind energy industry. 
1.8 Outline of the Thesis 
The rest of the dissertation is organized as follows: chapter 2 discussed the current status and 
prospect of the wind energy generation in the Republic of South Africa, the historical 
development and current status of the wind energy conversion system (WECS) as well as the 
wind speed and power control mechanism of various WECS. Chapter 3 presents an overview of 
the various wind modelling techniques; the various wind prediction techniques which have been 
utilized for wind speed and power forecasts at different time horizons; an overview of the forecast 
time horizons; as well as the Wind Measurement Systems. Chapter 4 presents the research 
methodologies and framework of the study at DWS and VWS; and the energy model 
development. Chapter 5 presents the use of the Wind Energy Estimator based on the Artificial 
Neural Network. The chapter 6 discussed the simulation results of energy models utilized at both 
sites, as well as the wind speed and power forecasts. Finally, chapter 7 presents the conclusion of 
wind energy study at Darling and Vredenburg sites, further studies and recommendation. 
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Chapter 2 
2 Emergence of Wind Energy Generation and WECS 
Operation 
2.1 Current Status and Prospect of the Wind Energy Generation in South Africa 
A brief study of the historical and current status of the wind farm development in the country 
denotes the emergence of wind energy technologies for future small scale and large scale wind 
exploitation. A lack of sufficient and reliable electricity generation has been plaguing South 
Africa’s economy due to rapid growing economy, while the heavy reliance on fossil fuel power 
generation continues to contribute to increasing costs of electricity generation, as well as risks 
such as the environmental and health challenges, energy insecurity etc. Globally, the depleting 
and increasing fossil fuel prices, climate change and environmental pollution, unprecedented 
growth in energy insecurity etc. have all led to interest in renewable energy assessment for 
electricity generation. Furthermore, the long term cost of non-renewable generation are projected 
to increase in subsequent years due to fast economic growth in the emerging nations, increasing 
electricity demand by household and industries, depletion of the stocked non-renewable resources 
etc. As a result, it is been anticipated that a high portion of the South Africa electricity generation 
would be from the renewable energy. A transition to renewable energy will promote public 
awareness on energy saving, as well as building a low carbon society. With the increasing cost of 
electricity purchased from the utilities by the consumers, the trend of wind and solar energy 
technologies development is being considered by the average households as an alternative source 
of energy generation. The history of wind energy technologies from small scale application, and 
its successful development for commercial application at offshore has disclosed its high potency 
as the second largest renewable source of energy generation after hydro for bulk electricity 
application. 
As a developing country, South Africa is one of the biggest emitters of greenhouse gases (GHGs) 
in both absolute and per-capita terms due to generation of electricity from non-renewable. In an 
attempt to sustain the electricity security due to a high increase in consumption; increasing fossil 
fuel prices due to scarcity and depletion; global warming, environmental pollution and health 
challenges, the South African government proposed an Integrated Energy and Resource Plan 
(IERP) with a strategy to transits from non-renewable to clean and sustainable energy generation, 
addressing the critical social, economic and environmental problems facing the nation’s economy. 
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On the 21
st
 May, 2012; the government awarded renewable energy contracts with a total project 
capacity of 1,043.9 MW to its preferred bidders as a second round Renewable Energy auction. 
The renewable energy capacity proposed for the South African growing economy were:- 9 solar 
photovoltaic (PV) projects with a total of 417.1 MW; 7 wind farm projects with a total of 562.5 
MW; 2 small hydro projects with a total of 14.3 MW; and 1 concentrating solar PV project of 
50MW. Out of the proposed renewable energy projects, the wind energy is considered as one of 
the fastest growing source of renewable energy generation with high potential.  The proposed 
renewable energy projects are expected to span across provinces of the country. 
Exploring the wind resource potential as an alternative source of electricity generation is a cost 
effective approach knowing that the non-renewable such as the coal, gas and oil are limited 
resources. The historical and potential wind farm development at different locations in the 
country is briefly discussed below: 
2.1.1 Past and Present Wind Farm Projects:  
2.1.1.1 Klipheuwel Wind Farm 
In the year 2002-2003, Eskom’s Resources and Strategy Division erected three WECS units as an 
experimental (prototype) wind farm project at Klipheuwel city, on the West Coast of Cape Town. 
The Klipheuwel wind farm has a total wind farm capacity of 2.16 MW, with the aim of 
generating at a load factor of 20-30%.  The figure 2.1 shows the Eskom experimental wind farm 
project developed at the Western Cape of the country [11]. The wind farm consists of three units 
of WECS: two Danish Vestas turbines rating of 660 kW and 1750 kW, as well as a French 
Jeumont turbine of 750 kW capacities. Based on the available information [12], it is said that the 
largest WECS performs best during winter conditions while the other units perform best under 
high wind conditions in summer. Eskom's demonstrated this wind farm project at Klipheuwel site 
for the purpose of exploring the wind energy potential for bulk electricity generation as well as 
for further exploitation at different potentials across the country. The electricity generation from 
this wind farm is integrated into the regional distribution power network. Based on the 
development of this experimental wind farm project in South Africa, several researches on the 
economic viability of large scale wind energy generation using different WECS designs and sizes 
have been conducted, and are still a very active area of investigation. 
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Figure 2.1: Klipheuwel experimental wind farm project  
 
2.1.1.2 Darling Wind Farm 
The Darling Wind Farm (DWF) is another significant commercialized large scale wind farm 
project located 13 km North West of Darling City, between Darling and Yzerfontein in the 
Western Cape Province of South Africa. This wind farm is geographically located at 33°19′55″S, 
18°14′38″E on the South African Map. The wind farm was commissioned in 2008, consisting of 
four Fuhrlaender Germany WECS with each unit rated 1.3 MW, bringing the total installed wind 
farm capacity to 5.2 MW [13]. Each unit of the WECS has a rotor diameter of 62 m, deployed at a 
50 m hub height with an annual energy generation of 8.6 GWh, which is assumed to be an 
equivalent of the yearly electricity consumption of about 700 average South African households. 
Figure 2.2 shows the existing 5.2MW wind farm capacity developed at Western Cape Province 
[14]. 
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Figure 2.2: 5.2 MW Darling wind farm in Western Cape  
 
The DWF is often referred to as the national demonstration wind farm project; and is believed to 
be a platform for the development of the future wind farms project in the country for large scale 
energy application. For this wind farm project, the DWP Company signed a 20 years Power 
Purchase Agreement (PPA) with the Cape Town City as well as a Power Wheeling Agreement 
with Eskom. Furthermore, the Darling wind farm was the first grid-tie connected, an independent 
wind power-generating facility deployed and developed in the country. The first phase of the 5.2 
MW wind farm project was developed and currently in operation while the last phase with an 
additional 7.8 MW WECS units was proposed to the existing WECS to make a total wind farm 
capacity of 13 MW. 
2.1.1.3 Ceoga Wind Farm 
A single unit of WECS was deployed at the Eastern Cape Province by Belgium-based 
Electrawinds at Coega IDZ with a total capacity of 1.8 MW, deployed on a hub height 95 m high, 
having a rotor diameter of 90 m. The wind farm is geographically located at 33°45′16″S, 
25°40′30″E on the South African atlas, and commissioned in 2010. 
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2.1.2 Future Wind Farm Projects:  
To  explore the wind potentials at different locations for the future wind farm projects in the 
country, the developed South Africa wind atlas was proposed and sponsored by the Council for 
Scientic and Industrial Research (CSIR) . The wind atlas presently consists of 10 wind sites 
covering the Western Cape, and part of Northern and Eastern Cape of which the considered 
Vredenburg site was identified as the fourth among the ten sites. The South African wind atlas is 
the wind resource assessment project for identification of potential sites as well as for large scale 
wind energy exploitation at the coast. The wind energy study conducted at Darling and 
Vredenburg is developed on a platform for further study at all potential sites as shown on the 
wind atlas for future wind farm projects development. The documentation of the approved and 
registered future wind farm projects can be obtained from the South African Department of 
Energy (DOE). 
2.2 Historical Development and Current Status of Wind Energy Conversion Systems 
Around the world, the wind energy conversion systems which have been considered for small to 
large scale energy applications have been classified into two major types: (i) in terms of the axis 
orientation as well as (ii) the wind speed-power operation. 
2.2.1 WECS in terms of the Axis Orientation 
The WECS in terms of the twirl axis of orientation is classified as: the vertical-axis WECS and 
the horizontal-axis WECS. The vertical axis WECS was invented in the 1920s by the Danish 
(French) engineer, using vertical symmetrical airfoils (lift force). From the time of inventory, the 
vertical axis WECS were fully developed and commercialized in the 1970s until the end of 1980s 
[15]. The merit of the vertical axis WECS-based includes; its ability to work independent of the 
wind direction (that is self-governing); the WECS unit positioning capability at ground level 
without the need for deployment on a tower height. However, because of its self-starting inability; 
high torque irregularity (fluctuation) as it rotation its motion about the axis; confined speed 
regulation during high wind operation etc.; all these has limited its global utilization as well as 
non-continuance in research and development. The horizontal axis WECS also known as the 
propeller typed WECS has replaced the vertical axis, and is the most dominant WECS used in 
small scale to large scale energy applications. The horizontal WECS was invented, developed and 
commercialized due to the associated problems and limitation of vertical axis WECS. For a small 
scale WECS, the energy technology were developed to have its entire unit (rotor blades, gearbox, 
electrical generator etc.) deployed on top of the tower heights and oriented into the direction of 
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wind using its wind tail vanes. For the medium and large scale WECS, the entire unit is deployed 
on hub height, oriented into and out of the wind flow during period of low and high wind using 
the wind speed control mechanism. 
2.2.2 WECS in terms of the Wind Speed Operation 
The WECS can be classified in terms of the wind speed operation as:- the constant-speed WECS 
and the variable-speed WECS. The features of the constant speed WECS are:- maximum 
efficiency attainment at specific wind speed, super-imposition at the electrical frequency of the 
grid and its suitability at site constant (steady) wind conditions. However, the constant speed 
WECS are not well suitable for varying site wind conditions. In addition, the constant speed 
WECS performs poorly and create power quality problems when deployed at site with varying 
wind conditions. The variable speed WECS are the preferred and most suitable WECS for 
varying wind site conditions. This is as a result of its ability to extract a greater amount of the 
kinetic energy from the wind at different flow by regulating its speed control mechanism for 
maximum wind power tracking.  
The various types or generic of electrical generators available in the global energy market for 
WECS development are grouped as:- synchronous generator (such as wound rotor and squirrel 
cage) and asynchronous generator (wound rotor and permanent magnet). However, the 
characteristics of asynchronous generator in term of operation when used for varying site wind 
conditions have made it the widely used generator type in onshore.  A literature survey on the 
asynchronous generator types in terms of their speed operation is discussed below: 
2.2.2.1 Constant Speed WECS 
The WECS based on a fixed rotor speed operation, and stator winding connected to the grid side 
of the network are known as the constant speed WECS. In the early 1990s, these conventional 
WECS were designed for a fixed speed operation with stall speed control mechanism. This 
WECS design is often known as the Danish concept. The constant speed WECS consist of the 
rotor-blades, gear box, an induction generator, a soft-starter, a capacitor bank connected to the 
grid side of the transmission line via the transformer as explained in figure 2.3. One of the 
features of the constant speed WECS is that they are equipped with a SCIG that is connected 
directly to the grid side via the step up transformer [15].  
The Induction Generator is an asynchronous electrical generator which is driven above the 
synchronous speed by an external source of mechanical power to produce the required electrical 
power. The constant speed WECS with Induction Generator are the most widely used 
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technologies for energy application because of their design simplicity as well as the low cost of 
development. Below the synchronous speed, it draws out electrical power from the grid side and 
operates as an induction motor. Another feature of the constant WECS is that their speed is 
determined by the frequency of the grid with the power output varying with the slip of the 
generator [16]. Some of the constant speed WECS were designed with two types of winding sets 
to increase the power outputs of WECS during site varying wind conditions. That is, windings 
with 4 pair of poles for low wind speed operations and windings with 2-3 pair of poles for 
nominal and high wind speed operations. Barendse and Datta et al [16-17] have worked on the 
operation of the constant WECS using two types of winding sets. For low wind conditions, the 
power outputs of the 50kW WECS was improved by the presence of an additional four pole pairs 
winding set. The presence of an electronic controller enhances the switching from one winding 
set to another depending on the site wind conditions. 
Regardless of the varying speed at a wind site, the WECS rotor speed is fixed, tie to the grid 
frequency, and cannot be altered [18]. In addition, the wind speed variation of the WECS will 
only induce a small variation in the speed of the electrical generator (1-2 %). As a result, the 
constant speed WECS are designed to achieve maximum efficiency at a fixed speed operation. 
However, below and above the specified speed, a small change in the wind speed of the WECS 
will be transmitted as a drive train torque or mechanical fatigue to the electrical generator; and 
thereafter as electrical fluctuations into the grid.  Due to the constant speed operation of these 
WECS, a small change in the wind speed will result to voltage fluctuation on the grid, which 
leads to power quality problems if not properly managed. 
 The components of a conventional SCIG WECS with a constant wind speed operation are shown 
in figure 2.3[18]. The rotor blades and SCIG are coupled together through the gearbox due to 
difference in rotational speed of the rotor-blades and electrical generator. The rotor blade of this 
WECS has a fixed wind speed operation with the stator winding connected to grid via the soft-
starter. The gearbox is used to match the low rotational speed shaft of the rotor blades to high 
speed shaft of the induction generator. The soft-starter device is used to smoothing the starting or 
in-rush current during cut-in-speed and grid connection of the SCIG. The uniqueness of the SCIG 
is that they require a reactive power compensator to establish the rotating magnetic field of the 
stator for active power production. At site high wind conditions, the WECS can generate more 
active power only if the SCIG absorbs more reactive power from the grid. As a result, the 
consumption of reactive power on the grid is compensated by the presence of capacitor bank to 
reduce the reactive power compensation from the grid as well as to achieve power factor close to 
unity [19].  
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Figure 2.3: Typical SCIG WECS with a constant speed operation  
 
The merits of SCIG WECS include: (i) relative mechanical simplicity and robustness design (ii) 
low maintenance cost (iii) high power efficiency at constant speed operation, (iv) low cost 
development as compared with other induction generator types (v) its reliability and stability of 
operation at fixed speed operation. However, the setbacks of the use of SCIG WECS include: (i) 
uncontrollable reactive power consumption from the grid regardless of the capacitor bank 
compensation (leading to grid voltage fluctuation). (ii) low aerodynamic efficiency during 
varying wind conditions (limited rotor speed control about 1-2 % of its rated speed) (iii) power 
quality problem due to fluctuation of the wind which is transmitted as power fluctuation (iv) loss 
of synchronism due to over speed  during voltage dips.  
Apart from the existing stall-speed SCIG, it is worth mentioning that other types of WECS with 
fixed speed operation dominate the market today. They include the pitch speed control and the 
active stall control. The features of the pitch-speed WECS are: controllable emergency stop and 
start-up; enhanced power controllability etc. However, the power fluctuation of the SCIG WECS 
due to small variation of the wind site conditions especially at high (gust) wind is the major 
setback of this WECS types. The active stall WECS is another popular energy technology built 
upon the knowledge of the stall control of WECS to improve its related power quality issue as 
explained by Ackermann. One major disadvantage of the active stall WECS type is the cost of 
pitching mechanism or controller needed to optimize its performance during varying wind. 
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2.2.2.2 Variable Speed WECS 
The variable speed WECS are designed for wide range of operations depending on the wind 
speed prevalence at a given site. With a variable speed WECS; the rotational speed of the rotor 
blades as well as the electrical generator speed-torque can be controlled. Other benefits of the 
variable speed WECS over the constant speed WECS are:- improved power fluctuation control 
during varying wind speed; increased energy capture of the wind; reduced mechanical stress on 
the WECS components. However, the demerit of variable speed WECS include: complicated 
system design, increased cost of equipment due to the presence of an electronic converter, as well 
as losses in the power electronic converter. 
2.2.2.2.1 Wound Rotor Induction Generator 
The WRIG became the dominant WECS in the mid-1990s after the modification of the SCIG due 
to its control speed limitation and power quality issues during varying wind. At normal system 
operation, the rotor resistance of the SCIG is very low resulting in low slip of the electrical 
generator. The operation and efficiency of the SCIG were improved upon by using a variable 
external rotor resistance attached to the rotor winding of the WRIG as illustrated in figure 2.4 
[15]. The slip of the electrical generator is altered by varying the total rotor resistance via the 
power converter imposed on the rotor shaft. The essence of a variable external resistance is for 
the further adjustment of rotor speed of the WRIG up to10 % of the nominal speed. In addition, 
the pitch control mechanism of the WRIG allows for adjustment of the rotor blades for maximum 
power tracking during site varying wind conditions. This design is often known as the OptiSlip 
concept (OSIG) because there is no need for slip rings.  
In WRIG, the slip of the electrical generator is altered by varying the rotor total resistance by 
means of a power electronic converter, mounted on the rotor shaft. By varying the rotor internal 
and external resistances, the slip and power output of the WRIG are controlled. The speed control 
of WRIG depends on the size of variable rotor resistance; it’s typically ranges between 0 –10 % 
above synchronous speed of the generator. This shows a significant improvement over the SCIG 
in terms of the rotor speed controllability. The advantage of the power electronics is that the 
power fluctuation caused by the fluctuating wind is controlled by varying the rotor speed of the 
generator. However, the uncontrollable reactive power consumption of the WRIG has led to the 
limitation of these WECS for large scale power application. Another demerit of the WRIG is its 
slip power which is dissipated as losses in the variable rotor resistance. 
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Figure 2.4: Typical WRIG WECS with a variable speed operation  
The advantage of the pitch controlled over the stall control mechanism is that the rotor blades can 
be turned into or out of the wind flow preventing lifting force (drag) on the blades, resulting into 
reduced rotor’s power coefficient. Other benefits of the pitch control WECS include: its power 
control performance during start-up speed and emergency-stop during high wind. The 
disadvantages of pitch control are: extra cost, complexity of the pitch control mechanism, and its 
large power fluctuations at high wind speeds.  
2.2.2.2.2 Double Fed Induction Generator 
The Double Fed Induction Generator (DFIG) is presently the most dominant WECS in the 
growing wind energy market, utilized for large scale onshore power application. This is as a result 
of the limitation of WRIG such as the rotor speed controllability, the uncontrollable reactive 
power consumption etc. As a result, the WRIG was improved upon to have a wide range of speed 
controllability about 20-30% above the synchronous speed of the electrical generator using the 
electronic power converter. The DFIG was design based on the multi-phase WRIG with a multi 
slip ring and brushes. In this WECS design, the rotor windings of the generator are induced by a 
partial scale frequency converter (back to back voltage source converter) and the stator windings 
connected directly to the constant frequency of the grid. Figure 2.5 shows the configuration of a 
variable speed WECS with a DFIG [15].  
The frequency converter of the DFIG is known as the back to back power converter, made up of 
an independently controlled two sided converters: (i) the rotor side converter which regulates the 
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rotor frequency of the DFIG. During variable speed operation, the presence of the frequency 
converter compensates for the difference between mechanical and electrical frequency of the 
rotor by injecting the rotor winding current with a variable frequency into the RSC. The rotor 
winding current are controlled in order to regulate the field current of the electrical generator. 
Hence, the active and reactive powers of the DFIG are controlled by the RSC. In addition, the 
rotor current-power is fed into and out of the RSC depending on the operating condition of the 
converter. Due to capability of the converter to operate in bi-directional operation mode, the 
power from the rotor winding is fed into the grid via the RSC when operated at over-synchronous 
mode. At sub-synchronous operation mode, power is fed back from the grid to rotor windings of 
the generator.  
 
 
Figure 2.5: Typical DFIG WECS with a variable speed operation  
Furthermore, the RSC decompose the rotor current components into active power q-axis and the 
reactive power d-axis components. This allows for regulation of the active and reactive power of 
the DFIG. The reactive power is used by the rotor winding to magnetize the DFIG in sub-
synchronous operation mode. As a result, the independent control of the rotor current at the RSC 
has enhanced the fully decoupling of the active and reactive power fed into the grid. It is worth 
mentioning that the rotor winding of the DFIG are wounded 2-3 times the number of windings of 
the stator. This denotes that the rotor windings has a higher voltage and a lower current since only 
a fraction (20-30 %) of the total power output of the generator is required at the rotor side of the 
power converter. 
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(ii) The grid side converter (GSC) controls the dc voltage of the link capacitor, ensuring operation 
of the converter at unity power factor. The battery bank can be connected to the dc voltage link of 
the GSC to support the grid. During voltage dip, the energy storage in the bank are inverted by 
the GSC and fed to support the grid. Above the voltage limit, the GSC works like a rectifier and 
the excess power generation on the grid is absorbed and buffered in the battery bank.  
The merits of the DFIG include: (i) rotor speed controllability allowing for optimal power 
tracking at different wind speed operations (ii) improved power quality as compared to the SGIG 
and WRIG (iii) high aerodynamic efficiency over a wide range of wind speed operations (iv) 
reduced mechanical stress of the generator as a result of the wind fluctuation (v) voltage support 
during disturbance (vi) independent control and decoupling of the active and reactive power of 
the generator. The drawbacks of DFIG include: (i) high maintenance cost due to presence of slip 
rings and brushes, (ii) high capital cost due to presence of the power electronic converter (iii) 
susceptibility to stability problem due to the absence of damper winding as compared with the 
synchronous generator. 
2.3 Wind Speed and Power Control Mechanism of the WECS 
Around the world, the available wind energy conversion system (WECS) are designed with some 
sort of power regulation mechanism to control the aerodynamic forces on the rotor blades, as well 
as to limit the power output of the electrical generator during period of strong or high wind. The 
constant speed stall control and the variable speed pitch control mechanism are the most common 
types of WECS configurations available in the wind energy market. The variable speed pitch 
control concept is the currently preferred option for site varying wind condition, mainly because 
of its low mechanical stresses, power control performance, emergency stop or power reduction 
features during high wind etc. [20]. Several literature have addressed the limitations of fixed 
speed WECS such as (i) maximization of the power capture of the wind at varying wind, (ii) 
minimization of mechanical stress on the rotor blades and gear-box during period of gusty/strong 
wind [21-23]. Many different controlled strategies are available in wind literature for variable 
speed pitch-control WECS because it offers: (i) maximum power tracking options during varying 
wind (cut-in-speed to cut-out-speed) (ii) reduction of fatigue load or stress on rotor blades with 
variable controller design (iii) operation in wide range of wind speed regulation with less 
fluctuation to achieve nominal electric power (iv) active and reactive power regulation. To ensure 
maximum power tracking at site with varying wind, the WECS is controlled in a way to have 
optimal WECS speed and regulated pitch angle for a given wind speed.  
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There are varieties of WECS available in the market today in terms of the size; design; cost 
(capital and maintenance); wind speed and power regulation. They include the small scale WECS 
with a yaw or no power control mechanism; the medium scale WECS with a fixed or variable 
speed stall control system; the large scale WECS with a variable speed stall or pitch control 
mechanism.  
In the design of a WECS, two major factors are usually involved: the aerodynamic efficiency and 
the electrical power efficiency at a range wind speeds. The power optimization of the WECS are 
designed in such a way that at very low wind speed, the power output of electrical generator are 
limited and no usable power is produced. As the speed of the wind increases, the rotor blades are 
adjusted to attaining optimum tip speed ratio which invariably increases the WECS power output. 
At rated speeds, they produce their rated electrical power output. As the speed of the wind 
increases beyond the rated speed of the WECS, the WECS electrical power is sustained. At this 
point, the WECS is depowered by adjusting the rotor blades or switching on a dump electrical 
load. This will raise the generator load to maintain the aerodynamic efficiency of the WECS. A 
further increase in the speed of the wind will cause a shutdown of the WECS to protect the entire 
system from damage and no power generation is available at this point. As a result, most of the 
recent developed WECS are designed with varying wind speed operation and power control 
regulation for trading off between the aerodynamic and electrical power efficiency during 
different wind speed operations. This will ensure that the WECS are constantly extracting the 
maximum kinetic energy during period of varying wind, as well as extracting limited kinetic 
energy during period of strong or high wind. 
There are different WECS speed-power control mechanisms available in the wind energy market. 
An overview of the various speed and power control mechanisms of the WECS available for 
power tracking of the wind is discussed. 
No control: In the no control system, the WECS are designed to withstand the prevailing wind at 
all site conditions such as in low, rated and strong wind etc. In this design, the WECS faced the 
wind and there is no power control mechanism for regulating the WECS in and out of the wind. 
Yaw or Tilt control: The yaw control mechanism can either be passive for a fixed-speed WECS 
with a tail vane, or an active yaw for a variable-speed WECS with a control mechanism. In a yaw 
speed control mechanism, the rotor-blades are oriented into direction of the wind. During the 
period of high wind, the rotor axis is yaw out of the wind direction to limit the electric power 
output within the rated capacity. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  20 
Pitch control: In a pitch control mechanism, the rotor-blades are pitched at an angle proportional 
to the changing site wind conditions in order to control the wind power.  The pitch control 
mechanism are usually used with varying speed WECS, and has the ability to pitch the rotor-
blades in and out of the direction of wind during period of low or high wind. Unlike the stall 
control, there is no stall of the rotor blades in pitch control concept. Rather they have power 
electronic controllers for regulating the rotor speed at different wind speed. In addition, the 
electronic controller in the pitch control checks the power output of WECS as many times per 
second. When the WECS power output exceed its limit (rated power), it sends an activating signal 
to the blade pitch mechanism which immediately pitch the rotor blades slightly out of the wind. 
The importance of a variable pitch control mechanism cannot be overemphasized especially at 
high wind site because of its useful in limiting the electric power output by pitching the rotor-
blades angle to sustain its aerodynamic efficiency. However, for a slight drop in the speed of 
wind, the blades are pitched into the wind direction. This pitch mechanism is usually controlled 
by using either a hydraulic system or an electro-mechanic actuator. For a pitch-control WECS, 
the electronic controller twists the rotor blades along their longitudinal axis a few degree (e.g. 
5°/sec) at every time the wind changes, in order to keep the rotor-blades at an optimum angle for 
all changing wind conditions [24-25]. The fluctuation in the power outputs as a result of the pitch 
control mechanism is one of the major disadvantages of the pitched control WECS.  
Stall control: the stall control concept was adopted in the 1980s to 1990s by the Danish WECS 
manufacturer. In this design concept, the rotor blades are bolted onto the hub at a fixed angle. 
Thus, the aerodynamic power on the rotor blades is limited. During the period of high wind, the 
rotor-blades are twisted slightly as its move along its longitudinal axis to ensure that the rotor 
blades stall gradually and do not produce a lift force, rather than sudden stoppage of its operation 
when the wind speed reaches its critical value. This will ensure the rotor-blades are protected 
against mechanical overstress, as well as protecting the electrical generator of the WECS from 
overloading and overheating [26]. The merit of stall control mechanism over the pitch control is 
its simple design, less cost, and the immovable part in the rotor hub which makes it a less 
complex control system. However, problem associated with the stall control include: no self-
starting capability after the subsidy of high wind; low efficiency at low speed; high stationary 
load due to stall controlled; power losses in the WECS output at high wind as the rotor blades go 
into a deep stall. In a stall controlled WECS, the power control mechanism can either be a passive 
or active unlike the pitch control. 
In a passive stall control WECS; the rotor blades are attached to the rotor hub at a fixed pitch 
angle. The aerodynamically design of the rotor blades ensures that during the period of high wind 
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speed, it creates a turbulence on a side of the rotor blade which is not directly facing the wind. 
This stall prevents lifting force of the rotor blades from acting on the rotor-blades. Thus providing 
a passive power output regulation, and ensuring that the electrical generator is not overloaded 
during high wind operation [27]. The passive stall control mechanisms are commonly found in 
the small to medium scale WECS application. 
In an active stall control; the WECS are configured to pitch the rotor blades to get a large turning 
force, as well as for maximum power tracking during the period of low wind. The active stall 
concept works similarly to the pitch control concept, where the stall of the rotor blades is actively 
controlled by pitching of the rotor blades. During period of high wind, the rotor blades are pitched 
slightly into the opposite direction of the pitch-control WECS operation. This will increase the 
angle of attack of the rotor blades in order to make the blades go into a deeper stall, capturing a 
minimal kinetic energy of the wind. To keep the rotor efficiency at its optimum, a variable speed 
control is required for a constant Tip Speed Ratio (TSR). Furthermore; for a WECS with constant 
tip speed ratio, the rotor and electrical generator speed can be varied of up to 60% by varying the 
pitch angle of the rotor blades [26]. The merit of active stall WECS is that the power output can 
be controlled more efficiently as compared to the passive stall WECS to avoid overshooting of 
the WECS rated power. Another merit is its operations close to the rated power at all high wind 
speed operations. Furthermore, the pitch control mechanism is usually operated using the 
hydraulics or electric stepper motors [28]. The active stall control mechanism are usually found in 
the large scale WECS. 
2.4 Discussion 
The following have been discussed in this chapter: the current status and prospect of wind energy 
generation in South Africa; the historical development and current status of the various wind 
energy conversion system; available wind speed and power control mechanism in WECS design. 
An ample knowledge on the various generic and operation of WECS, the current status of wind 
energy technologies and farm development in South Africa formed the bases of the undertaken 
sites study for full exploitation of the enormous wind resources that exist at Western Cape coast 
for small and utility scale energy applications; sizing of suitable WECS for different sites wind 
conditions at Darling (DWS) and Vredenburg (VWS). 
The utilization of prevailing wind at DWS and VWS for electricity generation has a great 
potential in meeting the increasing electricity demand.  An overview of the existing WECS design 
in energy market, as well as the speed-power control mechanism will help the wind energy 
researchers in continuous development of cost effective WECS suitable for different wind 
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operations, and to carefully examine the impact of integrating different WECS into the power 
network. 
Furthermore, the literature survey on WECS based on constant speed and variable wind speed 
control mechanisms for wind energy application have been examined and discussed by Barendse 
in the Masters Dissertation submitted to the Department of Electrical Engineering, University of 
Cape Town. The selected three-bladed variable speed WECS at DWS and VWS is based on the 
types and operations of different WECS to fully utilized different direction of wind flow. Though 
the three-bladed horizontal axis (WECS) has dominated the global energy market for grid-
connected application at onshore; however, investigation are currently been conducted on how to 
improve the rotor moment of inertia of a three-bladed horizontal axis WECS for larger scale 
application at offshore. 
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Chapter 3 
3 Overview of Wind Modelling and Forecast Techniques 
This chapter presents an overview of the various wind modelling techniques available in literature 
for the wind site assessment around the world; the wind speed and power prediction techniques 
which have been utilized in several wind locations at various time steps; as well as an overview of 
the wind forecast time horizons. This overview provides a clear insight and comparisons of the 
existing forecast techniques, as well as the intended forecast time horizons of different wind 
models. The overview discussed in this chapter will help the wind farm developers and the 
independent power producers (IPPs.) have relevant information on the accuracy of using different 
wind forecast models for different applications such as in wind energy trading and bidding, 
economic load dispatch planning etc. This chapter is divided into three sections: section 3.1 
discussed the wind modelling techniques; an overview of the wind speed and power forecast 
techniques are discussed in section 3.2; and section 3.3 briefly discussed an overview of the 
various time scale wind prediction techniques. 
3.1 Overview of the Wind Modelling Techniques 
Wind energy is the fastest growing source of energy generation around the world. The rapid 
growth in the wind industry is related to advancement in the wind energy technologies and its 
immense contribution to a low free-carbon emission society. The prevailing wind resource at a 
location varies continual with time (i.e. minute, hour, day, and month of the year) and is subject 
to seasonal variation. In addition, the wind is known as one of the most difficult weather 
parameters to predict. This is due to its complex interactions between forcing mechanism such as 
the rotation of the earth, weather effect, obstruction to the direction of wind flow, topography of 
the earth surface, hub height above the earth surface etc. [29].  
For the development of a proposed wind farm, the knowledge of the wind variation along with its 
influence on the power output of a WECS is of great importance for optimal integration of the 
wind energy systems into the power network [30]. Secondly, the knowledge of the wind variation 
is very crucial in wind assessment because it is useful in wind site selection and sizing of a 
suitable WECS for the prevailing wind. In addition, an understanding of the direction of wind as 
well as the wind turbulence intensity will help in the assessment and optimization of the 
prevailing wind resources at a wind field for WECS alignment [31]. 
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Prior to the development of a wind farm, large wind resource measurement is collected over an 
extended period of time at a proposed wind location. The wind measurement could be weather 
data consisting of the wind speed, wind direction, air temperature, atmospheric pressure, 
humidity, gust readings etc., or the existing wind farm measurement in the same wind field. The 
wind speed measurement is modelled using various statistical techniques, and the wind speed 
distribution obtained from the model is used for determining the wind potential at that site. The 
wind speed distribution is often used in the wind energy industry for the evaluation of the wind 
resource potentials, and for siting of the WECS at different locations across the field [32-34]. In 
addition, since the wind power class is required for evaluation of the wind resources, it is crucial 
that wind resources are accurately measured at a shorter time interval, and model using suitable 
statistical modelling technique (s). 
Over the last few decades, a number of studies have been conducted on wind resources and 
energy potentials at different locations using various statistical modelling techniques. Some of the 
considered modelling techniques around the world include the Weibull, Rayleigh, Gamma, 
Lognormal, Exponential, Beta, Log-logistic, Gaussian distribution function etc. [2, 35, 36-37]. Of 
these statistical modelling techniques, only the Weibull and Rayleigh functions are the widely 
used statistical models for fitting of wind speed measurement at a given location over a certain 
period of time [4, 38]. 
The Weibull function is one of the most widely used, and the standard technique for modelling of 
the wind speed measurement due to its wide range of versatility, flexibility, and usefulness for 
describing the wind variation at a site [39]. The choice of a function for modelling of wind speed 
should not be based on a general rule of thumb but should mainly depend on accuracy of the 
considered wind modelling functions. In the selection of a suitable statistical function for the 
wind speed modelling at a wind park, different statistical functions should be considered and the 
accuracy of each function should be investigated. Though the Weibull function is known to be the 
standard mathematical model for fitting of the wind speed; some of the wind sites around the 
world do have Weibull-like distribution characteristics as explained by Greene et al, Tuller et al, 
Jaramillo and Borja et al [40-41]. Therefore, other ranges of statistical techniques should be 
considered for modelling of wind speed besides the use of Weibull function. The inability to 
accurately model the wind using an accurate statistical function will result in large errors in the 
predictability of wind potential at a given site. The prediction errors in the wind speed distribution 
will invariably give rise to wrong classification of the site’s wind power which is a function of the 
wind power density [42]. For example, literature [3-4, 43] preferred the Weibull function as an 
accurate statistical function for modelling of the wind speed at a given site. However, authors 
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such as Aidan and Hennesessey et al [44-45] reported that for low wind, the Weibull function 
does not accurately portray the wind distribution at some considered sites. Furthermore, there is 
insufficient literature on wind site assessment using other statistical models (such as Rayleigh, 
Gamma, lognormal etc.) due to quality of the prevailing wind at different locations around the 
world. Some applicability of the Weibull function were discussed by Akpinar et al using Weibull 
and Rayleigh functions for statistical analyzed of the wind energy potential at Agin-Elazig. 
Another application of the Weibull function was discussed by Celik [46] where the Weibull 
representative compressed wind speed data was used for energy and performance calculations of 
the WECS. Furthermore, the Weibull model was used in wind power potential and energy 
analysis of the wind site at Turkey as explained by Ulgen et al and Durak et al [47-48]. Other 
applicability of the Weibull function was discussed in literature [49-50]. 
The Rayleigh function is the second most widely used statistical function after the Weibull, and is 
extensively used in modelling of wind at steady wind site for energy application. The Rayleigh 
distribution is a special case of the Weibull distribution where the shape parameter value is taken 
to be 2 (that is k=2). It has been found to typically represent the wind characteristics at some sites. 
Only a handful of literatures have utilized the Rayleigh function for wind energy assessment. The 
applicability of the Rayleigh function was considered by Celik, statistically analyzing the wind 
power density at the southern region of Turkey using the Weibull and Rayleigh models. Another 
applicability of the Rayleigh method was reflected in the assessment of wind power potential at 
Osmaniye, Turkey as explained by Yanıktepe et al [51]. The applicability of Rayleigh was 
proposed also adopted by by Corotis et al [52] for wind velocity magnitude analysis. From the 
study, the Rayleigh was found to outperform the Weibull model. Furthermore, Olaofe et al 
considered three statistical functions to model the time series wind speed measurement at 10, 50 
and 70m heights, and the Rayleigh model was preferred as compared with other considered 
statistical models. 
The Gamma function is another statistical function which is usually considered after the Rayleigh 
function. The Gamma function has found its applicability in the modelling of low wind speed site, 
as well as in multi-level Poisson regression modelling. An example of the applicability of the 
Gamma function is discussed in literature [7] where Panda et al conducted a stochastic study of 
wind energy potential in India. Another application of the Gamma function is found where Aidan 
et al fitted the wind speed of 8 cities in the Northern Nigeria with four statistical models. Out of 
the 8 cities, it was found that the Gamma function accurately modelled 4 cities wind speed data. 
Furthermore, the Gamma function was utilized by Najid et al [53] where the wind speed data of 
East Coast of Malaysia was analyzed. 
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The Lognormal function is another statistical function which is rarely used in wind energy study. 
The applications of the lognormal function in wind speed study were discussed by Garcia et al, 
Ayodele et al, and Burlaga et al [54-56]. Other applicability of this function is found in the 
agricultural sphere [57], and in fitting of the fibre diameter data [58]. 
The Logistic function is other statistical function which is rarely considered in wind speed 
application. The applicability of this function was discussed by Guzzi et al [59]. The inverse 
Gaussian is another statistical function which serves as an alternative to the Weibull function and 
can be used in wind sites with very low wind. 
3.1.1 Discussion 
Section 3.1 has provided an overview of the various wind modelling techniques which have been 
used in fitting of wind speed measurement for wind energy application. Several studies have been 
conducted for an homogenous statistical wind mode for different wind location. However, this 
suffers setback because of the variation of the wind at different location around the world. Hence, 
there is no accurate homogenous statistical model that can be used at various sites, with different 
wind condition. It has been pointed out that the performance of each wind technique differs due to 
non-uniformity and consistency when utilized at different location. This calls into question the 
accuracy of using a single wind model at sites with different wind conditions. Other techniques 
such as the logistic, burr, lognormal, Gamma functions etc. have been suggested in wind literature 
as alternatives to be considered along with the two most widely used statistical wind models. 
Thus, there is need for continuous improvement on the existing wind modelling techniques to 
accurately portray the varying wind resource at a given site. Furthermore, the accuracy of wind 
model depends solely on the strength of the wind at a potential site, as well as the accuracy of the 
estimated modeling parameters as this will be thoroughly investigated (considered) in this two 
sites study. 
3.2 Overview of the Wind Speed and Power Forecast Techniques 
There are two main approaches to predict the future occurrence of an event. This can either be 
through the development of a forecast model based on (i) the estimation of some model or site 
parameters which are believed to influence the future event or (ii) an inferred study of patterns or 
historical measurement of wind farm measurement taken over an extended period of time. In 
recent years, several forecast models have been proposed and developed in literature for the short 
to long term wind speed and power predictions. The accuracy of each forecast model depends on 
the modelling techniques and also its intended area of applications. However, there has not been a 
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standardized forecast model which can be utilized for wind speed and power predictions at any 
given wind park. This is due to variation in the weather pattern across a geographical location, 
seasonal effects, terrain structure, forecast skills of the model etc. [60]. Around the world, several 
literature have discussed various techniques for prediction of the wind speed-power output at a 
given wind farm on different time scale. The several forecast techniques which have been utilized 
in wind predictions are grouped into the following: persistence-based; physical-based; statistical-
based which include the time series and artificial neural network based; and hybrid-based 
technique. An overview of the forecast techniques are discussed below:  
3.2.1 Persistence-Based Technique 
The persistence-based technique is often referred to as the naïve predictor, and it is widely used in 
industries (such as in wind energy, weather stations, local airport, government agency etc.) as a 
benchmark for performance comparisons with other developed forecast models. The used of the 
persistence-based is usually aimed at very-short term wind predictions. The persistence-based 
technique is the simplest forecast model been used to predict the future power outputs based on 
the present or the immediate past wind power [61-62]. This model is developed on a general 
assumption that the future wind speed-power will be the same as the recent measured wind speed-
power over a past time period t. This is mathematically illustrated in Eq. (3.1):  
Pt+k = Pt                                  (3.1) 
where Pt+k is the future power at time step “k”, and Pt is the past wind power at the time t 
One merit of the persistent-based technique is its forecasts skill when utilized in predictions 
ranging from very short-term to short-term time horizon (minutes to less than 6 hours forecasts). 
However, its performance accuracy decreases with increasing time horizon. As a result, the 
applicability of this forecast model in wind prediction is often considered from a very-short to 
short term time horizons because of its remarkable forecast accuracy when used at a discrete time 
step. The accuracy of a developed model should be testing against the naïve model to determine 
how much improvement it has made as explained by Milligan et al [3]. Some of the works that 
have been carried out in various literature using the naïve predictor are:- a 20-30 minutes forecast 
for control of a medium size island wind-diesel system [64]; a reference model developed by 
Nielsen et al [65] based on the convergence of both naïve predictor and the moving average 
predictor etc. 
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3.2.2 Physical -Based Technique 
The physical-based technique also known as the numeric weather prediction (NWP) technique 
was first developed and implemented in the 1920s, and was latter modified in the 1950s for 
prediction of future state of the atmosphere based on the present weather conditions at a location 
[66-67]. The NWP model was developed by meteorologists, and widely accepted as the most 
accurate technique for long time weather forecast [68-69]. However, this forecast model has not 
been widely used in the wind energy industry because of its limitation involved in the acquisition 
of wind speed-power forecast results at short time scale. The NWP model was developed based 
on the detailed description of the physical space (site) parameters such as weather (climatic) 
conditions, the geographical location and the wind turbine information etc. This model is based 
on the mathematical model that solves complex non-linear relationship of the present weather 
conditions to predict the future state of atmospheric conditions. The model uses information such 
as the mass of air, temperature, pressure, relative humidity, surface terrain information, air (wind) 
velocity etc. to produce the future meteorological information. This model is been implemented 
on a powerful super-computer, due to its complexity and requirement for lots of computation time 
to manipulate large weather dataset taken over a large landscape or course grid [70]. Due to the 
complexity of this model in acquiring weather predictions in short time horizon, the computations 
(simulation programs) are run 1-2 times per day. Hence, this limits the use of NWP model for 
short-term weather forecasts. To use the NWP technique for short term forecasts, the model 
design must be altered to achieve high accuracy level. The short term weather forecasts require 
the incorporation of an accurate digital elevation model to the NWP model to denote the pattern 
of the wind flow over the considered terrain structure [71]. For long term weather forecasts, the 
accuracy of the prediction depends on the NWP model and it performs well if the raw weather 
conditions information over a relatively large area is known [72-73]. In addition, the model 
forecast accuracy increases with the time horizon and it is usually extended from about six hours 
to few days. However, the NWP model performance poorly when utilized for very short term 
predictions but outperform most of the forecast models used for long term predictions.  
For a very short-term wind power forecast, the NWP model can be developed from a 
geographical point of the wind farm or surrounding grid point (s). Some of the studies conducted 
on local wind speed forecasts are explained by authors in literature. Hassan et al [74] developed a 
forecast model based on the use of a linear multi input regression algorithm for transformation of 
meteorological parameters from the NWP model to local wind speed of a wind farm. The 
performance improvement of the developed forecast model over 24 hours (t+24) horizon reaches 
35-60 % over the persistence-based model. In addition, for wind energy predictions, Giebel [75] 
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in his studies shows that it is best to use a NWP model with a model output statistics system for 
adjustment of the wind speed and direction forecasts obtained from the NWP model rather than 
downscaling after the final wind power forecast. The wind speed and direction forecasts from the 
MOS are fed into the developed turbine power model to obtain the wind power predictions. To 
fully utilize the NWP model for wind farm predictions, the wind flow across the turbine (s), the 
interaction of the turbine with the wind and the effect of the turbine wakes across other wind 
turbines were modelled [76]. Another application of the NWP technique is explained by 
Jorgensen et al [77] where a power prediction model was integrated into the NWP model. This 
hybrid model was named HIRLam Power prediction model. Another NWP model developed for 
wind power forecast is explained by Enomoto et al [78] where a LOCALS model was used for 
the prediction of the TAPPI wind farm output. The forecast results showed that the required 
difference in the turbulence intensity of the wind turbines at the farm was not accurately 
modelled. As a result, the LOCALS (Local Circulation Assessment and Prediction System) model 
generates a forecast RMSE value of 15% of the installed wind farm capacity.  
Several factors have limited the wide use of NWP model in predictions; they include quality of 
the weather data used as inputs into the forecast model, the forecast skill of the model, and error 
due to the in-capability of the mathematical model in handling non-linear (highly variable) 
weather data. The small errors resulting from the input fed into the NWP model will double every 
five days leading to forecast skill error of the model. The merits and demerits of the physical-
based technique are highlighted below 
Merits of the physical-based technique: 
 It is suitable for long term forecasts 
 Forecasts accuracy increases with forecast lead time 
 It is accurate for short term wind power predictions 
Demerits of the physical-based technique: 
 It is very complex and expensive to build or develop. 
 For accurate wind farm forecasts, the model output statistics (MOS) system must be used 
with a NWP model for downscaling the wind speed and direction obtained from the 
weather forecast in the NWP model. The wind speed and direction forecasts from the 
MOS are fed into the developed turbine power model to obtain the wind power 
predictions. 
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3.2.3 Statistical -Based Technique 
The statistical-based technique is the most widely used forecast model for the prediction of future 
events based on historical events or measurement. The use of statistical technique is aimed at 
prediction ranging between very-short and short term predictions. Unlike the physical based 
method that uses complex mathematical equations for its predictions, the statistical technique is 
based on the pattern recognition between historical measurements taken over an extended time 
period. This technique adopts the differences (errors) between the predicted and the real (actual) 
measurements to adjust its model parameters [72, 79]. The statistical-based technique is grouped 
into the time series based and the artificial neural network.  
3.2.3.1 Time Series Technique 
The time series technique has received global recognition in financial econometrics and business 
firms that employ sales forecasts for managerial planning and inventory control. The aim of the 
time series technique is for development of a forecast model that can tune the forecast parameters 
such that the forecast error between the predicted and the actual values are marginal. The time 
series-based known as the conventional statistical technique is based on the auto-recursive 
algorithm. The time series technique is aimed at the prediction of future value based on historical 
measurements taken at successive time intervals. The forecast skills and accuracy of this 
technique decreases with increasing time steps especially when seasonal components exist in the 
time series. As a result, the time series model performs well using uniformly spaced time series as 
compared with its use with stochastic time series [80]. A typical time series technique 
outperforms the numeric weather predictor for less than 6 hours forecast horizon but forecast 
errors increase with increasing time steps. The time series forecasts model has found the several 
applications in sales forecasts; economic planning (for determining the gross domestic product); 
financial risk management; inventory and stock control; budgeting; monitoring production line 
and capacity planning in the industry; agriculture (for crop plantation and livestock production); 
in meteorology and wind energy industry (for daily weather and energy forecasts) etc. [81]. The 
various time series techniques which have been adopted in predictions of the time series data 
include the following: Auto Regressive (AR); Moving Average (MA); Auto Regressive Moving 
Average (ARMA); Auto Regressive Integrated Moving Average (ARIMA); Exponential 
Smoothening (ES); Grey Predictor; Kalman filters etc. The merits and demerits of the time series-
based technique are summarized below: 
Merits of the time series-based technique: 
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 It is easy to model as compared to the physical-based. 
 It is inexpensive to build or develop. 
 It is accurate for short term predictions. 
Demerits of the time series-based technique: 
 Increasing forecast error as the prediction time increases [82]. 
 The time series technique is dependent on the historical measurement or events, and any 
residual or error components in the past time series is propagated into future predictions 
 It is not suitable for seasonal and noisy data. 
3.2.3.1.1 Moving Average (MA) 
The moving average technique is the simplest and the most popular statistical technique used for 
prediction of a univariate time series. The moving average technique is considered as an accurate 
forecast tool for short term prediction where there are no trends in past time series (events). 
However, where trends are in past data, the use of MA technique will perform poorly because of 
the residual error in past data which is propagated into the future predictions. The MA model 
technique is usually fitted with the time series by replacing past measurement with an average of 
past data that moves by a forward time step. 
If P1, P2, P3…Pm is the successive past power measurement at a successive time t; αt, αt-1, αt-2….. 
αt-m is the white noise errors at time t, t-1,….t-m; m ,......, 21 is the moving average parameters; 
the m
th 
order of the moving average with parameters m ,......, 21 is defined as Eq. (3.2-3.3) 
mtmttttmMma   ...................332211)(   
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)(                     (3.3)    
where Mma (t) is the moving average forecast for successive future events beyond time t, μ is the 
mean of the time series (often assumed to be zero). 
The moving average technique is accurate for stationary time series data without cyclic or 
seasonal trend. However, when Eq. (3.3) is used for nonstationary time series, the white noise 
known as residual errors in the past and present values are propagated to forecasts of the time 
series.  
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Another disadvantage of the simple moving average model is that the forecasts accuracy 
decreases when there is a strong trend in the historical time series data. To handle the problem 
associated with seasonal trend, the historical time series with trend is transformed from the 
nonstationary time series into stationary series data by using modeling techniques such as 
differential transformation as well as the iterative non-linear fitting etc. This will enhance 
minimization of the forecasts error which may occur when using the MA model for seasonal or 
non-stationary time series data. The merits and demerits of the moving average technique are 
listed below: 
Merits of the MA technique: 
 It is applicable for trend detection. 
 It is accurate for short term predictions. 
 It provides stable forecasts where are no trends in the time series data 
Demerits of the MA technique 
 The moving average lags at a time step on the noise or residual error. 
 It is very difficult to tune the model for future time series forecast. 
 It requires smoothing technique to remove irregularities, trends, or seasonality in the 
times series. 
3.2.3.1.2 Auto Regressive (AR) 
The auto regressive (AR) technique is another time series forecasts technique which has been 
used for the modelling and prediction of time series based on its previous pattern or successive 
past data. The auto regressive technique is often described by a weighted sum of its previous 
values and the presence of white noise error.  
If P1, P2, P3,…..Pn is the successive past power measurement at successive time t, the 
autoregressive model of n
th 
order at which the model will go backward to predict the future value 
is defined as Eq. (3.4 - 3.5). 
  tntntttar PPPPnM    .......)( 332211                  (3.4)   
    t
n
i
iti P  
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
1                      
           (3.5) 
where i is the auto-regressive parameter, t is the white noise error, and Mar(n) is the auto 
regressive forecasts for period beyond time t. 
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The AR model has found its applicability in the optimization of turbine blade angle based on 
data-mining auto regressive technique as explained by Fakuda et al [83]. In addition, the adaptive 
fuzzy logic model along with the AR model was used by Dutton et al [84] for load and wind 
power predictions of an isolated power system. Only a little improvement was made over the 
persistent-based model for 2 hours forecasts and about 20% RMSE improvement for 8 hours 
forecasts. Another application of the AR technique is found in [85] where Miranda et al 
developed a 6
th
 order AR model for one hour wind speed prediction using the Bayesian approach. 
The forecast results were found useful for short term prediction as compared with the persistence-
based model. However, the lower order of the AR models performed poorly for short term 
predictions. 
3.2.3.1.3 Auto Regressive Moving Average (ARMA) 
The Auto Regressive Moving Average (ARMA) is a stationery time series model which is made 
up of the auto regressive and the moving average. This stationary time series model was 
developed by Box and Jenkins, and was found that the forecast accuracy increased with an 
increasing order of the model. The mathematical description of this model has been explained by 
Box et al [86]. The ARMA model is often used for the modelling of stationery time series, which 
takes into account the past event, forecast error, and the lagged term (random white noise) [87-
88]. The ARMA (n, m) order of the model is defined as the past time steps the model will go to 
predict the future value as illustrated by Eq. (3.6) 

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                  (3.6)
 
where i is the auto-regressive parameter; t is the white noise error; j is the moving average 
parameter; Pt is the past power value at a time t; n is the autoregressive order and m is the 
moving-average order. 
The AR and ARMA models are the most popular univariate time series models used in 
macroeconomics and financial econometrics for generating forecasts of the series. The ARMA 
technique is suitable for short term forecasts but forecast accuracy drops with increasing time 
horizon (that is, the performance of the ARMA differs with time horizons). One advantage of the 
ARMA technique is its performance when utilized for short term forecasts, where the time series 
is stationary with no seasonal trends. For a nonstationary time series, the ARMA model performs 
poorly when used for forecasts of time series events. Some of the applications of the ARMA 
model in wind forecasting have been explained by Schwartz et al [89], Tantareanu [90], Torres et 
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al [91], Riahy et al [92]. Furthermore, the ARMA model has found its applicability in the fields 
of Hydrology, Econometrics, Dendron-chronology etc. 
3.2.3.1.4 Auto Regressive Integrated Moving Average (ARIMA) 
The Auto Regressive Integrated Moving Average (ARIMA) is a time series technique used for 
the filtering of seasonal trends in nonstationary time series as compared with the ARMA which is 
used for modelling of the stationary time series. For nonstationary time series, the trend can be 
decomposed (removed) by applying one or more differential transformation to the non-stationary 
data to achieve stationary time series. Thereafter, the ARMA model is applied to the 
transformation, and this technique is defined as the ARIMA modelling [93-94]. The seasonal-
ARIMA model and the ANN model were considered for the prediction of the wind speed at the 
South Coast of Oaxaca. The use of seasonal ARIMA follows the actual wind speed pattern as 
demonstrated by Cadenas et al. However, the performance of ANN improves when the numbers 
of training vectors increases [95].  
3.2.3.1.5 Exponential Smoothening (ES) 
Exponential smoothening (ES) is another smoothing technique used for cyclic and seasonal trend 
time series. This technique is often used to smoothing the irregularities or seasonal variation in a 
time series because the seasonal variation in the time series cannot be easily removed. As a result, 
they are usually filtered using the exponential smoothing technique. 
 The exponential smoothing technique is a weighted averaging forecast technique that is based on 
an unequal allocation of weights to time series with a smoothing constant.  The use of exponential 
smoothening technique is more complicated than the simple moving average (MA) technique 
because greater weights are given to the recent data while lesser weights are given to past data as 
compared to the equal weight allocation given to the past data in the MA technique. In addition, 
the weights allocated to the past data declines in an exponential manner with increasing forecast 
time (i.e. greater weight is given to the more recent forecasts and takes less consideration of the 
long past events or forecasts) [96]. With an unequal assignment of weights to the recent value, it 
is easier to adjust the noise or forecast errors in the past values or data to tune the ES model for 
future forecasts.  
The forecast capability of the exponential smoothening model has been investigated in wind 
speed predictions.  Cadenas et al in his study used a single exponential smoothening model for 
forecasting the wind speed at Chetumal location and forecast results showed that the exponential 
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smoothing model performs better to the tuning as compared with the performance of the Adaline 
neural network [97]. However, the performance of neural network was improved when the 
numbers of samples data vectors were increased. Torres et al also carried out prediction of an 
hourly mean wind speed using an exponential smoothening model and the forecast results were 
compared with the persistence-based. The persistent model performed better than the ARMA 
model for first hour wind speed forecasts. However, for forecasts beyond 1-hour, the ARMA 
outperformed the persistence-based. 
3.2.3.1.6 Grey Prediction Model (GPM) 
The grey prediction model (GPM) is another time series technique rarely used in wind speed and 
power predictions. The applicability of GPM was found in 1-hour wind power forecasting of a 
600kW turbine as explained by El-Fouly et al [98]. The actual hourly mean time series was 
transformed into a new time series with less noise and randomness. Thereafter, a differential 
equation was developed and its coefficients were determined using the least square technique. 
The one hour forecast values were determined using the coefficients of the differential equation, 
while the actual (original) values of the time series data was regained by an inverse operation. 
The generated results showed that the predictor overshot the forecasts. As a result, the author 
developed an alpha GP [99], which has a weighting factor for calculating the coefficients of 
differential equation instead of the least square approach. Still, the GPM has a poor time-series 
tracking feature. Thereafter, two new models; the Improved GPM’ and the Averaged GM were 
developed. The forecast results based on the MAE and RMSE values show that all the models 
improved over the persistence-based and the average GPM has an overall superiority for the 
forecasts as compared with all other GPMs and the persistence model. 
3.2.3.1.7 Kalman Filters (KF) 
The Kalman Filtering (KF) technique also known as the state space model was originated by the 
control theory engineers in 1960, and the mathematical derivatives was later developed by 
Meinhold and Singpurwalla using the Bayesian approach in 1983. The applicability of KF 
technique in wind prediction has only been found in very few literature. The KF technique was 
adopted by Costa et al for wind speed forecasts and the forecast accuracy was compared with the 
persistent-based technique. The KF performed better for 5-minute time step forecasts, while the 
persistent model performed better for hourly wind speed forecasts [100-101]. 
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3.2.3.1.8 Discussion  
The applicability of time series technique has been discussed. The accuracy of the various time 
series forecast models as proposed in several literature differ with the input values and model 
parameters as well as the forecast skills of the developed time series models. The use of time 
series techniques in forecasts perform best with the stationary data for increasing time horizon but 
perform poor when used for nonstationary series as time forecast increases. In addition, the use of 
any of the time series techniques for wind speed and power forecasts at a specific site may not be 
suitable for another location due to the various factors such as: terrain structure, the turbulence 
intensity, the patterns of wind flow, site weather information, the considered prediction time 
intervals of the model etc. Hence, the use of ANN for wind speed-power forecasts has been 
proposed in literature to provide solutions to the associated problems of time series techniques 
such as model complexity and computational speed, forecast time intervals, forecast accuracy 
with increasing time steps etc. 
3.2.3.2 Overview of the Artificial Neural Network (ANN)  
The Artificial Neural Network (ANN) is an adaptive system similar to emulator of the biological 
neurons in the brain. It is composed of a number of interconnected processing units called 
neurons, which has synaptic weights for storing acquired information through the learning 
process as well as making the information available for use when recalled. The arrangement of 
neurons in the network layers and the pattern of connection between layers are called the neural 
network architecture. The artificial neural network is made up of the highly interconnected 
processing units called neurons, which perform the following functions: accept input signal(s) 
from the external environment known as the source, through the input unit(s) of the network. 
Each of the input units has an associated connection link called the synaptic weight w, which can 
either be fixed or adaptive in order to learn the patterns between input and output vectors. The 
input signals are computed with its respective weights, and the weighted input signals are 
summed to the neurons to become the weighted net inputs. These weighted net inputs are fed as 
input signal and when the activation function is applied to the neuron(s), an output signal is 
generated [102-104]. The generated output signal can be propagated to other units in the layer (if 
the network has more than one hidden layer) or sent directly to output unit(s) of the network. 
Figure 3.1 shows the structural representation of a simple neural model and the inter-connection 
between its various network elements. The single neural model has a number of input units where 
each of the input signals (x1, x2, x3……..xn) are fed into the model through the synaptic weights (w1, 
w2, w3……..wn).  The weighted net inputs uj to the neuron is the summation of all the weighted input 
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signals as expressed in Eq. (3.7). The summated weighted input makes the input of the activation 
function, produce an output signal yo. The output of the neural model is expressed in Eq. (3.8) 
nnj xwxwxwxwu ........332211                              (3.7) 
 
jjo buy                       (3.8) 
where n is the number of elements in the input vector, wn  is the  associated synaptic weights, jb  
is the fixed bias factor which is applied externally to change the net weighted inputs of the 
activation function, 
j  is the threshold, and   is the activation function. 
 
 
 
Figure 3.1: Structural representation of a simple neural model  
 
The behavior of an ANN is determined by its connection links (weights) and the activation 
function(s). The process where the weights are tuned in a manner that the ANN generates an 
optimal result is called training (learning). To design a neural model for the training, the 
following network parameters are usually considered:- the learning rate and the momentum gain, 
the number of layers in the network, the number of neurons per layer, the number of training 
epoch or iterations, the activation function type etc. However; for a given task, it is necessary to 
define the network parameters because of the performance of the network which depends on 
those parameters.  
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The selection of an appropriate number of hidden layer(s) is one of the most important parameters 
considered in a network design but is not limited to this. Other parameters include: the quality of 
the training measurement, the connection weights and the number of neurons. For example, in a 
simple network design, one or more hidden layer(s) can be considered, whereas for a complex 
design, two or more hidden layers can be considered. In addition; for a complex design, the neural 
network will tend to be prone to over-fitting and generalization problems. However, using a 
smaller network can help to avoid over-fitting problem but result in poor approximation of the 
network. One way of solving this problem is to optimize the network size by selection of 
appropriate network parameters such as: varying the number of the input variables, the 
connection links called synaptic weights, as well as adjusting the neurons in the hidden layers.  
3.2.3.2.1 Activation Function 
As discussed, the response (output) of the neural model to an input signal is dependent on the 
pattern of connection of neuron to other neurons in the network layer; connection links (synaptic 
weights); as well as the activation function(s) in each network layer [105]. The activation function 
in the network layer(s) determines the amplitude of the output signal(s) based on weighted net 
inputs and the applied bias factor. The transfer function also known as the activation function can 
be grouped in terms of their range of output signal. The most common type of activation function 
used in a single-layer network is the step activation function. However, for multilayer neural 
network, the linear (purelin) activation function and non-linear activation function (log-sigmoid 
and tan-sigmoid) are often used together [106]. Non-linear functions are usually considered for 
the multilayer back propagation t aining where computation speed is required as a result of the 
effects of feeding the input signals through two or more network layers.  
An overview of the various activation functions are discussed below: 
3.2.3.2.1.1 Step Activation Function 
The step activation function is also known as the threshold or Heaviside function. This function is 
used with a simple neural model called a single-layered network. This is as a result of feeding the 
input signals through one layer of the processing unit(s).  Hence no computational speed is 
required for this layered network. In addition, this type of activation function is used where the 
output network is simply the summation of all the weighted input signals of the neuron with a 
threshold
j . The threshold function can take have value of 0 if the net input is less than a certain 
threshold value, and the value 1 if the net input is greater than or equal to the threshold value.     
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3.2.3.2.1.2 Linear Activation Function 
The linear activation function also known as the purelin function is used in performing linear 
transformation (or approximation) of the input vector(s). This type of function is widely used with 
the multilayer neural network where the output(s) of the function produces any value outside the 
range of -1 to +1.  
3.2.3.2.1.3 Non-Linear Activation Function 
The log-sigmoid and tan-sigmoid functions are examples of the non-linear activation function 
used in the network to learn the non-linear and linear relationships between input and output 
vectors. These sigmoid functions are used mainly in performing non-linear transformation of the 
input vector using back propagation training rules. In a multilayer network, the sigmoid function 
is used to calculate the weight updates in certain training rules (defined algorithms). 
3.2.3.2.1.3.1 Logistic Activation Function 
The log-sigmoid function is often used in a multilayer network where the desired output values 
are in the range of 0 to +1, and the input values are in range of negative to positive infinity. The 
logistic activation function is defined in Eq. (3.9) 
)exp(-1
1
 = f(x) 
x                                 (3.9) 
where  is the slope (steepness) parameter, and f(x) is the log-sigmoid activation function 
As x tends from negative towards positive infinity, the sigmoid shape becomes steeply and the 
slope of the sigmoid is zero as explained by Murphy. However, in a scenario where the slope is 
not equal to zero, the output ranges between the value of 0 and 1. 
3.2.3.2.1.3.2 Tan-Sigmoid Activation Function 
The tangential sigmoid activation function is another multilayer activation function used in back 
propagation training. The neural input of this activation function ranges between the negative and 
positive infinity, while the tan-sigmoid is used to constrain the output value within the range of -1 
to +1. The tan-sigmoid activation function is defined in Eq. (3.10) 
)(-
exp  1
)(-
exp - 1
 = g(x) =sigmoid-Tan
x
x


              (3.10) 
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3.2.3.2.1.3.3 Discussion 
An overview of the different activation functions used in neural network models have been 
discussed and the combination of the purelin and tan-sigmoid activation functions are proposed 
for the development of the wind energy estimator considered for this energy study:- the tan-
sigmoid activation function in the hidden layer and the purelin activation function in the output 
layer of the network. Because of the nonstationary wind measurement used as inputs, the non-
linear activation function in the hidden units of the layer is needed to introduce nonlinearity into 
the network. Without nonlinearity, the hidden units of the multilayer recurrent neural network 
would not be any effective than a single layer perceptron. Though the log-sigmoid activation 
function is useful in determining the output of the layer network from its net input, the use of the 
tan-sigmoid activation function allows the neural network to learn faster and generalize better. 
3.2.3.2.2 Application of the Artificial Neural Network 
The ability of the neural network to solve complicated non-linear problems in dynamic systems 
and to train noisy data has made the use of ANN a powerful tool in various applications such as:- 
 Science and Engineering in modeling of linear and nonlinear dynamic systems; 
recognition of patterns among input and output signals; in control systems; optimization 
and signal processing in communication line etc. [107-110]; 
 Medical research in prediction of patient recovery state based on known medical records 
over a period of time; learning and controlling of joint arm movements; processing and 
detection of image in ultrasound and x-rays etc. [111-112]; 
 Hydrology in predictions of the quality of water on the earth surface [113-114]; 
 Finance in asset allocation; prediction and control of stock market prices; and forecasts of 
revenue and effect of changes to prices etc. [115-116]; 
 Sports in forecasting of the probability of events such as in horse racing; cricket and 
football games; greyhound racing based on previous sport statistics etc. [117-119].  
Merit of the Artificial Neural Network: 
 No required mathematical model, only training samples are needed. 
 Decrease forecast error as the prediction time increases. 
 Suitable for the handling seasonal and noisy data as compared with the time series-based 
 Accurate for short to long term wind predictions. 
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 The ANNs is widely used in solving most of the problems associated with time series 
prediction. 
 Others benefits of the ANNs include: error tolerance, self-learning capability, presence of 
the synaptic weight for storing stable target vectors etc. 
 
Demerit of the Artificial Neural Network: 
 The technique requires a tuning process and testing phase to validate the accuracy of the 
trained network. 
 It requires large dataset for optimal training 
 Over-fitting and poor generalization (local minimal point) problems if the network 
parameters are not appropriately chosen. 
 Scaling problems and increased processing time as network size increases. 
3.2.3.2.3 Classification of the Artificial Neural Network  
The ANN can be classified based on the connection type: the feed-forward NN; and the feed 
backward NN. The feed-forward network can either be a dynamic feed-forward network with a 
feedback loop from the output unit to input unit or static feed-forward network from the input unit 
to output unit. The feed-backward is a dynamic feed-forward network characterised by the 
presence of feedback connections (feedback loop) from the hidden or output layer of the network 
into the input units of the layer. The dynamic neural network has been widely used in several 
applications because of its memory capability to store the learnt sequential or pattern during the 
training phase. This is useful in situations where the trained information needs to be recalled for 
prediction of unknown events based on known input pattern. However, the dynamic network 
typically has longer response time and is more difficult to train as compared to the static feed-
forward network. The static feed forward network doesn’t propagate the output from the hidden 
or output layer back to the input layer. As a result, it is inherently static in behaviour because of 
the lack of a feedback element which provides dynamics to the network. The advantage of the 
dynamic network over the static network is that it has a feedback loop with time delay element (Z
-
1
) which provides dynamic responses to the network [120]. Another advantage of the dynamic 
network is that the output depends not only on the fed input signals, but also on the history of the 
input sequence, outputs, or state of the network. For wind speed and power prediction, it is 
required that the FNN should solve both linear and non-linear problems. However, the inability of 
the FNN to remember previous states of the input pattern it learnt during the training of the 
network has created a setback to the use of static FNN in wind forecasts. As a result, the dynamic 
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network has been found suitable for solving non-linear problems related to wind speed and power 
prediction at a given site. 
Secondly, the ANN can be classified depending on the topology: the single layer and the 
multilayer neural network. In a single layer network, there is only one layer of synaptic weights 
connection between the input and output units of the network, as well as a linear transfer function. 
The output of this layer is connected directly to the output unit(s) and is not connected to the 
subsequent layer [121]. The single layer network is not very useful for solving non-linear 
problems because of its limited mapping capability but is suitable for linearly separable input 
variables. Unlike the single layer, the multilayer network has more than one layer of connection 
(hidden layer) between the input and output units of the network. The advantage of the multilayer 
network over the single layer network is that the multilayer allows the network to learn both the 
linear and non-linear relationship of the input and output vectors. Another advantage of the 
multilayer network is its accuracy when used for solving complex and complicated problems as 
compared to the use of a single layer network for linear systems. However, the training of the 
multilayer network could be very complicated and requires computational speed to learn.  
Thirdly, the ANN can be classified depending on the learning rules or methods in which training 
samples are presented to the ANN. They include the supervised learning ANN, unsupervised 
learning ANN, and re-enforcement ANN.  
The supervised learning ANN  is often considered in applications such as in the classification of 
noisy variables, channel equalization in communication systems, modelling and control of 
dynamic systems, prediction in financial markets, speech recognition, fault detection etc. The 
supervised network is trained by the provision of training datasets. The input variables are 
provided for the training phase, while the output variables are refer to the target (actual) output 
variables, and are very crucial to the training of the supervised network. In addition, this network 
requires an external teacher or supervisor for training. This supervised learning network trains 
with these input variables and the predictions from the network layers are compared with the 
target (actual) outputs. Depending on the training algorithm, the error function is calculated and 
this error derivative is used to tune the synaptic weights or update the network for optimal 
training. Figure 3.4 shows the flow chart of the classification of the supervised learning network.  
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Figure 3.2: Classification of the supervised learning network 
Unlike the supervised learning, the unsupervised learning ANN is a self-supervised training 
network which does not require target variables. The output of this network is not known in 
advance as compared to the supervised learning. The self-supervised network is only provided 
with input variables and the network itself is allowed to decide what features, initialization or 
learning rules it will use to respond to given input variables. The unsupervised learning is another 
important feature of the ANN which is utilized for complicated non-linear problems that are time-
consuming or difficult to handle using developed mathematical models. The self-supervised or 
unsupervised learning are often referred to as the self-learning, self-organization or adaptive 
network. Examples of this include:- the Adaptive Resonance Theory (ART), Kohonen Self-
Organizing Feature Map (SOFM) etc. [122].  
The re-enforcement learning is another area of the machine learning procedure which learns by 
interacting with its network environment and getting feedback response from the environment in 
a discrete time step. In this learning procedure, the environment is formulated as a Markov 
decision process (MDP), and the learning only takes place by continuous interaction with the 
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environment. In addition, the reinforcement network requires the use of a training sample to 
optimize the performance of its network and the use of a function approximation to cope with its 
large environment. Furthermore, the reinforcement learning focuses on on-line performance as 
compared to the supervised training which focuses on off-line performance of the network.  
Furthermore, the supervised learning can be grouped into the feed forward (FNN) and the feed-
backward (RNN) network. The FNN is widely used in applications such as function 
approximation, prediction of unknown time sequenced event where time constraint or factor is 
involved, as well as in non-linear dynamic systems [123]. Common examples of the RNN are the 
Jordan and the Elman neural networks for wind speed-power predictions, Hopfield RNN in power 
system applications. The Jordan neural network was introduced in the 1986 where the activation 
signals of the output layer are fed back into the input layer through a set of extra input unit(s) 
called the state units. The connections between the output and state units have a fixed weight 
value of +1. Another feedback network is the Elman neural network latter introduced in the 1990. 
The Elman was a modification of the Jordan network where the activation signals are fed back 
from the hidden layer into the input layer through a set of extra input unit(s) called the context 
units [124]. Like the static multilayer feed-forward network, the Elman RNN is a two layer back 
propagation (BP) network, with a sigmoid transfer function in the hidden layer and purelin 
transfer function in the output layer. 
Another type of recurrent network is the layer recurrent network (LRN), a generalized form of the 
Elman RNN with an arbitrary number of hidden layers and transfer functions. This means the 
number of layers and transfer functions in the network can be varied depending on complexity of 
the network. The LRN is characterized by the presence of a backward connection with a time 
delay (such as single or double), providing feedback loop (s) from output of the hidden layer into 
the input layer. The activation signal from the hidden layer is taken from the real output during 
the training of the network and feedback into the input layer [125].  
The Echo State Network (ESN) is another type of recurrent neural network with a sparsely 
connected random hidden layer. The weight of the output neurons are only considered as part of 
the network that can be changed and trained [126]. Another application of the recurrent neural 
network is found in the field of medical science where a time-lagged network (TRNN) is used for 
the prediction of cell growth and disease break ups based on known medical records collected 
over a period of time. Furthermore, the pipelined recurrent neural network (PRNN) is another 
recurrent neural network type [127-128] which was used for short-term wind speed prediction 
based on historical time series weather data. Some of the main difficulties of the RNN are the 
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associated scalability problems and the computation training time. For a large number of inputs 
and hidden neurons, the training of the RNN could be very difficult. However, the RNN 
performed better with highly varying noisy data, with less training error as compared to the feed-
forward network. 
Because of the limitations of neural networks in wind speed and power forecasts, a novel 
approach called the support vector machine (SVM) was proposed. The SVM known as the 
supervised learning technique is used to handle some of the limitation of neural network as 
explained by Ji et al [129]. It is widely used for regression analysis as well as in recognition of 
patterns among the input–outputs variables. Some of the applicability of the SVM was found in 
the wind speed forecasts as proposed by Mohandes et al [130]. The forecast results from this 
model were compared with the results obtained from the MLP network, and it was found that the 
SVM outperformed the MLP in terms of RMSE values. A further study was conducted by Ji. et al 
using SVM for estimating the wind speed forecast error. The authors utilized the support vector 
classifier rather than the conventional SVM approach. The forecast error such as the mean 
absolute percentage error (MAPE), mean square error (MSE) etc. has been explained by Ji et al. 
3.2.4 Overview of Hybrid Technique 
A hybrid forecast technique consists of the combination of two or more different forecast 
techniques such as the statistical techniques (time series and neural network); a combination of 
the physical-based and the neural network; combination of the physical-based and the time series; 
or the combination of the neural network with the fuzzy logic etc. A hybrid forecast model is 
usually used to improve the forecast skill especially in situation where a single forecast model 
performs poorly.  
Some of the applications of the hybrid technique in the wind predictions include: A very short 
term forecasting of the wind vector (comprising of the wind speed and direction) at the Tasmania 
site (Australia), using a hybrid intelligent system consisting of an ANN and a fuzzy logic 
(Adaptive Neuro Fuzzy Interface System). The forecasts accuracy using the Adaptive Neuro- 
Fuzzy Interface System technique was compared to the persistence-based technique. The 
prediction results show that the mean absolute percentage error (MAPE) value of less than 4 % 
were generated using the ANFIS technique, while the persistence-based model recorded an 
approximation value of 30 % [72].  
Another application of the hybrid technique is found in wind turbine control, where two statistical 
techniques were combined to filter the waveform of a wind speed prediction [92,131]. A hybrid 
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forecast model based on the combination of the empirical mode decomposition “EMD” and the 
times series for the prediction of the wind speeds was proposed by Liu Xing Jie et al [132]. This 
model was used for the pre-processing and decomposition of the wind speed data into stationary 
and normal components. The results show that the forecasts accuracy of the model was greatly 
improved. 
Another application of the hybrid technique was found in literature [133] where the neural 
network with radiative transfer was combined with special sensor microwave/imager “SSM/I” to 
determine the wind speed and direction of the ocean surface. The forecast accuracy of this model 
has been explained by Chang et al. A hybrid model was developed by Sideratos et al [134] 
consisting of a fuzzy and a neural network models for 1-48 hours wind power prediction. The 
forecast results were compared with the persistence-based model using the MAE and RMSE 
techniques. Flores et al [135] developed a hybrid model based on the neural network model and 
use of an evolutionary computation for the prediction of time series wind speed data. The forecast 
of the hybrid model, ARIMA model and the ANN model were compared. Furthermore, a hybrid 
method was proposed by Liu et al [136] to predict the wind speed and power output. This 
technique uses the wavelet approach to decompose the real time-series into a number of subseries 
and the Improved ARIMA was used to forecast the time-series values in each subseries. The 
forecast results and accuracy of the series. 
3.3  Overview of the Time Scale Wind Prediction Techniques 
The time step or an interval between the current and future values of a forecast model has been 
defined as the forecast time horizon. The future value of an unknown event can be predicted at 
different time horizons such as seconds to few minutes ahead; minutes to few hours ahead; hours 
to 1-day ahead; one day to a week or more etc. Several forecast wind models have been proposed 
in literature for prediction of wind speed and power output of a WECS at different locations over 
wide range of forecast time. However, the accuracy of various forecast models considered differ 
with the quality of the available wind measurement, the atmospheric stability of the considered 
sites, forecast skills of the developed models, as well as its intended applications (such as 
electricity market bidding and clearing, economic load dispatch planning, operational security in 
day ahead marketing, maintenance scheduling and resource planning etc.) [29,76,137]. In 
addition, the choice of a wind forecast model (such as the persistent-based, physical-based, 
statistical-based, ANN or the hybrid model etc.) depends on the intended forecast time horizons, 
as well as the computation speed requirement for acquisition of the forecast results. The 
development of an accurate forecast model will be useful in developing a well-functioning hour 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  47 
or day-ahead electricity marketing as explained by Wu et al [61] and Negnevitsky et al [138]. 
Furthermore, wind forecast models for different time scale applications have been discussed by 
Soman et al [9]. The various forecasts time of different wind models have been grouped into: 
3.3.1 Very Short-Term Forecasting 
The very short term forecasting has received a wide attention in deregulated electricity markets 
and trading applications. Often times, the very short term forecast is usually refer to as 
persistence-based technique because the forecast time ranges from few seconds to 30-minute 
ahead. The very short time wind forecasts are used in applications such as:- electricity market 
settlements; regulation actions such as in the responds to a fault tackling, quick load change in 
turbine control etc. [92, 131]. The persistence-based technique, time series-based technique, 
hybrid technique (e.g. the ANN and fuzzy logic) is examples of the very short-term forecast 
models that have been utilized within this forecast time range. The applicability of very short 
term forecasts is found in the wind speed and direction prediction at 2.5 minutes time horizon for 
Tasmania site (Australia) [72]. In addition, for a 5 to 15 minutes wind power predictions to check 
the model capability for electricity marketing as explained by Negnevitsky et al [138]. 
Furthermore, a very short term load forecasts model was developed by Chen et al [139] to predict 
the load for several minutes ahead, using a three layer feed forward neural network (FNN) with a 
tapped delay line input. 
3.3.2 Short-Term Forecasting 
The short term forecasting is based on the time series prediction ranging from 30 minutes to 1-
day ahead. The short term power forecast is useful for determining an incremental cost that a 
varying wind power generation can incur for power network instability. It is worth mentioning 
that the varying power generation at a given wind farm can change the scheduling of other power 
plants in order to stabilize the net imbalance between the wind farm outputs and the loads on the 
network. Examples of the forecast models that have been utilized for short time forecasts are the 
artificial neural network (ANN), time series model, hybrid model (ANN and physical-based 
technique) etc.  
The short term forecasts are useful in applications such as:- the power system management (e.g. 
economic load dispatch decisions, unit commitment), security purpose in day-ahead electricity 
trading, generator offline or online decisions etc. [9]. The applicability of the short term forecast 
models were found in the electric load and temperature forecasts of 1 to 24-hour horizon using an 
echo state recurrent network (ESN) [140]. In addition a short term wind power forecast model 
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was developed by Catalao et al [141] for 1 to 24 hours prediction using a feed-forward NN 
trained by the Levenberg Marquardts (LM) algorithm. Mandal et al [142] proposed an ANN 
forecast model for several hour load forecasting. Furthermore, Baunmann et al [143] proposed a 
Kohonen network called the self-organizing feature map “SOFM” for the short term prediction of 
daily electrical load. 
3.3.3 Long-Term Forecasting 
The long term forecasts are usually based on the prediction of regional atmospheric patterns, 
ranging from 1 day to 1 week ahead. For this forecast horizon, a large meteorological data are 
required for developing the forecast model to produce an accurate forecast [76]. For wind power 
forecasts, the prediction is aimed at maintenance and planning of wind farm operations, 
conventional power plants decision (unit commitment), electricity markets etc. [9,137]. In 
addition, the long term power forecast is aimed at providing stability support to the power grid 
especially during peak load demand. The applicability of the long term forecast model is found in 
the range of 1 to10 days forecast of the pdf of a wind power output using the weather ensemble 
predictor “WEP as explained by Taylor et al [141]. Other long term forecast model such as the 
fifth generation Mesoscale “MM5”, HIRLAM, hybrid model have been explained in literature 
[145-146].  
3.4 Wind Measurement Systems 
The wind measurement systems (WMS) have received a wide attention within the various 
industries and applications such as in the weather station, wind energy industry, marine, 
navigation and agricultural sectors, windsurfing; environmental monitoring, industrial control 
processes, local airports etc. This is as a result of its ability in monitoring the prevailing wind at a 
reference site or remote locations (immediate neighbouring site) for correlation of weather pattern 
across that wind field. The need for correlation of the weather information across the wind park is 
due to the variation of the wind at different locations which vary  with time of the day; the 
climatic and regional weather effects; the topography of the region etc. This acquired information 
at the wind park is very crucial in wind resource assessment because it is an accurate approach for 
evaluating the economic viability of the wind resources at that region for the development of 
wind farm project. The WMS are important wind acquisition systems used to address issues 
related to onshore and offshore wind resource assessment; remote monitoring of the atmospheric 
conditions; acquisition of wind measurements used for the validation and development of 
forecasts model etc. The deployment of state-of-the-art measurement systems at different 
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locations across the wind park is one of the best approaches for determining the weather pattern 
across a potential region for a successful planning and implementation of a wind farm project.  
The wind measurement systems consists of wide range of acquisition systems that provide the 
weather (wind) measurement needed for wind resource assessment at Darling Wind Site (DWS) 
and Vredenburg Wind Site (VWS), as well as for wind speed-power estimation (forecasts). A 
typical wind measurement systems deployed at a wind site consists of one or more anemometers 
(wind speed measurement), one or more wind vanes (prevailing wind direction), barometric 
pressure sensor (pressure measurement), humidity-temperature sensor (humidity-temperature 
measurement), one solar panel (for power supply), GPRS communication system (for remote 
communication), data logging system (storing the wind data over a period of time) as shown in 
fig. 3.3. Others include the global radiation sensor (pyranometer), precipitation sensor, obstacle 
light etc. The generated wind measurements from these systems are used to develop various 
forecasts models used in very short term to long term wind prediction.  
In the sitting of a wind farm project, the most crucial factors which are considered in wind 
assessment are the identification of potential wind location, the collection and evaluation of the 
collected weather data or record at that location. Prior to the development of a wind farm, the 
wind measurement systems are deployed at strategic locations for monitoring the prevailing wind 
resources at the sites. These measurement systems are positioned on the mast in a manner that is 
free from barrier or obstruction, while the surrounding terrain and site conditions should be put 
into consideration. These wind measurement are captured by the acquisition systems and stored 
as weather data for a long period of time (a minimum of 12 months) with high level of accuracy. 
The accuracy of the acquired wind information depends on the accuracy and resolution of 
measurement systems deployed on the meteorological mast at the site. Upon sampling of the site 
measurements by the deployed measurement systems, they are stored at a regular interval as the 
mean wind measurement as programmed in the data logging systems.  
In wind resource assessment at a proposed site, the process of  measurement data acquisition to 
data correlation are important phase for the wind farm developers because it help: (i) to correlate 
the pattern of wind flow across the wind site and region; (ii) to determine if the prevailing wind 
across the specific site would be suitable for wind farm project; (iii) to determinate the wind 
power class of the site and selection of the WECS based on the prevailing wind resources; (iv) for 
alignment or positioning of the WECS for maximum power tracking of the wind; (v) for energy 
analysis based on the available  information on the wind site; (vi) for estimating the long term 
payback of a proposed wind farm project; (vii) for selection of suitable location within the wind 
field if the proposed site is not economical for the development of a wind farm project.  
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Figure 3.3: Schematic illustration of the wind measurement systems at proposed site  
 
In the development of a wind energy project at a location, the best approach to accurately 
evaluate the wind potential is by erecting a highly performance one or more sensors at the 
different heights on the measurement mast. For a small scale wind energy project, the simplest 
approach is to measure the prevailing wind speed at the proposed site for a minimum of 12 
months. However, for an accurate wind site assessment, the weather data (information) are 
collected over an extended period of time using a high performance wind measurement systems. 
The prevailing site wind conditions are sampled at a regulated frequency for an extended period 
of time, and stored as the mean wind measurement in the data logging system. The sampled mean 
wind measurements are correlated with the long term mean wind or weather data in the 
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neighboring location. If correlation of a specific and the neighboring site is successful, the 
feasibility study on the wind potential of specific site will be much more accurate to evaluate for 
WECS deployment and wind farm development. To estimate the long-term energy potential and 
the payback time of the energy project, a long and high quality wind data (such as 2-12years) 
stored in the data logging system are extracted for the evaluation of the site energy potential. The 
longer the duration of the wind measurement, the more accurate the evaluation will be.  
For both sites study, the wind measurement systems at DWS were deployed for collection of 
weather or wind data. The deployed acquisition systems include:- the wind speed and direction 
sensors (RM Young-05103 wind monitor), air temperature sensor (thermometer), atmospheric 
pressure sensor (barometer), solar radiation sensor (pyranometer), air humidity (hygrometer), 
rainfall sensor, and precipitation sensor. The figure 3.3 shows the schematic diagram of the wind 
sensors deployed on the measurement mast for sampling of the site wind measurement at DWS.  
3.4.1 Wind Speed Sensor 
The energy output of a wind farm is affected mostly by the prevailing wind speed at the specific 
site. To evaluate the wind speed potential at a site, the on-site wind speed measurements are taken 
over a long period of time prior to development of a wind farm. The accuracy of the wind speed 
measurement can be very difficult to determine especially for locations with a low performance 
and un-calibrated wind speed sensors. For an accurate measurement of the prevailing wind speed 
at a site, the sensor is positioned at the central top of the mast in such a way that the sensor is 
exposed to the wind from different directions without obstruction. The wind speed sensor also 
known as the anemometer is designed mainly to measure the prevailing wind speed at a given 
location. There are varieties of wind speed sensors available for measurement of the wind speed 
at different location. They include the: Cup Anemometer, Laser Doppler Anemometer, Ultrasonic 
Anemometer, Impulse Anemometer, Smart Anemometer etc. 
3.4.2 Wind Direction Sensor 
The prevailing wind direction is another important site factor to be considered in the sitting of a 
wind farm project especially at locations with varying wind. The direction of the wind is usually 
measured in azimuth degree (°). Azimuth degree is used to denote the tangential projection at 
which the wind flow originates. The importance of the wind direction sensor for wind energy 
application cannot be over emphasized because it enhances alignment of the wind turbines in 
farm siting for known wind direction. It is recommended that the wind vane be deployed at least 
1.5 m height below the anemometer to avoid an obstruction to wind flow from any direction. 
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However, if the wind vane is deployed at a 10 m hub height close to the anemometer, this will 
cause obstruction to the flow of wind and invariably resulting in the inaccuracy of sampling wind. 
The two common types of wind direction sensor used to indicate the direction of wind at a given 
location are the windsock and the wind vane. The windsock and vane are designed and positioned 
in such a way that the air resistance of the wind across is minimal, causing no obstruction to the 
wind flow. 
3.4.2.1 Windsock 
The windsock is an old measurement system with a tube of conical textile used for indicating the 
direction of wind flow and its speed relativity (the difference in the speeds at two points). To 
determine the direction of wind flow using a windsock, the conical tube points to the opposite 
direction of the wind origin. During low wind flow, the windsock tube drops and during high 
winds, the conical tube aligns horizontally. The windsock has found several applications such as 
in local airport where it’s mounted near the runway for pilots to know the direction of the wind 
flow in order to adjust their take-off and landing directions, in industrial or chemical transmission 
lines used as a warning signal where there is a potential risk of gaseous leakages, highways for 
pointing to the direction of road movement etc. The advantages of the windsock are its low cost, 
easy to develop and it can be used as basic tools for wind direction measurement. However, due 
to the inaccuracy involved in the interpretation of the wind direction, and its inability to measure 
the direction of the wind at different wind flow (0 - 360°), the use of windsock system has been 
limited for wind site assessment. Due to limitations of the windsock, the wind vane was 
developed for measurement of different direction of the wind flow.  
3.4.2.2 Wind Vane 
The wind vane is mounted on a tower like the windsock and provides a more accurate wind 
direction measurement as compared to the use of the conventional wind sock. One major 
difference between the windsock and wind vane is that the wind vane points its tail to the 
prevailing wind while the windsock points to the opposite direction of the wind flow. The wind 
direction sensors usually come in three different types: analogue, Potentiometric and digital wind 
vanes. The early version of the wind vane is the analogue based with a low quality internal 
electro-mechanic fitting, limited life span and considerable north gap etc.  
Due to the inability of the analogue wind vane to accurately capture the wind signals at every 
direction, low resolution, and poor performance during extreme weather conditions, the analogue 
sensor has been limited for use in wind resource assessment, meteorological studies, and 
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environmental monitoring applications. The Potentiometric wind vane was developed using a 
transducer that converts the wind direction signal to an electrical signal (DC voltage) relative to 
the position of the vane (azimuth angle). Like the analogue wind speed sensor, the electrical 
signal of the wind vane is converted to digital signal via the A/D converter before it can be stored 
in the data logger. Since the site wind conditions differ with location, the range of performance 
and suitability of each wind direction sensor must be known before deployment at a mast for a 
specific site wind measurement. At a given wind farm, the wind vanes on nacelle of the turbines 
are used to point the turbine to the wind direction for maximum capture of the wind and away 
during strong or gusty wind. There are different mechanisms that are available for this operation 
such as the stall-control, pitch-control, active stall etc. as discussed in chapter 2. For a small 
WECS, the nacelle is positioned towards the wind using the tail vane known as the wind vane 
while on a large WECS. The nacelle is electrically yawed in and out of the wind in response to a 
signal received from the wind vane attached to the nacelle. 
3.4.3 Atmospheric Pressure Sensor 
The atmospheric pressure sensor known as the barometer is another wind monitoring sensor 
deployed on a meteorological mast at specific site for atmospheric pressure measurement. For 
wind resource assessment, the atmospheric pressure and air temperature information of the site 
are crucial for air density analysis because the performance of the wind turbines is affected by 
both the wind speed and the air density at a hub height. Most of the available pressure sensors use 
a piezoelectric transducer that provides a voltage output as a signal to the data logging system. 
The piezoelectric barometric pressure sensor such as sensor_AB60 is an atmospheric pressure 
sensor with measurement ranging between 800 and 1100 hPa, external power supply voltage of 9 
to 32 VDC, operating temperature ranging between -40 and 85 °C, relative humidity ranging from 
0 to 98 %, voltage output from 0 to 5 VDC.  
3.4.4 Humidity-Temperature Sensors 
The humidity-temperature sensors are used to measure both the ambient air temperature and the 
relative air density respectively. The air temperature, pressure and humidity have an influence on 
the wind power generation at a given site. The air humidity is not an important factor to be 
considered in siting of a wind farm but the air temperature and pressure prevalence at a site have 
a strong correlation with the amount of water vapor that could occur at a meteorological tower. 
During sunny day when the air is heated, the density of air decreases as a result of decrease in the 
atmospheric pressure and increase in air temperature. The decrease in air density as a result of the 
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heating of the air (high temperature) causes the amount of water vapor in the atmosphere to rise 
and vice versa. As a result, the measurement of the surrounding air humidity is required for 
locations with high air temperature potentials to avoid moistening problems which could affect 
the operation or accuracy of the wind measurement systems. For wind farms deployment at harsh 
weather locations, the air humidity may have a direct impact on the turbines but knowing the 
humidity measurement in that location will help to ascertain the potential for ice build-up during 
extreme weather conditions. Once the potential of ice build-up is known in advance, an anti-icing 
heater can be deployed on the meteorological tower for excellent performance.  
3.4.5 Solar Radiation Sensor 
A solar radiation sensor often known as a pyranometer is a thermal flux sensor used in 
measurement of the intensity of the sunlight (solar radiation) striking the earth’s surface. The 
solar radiation sensor comes in three classes: the first class, second class and secondary standard. 
The choice of a suitable sensor for the solar radiation measurement or studies depends largely on 
its intended application (indoor or outdoor). The pyranometer has found its applicability in 
various fields of studies such as in weather stations for forecasts, medical and biological studies, 
climatic research, agriculture, testing of solar collector and solar-powered monitoring etc. 
3.4.6 Precipitation Sensor 
Precipitation sensors are designed to measure the quantity and the intensity of rain fall striking the 
earth’s surface. The intensity of precipitation is measured with a tipping bucket rain gage and is 
widely used for weather or environmental monitoring and assessments. There are several types of 
precipitation sensors available for environmental and weather monitoring such as   tipping bucket 
rain gage, siphoning heated rain gauge, snowfall adapter etc. In the selection of precipitation 
sensors for this wind station development, the following factors are considered: precipitation 
measurement type (snow or rain fall), range of measurement, orifice diameter, resolution, 
measurement accuracy, electrical output signal, and data logger compatibility. 
3.4.7 Data Logging System 
A data logging system is a small compatible electronic instrument that stores the meteorological 
parameters such as the wind speed, wind direction, air temperature, atmospheric pressure, 
global/solar radiation, relative air humidity, water droplet level, and precipitation intensity 
acquired from the measurement sensors over a period of time. The original version of the data 
loggers are utilized as a stand-alone system but the newer version has wireless communication 
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(GPRS/GSM) to the remote locations for data monitoring and acquisition. The meteorological 
information stored on the data loggers can be collected (retrieved) in two ways such as: 
 (1) The on-site weather data collection: the direct interface with the data logger at the weather 
site or station. The storage device (data card) are either removed or replaced with new card or the 
stored data are transferred directly to a portal computer via the USB ports. 
 (2) The remote data transfer using the GPRS/ GSM System (remote communication modem or 
phone data transfer to link the data logger to a centralized database centre).  
The figure 3.4 shows the schematic illustration of an enclosed data logging system interfaced with 
the wind measurement systems for storage of the sensed weather information [147]. 
 
 
Figure 3.4: Typical data logging system used for acquisition of weather data  
The data logging system have found several applications in wind resource assessment, 
environmental monitoring, commercial wind measurement, weather stations, industrial process 
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control (space exploration, oil refining, distilling), recording of load profile for home and 
industrial energy management, counting of road trafficking and flight data recording etc. 
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Chapter4 
4 Wind Resource Assessment and Energy Model 
Development  
This chapter presents the research methodologies and framework of the energy study at Darling 
and Vredenburg Wind Sites. The location and geographical description of the wind sites, the wind 
acquisition systems deployment at both sites; the modelling and evaluation of the wind potential 
at both sites; the sizing of the wind energy conversion systems; the energy model development 
based on the Turbine, Site Power Curve and the Layered Recurrent Neural Network, the weekly 
wind speed and power generation forecasts of the WECS of up to one month ahead; and the 
analysis of energy generations of the sized WECS at 10, 20 and 60 m heights were extensively 
discussed. The various methodologies adopted for this energy study were built upon the existing 
literature and research findings on wind site assessment for farm development, as well as on 
energy generation forecasting. The 5-minute measurements at Darling Wind Site were 
compressed into 10-minute measurements for energy generation comparisons with the 10-minte 
actual measurements at Vredenburg Wind Site. Furthermore, to check the accuracy of the power 
law equation used for the 20 and 60 m height measurements at the DWS, the same terrain 
roughness value of 0.143 was used for the same height measurements at the VWS 
4.1 Wind Data Collection 
For these site studies, the acquisition systems were deployed on the measurement masts that 
provide the weather data needed for the wind resource assessment at both sites. The weather 
information were sampled at every second and stored as 5-minute mean measurement data at 
DWS by the wind acquisition systems deployed on the masts. The generated data are un-
processed weather records stored in the deployed data logging systems on the mast at the two 
wind sites. The wind sites are about few kilometres apart but situated in the Western Cape 
Province. The weather information stored in the data loggers at both sites was observed to be 
wind measurement with trends and seasonality.  
The figure 4.1 shows the geographical description of DWS terrain where the wind acquisition 
systems were deployed.  The terrain information about VWS was extracted from both South 
African Wind Atlas and DWS was obtained from the developed South African Wind Atlas. The 
figure 4.2 shows the geographical description of VWS terrain where the wind acquisition systems 
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were deployed at different measurement masts.  The terrain roughness information is essential for 
DWS because no additional wind measurement was available for this study rather than the 10 m 
height measurement. 
To determine the energy potential at the DWS and VWS, the wind measurement for the period of 
24 months were extracted from the data logging systems deployed on the masts at DWS. The 
wind measurement for VWS was extracted from the developed South African Wind Atlas. The 
geographical description of both wind sites and the WMS are summarized in the table 4.1. The 
DWS is free from obstruction, building and positioned such that the wind flow can be sampled 
from different directions using the WMS on the mast. The directions of the wind flow at DWS are 
the South-Easterly, South-Westerly and the North-Westerly. The surrounding and local terrain of 
the site is considered and the terrain roughness is a low rough topography. Based on the terrain 
information at DWS obtain from the South African Weather Service, the roughness value was 
determined to be 0.143 at this site. At VWS, the roughness value was not relevant because the 
WMS was available at 10, 20 and 60 m heights. 
For wind resource assessment, a minimum of 2-3 measurement systems for each weather 
parameter must be deployed at different heights on the measurement mast(s). This is essential for 
the determination of the wind shear and uniformity at different hub heights on the mast. However, 
only a 10 m measurement mast was provided at the DWS by the South African Weather Services, 
and the wind shear exponent value for this site was estimated at 0.143 based on the provided local 
terrain information been a low roughness site. There were no weather records available at any 
higher mast or height to determine the wind speed profile at 20 and 60 m heights. From the DWS 
specification, only the shear exponent value of the terrain was available. This terrain value does 
not provide a detailed description of the site wind characteristics at 20 and 60 m hub heights but it 
does provide the basic information needed for wind assessment at the desired new heights. For a 
propose wind site for farm development, a minimum of 2-3 wind measurement systems are 
essential. 
The most widely used methods for extrapolating the wind speed at a reference height to a new 
height are the log law and the power law equation. The log law model is useful for both the 
known roughness height of the terrain Zo, and reference wind speed v1 of the site. It is important to 
note that the log law model should be considered based on the correlation between these two 
parameters of the site. However, since the information about the wind shear value is available, the 
use of the power law equation was preferred due to its flexibility and accuracy as compared to the 
use of log law equation [38, 148]. 
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Secondly, the wind shear exponents vary widely from location to location but typical values range 
from 0.10 to 0.30 as explained by Schwartz et al [149-150]. In addition, for an accurate wind 
resource assessment, the importance of knowing the wind characteristics at different hub heights 
for a given site cannot be overemphasized. Such characterization is needed for determining the 
wind irregularity or regularity at the different hub heights, as well as knowing its effect on the 
turbine power output [151].  
Since only the reference wind speed measurement at a 10 m hub height was available at DWS, 
the power law equation with the terrain roughness value was used for determining the new wind 
speed measurements at 20 and 60 m heights. The new wind speed measurements were based on 
known reference wind speeds at 10 m height and the roughness value of the site. Thirdly, the 
reference wind speed at h1 was extrapolated to the new height h2 because the measurement mast h1 
is much lower as compared to the desired WECS hub heights. The energy analysis of WECS 
requires that the prevailing wind speed reaching the rotor-blades of the WECS and above. 
Fourthly; in wind energy analysis, the determination of wind profile at a new height h2 is crucial 
because it influence the turbine performance at that height, as well as reduce the life span of the 
turbine rotor blades due to fatigue [152]. 
The most common expression for the site’s wind speed extrapolation with the hub height is 
known as power law equation as defined in Eq. (4.1) [152]. 

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2
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                  (4.1) 
where v1 is the reference wind speed at a 10 m hub height h1; v2 is the new wind speed at 20 and 
60 m hub heights h2; and is the exponent which depends on the site surface roughness. 
At Vredenburg wind site (VWS), the time series data were sampled at 10-minute intervals and 
stored in the data logging system on the measurement mast. The stored 10-minute measurements 
were available and extracted at 10, 20 and 60 m heights for this study. At this site, a total of 
552,708 weather data points were obtained each at 10, 20 and 60 m hub heights. The figure 4.2 
shows the geographical description of VWS were the acquisition systems were deployed. The 
VWS is located at the west coast with a Mediterranean climate, and are subjected to two ocean 
currents (the warm Agulhas and the cold Benguela currents that sweep the coastline). Along the 
West Coast, the chilly Benuela Current from Antarctica sweeps past Cape Town while the East 
Coast and Durban benefits from the warm Agulhas Current, flowing down from the tropics. At 
VWS, the weather data were continuously sampled at two seconds (2s) interval and stored as 10-
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minute mean weather data. The direction of the wind flow at the VWS is Westerly. Furthermore, 
to check the accuracy of the power law equation used for the 20 and 60 m height measurements at 
the DWS, the same terrain roughness value of 0.143 was used for the same height measurements 
at the VWS as shown in the Appendix B of the dissertation. Also, the discrepancies (%) in terms 
of wind speed variation at 20 and 60 m heights using the power law equation instead of the actual 
measurement have been estimated as summarized in the Appendix B.  
The advantage of using a sampled 5-minute mean weather data is that it has the ability to capture 
the very short term variation of energy generation as the wind changes compared to the use of a 
10-minute or hourly mean data. Also, the 5-minute mean weather data used in wind forecasts are 
crucial for electricity market clearing because deregulated markets are cleared every 5-minute 
[138]. The weather records extracted at the DWS and VWS include the mean wind speed “X1” 
and direction “X2”, wind gust “X3”, air temperature “X4”, atmospheric pressure “X5” and air 
humidity “X6” measurement.  
4.2 Wind Resource Assessment 
4.2.1 Mean Wind Speed 
The mean wind speed is one of the most important site parameters considered in the wind profile 
any given site. The mean wind speed (MWS) is used to gauge the wind potential at a known site 
for small-scale to large scale energy project. To gauge the wind at both wind sites for evaluation, 
the wind speed at 10, 20 and 60 m hub heights were estimated. The mean wind speed (m/s) at 
both wind sites were obtained using Eq. (4.2).  

N
i
ivN
v
1
                   (4.2) 
where vi is the wind speed sampling at     time, and N is the number of wind speed data points.  
Using the mathematical equation in 4.2, the monthly MWS at the considered hub heights were 
estimated, and the monthly MWS at the considered heights are summarized in the table 4. 2. 
At DWS, the month of May 2012 had the lowest MWS value, followed by the month of July 
2010. The lowest MWS values in the months of May 2012 and July 2010 were estimated at 3.54 
m/s and 3.72 m/s at 10 m; 3.85 m/s and 4.05 m/s at 20 m; 4.43 m/s and 4.65 m/s at a 60 m hub 
height. At VWS, the month of July 2009 had the lowest mean wind speed value, followed by July 
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2010. The lowest mean wind speeds were estimated at 3.59 m/s and 3.70 m/s at 10 m; 4.17 m/s 
and 4.30 m/s at 20 m; 5.21 m/s and 5.56 m/s at a 60 m height. 
In addition, the bi-annual mean wind speeds were estimated at 4.92 m/s on 10 m; 5.37 m/s at 20 
m; and 6.21 m/s at 60 m height in DWS. At VWS, the bi-annual mean wind speeds were 
estimated at 4.78 m/s; 5.49 m/s; and 6.66 m/s, respectively. The estimated monthly and bi-annual 
mean wind speeds show a continuous trend day and night with seasonal variations at both sites. 
The results show that the MWS recorded at the considered heights are suitable for micro scale to 
large scale wind energy applications. However, if the wind resources at both sites must be 
considered for a reliable energy application, WECS with different wind speed regulations must be 
considered. The comparisons of the bi-annual MWS at both wind sites are shown in figure 4.3. 
The graph shows that the overall MWS at the DWS and VWS overlap at 13 to17 m hub height 
but dispersed outside this range. This invariably shows the wind speed observation at both sites 
varies with increasing space and hub heights. 
Furthermore, the power law equation with the terrain value of 0.143 is used for the 10 m height 
measurement at the VWS to determine the new wind measurement at 20 and 60 m heights. The 
extrapolated wind measurement at 20 and 60 m heights were compared with the actual wind 
measurements obtained at 20 and 60m heights at the VWS. The summary of the estimated 
monthly mean wind speeds at VWS using the extrapolated measurements at 20 and 60 m heights 
are shown in the Appendix B. The bi-annual mean wind speeds using the extrapolated 
measurements at 20 and 60 m heights were estimated at 5.139 m/s and 6.014 m/s, respectively. 
Comparing the actual wind measu ement and the power law equation measurement (extrapolated) 
on 20 and 60 m heights at the VWS as shown in the Appendix B, the bi-annual mean error of 4.90 
% was estimated at 20 m height and 9.13 % at 60 m height on the VWS. The error estimation 
accounts for a slight variation in the use of power law equation for wind measurement at the 
VWS as compared with the actual wind measurement obtained on 20 and 60 m heights at the 
VWS.
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Figure 4.1: Geographical description of the DWS Figure 4.2: Geographical description of the VWS 
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Table 4.1: Geographical location and description of the wind sites  
SENSORS MEASUREMENT DESCRIPTION WIND SITE MAST 
HEIGHT 
TOPOGRAPHY GEOGRAPHIC 
Anemometer Wind Speed The RM Young-5103 wind monitor consists of 
a four-blade wind speed propeller with a wind 
vane for measuring the horizontal wind speed 
and direction simultaneously. The anemometer 
wind speed measurement ranging from 0-100 
m/s, ±0.3 m/ s accuracy, dc voltage output 
signal etc. The wind speed and direction 
measurement are sampled at every 1-second at 
DWS and 2- seconds at VWS; stored in the 
data logger as  
 
 
 
5-minute mean weather data 
& 
10-minute mean weather data 
 
The two wind 
sites 
considered  for 
this study are: 
 
 
 
 
 
 
 
 
 
DWS 
& 
VWS 
The altitude of 
the sensor is 
deployed on 
h(m) above sea 
level 
 
 
 
 
 
 
 
 
10m 
& 
The Darling Wind Site 
is situated at the West 
Coast National Park, 
next to the Langebaan 
Lagoon on a low rough 
terrain. The lagoon 
stretches for an 
appreciable distance in 
a north-westerly 
direction. 
A low and flat storey 
building is situated 
about 30 m to the north 
of the station. 
The Vredenburg Wind 
Site is situated along 
the West Coast of the 
country. 
The DWS & VWS are 
situated on Latitude 
and Longitude: 
 
 
 
 
 
 
 
 
 
 
 
 
33°11' 46'' S 
& 
18° 07' 27''E 
 
32°50'41.2"S 
& 
18°06'34.5"E 
    
 
10 m   
 
Wine Vane Wind Direction Robust and reliable potentiometer wind vane 
measuring the direction of the wind flow at the 
sites and the swindle angle/rotation range 
within 0-360°, with a surviving speed of 85m/s, 
1° resolution, ± 3° accuracy, 0.3 damping ratio 
etc. 
 20 m 
 
60 m 
 
 
  
Thermometer 
Ultrasonic 
Air Temperature It measure the virtual temperature of the 
surrounding air and the operation ranges are 
between -50°C to +70°C with ± 0.5K accuracy 
    
Barometer Atmospheric Pressure It is used for measuring the atmospheric 
pressure of the prevailing  air 
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Table 4.2: Estimated monthly mean wind speeds at 10, 20, and 60 m hub heights on DWS and VWS 
Month DWS v (m/s)   VWS  v (m/s)  
 10 m 20 m 60 m   10 m 20 m 60 m 
Jun’10 4.19 4.59 5.30  Jun’10 3.59 4.17 5.21 
July 3.72 4.05 4.65  July 3.65 4.22 5.48 
Aug 4.43 4.85 5.60  Aug 4.07 4.72 5.82 
Sept 4.87 5.34 6.19  Sept 4.76 5.53 6.86 
Oct 5.36 5.88 6.80  Oct 4.96 5.70 6.84 
Nov 5.61 6.15 7.15  Nov 5.21 5.97 7.15 
Dec 5.72 6.27 7.28  Dec 5.42 6.20 7.26 
Jan’11 5.84 6.40 7.43  Jan’11 6.01 6.88 8.04 
Feb 5.25 5.74 6.62  Feb 5.25 5.98 6.89 
Mar 4.44 4.84 5.59  Mar 4.81 5.54 6.54 
Apr 4.61 5.03 5.79  Apr 4.67 5.39 6.63 
May 4.17 4.55 5.26  May 3.83 4.40 5.42 
Jun 4.52 4.93 5.69  Jun 4.31 4.97 6.19 
July 4.17 4.54 5.20  July 3.70 4.30 5.56 
Aug 4.44 4.85 5.58  Aug 4.09 4.78 6.12 
Sept 4.70 5.14 5.96  Sept 4.53 5.24 6.48 
Oct 4.79 5.24 6.07  Oct 4.62 5.26 6.28 
Nov 6.24 6.85 7.96  Nov 5.88 6.72 8.05 
Dec 6.35 6.96 8.07  Dec 5.97 6.81 8.08 
Jan’12 5.28 5.76 6.66  Jan’12 5.68 6.44 7.51 
Feb 5.70 6.21 7.18  Feb 5.78 6.60 7.89 
Mar 5.06 5.52 6.36  Mar 5.45 6.26 7.48 
Apr 4.96 5.43 6.30  Apr 4.66 5.42 6.79 
May 3.54 3.85 4.43  May 3.71 4.27 5.20 
v  4.92 5.37 6.21  v  4.78 5.49 6.66 
 
 
Note: Please see the appendix for comparisons of the estimated monthly mean wind speed (m/s) 
using the 5-minute and compressed 10-minute measurements at DWS with the sampled 10-
minute measurements at the VWS. 
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Figure 4.3: Comparisons of the estimated bi-annual mean wind speed estimate at DWS and VWS 
4.2.2 Air Density Variation with Height(s) 
The air density is another important site parameter considered when assessing the wind potentials at a 
potential site. The air density at a site has significant effect on the operation and performance of the 
WECS. The wind power generation of WECS is proportional to the air density at height (h), as a 
function of the atmospheric pressure and air temperature. At the air temperature of 15 °C above the 
ground level, the density of dry air has a constant approximated value of 1.225 kg/m
3
. The use of 
constant air density usually underestimates or overestimates the actual air density value at a wind site. 
Instead of using the value of dry air density at above the sea level, the time varying air density at the 
considered heights is mathematically modelled using the 5-minute mean air temperature and 
atmospheric pressure readings.  
There are several mathematical models available in wind resource assessment for the determination of 
the prevailing air densities at various hub heights. The importance of knowing the prevailing weather 
conditions at a given wind location such as the air temperature and atmospheric pressure cannot be 
overlooked. The prevailing air temperature at a wind site is known to be one of the main factors which 
affects the operating condition of a WECS and differs with turbine types.  
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Some of the mathematical models available for modelling of the prevailing air temperature and 
atmospheric pressure are discussed below: 
 (i) For a known air temperature and atmospheric pressure readings at a hub height h, the air density at 
the site can be obtained using Eq. (4.3) [26]. 
RT
P
                    (4.3) 
where ρ is the time varying air density (kg/m³) at the site, P is the atmospheric pressure (hPa.), and T 
is the air temperature (K). 
(ii) When information about the atmosphere pressure and the air temperature readings of the wind site 
are unavailable, the air density can be determined using the experiential formula proposed by Zhu 
Ruizhao et al [153]. The mathematical relationship that exist between the air density for a reference 
height h is defined as  
   
heh *0001.0225.1)(                              
    
    
(4.4) 
where ρ(h) is the varied air density (kg/m3) at the considered hub height (m) h. 
The Eq. (4.4) is built based on the knowledge of a standard air density assumption that at air 
temperature value of 15 °C above ground level, and at height h = 0 m; the air density has an 
approximately constant value of 1.225 kg/m
3
. Above sea level when h ≠ 0 m, the site’s air density 
varies significantly with an increasing hub height as defined in Eq. (4.4). One major setback of using 
Eq. (4.4) is that it does not put into consideration the time variation of the air temperature and 
atmospheric pressure.  
(iii) When the information about air temperature and atmosphere pressure readings of the site is 
available, the moisture content in the air is taken into consideration. For accurate wind resource 
assessment, the 5-minute and 10-minute mean air temperature and atmospheric pressure readings 
obtained at DWS and VWS are used to develop the mathematical model defined in Eq. (4.5).  
The site’s varying air densities at the considered hub heights were obtained using Eq. (4.5) [15]. 
e
RT
P
h RT
gh






)(                  (4.5) 
where ρ(h) is the time varying air density as a function of hub height (kg/m³), P is the atmospheric 
pressure (hPa.), R is the molar gas constant (287.05J/(K..mol.)), T is the air temperature (K), g is the 
gravitational constant (9.81m/s²), and h is the considered hub height above ground level. 
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From the defined mathematical models defined in Eq. (4.4), (4.4) and (4.5), only the Eq. (4.5) was 
found accurate for the sites study because it considered the time varying air temperature and 
atmospheric pressure at different hub heights. 
The summary of the predicted monthly and biannual mean air densities at 10, 20 and 60 m hub 
heights are shown in Table 4.3. From the table, it can be observed that the prevailing air density above 
sea level varies continuously with increasing hub heights, and time of the day. At DWS, the month of 
January 2012 had the lowest prevailing air density estimated at 1.198 kg/m
3 
on 10 m, 1.197 kg/m
3 
at
 
20 m, 1.191 kg/m
3
 at a 60 m hub height. In addition, the bi-annual mean air density values were 
estimated at 1.222 kg/m
3
, 1.221 kg/m
3
, and 1.216 kg/m
3
 at the hub heights, respectively. At VWS, the 
month of February 2011 had the lowest air densities value estimated at 1.191 kg/m
3
 on 10 m; 1.190 
kg/m
3 
at 20 m; and 1.184 kg/m
3 
at a 60 m height. The bi-annual mean air densities were estimated at 
1.217 kg/m
3
, 1.216 kg/m
3
, and 1.210 kg/m
3
 at the considered hub heights, respectively. 
 The estimation of mean air densities for the month of November 2010 at DWS and VWS were 
compared using the Eq. (4.3 to 4.5) to show their improvement over the constant air density value. 
The comparisons of prevailing air densities in the month of November 2010 are shown in the figs. 4.4 
to 4.6. There is great possibility that other months might follow a similar trend at different heights 
because of the location of both sites. Comparing both wind sites, the prevailing weather pattern at 
DWS for the first 45 hours (0 to 2700 minutes) had a different pattern of wind flow as compared to 
the VWS (0 to 1320 minutes). Beyond this time period, the pattern of wind flow at this wind sites are 
seen to be the same. The improvement of the three mathematical models for air density estimation 
over the constant air density is explained below: 
At DWS on a 10 m hub height, the improvement of Eq. (4.3), Eq. (4.4), and Eq. (4.5) over the 
constant air density model were estimated at 1.425 %, 0.100 %, and 1.489 %, respectively. At a 20 m 
height, the improvements were estimated at 1.425 %, 0.200 %, and 1.556 %, respectively. At a 60 m 
height, the improvements were estimated at 1.425 %, 0.598 %, and 1.871%, respectively. 
At VWS on a 10 m hub height, the improvement of Eq. (4.3), Eq. (4.4), and Eq. (4.5) over the 
constant air density model were estimated at 1.526 %, 0.122 %, and 1.559 %, respectively. At a 20 m 
height, the improvements were estimated at 1.526 %, 0.200 %, and 1.595 %, respectively. At a 60 m 
height, the improvements were estimated at 1.526 %, 0.598 %, and 1.787 %, respectively.  
The modeling results of Eq. (4.3) were the same at different heights as a result of the inability of the 
model to put into consideration factors such as effect of gravitational force, air temperature and 
atmospheric pressure on the air density at different the hub heights. Thus at DWS and VWS, the time 
varying air density using the Eq. (4.5) shows an overall improvement over the two mathematical 
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models. Hence, only Eq. (4.5) was found accurate and preferred for wind resource assessment at both 
sites to avoid over-estimation of the wind energy potential. 
Table 4.3: Estimated monthly mean varying air densities at 10, 20, and 60 m hub heights on DWS and 
VWS 
Month DWS 
)(h
(kg/m3) 
  VWS 
 )(h
(kg/m3) 
 
 10 m 20 m 60 m   10 m 20 m 60 m 
Jun’10 1.243 1.241 1.236  Jun’10 1.239 1.237 1.232 
July 1.245 1.244 1.238  July 1.242 1.241 1.235 
Aug 1.240 1.239 1.234  Aug 1.236 1.235 1.229 
Sept 1.232 1.231 1.226  Sept 1.229 1.227 1.222 
Oct 1.224 1.223 1.217  Oct 1.219 1.218 1.212 
Nov 1.214 1.213 1.207  Nov 1.210 1.209 1.204 
Dec 1.200 1.198 1.193  Dec 1.195 1.194 1.188 
Jan’11 1.999 1.198 1.192  Jan’11 1.192 1.191 1.186 
Feb 1.196 1.195 1.190  Feb 1.191 1.190 1.184 
Mar 1.204 1.203 1.197  Mar 1.198 1.197 1.191 
Apr 1.207 1.219 1.214  Apr 1.212 1.211 1.205 
May 1.228 1.227 1.222  May 1.224 1.223 1.217 
Jun 1.241 1.240 1.234  Jun 1.235 1.234 1.228 
July 1.246 1.245 1.239  July 1.239 1.238 1.232 
Aug 1.243 1.242 1.237  Aug 1.238 1.237 1.231 
Sept 1.239 1.237 1.232  Sept 1.232 1.230 1.225 
Oct 1.226 1.225 1.219  Oct 1.218 1.217 1.212 
Nov 1.221 1.220 1.214  Nov 1.216 1.214 1.209 
Dec 1.211 1.209 1.204  Dec 1.207 1.206 1.200 
Jan’12 1.198 1.197 1.191  Jan’12 1.193 1.192 1.187 
Feb 1.202 1.201 1.196  Feb 1.197 1.196 1.190 
Mar 1.209 1.207 1.202  Mar 1.202 1.201 1.195 
Apr 1.219 1.218 1.213  Apr 1.216 1.214 1.209 
May 1.239 1.238 1.233  May 1.233 1.231 1.226 
Mean 1.222 1.221 1.216  Mean 1.217 1.216 1.210 
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AT DWS 
 
AT VWS 
 
Figure 4.4: Comparisons of the varying air densities predictions at a 10 m hub height for the 
month of November 2010  
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AT DWS 
 
AT VWS 
 
 
Figure 4.5: Comparisons of the varying air densities predictions at a 20 m hub height for the 
month of November 2010  
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AT DWS 
 
AT VWS 
 
Figure 4.6: Comparisons of the varying air densities predictions at a 60 m hub height for the month of 
November 2010  
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4.2.3 Wind turbulence intensity 
It is another important site parameter which must be considered in any wind resource assessment 
because a high turbulence intensity often affect the performance of the energy output of the WECS, as 
well as causing extreme stress on the wind energy system components. The speed and direction of the 
wind flow often change rapidly while passing through the terrain surface or obstacles such as the 
vegetation, hills, trees, buildings, mountains etc. This is caused by the turbulence generated due to the 
obstruction along the wind flow as explained by Manwell et al [152]; Spira et al [154]; Rohatgi et al 
[155]; Wegley et al [156]; Hiester et al [157].  
The common indicator of the turbulence intensity at a site is the standard deviation of the wind speed. 
The turbulence intensity is often been defined as the rapid disturbances or irregularities in the flow of 
the wind speed and direction at any given site. In addition, the turbulence intensity is often defined as 
the ratio of wind speed standard deviation to the mean wind speed, typically measured over a time 
period t. Other reasons for high turbulence intensity at a wind location are due to the weather effects, 
as well as non-uniformity of the terrain surface which varies significantly from one wind site to 
another. 
For this study, the wind turbulence intensity (T) at 10, 20 and 60 m hub heights on DWS and VWS is 
determined using Eq. (4.6).  
         T= (
v

)                                                 (4.6) 
where   is the standard deviation of wind speed, and the v  is the estimated mean wind speed at the 
site as defined in Eq. (4.2). 
Using the MLE, the standard deviation in terms of the sampled wind speed ( iv ) and the mean wind 
speed ( v ) is defined in Eq. (4.7)  
  





 

1
1
21
i
i vv
N

                (4.7)
             
 
    
where N is number of wind data points, and  is the standard deviation of the wind speed. 
 
The table 4.4 shows summary of the estimated monthly turbulence values at the 10, 20 and 60 m 
heights, respectively on both wind sites. The estimated value of the wind turbulence intensity shows a 
strong agreement with the observed minimum and maximum wind speed, indicating irregularities in 
the wind flow at different hub heights. This was due to effects of the atmospheric instability, and the 
surface roughness influence at 10, 20 and 60 m hub heights. 
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Table 4.4: Estimated monthly mean turbulence intensity at DWS and VWS 
DWS  T    VWS  T   
 10 m 20 m 60 m   10 m 20 m 60 m 
Jun’10 0.550 0.558 0.570  Jun’10 0.498 0.508 0.506 
July 0.574 0.586 0.603  July 0.434 0.453 0.455 
Aug 0.543 0.551 0.564  Aug 0.485 0.487 0.485 
Sept 0.545 0.551 0.560  Sept 0.463 0.455 0.432 
Oct 0.533 0.539 0.551  Oct 0.469 0.461 0.441 
Nov 0.536 0.542 0.549  Nov 0.450 0.446 0.428 
Dec 0.551 0.558 0.566  Dec 0.463 0.457 0.445 
Jan’11 0.522 0.529 0.536  Jan’11 0.415 0.407 0.398 
Feb 0.565 0.575 0.588  Feb 0.479 0.475 0.471 
Mar 0.578 0.588 0.600  Mar 0.474 0.466 0.464 
Apr 0.593 0.604 0.618  Apr 0.433 0.429 0.418 
May 0.639 0.648 0.659  May 0.512 0.530 0.528 
Jun 0.648 0.658 0.670  Jun 0.576 0.592 0.578 
July 0.658 0.669 0.687  July 0.483 0.495 0.492 
Aug 0.547 0.557 0.572  Aug 0.489 0.489 0.465 
Sept 0.561 0.569 0.578  Sept 0.483 0.479 0.452 
Oct 0.565 0.573 0.582  Oct 0.463 0.470 0.458 
Nov 0.519 0.525 0.533  Nov 0.465 0.452 0.410 
Dec 0.517 0.524 0.533  Dec 0.472 0.463 0.437 
Jan’12 0.558 0.568 0.581  Jan’12 0.465 0.460 0.435 
Feb 0.561 0.573 0.585  Feb 0.476 0.464 0.426 
Mar 0.595 0.606 0.620  Mar 0.478 0.464 0.432 
Apr 0.524 0.532 0.541  Apr 0.440 0.428 0.402 
May 0.543 0.554 0.570  May 0.432 0.422 0.445 
Mean 0.563 0.572 0.584  Mean 0.471 0.469 0.454 
 
4.2.4 Shape and Scale Parameters  
The statistical shape and scale parameters are crucial site parameters which are often considered in 
wind resource assessment at any given site. The estimated shape and scale parameters of the site are 
essential for development of the statistical distribution model, as well as in evaluation of the wind 
resources for wind energy project. As explained by Bhattacharya et al, the estimated values of shape 
and scale parameters are important for selection of a suitable site for wind farm development.  
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The various shape and scale parameters available in wind resources assessment include the Weibull, 
Rayleigh, Gamma, lognormal, Inverse Gaussian, Logistics, Nakagami parameters etc. However, only 
parameters such as Weibull, Rayleigh, Gamma, and the lognormal parameters were considered for 
this site study. 
4.2.4.1 Shape Parameter 
The shape parameter of a given site is a dimensionless entity used in wind site assessment to denote 
the nature of prevailing wind. The shape parameter value at given site is usually used to denote the 
nature of the prevailing wind such as gusty, moderate or steadier wind. A value of k 1.50 correspond 
to a highly variable or gusty wind, k = 2 corresponds to a moderately gusty wind and k 3 indicates a 
regular, and steadier wind. 
There are wide ranges of techniques available for estimation of the site shape parameter. The 
available estimation techniques available for estimating the most widely used Weibull parameter are 
Maximum Likelihood Estimator (MLE) [158-159], Modified Maximum Likelihood Estimator 
(MMLE) [160], Method of Moment (MOM) [161-162],   Analytical or Standard Deviation Method 
[38, 55], Graphical Method (Least Square), [35, 163-165], Energy Pattern Factor [166-167] etc. As 
explained by Chang [164], the graphical method performs poorly when utilized for Weibull parameter 
estimation. The Graphical Method (Least Square) is a technique used in engineering and 
mathematical problems for estimating the Weibull parameter when modeling an experimental data 
with linear relationship. However, the main limitation of graphical method (least square method) is 
due to its poor performance as the least squares regression is performed on its cumulative frequency 
distribution rather than on the actual wind speed measurement. 
For time series data, the appropriate Weibull techniques often utilized for estimation are the standard 
deviation method, and the MLE. The choices of the listed techniques are dependent mainly on its 
simplicity and accuracy. To use other estimation methods, there applications required the 
transformation of the time series wind speed data into bins or cumulative frequency distribution. The 
use of bin is not accurate for this application because the assessment of wind energy potential at DWS 
and VWS requires that the wind measurement be in time series format. When the wind speed data are 
available in time series format, the analytical method and the MLE can be applied for estimating the 
Weibull distribution for wind energy analysis. Though, the analytical method has found its 
applicability in this study due to its simplicity and flexibility. However, the analytical technique does 
not give an accurate estimate of the Weibull parameter values when used for the different wind 
measurement at DWS and VWS. Rather, it gives an approximated value based on the standard 
deviation and mean of the wind speed. As a result, the MLE was found accurate upon validation of 
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the various techniques, when applied to the time series wind measurement. The MLE was preferred 
and appropriate for the wind speed measurement at DWS and VWS.  
The shape parameter of a Weibull distribution function using the MLE is defined in Eq. (4.8).  
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                            (4.8) 
where kw is the Weibull shape parameter using an iterative procedure, N is the number of non-zero 
wind speed data points [164]. 
The shape parameter of a Rayleigh distribution function is defined in Eq. (4.9).  
kr=2                            (4.9) 
where kr is the Rayleigh shape parameter 
The shape parameter of a gamma distribution function is defined by Eq. (4.10).  










v
gk
2
                                         (4.10) 
where kg, v  and   are the gamma shape parameter, the sampled mean and the standard deviation of 
the wind speed, respectively [168]. 
The shape parameter of the lognormal distribution kl was estimated as defined in Eq. (4.11) [55]. 
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                       (4.11) 
where kl, var, and v are the scale (mu) parameter, the variance and the mean wind speed of the 
lognormal distribution. 
The comparisons of the estimated monthly mean shape parameter at DWS and VWS are summarized 
in tables 4.5 to 4.7. At DWS on a 10 m hub height, the estimated value of k  ranges from 1.638 to 
2.041 for the Weibull parameter; 2.508 to 3.527 for the gamma parameter; and 1.115 to 1.682 for the 
lognormal parameter. At VWS, the estimated value of k ranges from 1.864 to 2.598 for the Weibull 
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parameter, 3.246 to 5.351 for the gamma parameter, and 1.155 to 1.696 for the lognormal parameter. 
At DWS on a 20 m hub height, the value of k ranges from 1.608  to 2.006 for the Weibull parameter; 
2.425 to 3.360 for the gamma parameter; and 1.193 to 1.768 for the lognormal parameter. At VWS, 
the estimated value of k ranges from 1.803 to 2.654 for the Weibull parameter, 2.966 to 5.365 for the 
gamma parameter, and 1.294 to 1.833 for the lognormal parameter. Furthermore; At DWS on a 60 m 
hub height, the value of k ranges from 1.561 to 1.959 for the Weibull parameter; 2.317 to 3.133 for 
the gamma parameter; and 1.320 to 1.906 for the lognormal parameter. At VWS, the estimated value 
of k ranges from 1.833 to 2.739 for the Weibull parameter; 2.920 to 5.694 for the gamma parameter; 
and 1.527 to 1.986 for the lognormal parameter. 
The available techniques have been used to estimate the shape parameter at different hub heights. It 
can be inferred from the estimated shape parameter comparisons that:- At  DWS on a 10 m hub 
height, the overall value of k ranges from 1.115 to 3.527; while the value of k ranges from 1.155 to 
5.351 at the VWS. At DWS on a 20 m hub height, the overall value of k ranges from 1.193 to 3.360; 
while the value of k ranges from 1.294 to 5.365 at VWS. At DWS on a 60 m hub height, the overall 
value of k ranges from 1.320 to 3.133; while the value of k ranges from 1.527 to 5.694 at the VWS. 
The accuracy of each estimated shape parameter (kw, kr, kg, kl) cannot be validated until it is used to 
develop the statistical models. Once the wind distribution is prediction, the accurate test can be 
performed on each model. 
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Table 4.5: Comparisons of the estimated monthly mean shape parameters at a 10 m hub height on DWS 
and VWS 
DWS  k    VWS  k    
  10 m      10 m   
 kw kr kg kl   kw kr kg kl 
Jun’10 1.944 2.000 3.453 1.282  Jun’10 2.118 2.000 4.226 1.155 
July 1.870 2.000 3.267 1.154  July 2.469 2.000 5.043 1.191 
Aug 1.960 2.000 3.268 1.328  Aug 2.205 2.000 4.229 1.281 
Sept 1.950 2.000 3.184 1.418  Sept 2.319 2.000 4.273 1.439 
Oct 1.984 2.000 3.139 1.512  Oct 2.285 2.000 4.301 1.481 
Nov 1.970 2.000 3.079 1.553  Nov 2.379 2.000 4.520 1.536 
Dec 1.910 2.000 2.937 1.565  Dec 2.321 2.000 4.316 1.570 
Jan’11 2.022 2.000 3.165 1.598  Jan’11 2.598 2.000 5.351 1.696 
Feb 1.860 2.000 2.841 1.473  Feb 2.227 2.000 4.135 1.532 
Mar 1.837 2.000 2.902 1.308  Mar 2.261 2.000 4.114 1.445 
Apr 1.780 2.000 2.714 1.333  Apr 2.483 2.000 4.871 1.434 
May 1.681 2.000 2.699 1.231  May 2.085 2.000 4.148 1.216 
Jun 1.645 2.000 2.508 1.295  Jun 1.864 2.000 3.246 1.298 
July 1.638 2.000 2.593 1.223  July 2.202 2.000 4.580 1.196 
Aug 1.946 2.000 3.232 1.328  Aug 2.183 2.000 4.144 1.283 
Sept 1.893 2.000 3.028 1.373  Sept 2.220 2.000 4.036 1.381 
Oct 1.876 2.000 2.980 1.390  Oct 2.315 2.000 4.181 1.407 
Nov 2.026 2.000 3.041 1.658  Nov 2.310 2.000 4.090 1.644 
Dec 2.041 2.000 3.171 1.682  Dec 2.267 2.000 4.009 1.657 
Jan’12 1.887 2.000 2.909 1.482  Jan’12 2.294 2.000 4.258 1.615 
Feb 1.856 2.000 2.662 1.540  Feb 2.252 2.000 4.004 1.625 
Mar 1.760 2.000 2.567 1.415  Mar 2.237 2.000 4.065 1.568 
Apr 2.024 2.000 3.289 1.442  Apr 2.424 2.000 5.135 1.439 
May 1.977 2.000 3.527 1.115  May 2.481 2.000 5.041 1.209 
Mean 1.889 2.000 3.006 1.404  Mean 2.283 2.000 4.347 1.429 
 
 
where kw,  kr, kg,  kl are the shape parameter of the Weibull, Rayleigh, Gamma and Lognormal, 
respectively. 
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Table 4.6: Comparisons of the estimated monthly mean shape at a 20m hub height on DWS and VWS 
DWS  k    VWS  k    
  20 m      20 m   
 kw kr kg kl   kw kr kg kl 
Jun’10 1.915 2.000 3.328 1.366  Jun’10 2.074 2.000 3.888 1.294 
July 1.831 2.000 3.118 1.231  July 2.370 2.000 4.407 1.322 
Aug 1.925 2.000 3.138 1.441  Aug 2.192 2.000 4.011 1.423 
Sept 1.923 2.000 3.086 1.505  Sept 2.359 2.000 4.194 1.586 
Oct 1.952 2.000 3.031 1.597  Oct 2.322 2.000 4.225 1.618 
Nov 1.943 2.000 2.990 1.640  Nov 2.394 2.000 4.421 1.670 
Dec 1.880 2.000 2.838 1.650  Dec 2.347 2.000 4.272 1.702 
Jan’11 1.989 2.000 3.052 1.684  Jan’11 2.654 2.000 5.365 1.833 
Feb 1.822 2.000 2.720 1.553  Feb 2.239 2.000 4.055 1.660 
Mar 1.798 2.000 2.776 1.386  Mar 2.300 2.000 4.033 1.582 
Apr 1.743 2.000 2.604 1.411  Apr 2.520 2.000 4.602 1.571 
May 1.656 2.000 2.614 1.312  May 2.012 2.000 3.735 1.341 
Jun 1.618 2.000 2.425 1.375  Jun 1.803 2.000 2.966 1.425 
July 1.608 2.000 2.493 1.299  July 2.151 2.000 4.206 1.335 
Aug 1.904 2.000 3.080 1.407  Aug 2.181 2.000 3.929 1.431 
Sept 1.862 2.000 2.925 1.457  Sept 2.233 2.000 3.914 1.523 
Oct 1.844 2.000 2.871 1.472  Oct 2.268 2.000 3.891 1.526 
Nov 1.996 2.000 2.949 1.745  Nov 2.379 2.000 4.166 1.780 
Dec 2.006 2.000 3.053 1.768  Dec 2.307 2.000 4.083 1.791 
Jan’12 1.846 2.000 2.780 1.561  Jan’12 2.321 2.000 4.284 1.741 
Feb 1.808 2.000 2.536 1.617  Feb 2.311 2.000 4.116 1.760 
Mar 1.721 2.000 2.462 1.492  Mar 2.304 2.000 4.139 1.709 
Apr 1.990 2.000 3.168 1.527  Apr 2.493 2.000 5.266 1.592 
May 1.933 2.000 3.360 1.193  May 2.432 2.000 4.634 1.340 
Mean 1.855 2.000 2.892 1.486  Mean 2.290 2.000 4.200 1.565 
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Table 4.7: Comparisons of the estimated monthly mean shape parameters at a 60 m hub height on DWS 
and VWS 
DWS  k    VWS  k    
  60m      60m   
 kw kr kg kl   kw kr kg kl 
Jun’10 1.869 2.000 3.133 1.500  Jun’10 2.081 2.000 3.713 1.527 
July 1.774 2.000 2.900 1.355  July 2.363 2.000 4.175 1.575 
Aug 1.875 2.000 2.960 1.544  Aug 2.202 2.000 3.862 1.626 
Sept 1.885 2.000 2.947 1.644  Sept 2.501 2.000 4.309 1.806 
Oct 1.903 2.000 2.863 1.732  Oct 2.441 2.000 4.269 1.800 
Nov 1.911 2.000 2.879 1.783  Nov 2.508 2.000 4.559 1.854 
Dec 1.845 2.000 2.724 1.791  Dec 2.419 2.000 4.203 1.859 
Jan’11 1.951 2.000 2.922 1.825  Jan’11 2.739 2.000 5.213 1.986 
Feb 1.769 2.000 2.558 1.683  Feb 2.257 2.000 3.876 1.796 
Mar 1.755 2.000 2.641 1.519  Mar 2.313 2.000 3.798 1.740 
Apr 1.696 2.000 2.465 1.541  Apr 2.606 2.000 4.577 1.778 
May 1.626 2.000 2.510 1.448  May 2.013 2.000 3.530 1.542 
Jun 1.583 2.000 2.317 1.507  Jun 1.833 2.000 2.920 1.642 
July 1.561 2.000 2.335 1.419  July 2.168 2.000 3.998 1.585 
Aug 1.844 2.000 2.869 1.535  Aug 2.299 2.000 4.036 1.682 
Sept 1.825 2.000 2.799 1.596  Sept 2.373 2.000 4.088 1.741 
Oct 1.807 2.000 2.750 1.611  Oct 2.331 2.000 4.036 1.709 
Nov 1.957 2.000 2.827 1.887  Nov 2.655 2.000 4.667 1.975 
Dec 1.959 2.000 2.896 1.906  Dec 2.453 2.000 4.328 1.969 
Jan’12 1.797 2.000 2.623 1.693  Jan’12 2.465 2.000 4.631 1.904 
Feb 1.757 2.000 2.401 1.748  Feb 2.528 2.000 4.552 1.952 
Mar 1.670 2.000 2.323 1.620  Mar 2.490 2.000 4.395 1.894 
Apr 1.947 2.000 3.017 1.665  Apr 2.678 2.000 5.694 1.825 
May 1.874 2.000 3.133 1.320  May 2.425 2.000 4.355 1.530 
Mean 1.810 2.000 2.741 1.620  Mean 2.381 2.000 4.241 1.762 
 
4.2.4.2 Scale Parameter 
The scale parameter is used in wind resource assessment to denote the strength of the prevailing wind 
at a given site. The available methods for estimating the site scale parameter at DWS and VWS are 
discussed below: 
The scale parameter of the Weibull distribution Cw was estimated using the MLE defined in Eq. (4.12) 
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where Cw is the scale parameter of the Weibull distribution, and k is the value of the Weibull shape 
parameter defined in Eq. (4.7). 
The scale parameter of the Rayleigh distribution Cr was estimated using the MLE defined in Eq. 
(4.13) [167]. 

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C                 (4.13) 
where Cr is the scale parameter of the Rayleigh distribution, and  is the wind speed observations at 
i
th
 time step(s). 
The scale parameter of the Gamma distribution Cg was estimated using Eq. (4.14) [168]. 
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                 (4.14) 
where Cg is the scale parameter of the Gamma distribution. 
The scale parameter (sigma) of the lognormal distribution Cl was estimated using Eq. (4.15) [55]. 
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where Cl is the scale parameter of the lognormal distribution. 
 
The comparisons of the monthly mean scale parameter at DWS and VWS are summarized in tables 
4.8 to 4.10. Using the Eqs (4.12 to 4.15), the existence of wind resources at DWS and VWS are 
explained as follows: At DWS, the scale parameter using the Weibull, Rayleigh, Gamma, Lognormal 
were estimated at 5.564 m/s, 5.637 m/s, 1.651 m/s, and 0.622 m/s on 10 m height; 6.070 m/s, 6.187 
m/s, 1.876 m/s and 0.637 m/s on 20 m height; 7.007 m/s, 7.187 m/s, 2.285 m/s and 0.659 m/s on 60 m 
height. At VWS, the scale parameter using the Weibull, Rayleigh, Gamma, Lognormal were 
estimated at 5.403 m/s, 5.277 m/s, 1.112 m/s and 0.512 m/s on 10 m; 6.207 m/s, 6.063 m/s, 1.317 m/s 
and 0.528 m/s at 20 m; 7.516 m/s, 7.309 m/s, 1.582 m/s and 0.536 m/s at a 60 m height. 
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Note: Please see the appendix for comparisons of the estimated scale parameters using the 5-minute 
and compressed 10-minute measurements at DWS with the sampled 10-minute measurements at 
VWS. 
Table 4.8: Comparisons of the estimated monthly mean scale parameters at a 10 m hub height on DWS 
and VWS 
DWS  C (m/s)    VWS  C (m/s)   
  10 m      10 m   
 Cw Cr Cg Cl   Cw Cr Cg Cl 
Jun’10 4.754 4.787 1.215 0.563  Jun’10 4.067 4.017 0.849 0.504 
July 4.222 4.295 1.140 0.571  July 4.119 3.974 0.723 0.470 
Aug 5.211 5.043 1.356 0.589  Aug 4.612 4.523 0.962 0.510 
Sept 5.517 5.548 1.530 0.600  Sept 5.390 5.249 1.115 0.519 
Oct 6.064 6.074 1.708 0.617  Oct 5.620 5.482 1.154 0.512 
Nov 6.340 6.361 1.821 0.623  Nov 5.889 5.713 1.153 0.505 
Dec 6.470 6.536 1.949 0.639  Dec 6.136 5.974 1.256 0.515 
Jan’11 6.599 6.584 1.844 0.620  Jan’11 6.773 6.502 1.122 0.461 
Feb 5.933 6.034 1.849 0.648  Feb 5.938 5.816 1.269 0.526 
Mar 5.019 5.123 1.529 0.625  Mar 5.451 5.327 1.170 0.528 
Apr 5.205 5.359 1.699 0.651  Apr 5.272 5.087 0.958 0.484 
May 4.704 4.948 1.545 0.631  May 4.337 4.297 0.922 0.506 
Jun 5.083 5.382 1.801 0.664  Jun 4.881 4.970 1.327 0.576 
July 4.694 4.990 1.608 0.646  July 4.194 4.111 0.808 0.483 
Aug 5.030 5.062 1.374 0.593  Aug 4.634 4.552 0.987 0.517 
Sept 5.319 5.388 1.552 0.614  Sept 5.129 5.028 1.122 0.530 
Oct 5.420 5.502 1.608 0.621  Oct 5.229 5.094 1.106 0.528 
Nov 7.051 7.032 2.052 0.639  Nov 6.652 6.485 1.438 0.536 
Dec 7.173 7.144 2.001 0.622  Dec 6.752 6.599 1.489 0.542 
Jan’12 5.964 6.044 1.814 0.638  Jan’12 6.426 6.266 1.334 0.521 
Feb 6.426 6.533 2.140 0.679  Feb 6.544 6.402 1.444 0.538 
Mar 5.709 5.892 1.973 0.679  Mar 6.175 6.046 1.342 0.531 
Apr 5.615 5.601 1.508 0.597  Apr 5.270 5.093 0.908 0.463 
May 4.015 4.026 1.003 0.552  May 4.190 4.041 0.736 0.472 
Mean 5.564 5.637 1.651 0.622  Mean 5.403 5.277 1.112 0.512 
where Cw, Cr, Cg, Cl are the scale parameter of the Weibull, Rayleigh, Gamma and the Lognormal, 
respectively. 
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Table 4.9: Comparisons of the estimated monthly mean scale parameters at a 20 m hub height on DWS 
and VWS 
 
DWS  C (m/s)    VWS  C (m/s)   
  20 m      20 m   
 Cw Cr Cg Cl   Cw Cr Cg Cl 
Jun’10 5.201 5.257 1.379 0.576  Jun’10 4.724 4.686 1.072 0.532 
July 4.593 4.699 1.301 0.588  July 4.773 4.634 0.958 0.512 
Aug 5.486 5.534 1.544 0.605  Aug 5.351 5.255 1.178 0.532 
Sept 6.045 6.100 1.731 0.612  Sept 6.245 6.071 1.318 0.533 
Oct 6.642 6.677 1.939 0.630  Oct 6.450 6.281 1.350 0.527 
Nov 6.955 6.998 2.058 0.635  Nov 6.746 6.542 1.351 0.518 
Dec 7.085 7.185 2.211 0.653  Dec 7.007 6.813 1.450 0.523 
Jan’11 7.231 7.239 2.097 0.635  Jan’11 7.752 7.430 1.283 0.466 
Feb 6.475 6.620 2.110 0.666  Feb 6.766 6.623 1.475 0.537 
Mar 5.466 5.613 1.742 0.642  Mar 6.261 6.108 1.373 0.542 
Apr 5.669 5.872 1.931 0.667  Apr 6.077 5.862 1.171 0.509 
May 5.130 5.426 1.742 0.644  May 4.984 4.977 1.177 0.541 
Jun 5.540 5.900 2.033 0.678  Jun 5.621 5.775 1.675 0.612 
July 5.101 5.460 1.820 0.662  July 4.871 4.797 1.022 0.510 
Aug 5.484 5.548 1.573 0.610  Aug 5.410 5.318 1.216 0.540 
Sept 5.818 5.917 1.759 0.627  Sept 5.929 5.809 1.339 0.547 
Oct 5.924 6.040 1.825 0.636  Oct 5.944 5.812 1.352 0.556 
Nov 7.735 7.737 2.323 0.652  Nov 7.591 7.373 1.613 0.538 
Dec 7.862 7.857 2.280 0.638  Dec 7.698 7.506 1.668 0.540 
Jan’12 6.508 6.630 2.073 0.656  Jan’12 7.281 7.089 1.504 0.523 
Feb 7.000 7.161 2.451 0.699  Feb 7.461 7.272 1.603 0.535 
Mar 6.217 6.457 2.244 0.696  Mar 7.081 6.904 1.513 0.533 
Apr 6.148 6.154 1.715 0.611  Apr 6.120 5.897 1.030 0.460 
May 4.370 4.406 1.147 0.569  May 4.824 4.668 0.921 0.498 
Mean 6.070 6.187 1.876 0.637  Mean 6.207 6.063 1.317 0.528 
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Table 4.10: Comparisons of the estimated monthly mean scale parameters at a 60 m hub height on DWS 
and VWS 
 
DWS  C(m/s)    VWS  C(m/s)   
  60m      60m   
 Cw Cr Cg Cl   Cw Cr Cg Cl 
Jun’10 6.001 6.102 1.693 0.600  Jun’10 6.001 5.950 1.427 0.555 
July 5.260 5.431 1.604 0.615  July 6.181 6.007 1.310 0.534 
Aug 6.329 6.426 1.891 0.628  Aug 6.588 6.467 1.507 0.549 
Sept 7.001 7.098 2.101 0.631  Sept 7.735 7.474 1.593 0.537 
Oct 7.678 7.764 2.376 0.654  Oct 7.712 7.468 1.601 0.535 
Nov 8.074 8.156 2.483 0.651  Nov 8.063 7.782 1.569 0.517 
Dec 8.215 8.369 2.673 0.671  Dec 8.200 7.950 1.728 0.538 
Jan’11 8.389 8.434 2.544 0.653  Jan’11 9.046 8.658 1.543 0.481 
Feb 7.457 7.684 2.589 0.692  Feb 7.789 7.619 1.778 0.599 
Mar 6.304 6.517 2.116 0.662  Mar 7.383 7.203 1.720 0.568 
Apr 6.520 6.810 2.350 0.691  Apr 7.463 7.182 1.448 0.518 
May 5.920 6.301 2.096 0.661  May 6.136 6.127 1.535 0.567 
Jun 6.374 6.843 2.454 0.698  Jun 6.995 7.147 2.120 0.629 
July 5.821 6.304 2.225 0.689  July 6.292 6.190 1.390 0.532 
Aug 6.304 6.428 1.944 0.639  Aug 6.912 6.742 1.515 0.544 
Sept 6.733 6.883 2.129 0.645  Sept 7.315 7.108 1.585 0.545 
Oct 6.856 7.027 2.208 0.654  Oct 7.095 6.909 1.557 0.550 
Nov 8.976 9.016 2.814 0.670  Nov 9.058 8.703 1.726 0.518 
Dec 9.109 9.148 2.788 0.661  Dec 9.108 8.814 1.867 0.534 
Jan’12 7.504 7.699 2.538 0.681  Jan’12 8.471 8.185 1.621 0.507 
Feb 8.069 8.317 2.989 0.724  Feb 8.891 8.575 1.733 0.518 
Mar 7.141 7.484 2.737 0.721  Mar 8.429 8.145 1.701 0.529 
Apr 7.118 7.160 2.087 0.631  Apr 7.644 7.314 1.192 0.447 
May 5.015 5.095 1.413 0.594  May 5.876 5.692 1.194 0.521 
Mean 7.007 7.187 2.285 0.659  Mean 7.516 7.309 1.582 0.536 
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Although the MWS values at any given site are often used as a basic guide for determining the 
suitability of a site for small to large scale energy generation; however, the estimated scale parameter 
values can be used for verification of the site suitability for energy application. As discussed in 
section 4.3.4.1 (shape parameter), the accuracy of the estimated scale parameter (Cw, Cr, Cg, Cl) values 
cannot be validated until it is used to develop the statistical models.  
4.2.5 Statistical Modelling of the Wind Speed Measurement 
The wind speed distribution is another important site parameter to be considered in the wind resource 
assessment at any site. The application of a statistical model or function to wind speed measurement is 
for the determination of a suitable model to be used for the wind energy evaluation at a potential site. 
The wind speed distribution at 10, 20 and 60 m hub heights on DWS and VWS was described by the 
use of a 2-parameter statistical function because it gives a good representation of the prevailing wind 
speed at the lower and upper surface. Since the wind energy potentials at the DWS and VWS are 
much dependent on the prevalence wind which varies with hub heights, the wind energy potential 
DWS and VWS are statistically analyzed based on the available wind speed measurement over the 
period of 24 months.  
The probability wind distributions are used to describe the distribution of the wind speed, as well as 
the period of time a particular wind speed v prevails at a site. To obtain the probability and cumulative 
distribution functions at DWS and VWS, the wind speed measurement and the estimated site 
parameters are used to develop the statistical models. Thereafter, the developed statistical models are 
used to predict the wind speed distribution with increasing hub height. In addition, the knowledge of 
the wind speed distribution at a site can be used to evaluate the performance of the WECS, as well as 
developing a site power curve model.  
The predominantly statistical modelling techniques available in wind resource assessment are the 
Weibull, Rayleigh, Gamma, Logistic, Exponential, Lognormal, distributions etc. From the listed 
statistical models, only the Weibull, Rayleigh, Gamma, and Lognormal distributions were considered.  
4.2.5.1 Weibull Distribution Function 
The Weibull distribution is the most widely used statistical distribution which has found various 
applications in life data analysis; reliability engineering; partial discharge analysis and insulation 
ageing; wind energy study; as well as in the modelling stochastic deterioration etc. [170-171]. In the 
wind energy study, the Weibull model is the standard used statistical function among several 
statistical distribution functions for modeling of the wind speed at a given site. In the modeling of site 
wind speed using the Weibull distribution function, the wind speed variations are described by using 
its shape and scale parameters. 
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 The Weibull cumulative distribution function (cdf) is defined by Eq. (4.16). 
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where Fw is the Weibull cumulative distribution function which is used to define the fraction of time 
at which an observed wind speed is within a particular speed interval; k is the Weibull shape 
parameter; and C is the Weibull scale parameter (m/s).  
The Weibull probability density function of a 2-parameter continuous distribution is defined as 
derivative of the cumulative distribution function (cdf) as expressed in Eq. (4.17). 
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where f w is the Weibull density function (pdf), and is defined as the probability at which the wind 
speed v prevails at a given site. 
4.2.5.2 Rayleigh Distribution Function 
The Rayleigh function is the second widely used statistical distribution function, which is extensively 
used in modeling of the wind speed at a considered site. The Rayleigh distribution is another form of 
the Weibull distribution where the shape parameter is taken to be k = 2. At a wind site where the wind 
speed are modeled using the value of k = 2, is commonly referred to as the Rayleigh function. In few 
cases, this statistical function has been found to be a suitable model for wind speed modelling at some 
sites where the Weibull function could not accurately model. At wind site where the Weibull function 
is a poor model for fitting the wind speed, it may be appropriate to model the sampled wind speed at a 
site using a Rayleigh function.  This is based on changing the Weibull shape parameter of an 
dependent shape variable “k ≠ 2” to an independent variable “k = 2” for a Rayleigh function.  
Substituting k = 2 into Eq. (4.16), the cumulative distribution function is defined in Eq. (4.18). 
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where Fr is the cdf of the Rayleigh distribution, C is the Rayleigh scale parameter at k = 2. 
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In addition, putting  k = 2 into Eq. (4.17), the Rayleigh density function of a continuous wind 
distribution is defined by Eq. (4.19).  
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where fr is the Rayleigh pdf. 
4.2.5.3 Gamma Distribution Function 
The gamma distribution function has found its applicable in the modeling of low wind speed data and 
modeling errors in multi-level Poisson regression models. The probability density function  of a 
continuous Gamma distribution is as  
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where C, k and fg are the shape parameter, scale parameter and probability density function of a 
Gamma distribution, respectively. 
The cumulative distribution function of a Gamma distribution is defined as 
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where Fg, )(k  are the Gamma cumulative distribution and Gamma function of (k), respectively. 
4.2.5.4 Lognormal Distribution Function 
The probability density fu ction of a lognormal distribution with mean µ and standard deviation δ is 
defined by Eq. (4.22). 
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 The cumulative distribution function of a lognormal distribution is defined as 
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whereµ, σ, fl, Fl are the lognormal parameters, pdf, and cdf, respectively. 
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The probability density and cumulative distribution functions of the Weibull, Rayleigh, Gamma, and 
Lognormal at 20m hub height on DWS and VWS are shown in the figures 4.7 to 4.10. The peak of the 
probability density curves denote the most frequent wind speed at both sites as shown in the figures 
4.9 & 4.10 and 4.11 & 4.12. The peak of the wind in the month of June 2010 at DWS is shown in fig. 
4.7; the wind speed, the k- parameter, C-parameter and the pdf values were predicted at 3.48 m/s, 
1.915, 5.201 m/s and 0.160, respectively using the Weibull function. Using the Rayleigh function, the 
wind speed, C-parameter and the pdf values were predicted at 3.76 m/s, 5.257 m/s and 0.163, 
respectively. Using the Gamma function, the wind speed, k-parameter, C-parameter and the pdf values 
were predicted at 3.19 m/s, 3.328, 1.379 m/s and 0.183, respectively. Furthermore, the wind speed, k-
parameter, C-parameter and the pdf values were predicted at 2.83 m/s, 1.366, 0.576 m/s and 0.208, 
respectively using the Lognormal function.  
At VWS as shown in the fig. 4.8; the values of the wind speed, the k-parameter, C-parameter and the 
pdf were predicted at 3.49 m/s, 2.074, 4.724 m/s, 0.186, respectively using the Weibull function. 
Using the Rayleigh function, the wind speed, C-parameter and the pdf values were predicted at 3.29 
m/s, 4.687 m/s, 0.183, respectively. Using the Gamma function, the wind speed, k-parameter, C-
parameter and the pdf values were predicted at 3.06 m/s, 3.888, 1.072 m/s, 0.213, respectively. 
Furthermore, using the Lognormal function, the wind speed, k-parameter, C-parameter and the pdf 
values were predicted at 2.77 m/s, 1.294, 0.237 m/s, 0.532, respectively.  
The accuracy of the predicted wind speed, the k-parameter, C-parameter and the pdf values were 
validated using various testing techniques to justify the goodness-of-fit of the  statistical models. 
The cumulative distribution functions were used for estimating the period of time at which the wind is 
within a certain speed interval as shown in the fig. 4.9 and 4.10. The probability of the wind speed 
being in range of v1 to v2 is given as the difference of the cumulative probabilities corresponding to v2 
and v1. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  88 
 
Figure 4.7: Probability Wind Distribution at a 20 m hub height on DWS  
 
 
Figure 4.8: Probability Wind Distribution at a 20 m hub height on VWS  
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Figure 4.9: Cumulative Wind Distribution at a 20 m hub height on DWS  
Figure 4.10: Cumulative Wind Distribution at a 20 m hub height on VWS  
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4.2.6 Accuracy Tests of the Statistical Models 
To determine whether the predicted wind distributions obtained as obtained in the statistical models 
were accurate for describing the wind speed prevalence at DWS and VWS, accuracy tests were 
conducted on the models. There are several testing techniques available for validating the accuracy of 
the predicted wind distribution as obtained from the statistical models. They include the Kolmogorov–
Smirnov test, Chi-Square Test, Root Mean Square Error (RMSE), Correlation Coefficient (R), 
Coefficient of Determination (COD), mean square error (MSE), Mean Absolute Error (MAE), 
Standard Deviation of the Absolute Error (Std.) etc. For validation of the statistical models, only the 
Chi-Square Test, Root Mean Square Error, Correlation Coefficient, Coefficient of Determination tests 
were considered. 
To test the accuracy of the statistical models, an independent wind speed measurement for the period 
of 12 months were collected at 50 m hub height. The accuracy test results of the newly predicted wind 
distribution were compared with the results obtained at 10, 20 and 60 m heights. The test results of the 
predicted wind distribution were used to select the accurate statistical model for the wind assessment 
at DWS and VWS. Furthermore, the accuracy test results were used to validate the performance of the 
selected statistical models in predicting the wind speed distribution. The various tests which have 
been used for determining the accuracy of the  statistical models are explained below: 
4.2.6.1 Root Mean Square Error  
The RMSE was used for comparison of the actual deviation between the predicted and the actual 
(measured) values. The root mean square error (RMSE) value of the mode is obtained using Eq.(4.24) 
 














N
N
i
xiyi
RMSE
1
2 2
1
              (4.24) 
where xi  is the i
th
 actual wind pdf;  yi is the i
th
 predicted wind distribution obtained from the Weibull, 
Rayleigh, Gamma, and lognormal statistical models; and N is the number of wind speed datapoints. 
The comparison of the annual RMSE values obtained from the four statistical models are summarized 
in Table 4.11. From the table, it is shown that only the Rayleigh distribution has the lowest, RMSE 
value, followed by the Weibull distribution while the lognormal distribution has the highest RMSE 
value. The predicted wind distribution with the lowest RMSE value is chosen as the best statistical 
model for modeling of the prevailing wind speed at DWS and VWS. 
 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  91 
Table 4.11: Comparisons of the RMSE values (%) of the statistical models  
Month  RMSE-Test   
  50 m   
 Weibull Rayleigh Gamma Lognormal 
Jan’09 1.441 1.059 2.116 6.288 
Feb 1.912 1.373 2.782 7.354 
Mar 2.210 1.482 3.050 7.524 
Apr 2.731 1.472 3.446 6.576 
May 2.656 1.541 3.380 6.792 
Jun 2.117 1.723 3.139 8.968 
July 2.698 2.027 3.888 9.073 
Aug 2.015 1.629 3.006 8.402 
Sept 1.806 1.479 2.677 7.732 
Oct 1.076 0.833 1.919 7.195 
Nov 1.496 1.263 2.288 6.962 
Dec 1.566 1.190 2.330 6.612 
Average 1.977 1.423 2.835 7.456 
 
 
 
4.2.6.2 Chi-Square Test  
The Chi-Square was used for testing the predicted wind distribution with respect to the actual wind 
distribution. The mathematical expression for the Chi-square test “χ²” is defined as: 
 
nN
ii
N
i
xy


 
1
2
2                 (4.25) 
where xi,,  yi  and N are defined in Eq. (4.24); n is the number of constant wind speed data. 
The comparison of chi-square error values as obtained in the statistical models are summarized  in 
Table 4.12. From the table, it is shown that only the Rayleigh pdf  has the lowest chi-square value 
estimated at  0.00021, followed by the Weibull pdf , whereas the lognormal pdf has the highest chi-
square value of 0.00564. The wind model with the lowest chi-square value is chosen as the best 
statistical model for modeling of the prevailing wind speed at DWS and VWS. 
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Table 4.12: Comparisons of the chi-square values of the statistical models  
 
Month  Chi-Square Test   
  50 m   
 Weibull Rayleigh Gamma Lognormal 
Jan’09 0.00021 0.00011 0.00045 0.00395 
Feb 0.00037 0.00019 0.00077 0.00541 
Mar 0.00049 0.00022 0.00093 0.00566 
Apr 0.00075 0.00022 0.00119 0.00432 
May 0.00071 0.00024 0.00114 0.00461 
Jun 0.00045 0.00030 0.00099 0.00804 
July 0.00073 0.00041 0.00151 0.00823 
Aug 0.00041 0.00027 0.00090 0.00706 
Sept 0.00033 0.00022 0.00072 0.00598 
Oct 0.00012 0.00007 0.00037 0.00518 
Nov 0.00022 0.00016 0.00052 0.00485 
Dec 0.00025 0.00014 0.00054 0.00437 
Average 0.00042 0.00021 0.00084 0.00564 
 
 
 
4.2.6.3 Correlation Coefficient  
The correlation coefficient is a statistical technique that was used to determine the linear relationship 
between actual and predicted wind distribution. The mathematical equation for R is defined as 
  
     
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1 1
22
1                (4.26) 
where x  and y  are the mean of the actual and predicted wind distribution, respectively. 
The comparisons of the estimated correlation coefficient values at DWS are shown in Table 4.13. The 
model with the highest value of  R is chosen as the best statistical model for wind assessment at DWS. 
From the table, the Weibull pdf  has the R value of 81.9 %, the Rayleigh pdf has the R  value of 93.2 
%, the Gamma pdf  has the R  value of 70.5 %, and the lognormal pdf  has the R  value of 21.3 %. 
From the analysis, it is shown that only the Rayleigh model has the highest  R  value, followed by the 
Weibull model which invariably means only these two statistical models are the most accurate models 
for wind resource assessment at DWS and VWS. 
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Table 4.13: Comparisons of the correlation coefficient (R) values (%) of the statistical models.  
 
 Months  R-Test   
  50 m   
 Weibull Rayleigh Gamma Lognormal 
Jan’09 84.1 93.0 69.1 27.2 
Feb 80.2 91.9 65.6 18.8 
Mar 77.6 93.1 66.3 10.9 
Apr 68.8 96.3 58.4 3.7 
May 71.7 96.1 65.2 1.12 
Jun 85.4 92.2 76.8 1.2 
July 84.0 94.7 77.8 139 
Aug 84.3 91.2 72.6 8.6 
Sept 84.9 91.3 73.1 10.8 
Oct 93.5 96.7 81.9 8.3 
Nov 85.6 90.6 70.8 22.5 
Dec 83.1 91.9 68.4 22.1 
Average 81.9 93.2 70.5 12.3 
 
4.2.6.4 Correlation  of Determination  
Another method of assessing the goodness-of-fit of the wind distribution is known as the coefficient 
of determination “COD”. It is simply defined as 
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           (4.27) 
The value of COD ranges between 0 % and 100 % and is always less than or equal to R. The monthly 
and annual COD values of the four statistical models at 50 m height are summarized in Table 4.14. 
The statistical function that accurately modeled the wind speed measurement is selected according to 
the highest value of COD. 
 
 
 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  94 
 
Table 4.14: Comparisons of the coefficient of determination “COD” values (%) of the considered 
statistical models.  
 Months  COD-Test   
  50 m   
 Weibull Rayleigh Gamma Lognormal 
Jan’09 70.7 86.4 47.7 7.4 
Feb 64.4 84.4 43.0 3.5 
Mar 60.3 86.7 44.0 1.2 
Apr 47.3 92.8 34.1 0.1 
May 51.4 92.3 42.6 2.0E-04 
Jun 73.0 85.0 59.0 0.02 
July 70.6 89.6 60.6 1.9 
Aug 71.0 83.3 52.6 0.7 
Sept 72.1 83.3 53.4 1.2 
Oct 87.4 93.6 67.1 0.7 
Nov 73.2 82.0 50.2 5.0 
Dec 69.0 84.4 46.8 4.9 
Average 67.5 87.0 50.1 0.022 
 
 
To choose the accurate statistical model to be used for the study at DWS and VWS, the statistical 
model with the lowest value of RMSE and Chi-Square, as well with highest COD amd R values was 
chosen. The figures 4.11 to 4.14 show accuracy test results of the Weibull, Rayleigh, Gamma, 
Lognormal models at a 60 m hub height. At the DWS, the Weibull, Rayleigh, Gamma, and 
Lognormal models return an overall value RMSE values of 1.919 %, 1.557 %, 2.739 %, and 4.033 %, 
respecitvely. At VWS, the Weibull, Rayleigh, Gamma, and Lognormal pdf return an overall RMSE 
values of 1.073 %, 2.065 %, 2.397 %, and 3.372 %, respecitvely. At the DWS, the Weibull, Rayleigh, 
Gamma, and Lognormal models return an overall COD values of 66.3 %, 88.5 %, 51.6 %, and 30.0 
%, respectively. Furthermore, at VWS, the models return an overall COD values of 95.5 %, 85.8 %, 
83.0 %, and 66.7 % for Weibull, Rayleigh, Gamma and Lognormal respectively.  
Comparing the accuracy test results, it can be inferred that the Rayleigh  model is the most suitable 
statistical function for modeling of the wind speed at DWS, while the Weibull function is the most 
suitable statistical model at VWS. The lognormal pdf performs poorly when used for the modelling of 
the wind speed at DWS.  
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Figure 4.11: Comparison of the bi-annual RMSE values at a 60 m hub height on DWS 
 
 
 
Figure 4.12: Comparison of the bi-annual RMSE values at a 60 m hub height on VWS 
 
 
 
 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  96 
 
 
 
Figure 4.13: Comparison of the bi-annual COD values at a 60 m hub height on DWS 
 
 
 
Figure 4.14: Comparison of the bi-annual COD values at  a 60 m hub height on VWS 
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4.2.7 Evaluation of the Site Wind Potential 
Once the wind resources at DWS and VWS have been modelled to determine the wind speed 
distribution, the evaluation of wind energy potential at DWS and VWS are conducted. The essence of 
the wind site evaluation is to determine the class of WECS to be deployed at both sites for wind 
energy project (such as small, medium or large scale). The evaluation of wind resources at both sites 
were conducted by determining the wind power densities and classes. Other factor which is often been 
considered for evaluation of the site’s wind resources of a wind farm project is the proximity to 
buildings, trees, and transmission and distribution lines, cost (capital and maintenance) etc. The 
proximity of a wind farm to high-voltage transmission lines (due to the high costs associated with 
building transmission lines) are often considered to be the best approach for sitting of wind farm 
project. Once the wind resources at both sites have been evaluated, the positioning of WECS can be 
done using the wind resource assessment tool, and the process is known as micrositing.  The objective 
of the micrositing is to optimize the prevailing wind through correct placements or alignments of the 
WECS at wind site [152]. Furthermore, the prevailing wind direction, terrain structure, size of the 
WECS etc. must be taken into consideration in order to optimize the available wind resources at the 
considered wind sites [172]. 
4.2.7.1 Estimation of the Wind Power Density 
The available wind power moving across the rotor blades surface per unit swept area is defined by Eq. 
(4.28) 
 P(v) = 
2
1
 
ρ(h)v 3                (4.28) 
where v  is the observed wind speed,  ρ(h) is the time varying air density sweeping the rotor blades, 
and P(v) is the wind power density. 
The theoretical maximum power {W} of the wind across swept area “A” of the WECS, at wind speed 
v is given by 
Po(v) = 
2
1
 
ρ(h)Av 3                (4.29) 
where A is the swept area of the rotor blades and Po (v) is the theoretical wind power available for 
conversion. 
The mechanical power {W} of the WECS is defined by Eq, (4.30) 
Pm(v) = Cp 
2
1
 
ρ(h)Av 3                           (4.30) 
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where Pm(v) and Cp are the mechanical power developed by the rotor blades and the power coefficient 
of the rotor (depending on the design of the rotor blades), respectively.  
4.2.7.1.1 Actual Wind Power Density  
The actual wind power density at both wind sites  were estimated using Eq. (4.31). The actual wind 
speed in term of its distribution is defined as 
PA = 
2
1
ρ(h) dvvfv )(
0
3


                (4.31) 
where f(v) is the actual wind pdf and PA is the actual wind power density. 
4.2.7.1.2 Weibull Wind Power Density  
The wind power density using Weibull distribution was estimated using Eq. (4.32) [161-162].  
PW = 
2
1
ρ(h)C3 






k
3
1                 (4.32) 
where k and C are shape and scale parameters of the Weibull distribution; and PW is the Weibull wind 
power density. 
4.2.7.1.3 Rayleigh Wind Power Density  
The Rayleigh wind power density PR was estimated using Eq. (4.33) [3]. 
PR= 

3
*ρ(h) *( v )
3
                (4.33) 
Putting k = 2 into Eq. (4.9) [39] 
v  = C 






2
1
1                      (4.34a) 
   v = C
4

                           (4.34b) 
where v  is the Rayleigh mean wind speed at k = 2; C is the Rayleigh scale  parameter at k = 2; and PR 
is the Rayleigh wind power density. 
Substituting (4.34b) into (4.33), the Rayleigh wind power density is re-defined as  
PR=

3
*ρ(h)*
3
4 






 
C                 (4.35) 
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4.2.7.1.4 Gamma Wind Power Density  
The wind power density using the Gamma distribution was estimated using Eq. (4.36) [44]. 
PG = 
2
1
 
ρ(h)C3[k(k+1)(k+2)]             (4.36) 
where k and C are shape and scale parameters of the Gamma pdf, respectively; PG is the wind power 
density of the Gamma pdf. 
The estimation of the monthly mean wind power densities (WPDs) at both wind sites are summarized 
in the tables 4.15 to 4.17. At DWS and VWS, a typically 10 to 40 meters height WPD estimates can 
be used to size the WECS for small to medium scale wind energy project;  while a 50-meter height 
WPD estimates is the metric or standard used to gauge the site wind potential at a potential site for 
large-scale wind energy project. However, the criteria for selection of a hub height for WECS 
deployement depends mainly on the site prevailing wind, class of the sized WECS and the capital cost 
involved. 
At DWS using the actual, Weibull, Rayleigh, Gamma distribution; the bi-annual mean wind power 
densities were estimated at 129.57 W/m
2
, 158.99 W/m
2
, 153.50 W/m
2
, 172.25 W/m
2
 on a 10 m hub 
height, respectively. At a 20 m hub height, the wind power densities values of 171.43 W/m
2
, 209.06 
W/m
2
, 202.51 W/m
2
,  231.16 W/m
2
, respectively were estimated. At a 60 m hub height, the wind 
power densities values of 270.75 W/m
2
, 330.47 W/m
2
, 317.30 W/m
2
, 368.88 W/m
2
, respectively were 
estimated. 
At VWS using the actual, Weibull, Rayleigh, Gamma distribution; the bi-annual mean wind power 
densities were estimated at 97.2 W/m
2
, 121.2 W/m
2
, 127.1 W/m
2
, 134.4 W/m
2
 at a 10 m hub height, 
respectively. At a 20 m height, the wind power densities values were estimated at 144.7 W/m
2
, 181.4 
W/m
2
, 191.5 W/m
2
, 196.5 W/m
2
, respectively. At a 60 m hub height, the wind power densities values 
were estimated at 238.6 W/m
2
, 305.6 W/m
2
, 327.7 W/m
2
, 339.8 W/m
2
, respectively. 
At DWS on a 10 m height; the bi-annual mean errors in estimating the wind power densities using the 
Weibull, Rayleigh, Gamma models are 21.95 %, 16.90 %, 29.78 %, respectively. At a 20 m height; 
the bi-annual mean errors were estimated at 20.52 %, 16.54 %, 31.48 %, respectively. At a 60 m 
height; the bi-annual mean errors were estimated at 20.524 %, 15.38 %, 32.73 %, respectively. 
Comparing the WPD values and error values of the statistical models, it can be infer that the Rayleigh 
model has the least model error and most suitable for estimating the WPDs at DWS. 
At VWS on a 10 m height; the bi-annual mean errors in estimating the wind power densities using the  
Weibull, Rayleigh, Gamma models are 23.81 %, 29.27 %, 41.11 %, respectively. At a 20 m height; 
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the bi-annual mean errors were estimated at 22.55 %, 30.59 %, 34.35 %, respectively. At a 60m 
height; the bi-annual mean errors were estimated at 27.61 %, 36.20 %, 41.32 %, respectively. The 
more the error values are closer to 0 %, the better the accuracy of statistical wind model. Comparing 
the WPD values and error values of the statistical models, it can be seen that the Weibull model has 
the least error and most suitable for estimating the WPDs at VWS. 
Furthermore, it was observed that the WPD values at DWS were higher as compared to the WPDs 
estimates at VWS. The main reason for variations in the WPD values was as a result of the differences 
in the sampled mean weather data obtained at DWS (5-minute) and VWS (10-minute). At DWS, a 
sampled 5-minute mean measurement data were available and used.  At VWS, only a 10-minute mean 
weather data was available. The use of sampled 10-minute mean weather data has a slight difference 
as compared with the use of the 5-minute mean weather data because of its inability to capture the 
wind variation at a very short time interval. 
The variation of monthly mean wind power densities at 10, 20 and 60 m hub heights are shown in the 
figures 4.15 to 4.20. The wind power estimates was based on the Rayleigh distribution where the 
value of k is equal to two. From the figures, the WPDs estimation show that the wind pattern across 
both sites in each month differs. However, the wind patterns at both sites in the month of July 2010 to 
March 2011, as well as in May 2011 to May 2012 were the same. 
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Table 4.15: Comparisons of the monthly mean wind power density at a 10 m hub height on DWS and 
VWS 
Months DWS P(W/m2)    Months VWS P(W/m2)   
  10m      10m   
 PA PW PR PG   PA PW PR PG 
Jun’10 78.7 91.6 90.6 93.5  Jun’10 44.5 52.3 53.3 52.1 
July 59.0 67.2 65.5 67.7  July 38.0 48.2 51.8 50.4 
Aug 88.5 149.3 105.7 113.6  Aug 60.4 73.4 76.0 75.8 
Sept 117.2 141.3 139.8 152.3  Sept 89.2 111.7 117.9 120.2 
Oct 148.2 184.1 182.3 203.6  Oct 102.7 127.2 133.5 134.5 
Nov 169.1 212.1 207.7 233.8  Nov 111.6 140.8 149.9 150.6 
Dec 184.8 233.3 222.7 253.7  Dec 128.1 160.1 169.1 171.4 
Jan’11 181.55 226.33 227.37 256.05  Jan’11 154.8 199.2 217.7 210.5 
Feb 146.63 180.30 174.68 199.83  Feb 121.4 149.7 155.7 158.4 
Mar 93.59 111.54 107.62 119.42  Mar 92.4 115.0 120.4 123.5 
Apr 109.74 129.94 123.48 140.52  Apr 75.9 98.2 104.7 63.0 
May 95.99 105.73 98.90 106.17  May 54.6 63.7 64.6 104.3 
Jun 123.75 139.48 128.59 143.75  Jun 90.8 103.4 100.7 55.0 
July 103.72 110.92 102.88 110.83  July 46.2 55.4 57.2 77.9 
Aug 90.19 108.36 107.17 115.47  Aug 61.9 75.2 77.6 106.6 
Sept 117.41 131.73 128.73 141.94  Sept 81.1 100.1 100.1 110.2 
Oct 115.78 139.41 135.70 150.45  Oct 80.4 101.3 106.9 229.0 
Nov 219.80 280.60 282.22 326.90  Nov 165.1 208.5 220.3 240.3 
Dec 230.49 290.90 293.39 331.97  Dec 172.3 219.8 230.6 240.3 
Jan’12 147.70 180.28 175.77 199.60  Jan’12 146.4 185.6 195.2 198.6 
Feb 181.32 230.81 222.72 267.66  Feb 158.3 199.6 208.8 216.7 
Mar 141.73 174.36 164.29 194.06  Mar 136.5 172.5 176.5 181.3 
Apr 118.96 141.66 142.35 156.03  Apr 79.9 100.9 106.7 102.3 
May 45.68 54.01 53.76 55.24  May 39.4 50.2 54.1 52.7 
Mean 129.6 159.0 153.5 172.3  Mean 97.2 121.2 127.1 134.4 
 
where PA, PW , PR , PG are the monthly mean wind power densities of the Actual, Weibull, Rayleigh, 
Gamma functions, respectively. 
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Table 4.16: Comparisons of the monthly mean wind power density at a 20 m hub height on DWS and 
VWS 
 
Month DWS P(W/m2)    Month VWS P(W/m2)   
  20m      20m   
 PA PW PR PG   PA PW PR PG 
Jun’10 104.9 121.8 119.8 125.1  Jun’10 70.7 72.9 84.6 85.3 
July 78.1 88.7 85.8 89.9  July 60.9 79.9 82.1 83.2 
Aug 117.9 141.8 139.6 152.2  Aug 93.5 108.2 119.1 121.9 
Sept 156.4 188.8 185.7 204.7  Sept 135.0 176.6 182.5 189.5 
Oct 197.3 244.5 242.4 273.9  Oct 151.0 191.7 200.6 206.0 
Nov 225.1 279.8 276.2 314.6  Nov 165.4 220.7 225.0 229.5 
Dec 244.7 303.8 282.7 341.2  Dec 187.3 242.0 250.9 257.2 
Jan’11 241.2 302.7 301.9 345.1  Jan’11 227.2 346.7 342.9 316.3 
Feb 197.1 240.3 230.5 268.2  Feb 176.9 212.7 229.7 237.0 
Mar 124.2 148.0 141.4 159.3  Mar 136.1 171.6 181.2 189.6 
Apr 145.2 174.5 164.1 189.6  Apr 114.7 165.4 162.0 165.2 
May 127.5 140.2 130.3 141.3  May 86.1 83.6 100.2 101.2 
Jun 164.1 185.1 169.2 191.4  Jun 144.3 116.2 157.9 169.5 
July 137.1 146.4 134.7 146.9  July 73.9 80.8 90.4 89.4 
Aug 119.8 143.9 141.0 154.4  Aug 97.3 111.7 123.6 127.6 
Sept 145.6 175.6 170.4 190.2  Sept 123.1 147.8 160.3 167.8 
Oct 154.2 185.8 179.4 201.6  Oct 119.6 148.4 158.8 168.5 
Nov 291.7 375.9 375.5 440.6  Nov 236.4 314.9 323.5 338.2 
Dec 304.2 389.3 389.8 448.0  Dec 252.0 321.7 338.9 353.3 
Jan’12 196.1 240.2 231.8 267.9  Jan’12 211.9 269.8 282.2 288.2 
Feb 240.3 308.0 293.1 359.3  Feb 229.0 290.7 305.6 317.2 
Mar 188.0 232.0 216.0 259.3  Mar 197.5 249.1 262.6 271.5 
Apr 152.9 189.1 188.7 209.7  Apr 121.2 153.7 165.5 158.8 
May 60.9 71.2 70.4 73.4  May 61.0 77.6 83.21 83.4 
Mean 171.4 209.1 200.8 231.2  Mean 144.7 181.4 194.5 196.5 
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Table 4.17: Comparisons of the monthly mean wind power density at a 60 m hub height on DWS and 
VWS 
Month DWS P(W/m2)    Month VWS P(W/m2)   
  60m      60m   
 PA PW PR PG   PA PW PR PG 
Jun’10 165.2 191.6 186.6 199.2  Jun’10 138.7 170.0 172.5 179.1 
July 122.0 138.2 131.8 141.6  July 132.1 167.1 178.0 185.3 
Aug 185.7 223.5 217.5 242.5  Aug 172.2 213.0 221.0 231.4 
Sept 247.4 298.8 291.3 327.1  Sept 240.2 311.4 339.1 356.1 
Oct 312.0 387.0 378.5 438.8  Oct 241.9 311.2 335.7 350.9 
Nov 357.2 444.2 435.2 503.6  Nov 267.9 346.4 377.1 386.7 
Dec 388.6 482.1 464.8 546.3  Dec 287.5 369.1 396.9 415.9 
Jan’11 383.0 480.7 475.3 553.3  Jan’11 349.1 458.4 511.9 509.3 
Feb 310.9 379.7 358.8 428.4  Feb 263.2 332.1 348.1 369.8 
Mar 195.6 233.4 220.3 253.1  Mar 218.8 279.1 295.9 320.4 
Apr 228.3 274.8 254.8 300.6  Apr 206.1 268.8 296.7 306.8 
May 200.8 220.6 203.1 223.6  May 156.6 185.7 186.2 194.7 
Jun 258.0 291.0 262.9 302.5  Jun 263.5 309.1 298.1 329.3 
July 213.8 227.8 206.4 230.5  July 155.3 188.6 194.3 198.1 
Aug 188.1 226.1 218.4 245.8  Aug 188.7 237.8 250.8 262.5 
Sept 253.0 277.8 267.0 303.3  Sept 214.0 273.8 294.53 308.6 
Oct 243.7 294.0 281.2 321.6  Oct 197.4 250.5 265.7 280.4 
Nov 463.8 597.6 591.4 706.7  Nov 362.4 477.0 529.8 547.7 
Dec 483.9 618.3 612.5 720.5  Dec 390.1 505.9 546.4 569.6 
Jan’12 303.1 379.7 361.4 428.0  Jan’12 313.3 401.1 432.6 437.2 
Feb 368.4 488.1 457.1 573.9  Feb 352.6 457.6 499.0 513.0 
Mar 290.9 365.9 334.8 411.5  Mar 298.0 395.4 429.4 446.5 
Apr 240.1 299.3 295.8 335.2  Apr 212.2 285.3 314.4 300.2 
May 94.6 111.8 108.4 115.6  May 104.4 139.8 150.3 154.7 
Mean 270.8 342.5 317.3 368.9  Mean 238.6 305.6 327.7 339.8 
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On a 10m hub height 
 
Figure 4.15: Variation of the monthly wind power densities at DWS 
 
 
Figure 4.16: Variation of the monthly wind power densities at VWS 
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On a 20m hub height 
 
Figure 4.17: Variation of the monthly wind power densities at DWS 
 
 
Figure 4.18: Variation of the monthly wind power densities at VWS 
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On a 60m hub height 
 
Figure 4.19: Variation of the monthly wind power densities at DWS 
 
Figure 4.20: Variation of the monthly wind power densities at VWS 
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4.2.8 Wind Power Class of the site 
The wind power at a given location is usually classified according to the international system of 
classification using the estimated wind power density values, and ranges from classes 1 to 7. Each of 
the wind power classes represents a range of the mean wind speed (m/s) and its equivalent mean wind 
power density (W/m²) [35,173]. The wind power class 1 is used to denotes a very poor wind 
resources; class 2 is used to denote a poor wind resources; class 3 is used to denote a marginal wind 
resources; class 4 is used to denote a good or suitable wind resources; class 5 is used to denote a very 
good or suitable wind site; classes 6 and 7 is used to denote an excellent wind resources at a site. 
The prevailing wind resources at both wind sites were mapped with the wind power density, and the 
estimated monthly mean  wind power densities at DWS and VWS are summarized in the tables 4.15 
to 4.17. The wind power class as explained by Waewsak et al was used to map the wind power 
densities (WPDs) to the wind power classes (WPCs) at DWS and VWS. 
The tables 4.18 to 4.20 show the summary of the estimated monthly wind power classes at DWS and 
VWS. Based on the estimated WPDs at 10 and 20 m heights; the wind power class ranging from 1 to 
3 are reliable for small scale wind energy generation, while the wind power class 3 and above is 
reliable for medium to large scale energy generation at both sites. Though the wind power class 3 is 
often used as the metric for gauging the wind resources in large scale energy application, however, the 
class 4 to 6 will be more reliable for large scale energy generation based on the wind resource 
assessment conducted at 10, 20 and 60 m heights on both wind sites. The wind power classes at 10, 20 
and 60 m heights are compared with the estimated wind power densities summarized in the tables 
4.15 to 4.17. Both results show that: At DWS, the selected site lies within 3, 2
-
 and 3
+
 of  the 
international system of wind power classification at 10, 20, and 60 m hub heights, respectively. At 
VWS, the selected wind site lies within 2, 1
+
 and 3
-
 of the international system of wind power 
classification at 10, 20 and 60 m hub heights, respectively. 
Furthermore, the actual wind power density and class values were used as the benchmark for 
comparisons with other wind power distribution model. The use of Weibull at k=2 or Rayleigh wind 
power density and class are the standard recommended for international classification of wind power 
potential at any site. The actual wind model was the first developed parametric model but due to its 
modelling inaccuracy when utilized for wind speed measurement, other statistical models came was 
proposed for wind application. As a result, the values of the actual wind power density is expected to 
be lower  as compared with other estimated wind power density values of the models. Hence the 
results of Weibull, Rayleigh, Gamma and Lognormal were compared to the Actual wind power 
density values for accuracy and improvement. Also, the Rayleigh wind power classification can be 
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used if only if the value of shape parameter k=2 was utilized. The comparisons of the wind power 
class at 10, 20 and 60 m hub heights are summarized below. 
Table 4.18: Comparisons of the monthly wind power class at a 10 m hub height on DWS and VWS  
Month  DWS
 
   Month  VWS
 
  
  10 m      10 m   
 WPCA WPCW WPCR WPCG   WPCA WPCW WPCR WPCG 
Jun’10 1 1 1 1  Jun’10 1 1 1 1 
July 1 1 1 1  July 1 1 1 1 
Aug 1 2 2 2  Aug 1 1 1 1 
Sept 2 2 2 3  Sept 1 2 2 2 
Oct 2 3 3 4  Oct 2 2 2 2 
Nov 3 4 4 4  Nov 2 2 2 3 
Dec 3 4 4 5  Dec 2 3 3 3 
Jan’11 3 4 4 5  Jan’11 3 3 4 4 
Feb 2 3 3 3  Feb 2 2 3 3 
Mar 1 2 2 2  Mar 1 2 2 2 
Apr 2 2 2 2  Apr 1 1 1 1 
May 1 2 1 2  May 1 1 1 2 
Jun 2 2 2 2  Jun 1 2 2 1 
July 2 2 2 2  July 1 1 1 1 
Aug 1 2 2 2  Aug 1 1 1 2 
Sept 2 2 2 2  Sept 1 2 2 2 
Oct 2 2 2 3  Oct 1 2 2 4 
Nov 4 5 4 6  Nov 3 4 4 4 
Dec 4 5 5 6  Dec 3 4 4 4 
Jan’12 2 3 3 3  Jan’12 2 3 3 3 
Feb 3 4 4 5  Feb 3 3 4 4 
Mar 2 3 3 3  Mar 2 2 3 3 
Apr 2 2 2 3  Apr 1 2 2 2 
May 1 1 1 1  May 1 1 1 1 
Mean 2 3 3 3  Mean 1 2 2 2 
 
where WPCA, WPCW , WPCR , WPCG are the monthly wind power classes of the Actual, Weibull, 
Rayleigh, Gamma distributions, respectively. 
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Table 4.19: Comparisons of the monthly wind power class at a 20 m hub height on the DWS and VWS 
Month  DWS
 
   Month  VWS
 
  
  20 m      20 m   
 WPCA WPCW WPCR WPCG   WPCA WPCW WPCR WPCG 
Jun’10 1
+
 1
+
 1
+
 1
+
  Jun’10 1
-
 1
-
 1- 1
-
 
July 1
-
 1
-
 1
-
 1
-
  July 1
-
 1
-
 1- 1
-
 
Aug 1
+
 1
+
 1
+
 1
+
  Aug 1
-
 1
+
 1
+
 1
+
 
Sept 1
+
 1
+
 1
+
 2
-
  Sept 1
+
 1
+
 1
+
 1
+
 
Oct 1
+
 2
-
 2
-
 2
+
  Oct 1
+
 1
+
 2
-
 2
-
 
Nov 2
-
 2
+
 2
+
 3
-
  Nov 1
+
 2
-
 2
-
 2
-
 
Dec 2
-
 3
-
 2
+
 3
-
  Dec 1
+
 2
-
 2
+
 2
+
 
Jan’11 2
-
 3
-
 3
-
 3
-
  Jan’11 2
-
 3
-
 3
-
 3
-
 
Feb 1
+
 2
-
 2
-
 2
+
  Feb 1
+
 2
-
 2- 2- 
Mar 1
+
 1
+
 1
+
 1
+
  Mar 1
+
 1
+
 1
+
 1
+
 
Apr 1
+
 1
+
 1
+
 1
+
  Apr 1
+
 1
+
 1
+
 1
+
 
May 1
+
 1
+
 1
+
 1
+
  May 1
-
 1
-
 1
+
 1
+
 
Jun 1
+
 1
+
 1
+
 1
+
  Jun 1
+
 1
+
 1
+
 1
+
 
July 1
+
 1
+
 1
+
 1
+
  July 1
-
 1
-
 1
-
 1
-
 
Aug 1
+
 1
+
 1
+
 1
+
  Aug 1
-
 1
+
 1
+
 1
+
 
Sept 1
+
 1
+
 1
+
 1
+
  Sept 1
+
 1
+
 1
+
 1
+
 
Oct 1
+
 1
+
 1
+
 2
-
  Oct 1
+
 1
+
 1
+
 1
+
 
Nov 2
+
 3
+
 3
+
 4
-
  Nov 2
-
 3
-
 3
-
 3
-
 
Dec 3
-
 3
+
 3
+
 4
-
  Dec 2
+
 3
-
 3
-
 3
+
 
Jan’12 1
+
 2
-
 2
-
 2
+
  Jan’12 2
-
 2
+
 2
+
 2
+
 
Feb 2
-
 3
-
 2
+
 3
+
  Feb 2
-
 2
+
 3
-
 3
-
 
Mar 1
+
 2
-
 2
-
 2
+
  Mar 1
+
 2
-
 2
+
 2
+
 
Apr 1
+
 1
+
 1
+
 2
-
  Apr 1
-
 1
+
 1
+
 1
+
 
May 1
+
 1
-
 1
-
 1
-
  May 1
-
 1
-
 1
-
 1
-
 
Mean 1
+
 2
-
 2
-
 2
-
  Mean 1
+
 1
+
 1
+
 1
+
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Table 4.20: Comparisons of the monthly wind power class at a 60 m hub height on DWS and VWS 
 
Month  DWS
 
   Month  VWS
 
  
  60 m      60 m   
 WPCA WPCW WPCR WPCG   WPCA WPCW WPCR WPCG 
Jun’10 1
+
 1
+
 1
+
 1
+
  Jun’10 1
+
 1
+
 1
+
 1
+
 
July 1
+
 1
+
 1
+
 1
+
  July 1
+
 1
+
 1
+
 1
+
 
Aug 1
+
 2
-
 2
-
 2
-
  Aug 1
+
 2
-
 2
-
 2
-
 
Sept 2
-
 2
+
 2
+
 3
-
  Sept 2
-
 3
-
 3
-
 3
+
 
Oct 3
-
 3
+
 3
+
 4
-
  Oct 2
-
 3
-
 3
-
 3
+
 
Nov 3
+
 4
-
 4
-
 5
-
  Nov 2
+
 3
-
 3
+
 3
+
 
Dec 3
+
 4
+
 4
+
 5
-
  Dec 2
+
 3
+
 3
+
 4
-
 
Jan’11 3
+
 4
+
 4
+
 5
+
  Jan’11 3
-
 4
+
 5
-
 5
-
 
Feb 3
-
 3
+
 3
+
 4
-
  Feb 2
+
 3
-
 3
-
 3
+
 
Mar 1
+
 2
-
 2
-
 2
+
  Mar 2
-
 2
+
 2
+
 3
-
 
Apr 2
-
 2
+
 2
+
 3
-
  Apr 2
-
 2
+
 2
+
 3
-
 
May 2
-
 2
-
 2
-
 2
-
  May 1
+
 1
+
 1
+
 1
+
 
Jun 2
+
 2
+
 2
+
 3
-
  Jun 2+ 3- 2+ 3- 
July 2
-
 2
-
 2
-
 2
-
  July 1
+
 1
+
 1
+
 1
+
 
Aug 1
+
 2
-
 2
-
 2
-
  Aug 1
+
 2
-
 2
+
 2
+
 
Sept 2
+
 2
+
 2
+
 3
-
  Sept 2
-
 2
+
 4
+
 3
-
 
Oct 2
-
 2
+
 2
+
 3
-
  Oct 1
+
 2
+
 2
+
 2
+
 
Nov 4
+
 5
+
 5
+
 6
+
  Nov 3
+
 4
+
 5
-
 5
-
 
Dec 4
+
 6
-
 6
-
 6
+
  Dec 3
+
 5
-
 5
-
 5
+
 
Jan’12 3
-
 3
+
 3
+
 4
-
  Jan’12 3
-
 4
-
 4
-
 4
-
 
Feb 3
+
 4
+
 4
+
 5
+
  Feb 3
+
 4
+
 4
+
 5
-
 
Mar 2
+
 3
+
 3
-
 4
-
  Mar 2
+
 3
+
 4
-
 4
-
 
Apr 2
-
 2
+
 2
+
 3
-
  Apr 2
-
 2
+
 3
-
 3
-
 
May 1
-
 1
+
 1
+
 1
+
  May 1
+
 1
+
 1
+
 1
+
 
Mean 2
+
 3
-
 3
-
 3
+
  Mean 2
-
 3
-
 3
-
 3
-
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4.2.9 Selection of the Wind Energy Conversion System  
The sizing of the WECS is a function of the site’s wind power density and its power class. For sizing 
of the WECS, it is very crucial that the wind power class of the site be known to determine the type 
and size of WECS to be deployed at that site. To evaluate the wind energy generation potentials at 
DWS and VWS, three potential WECS rated 5.0 kW at 10 m, 40 kW at 20 m, and 1.3 MW at 60 m 
height were selected based on the wind power classes at both wind sites. The 5.0 kW, 40 kW and 1.3 
MW WECS cut-in-speeds are 3.0 m/s, 3.00 m/s and 4.0 m/s; and reaches the rated speed at 12.50 m/s, 
12.50 m/s and 15.0 m/s, respectively as shown in the table 4.21. The cut-in-speed is the speed at 
which the WECS start to generate a minimum electrical power output, the rated speed is the speed at 
which the WECS generate it rated electric power output, and the cut-out-speed is the speed at which 
the WECS is shut down to keep the loads and power output from exceeding or reaching a damaging 
level. Different rated WECS were selected to take advantage of the range of wind speeds prevailing at 
different heights, as well as to determine the effects of changing wind speed on the energy outputs of 
the WECS.  
Table 4.21: Selected WECS specification for the wind resources at DWS and VWS 
FEATURES WECS-1  WECS-2 WECS-3 
Cut-in-Speed 3.00 m/s  3.00 m/s 4.00 m/s 
Rated Speed 12.50 m/s  12.50 m/s 15.00 m/s 
Cut-out-Speed 25.00 m/s  25.00 m/s 25.00 m/s 
Survival Speed 54 m/s  63 m/s 63 m/s 
Rotor Type 3-bladed  3-bladed 3-bladed 
Swept Area 12.57 m²  78.55 m² 3019.5 m² 
Hub Height 10 m  20 m 60 m 
Rated Power 5.0 kW  40.0 kW 1.3 MW 
Operational Data 50Hz/60Hz, 230V  50Hz/60Hz, 690V 50Hz/60Hz, 690V 
Rotational speed 120 RPM  53 RPM 13-19 RPM 
Power Regulation Stall-Control  Stall-Control Pitch-Control 
 
 
Furthermore, because of the low wind resources prevalence in the months of June-August 2010 and 
May 2012 at DWS; a rated 5 kW and 40 kW WECS were sized to support the energy generation of 
the 1.3 MW WECS at a 60 m height during period of low wind. Also, in the month of June -August 
2010, May 2011, July 2011 and May 2012 at the VWS, a rated 5 kW and 40 kW WECS were selected 
to support the energy generation for these months of low wind. As a result, a 5 kW and 40 kW WECS 
were chosen to generate most of the energy needed during the period of low wind, while the sized 1.3 
MW WECS was reliable for energy generation at DWS and VWS during the period of high wind.  
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  112 
4.2.9.1 Normalization of Wind Speed Measurement 
To analyze the wind energy outputs of the WECS at both sites, the usable wind speed for generation 
ranges from the cut-in speeds to the cut-out speeds as shown in the table 4.21. The power regulation 
strategies of the WECS are as follow: (i) At a low wind, the WECS are controlled using the wind-
speed-power mechanism along the maximum power tracking to capture the wind for conversion into 
electricity. (ii) As the wind speed reaches the rated speed of the, the WECS is controlled such that the 
electric power output is close to the rated power of the WECS, and (iii) At high wind above the rated 
speed (observed wind speed greater than the rated speed), the power outputs of the WECS are kept 
close to the rated power.  Any further increase in the speed of wind will cause WECS power output to 
exceed the rated power and the control system pitch away or stall the WECS during high wind to keep 
the WECS power output close to the rated capacity. Any further increase in the wind will cause the 
WECS rotor speed to decrease to induce stall so that the WECS is completely shut down during 
strong wind.  
4.2.9.2 Rotor Efficiency 
The rotor efficiency also known as the power coefficient of the rotor blades is defined as the fraction 
of the available wind power that can be extracted by the rotor blades. Based on the bertz law 
definition, the maximum wind power that can be extracted by the rotor blades at any given time is 
59% of the total wind flow. However;  in the practical design of the rotor blades, the maximum Cp 
values range from 20 to 40 % depending on the design or number of the blades [26].  
In the selection of the WECS for this study, the considered  horizontal WECS have 3 rotor blades and 
the rotor efficiency of each WECS was estimated at 33.3 % at a 10 m height, 42.5 % at a 20 m height, 
and 20.8 % at a 60 m hub height. This means that only 33.3 %, 42.5 %, and 20.8 % of the total kinetic 
energy of the wind were converted into the mechanical power driving the electrical generator. It is 
important to know that an efficient WECS is required to capture a minimum fraction of the total wind 
flow across the rotor blades for conversion into electricity to avoid fatigue, mechanical stress and 
damage to the WECS components. The comparison of the estimated rotor efficiency of each WECS 
shows that a 1.3 MW WECS has a lower extraction capability. This invariable mean that a higher 
WECS is designed to have a lower rotational speed and minimal extraction of the wind for electricity 
conversion as compared to the 5 kW and 40 kW WECS. 
4.2.9.3 Capacity Factor 
The capacity factor of a WECS is defined as the ratio of average electric power output of the WECS 
over a time period to its power output at its rated capacity. The capacity factor usually denotes the 
availability of the WECS generating electric power for the prevailing wind. It is different from the 
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turbine efficiency or reliability because for the wind energy production, losses such as mechanical 
(such as gearbox) and electrical are involved.  
At DWS and VWS, the capacity factors of the WECS were estimated based on both the efficiency of 
WECS and the percentage of time the WECS were generating electric power from the available wind.  
 
The mathematical expression for the capacity factor (%) of a WECS is defined in Eq. (4.37)  
%100*
  
r
av
f
P
P
C                 (4.37) 
where avP  
is the average electric power output of the WECS; 
rP  is the rated electric power capacity of 
the WECS; and Cf  is the capacity factor.  
The capacity factor of a WECS at a site usually ranges between 10 and 40 % but varies depending on 
the factors such as the prevailing wind resources; the size of the WECS; the availability and the 
efficiency of the WECS or wind technology. To obtain the monthly mean capacity factors based on 
the number of working days of the WECS, Eq. (4.37) is used and the estimated values are 
summarized in the tables 4.22 to 4.23. 
At DWS on a 10 m height, the month of May 2012 had the lowest Cf value of 7.23 % and the highest 
Cf value of 22.55 % in the month of November 2011. At a 20 m height, the month of May 2012 had 
the lowest Cf   value of 8.97 % and the highest Cf value of 25.58 % in the month of November 2011. 
At a 60 m height, the month of May 2012 had the lowest Cf   value of 9.37 % and the highest Cf value 
of 27.31 % in the month of November 2011. The bi-annual mean capacity factors of the WECS were 
estimated at 15.11% at 10 m; 18.77 % at 20 m; and 18.71% at a 60 m height.  
At VWS on a 10 m height, the month of July 2010 had the lowest Cf value of 4.88 % and the highest 
Cf value of 16.91 % in the month of December 2011. At a 20 m height, the month of May 2012 had 
the lowest Cf   value of 7.01 % and the highest Cf   value of 22.61 % in the month of December 2011. 
At a 60 m height, the month of May 2012 had the lowest Cf   value of 7.82 % and the highest Cf value 
of 20.58 % in the month of December 2011. The bi-annual mean capacity factors of the WECS were 
estimated at 10.40 % at 10 m; 14.16 % at 20 m; and 14.32 % at a 60 m height.  
Comparing the results at both DWS and VWS, the estimated monthly mean capacity factors vary with 
both the prevailing site wind with hub heights as shown in tables 4.22 and 4.23. This means that using 
a 5-minute mean measurements to analysis the power outputs of a WECS has a high accuracy over the 
use of a sampled 10-minute mean measurements. From the estimated capacity factors at DWS and 
VWS, it can be infer that the energy availability of the WECS decreases with increasing sampled 
mean measurement at time period t.  Furthermore, the comparisons of the mean capacity factors at 10, 
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20 and 60 m heights at both sites show that the electrical power output of WECS depends mainly on 
the prevailing wind at the considered hub heights, as well as the electrical power rating of the WECS. 
Other factor includes the efficiency of the WECS. 
 At DWS on 10, 20 and 60 m heights; the numbers of working days of the WECS were estimated at 
457.00 days, 479.13 days, and 448.00 days, respectively. At VWS; the numbers of working days of 
the WECS were estimated at 526.30 days, 572.52 days, and 557.34 days, respectively. Comparing the 
overall mean capacity factors at 10, 20, and 60 m heights; the results show that the working days of 
the WECS generation increases with hub heights during period of high wind. However, for low wind 
resources, the number of working days of the WECS decreases with the increasing hub heights for a 
high rated WECS. 
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Table 4.22: Comparisons of the estimated monthly mean capacity factor (%) based on number of 
working days of the WECS at 10, 20 and 60 m hub heights on DWS 
Month        DWS    
      10 m       20 m       60 m  
 Cf   Nd Cf   Nd Cf   Nd 
Jun’10 10.09 17.75 12.53 19.03 12.78 17.28 
July 9.11 14.45 11.21 15.83 11.82 13.83 
Aug 11.06 17.21 14.09 18.10 14.07 16.78 
Sept 13.96 18.10 17.54 19.13 17.56 17.75 
Oct 15.75 20.74 19.77 21.45 19.43 20.41 
Nov 17.86 20.72 22.54 21.22 21.91 20.42 
Dec 19.30 21.97 23.27 22.80 23.11 21.70 
Jan’11 18.41 23.24 22.51 24.00 22.28 22.88 
Feb 16.51 18.68 20.29 19.24 19.99 18.45 
Mar 12.55 17.82 15.80 18.89 15.94 17.38 
Apr 14.25 17.61 18.08 18.41 17.97 17.27 
May 13.97 16.20 17.06 17.38 17.56 15.76 
Jun 16.58 16.66 19.97 17.70 20.49 16.22 
July 13.68 15.88 16.97 16.84 16.90 15.47 
Aug 11.31 19.36 14.29 20.42 14.30 18.99 
Sept 13.79 18.70 17.37 19.79 17.48 18.26 
Oct 14.25 19.80 17.77 20.97 17.93 19.39 
Nov 22.55 22.96 27.52 23.74 27.31 22.64 
Dec 22.19 23.98 26.58 24.61 26.23 23.76 
Jan’12 16.72 20.96 20.66 21.77 20.50 20.65 
Feb 20.76 19.53 27.03 20.21 25.66 19.24 
Mar 17.68 19.15 22.06 20.03 22.05 18.78 
Apr 13.12 20.74 16.59 21.67 16.46 20.35 
May 7.23 14.59 8.97 16.00 9.37 14.01 
Mean 15.11 457.00 18.77 479.13 18.71 448.00 
 
where Cf  and Nd  are the monthly mean capacity factors, and the number of working days of the 
WECS, respectively. 
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Table 4.23: Comparisons of the estimated monthly mean capacity factor (%) based on the number of 
working days of the WECS at 10, 20 and 60 m hub heights on VWS 
 
Month   VWS    
      10 m       20 m        60 m  
 Cf   Nd Cf   Nd Cf   Nd 
Jun’10 6.27 16.02 8.62 19.16 10.24 19.12 
July 4.88 18.41 7.13 20.97 9.09 20.78 
Aug 7.51 19.60 10.41 22.47 11.80 21.23 
Sept 9.70 21.93 13.47 24.08 14.20 23.61 
Oct 10.83 23.53 14.68 25.66 14.42 24.49 
Nov 11.17 24.10 15.51 25.38 15.18 24.68 
Dec 12.91 25.04 17.54 26.67 16.75 25.16 
Jan’11 14.15 27.74 19.37 28.67 18.47 27.34 
Feb 12.37 22.24 16.42 23.42 15.69 21.72 
Mar 10.15 22.63 13.89 24.42 13.95 22.82 
Apr 8.25 22.38 11.63 24.04 12.25 23.62 
May 7.44 17.88 10.47 20.30 11.85 19.28 
Jun 11.69 17.97 16.39 20.08 17.82 19.79 
July 6.27 17.90 8.74 20.90 11.00 20.42 
Aug 7.58 19.69 10.82 22.06 12.03 22.72 
Sept 9.33 20.27 12.82 22.80 13.05 23.07 
Oct 8.87 21.85 12.33 23.88 12.23 23.33 
Nov 16.22 24.72 20.85 26.98 19.84 25.81 
Dec 16.91 25.75 22.61 25.91 20.58 26.35 
Jan’12 14.33 25.85 18.72 26.94 17.00 26.31 
Feb 15.70 23.76 20.70 25.03 19.03 24.63 
Mar 13.72 24.72 18.19 26.22 17.00 25.76 
Apr 8.35 23.35 11.57 25.44 12.34 25.35 
May 4.95 18.97 7.01 21.09 7.82 19.96 
Mean 10.40 526.30 14.16 572.52 14.32 557.34 
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4.2.10 Analysis of the Wind Energy Generation 
The theoretical wind power that flows across the rotor swept area (A) at a given speed v  is defined by 
Eq. (4.29). To determine the amount of electric power that can be generated from the wind by the 
rotor blades, the rotor efficiency CP was substituted into Eq. (4.29) to give Eq. (4.30). 
The wind speed in terms of the site wind distribution is defined by Eq. (4.38) 
dvvfv v )(
0
33


                             (4.38) 
where f(v) is the wind distribution obtained from the statistical function 
 
Equating (4.38) into Eq. (4.30), the mechanical power {W} of the WECS is re-defined as 
Pm (v) = Cp*
2
1
 
ρ(h)A dvvfv )(
0
3


              (4.39) 
The mechanical power of the WECS is transmitted to the rotor of the electrical generator via the drive 
train (gearbox) for conversion into electrical power of the WECS. The electrical power {W} of the 
WECS based on known turbine power curve is defined in Eq. (4.40) 
Pt(v) = Cp*
2
1

 
ρA v3                           (4.40) 
where Pt (v) is the electrical power outputs of the WECS; ρ is the constant air density and   is the 
efficiency of the WECS. 
For accurate wind assessment at both sites, the information on the site wind conditions is determined 
and used to develop the site power curve. The Eq. (4.41) defined the electrical power output of the 
WECS based on the developed site power curve.  
The electrical power outputs of the WECS at DWS and VWS were estimated as 
           Ps (v) = Cp*
2
1

 
ρ(h)A dvvfv )(
0
3


            (4.41) 
where Ps (v) is the electrical power outputs of the WECS; ρ(h) is the time varying air density; and  f(v) 
is the Rayleigh and Weibull wind distributions at DWS and VWS, respectively. 
The average electrical power outputs of the 5 kW, 40 kW and the 1.3 MW WECS using the turbine 
power curve and the developed site power curve are summarized in the tables 4.24 to 4.25. 
At DWS on a 10 m hub height, the month of May 2012 had the lowest power generation of 0.197 kW 
and 0.170 kW using the turbine and developed site power curves, respectively. The highest power 
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outputs of 1.084 kW and 0.863 kW occurred in the month of December 2011 using the turbine and 
developed site power curves, respectively. At a 20 m height, the month of May 2012 had the lowest 
power generation of 2.137 kW and 1.843 kW; and the highest power output s at 10.986 kW and 8.709 
kW using the turbine and developed site power curves, respectively. At a 60 m height, the month of 
May 2012 had the lowest power generation of 63.19 kW and 55.08 kW; and the highest power output 
values at 336.37 kW and 267.96 kW, respectively using the turbine and developed site power curves. 
Based on the turbine and developed site power curves, the average power generation of the selected 
WECS were estimated at 0.585 kW and 0.487 kW on 10 m; 6.136 kW and 5.051 kW at 20 m; 184.92 
kW and 153.42 kW at a 60 m hub height. 
At VWS on a 10 m hub height, the month of July 2010 had the lowest power generation of 0.176 kW 
and 0.145 kW; and the month of December 2011 had the highest power generation of 0.892 kW and 
0.702 kW using the turbine and developed site power curves, respectively. At a 20 m height, the 
month of July 2010 had the lowest power generation of 2.360 kW and 1.907 kW; and the highest 
power outputs of 9.879 kW and 7.559 kW, respectively in the month of December 2011. At a 60 m 
height, the month of May 2012 had the lowest power outputs value of 80.82 kW and 65.42 kW; and 
the highest power outputs of 301.15 kW and 227.35 kW, respectively. From the wind power analysis, 
the average power outputs of the sized WECS using the turbine and developed site power curves were 
estimated at 0.488 kW and 0.390 kW; 5.807 kW and 4.567 kW; 185.89 kW and 144.88 kW, 
respectively at 10, 20 and 60 m hub heights. 
The analysis of the monthly mean power generation at 10, 20, and 60 m heights on both wind sites 
show that more electric power are generated using the 5-minute mean weather data and less power 
outputs are available if power generation of the WECS were predicted using a 10-minute mean 
weather data as shown in tables 4.24 and 4.25. However, the month of July to Sept 2010, March 2011, 
June 2011, January 2012 and March 2012 show that more electric power are generated using 10-
minute data at VWS with increasing number of working of the WECS, as compared to the use of 5-
minute mean data at DWS. 
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Table 4.24: Comparisons of the estimated monthly average power outputs of the WECS based on the 
turbine and the developed site power curves at 10, 20 and 60 m hub heights on DWS 
 
Month         DWS      
       10 m        20 m         60 m  
 Pt PS Per Pt PS Per Pt PS Per 
Jun’10 0.348 0.298 0.049 3.716 3.178 0.538 110.99 95.70 15.65 
July 0.240 0.212 0.028 2.595 2.289 0.306 77.03 68.55 8.47 
Aug 0.362 0.307 0.055 3.884 3.290 0.593 116.10 99.07 17.47 
Sept 0.499 0.421 0.078 5.322 4.473 0.849 159.23 135.02 25.28 
Oct 0.644 0.527 0.117 6.734 5.471 1.263 201.12 166.31 37.84 
Nov 0.760 0.617 0.143 7.918 6.375 1.543 234.98 193.91 46.48 
Dec 0.849 0.684 0.165 8.629 6.845 1.785 254.73 210.27 53.52 
Jan’11 0.867 0.690 0.177 8.885 6.971 1.915 271.25 213.77 54.48 
Feb 0.594 0.550 0.043 6.933 5.577 1.357 182.20 171.21 10.98 
Mar 0.430 0.361 0.070 4.603 3.851 0.752 138.30 116.21 22.09 
Apr 0.495 0.418 0.076 5.260 4.438 0.822 158.77 134.48 24.29 
May 0.416 0.365 0.051 4.382 3.825 0.557 132.39 116.10 16.29 
Jun 0.523 0.461 0.062 5.391 4.713 0.679 163.87 143.98 19.89 
July 0.398 0.350 0.048 4.117 3.687 0.429 124.72 109.67 15.05 
Aug 0.415 0.353 0.062 4.438 3.765 0.673 133.52 113.89 19.63 
Sept 0.505 0.430 0.075 5.399 4.584 0.814 162.36 138.32 24.04 
Oct 0.541 0.455 0.086 5.740 4.807 0.933 173.37 145.74 27.62 
Nov 1.073 0.863 0.210 10.890 8.440 2.450 335.00 261.44 73.56 
Dec 1.084 0.858 0.226 10.986 8.709 2.278 336.37 267.96 68.41 
Jan’12 0.696 0.565 0.130 7.205 5.804 1.401 219.19 177.47 41.73 
Feb 0.895 0.724 0.171 9.340 7.803 1.536 283.69 229.19 54.50 
Mar 0.657 0.546 0.111 6.888 5.701 1.187 208.78 173.67 35.11 
Apr 0.554 0.453 0.101 5.884 4.795 1.089 177.49 145.11 32.38 
May 0.197 0.170 0.026 2.137 1.843 0.294 63.19 55.08 8.11 
Mean 0.585 0.487 0.098 6.136 5.051 1.085 184.92 153.42 31.49 
 
where tP (kW) is the average power outputs of the WECS based on the turbine power curve, PS (kW) 
is the average power outputs of the WECS based on the developed site power curve model, and Per 
(kW) is the discrepancy of the power output estimate between Pt  and PS 
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Table 4.25: Comparisons of the estimated monthly average power outputs of the WECS based on the 
turbine and the developed site power curves at 10, 20 and 60 m hub heights on VWS 
 
Month         VWS      
       10 m        20 m         60 m  
 Pt PS Per Pt PS Per Pt PS Per 
Jun’10 0.195 0.167 0.028 2.606 2.203 0.403 100.96 84.82 16.145 
July 0.176 0.145 0.031 2.360 1.930 0.430 96.90 79.22 17.674 
Aug 0.283 0.237 0.046 3.651 3.018 0.633 127.28 105.09 22.198 
Sept 0.437 0.354 0.083 5.428 4.325 1.102 185.72 145.31 40.414 
Oct 0.509 0.411 0.098 6.118 4.860 1.258 189.38 148.03 41.349 
Nov 0.570 0.449 0.122 6.770 5.246 1.523 212.20 162.32 49.884 
Dec 0.665 0.521 0.144 7.803 6.035 1.768 230.59 176.69 53.901 
Jan’11 0.834 0.633 0.201 9.621 7.164 2.457 286.16 211.73 74.423 
Feb 0.624 0.491 0.133 7.108 5.494 1.615 204.64 158.19 46.451 
Mar 0.466 0.371 0.096 5.595 4.378 1.218 170.81 133.46 37.349 
Apr 0.393 0.308 0.085 4.827 3.725 1.102 163.47 125.37 38.104 
May 0.253 0.215 0.038 3.257 2.743 0.514 112.68 95.84 16.844 
Jun 0.403 0.350 0.053 5.105 4.388 0.717 180.50 152.83 27.666 
July 0.214 0.181 0.033 2.813 2.357 0.456 112.80 94.24 18.556 
Aug 0.287 0.241 0.046 3.730 3.079 0.651 141.39 114.64 26.752 
Sept 0.382 0.315 0.067 4.794 3.896 0.899 164.00 130.50 33.501 
Oct 0.390 0.313 0.078 4.771 3.798 0.973 150.92 119.69 31.231 
Nov 0.843 0.668 0.175 9.662 7.513 2.149 293.01 221.89 71.114 
Dec 0.892 0.702 0.190 9.879 7.559 2.320 301.15 227.35 73.802 
Jan’12 0.768 0.597 0.170 8.528 6.507 2.021 247.85 187.58 60.271 
Feb 0.847 0.666 0.181 9.605 7.399 2. 205 289.63 217.67 71.962 
Mar 0.691 0.547 0.143 7.939 6.152 1.787 242.14 183.57 58.573 
Apr 0.409 0.325 0.084 5.030 3.923 1.107 176.38 135.55 40.831 
May 0.187 0.152 0.035 2.369 1.907 0.462 80.82 65.42 15.394 
Mean 0.488 0.390 0.098 5.807 4.567 1.240 185.89 144.88 41.016 
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The energy output of the WECS running at rated capacity with an average power output )(vPo for a 
time period Nh (hour/day) is defined as 

v
v
vPNE oho
2
1
)(*                (4.42) 
where v1 and v2 are the cut-in speed and cut-out speed, respectively; and  E0 is the energy yield over a 
time period t. 
To estimate the energy outputs of the WECS using the turbine power curve, the average power output 
of the WECS in Eq. (4.40) was substituted into Eq. (4.42). 

v
v
vPNE tht
2
1
)(*               (4.43a) 
      

v
v
vACN ph
2
1
3
2
1
*               (4.43b) 
where tE (Wh) is the energy outputs of the WECS at DWS and VWS based on the turbine power 
curve, and   is the constant air density. 
Based on the developed site power curves, the energy outputs of the WECS at DWS and VWS were 
estimated using Eq. (4.44) 
   )(* vPNE shs                                       (4.44a) 
      = Nh*Cp*
2
1

 
ρ(h)A dvvfv )(
0
3


                   (4.44b) 
where Es (Wh.) is the energy yield of the WECS, Nh is the number of working hours of the WECS 
generating electric power and Ps(v)  is the average electric power output of the WECS based on the 
site prevailing wind.
      
 
From Eq. (4.44), the annual energy outputs of the WECS Ea are defined in Eq. (4.45) 
Ea = 8760* Cp*
2
1

 
ρ(h)A dvvfv )(
0
3


                              (4.45)  
Tables 4.26 and 4.27 show summary of the estimated monthly energy generation of the WECS at 10, 
20, and 60 m heights based on the turbine and developed site power curves at DWS and VWS. The 
monthly wind energy generation of the 5 kW at 10 m; 40 kW at 20 m; and the 1.3 MW at a 60 m hub 
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height were compared to determine the effect of wind variation on the energy outputs of the WECS 
deployed at both sites.  
At DWS, the bi-annual energy generation of the WECS based on known turbine power curve(s) were 
estimated at 10.225 MWh on 10 m; 107.204 MWh at 20 m; and 3217.820 MWh at a 60 m hub height, 
respectively. Using the developed site power curve(s) model, the energy potentials of the WECS were 
estimated at 8.792 MWh, 88.245 MWh and 2680.576 MWh, respectively. The estimation of the 
energy generation using the turbine power curves overestimated the energy potentials at DWS by 
1.722 MWh on 10 m; 18.960 MWh at 20 m; and 551.491 MWh at a 60 m hub height. Furthermore, at 
VWS, the bi-annual energy outputs of the WECS based on the turbine power curves were estimated at 
8.525 MWh on 10 m; 101.426 MWh at 20 m; and 3248.255 MWh at 60 m hub height. Using the 
developed site power curve(s), the energy potentials were estimated at 6.810 MWh on 10 m; 79.769 
MWh at 20 m; and 2532.020 MWh at 60 m height. The energy potentials at VWS were overestimated 
at 1.715 MWh on 10; 21.657 MWh at 20; and 716.234 MWh at a 60 m hub height using the turbine 
power curve(s).  
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Table 4.26: Comparisons of the estimated monthly wind energy outputs of the WECS based on the 
turbine and the site power curves at 10, 20 and 60 m hub heights on DWS  
 
 
Month         DWS      
       10 m        20 m         60 m  
 Et Es Eer Et Es Eer Et Es Eer 
Jun’10 0.250 0.215 0.035 2.676 2.288 0.388 79.91 68.91 11.267 
July 0.178 0.158 0.021 1.930 1.703 0.227 57.31 51.00 6.303 
Aug 0.269 0.228 0.041 2.889 2.448 0.441 86.38 73.71 13.000 
Sept 0.359 0.303 0.056 3.832 3.220 0.611 114.64 97.21 18.201 
Oct 0.479 0.392 0.087 5.010 4.071 0.940 149.64 123.73 28.152 
Nov 0.547 0.444 0.103 5.701 4.590 1.111 169.18 139.62 33.465 
Dec 0.632 0.509 0.123 6.420 5.093 1.328 189.52 156.44 39.817 
Jan’11 0.645 0.513 0.132 6.611 5.186 1.425 201.81 159.05 42.762 
Feb 0.399 0.370 0.029 4.659 3.747 0.912 122.44 115.06 7.382 
Mar 0.320 0.268 0.052 3.424 2.865 0.560 102.90 86.46 16.438 
Apr 0.356 0.301 0.055 3.787 3.195 0.592 114.31 96.82 17.487 
May 0.309 0.271 0.038 3.260 2.846 0.414 98.50 86.38 12.122 
Jun 0.376 0.332 0.045 3.882 3.393 0.489 117.99 103.67 14.318 
July 0.296 0.261 0.036 3.063 2.743 0.319 92.79 81.60 11.199 
Aug 0.309 0.263 0.046 3.302 2.801 0.500 99.34 84.74 14.602 
Sept 0.363 0.310 0.054 3.887 3.301 0.586 116.90 99.59 17.311 
Oct 0.402 0.339 0.064 4.270 3.577 0.694 128.98 108.43 20.552 
Nov 0.773 0.621 0.151 7.910 6.270 1.640 242.18 192.93 49.256 
Dec 0.807 0.639 0.168 8.102 6.279 1.823 249.24 194.51 54.731 
Jan’12 0.518 0.421 0.097 5.360 4.318 1.042 163.08 132.03 31.045 
Feb 0.601 0.487 0.115 6.276 5.244 1.032 190.64 154.02 36.624 
Mar 0.489 0.406 0.082 5.125 4.242 0.883 155.33 129.21 26.119 
Apr 0.399 0.326 0.073 4.237 3.452 0.784 127.79 104.48 23.310 
May 0.146 0.127 0.020 1.590 1.371 0.218 47.01 40.98 6.030 
Mean 10.225 8.792 1.722 107.20 88.245 18.960 3217.82 2680.57 551.491 
 
where tE (MWh) is the monthly energy generation of the WECS based on the turbine power curve; sE
(MWh.) is the monthly energy generation of the WECS based on the developed site power curve 
model; and Eer (MWh) is the discrepancy of the energy estimate between Et  and Es 
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Table 4.27: Comparisons of the estimated monthly wind energy outputs of the WECS based on the 
turbine and the site power curves at 10, 20 and 60 m hub heights on VWS  
Month         VWS      
       10 m        20 m         60 m  
 Et Es Eer Et Es Eer Et Es Eer 
Jun’10 0.140 0.121 0.020 1.887 1.586 0.290 72.69 61.07 11.624 
July 0.131 0.108 0.023 1.756 1.436 0.320 72.09 58.94 13.150 
Aug 0.211 0.177 0.034 2.717 2.246 0.471 94.70 78.18 16.515 
Sept 0.315 0.255 0.060 3.908 3.114 0.794 133.72 104.62 29.098 
Oct 0.379 0.306 0.073 4.552 3.616 0.936 140.90 110.13 30.763 
Nov 0.411 0.323 0.088 4.874 3.777 1.097 152.78 116.87 35.917 
Dec 0.495 0.388 0.107 5.806 4.490 1.316 171.56 131.46 40.102 
Jan’11 0.620 0.471 0.149 7.158 5.330 1.828 212.90 157.53 55.371 
Feb 0.419 0.330 0.089 4.777 3.692 1.085 137.52 106.31 31.215 
Mar 0.347 0.276 0.071 4.163 3.257 0.906 127.08 99.29 27.788 
Apr 0.283 0.222 0.061 3.475 2.682 0.793 117.70 90.26 27.435 
May 0.188 0.160 0.028 2.423 2.041 0.382 83.83 70.30 12.532 
Jun 0.290 0.252 0.038 3.676 3.159 0.516 129.96 110.04 19.919 
July 0.159 0.135 0.024 2.093 1.754 0.339 83.92 70.12 13.806 
Aug 0.213 0.179 0.034 2.775 2.291 0.484 105.20 85.29 19.904 
Sept 0.275 0.227 0.048 3.452 2.805 0.647 118.08 93.96 24.120 
Oct 0.290 0.233 0.058 3.550 2.826 0.724 112.28 89.05 23.236 
Nov 0.607 0.481 0.126 6.957 5.410 1.547 210.96 159.76 51.202 
Dec 0.664 0.523 0.141 7.350 5.624 1.726 224.06 169.15 54.909 
Jan’12 0.571 0.444 0.127 6.345 4.841 1.504 184.40 139.56 44.842 
Feb 0.569 0.448 0.122 6.454 4.972 1.482 194.63 146.27 48.358 
Mar 0.514 0.407 0.107 5.906 4.577 1.330 180.15 136.58 43.578 
Apr 0.295 0.234 0.061 3.621 2.825 0.797 126.99 97.60 29.398 
May 0.139 0.113 0.026 1.763 1.419 0.344 60.13 48.68 11.453 
SUM 8.525 6.810 1.715 101.43 79.769 21.657 3248.25 2532.02 716.24 
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4.2.10.1 Comparisons of the Wind Energy Generation using the DWS actual 5-minute and the 
compressed 10-minute weather measurement with the 10-minute actual measurement at 
VWS 
The use of 5-minute and 10-minute mean wind measurement was considered because they are vital 
information for the system operators for anticipating the security and reliability of the grid operation; 
as well as for making crucial decisions in secured operation of power system. It is believed that the 
use of a shorter time sampling wind measurement would portray the varying wind, as well as the 
energy variability at any potential site. To verify the accuracy of using the sampled 5-minute and 10-
minute wind measurements for resource assessment at DWS, the sampled weather record for the same 
period of June 2010 to May 2012 was compressed into 10-minute measurements. The compressed 
data were processed following the steps as explained in the sections 4.1 and 4.2 of the dissertation.  
The comparisons of the monthly mean wind speed values using 5-minute and 10-minute compressed 
measurements at DWS, and 10-minute measurement at the VWS are shown in the figure 4.21. The bi-
annual mean wind speeds using 5-minute and 10-minute compressed measurements are estimated at 
4.92 m/s and 4.89 m/s, respectively. Using 10-minute measurement, the bi-annual mean wind speed is 
estimated at 4.78. The comparisons of the actual 5-minute and compressed 10-minute measurements 
at DWS show a slight variation of 2.046 % in terms of error. The comparison of the compressed 10-
minute measurements at DWS with the actual 10-minute measurement at VWS shows a variation of 
11.954 % in terms of error. 
The energy generation of the WECS at 10, 20 and 60 m heights using the compressed 10-minute 
mean weather data were compared with the sampled 5-minute mean data as shown in the fig. 4.22. 
There was a slight variation in the energy generation prediction using a compressed 10-minute site 
record instead of a 5-minute record at DWS. The energy generation forecasts at DWS using 
compressed 10-minute data were verified with the 5-minute wind energy generation. The wind energy 
generation at 10, 20 and 60 m heights followed the same pattern using the actual 5-minute and 
compressed 10-minute measurements at DWS. The energy generation forecast errors associated with 
the use of compressed 10-minute measurement for wind energy assessment have been investigated. At 
a 10 m height, using a 10-minute site record over-estimated the energy generation potential by 0.034 
MWh (0.396 %); 0. 413 MWh (0.467 %); at 20 m; and 5.562 MWh (0.207 %) at a 60 m height. These 
results show that the energy generation trend at each hub height differ as generation forecast error 
increases from 10 to 20 m height, but drop slightly at a 60 m height. The monthly wind energy 
generation using 10-minute mean data at DWS and VWS have been compared as shown in the fig. 
4.23. The wind energy generation trend was the same at the DWS and VWS. This may be due to the 
location of both sites at the Western Cape Province of the country, though DWS had greater energy 
potential as compared with the VWS potential. However at a 10 m height, the VWS showed only a 
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slight improvement over DWS in terms of energy generation for the month of Jan. 2012. At 20 m, the 
VWS showed a very small improvement over DWS for the months of Jan. 2011, Jan. 2012 and Mar. 
2012. At a 60 m height, the VWS showed a very small improvement over DWS for the months of Jul- 
Aug 2010, Mar. 2011, June 2011, Jan. 2012 and Mar. 2012. However, the use of 5-minute 
measurements at DWS show an overall improvement over the use of 10-minute measurement at DWS 
and 10-minute measurement at VWS based on the available 2 years data. 
 
 
 
 
Figure 4.21: Comparisons of the Estimated Monthly Mean Wind Speed (m/s) using 5-minute and 
compressed 10-minute measurements at DWS and 10-minute measurements at VWS 
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On a 10 m hub height 
 
 
 
 
On a 20 m hub height 
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On a 60 m hub height 
 
 
 
Figure 4.22: Comparisons of the monthly wind energy generation using 5-minute and 10-minute mean 
data at DWS 
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On a 20 m hub height 
 
 
 
 
On a 60 m hub height 
 
 
Figure 4.23: Comparisons of the monthly wind energy generation using 10-minute mean data at DWS 
and VWS 
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Chapter 5 
5 Artificial Neural Network 
5.1 Artificial Neural Network (ANN) 
The statistical-based technique has been found useful for this wind energy study because of its 
simplicity and flexibility without the need for training of the statistical model. The wind energy 
generation of the WECS was determined by the use of a mathematical model based on factors such as 
the relationships between the wind speed and direction, air temperature, atmospheric pressure, power 
coefficient, swept area of the WECS, surface roughness or terrain etc. However, to determine the 
accuracy of the wind energy study using the statistical based technique as discussed in section 4.3, the 
ANN is adopted for the same wind energy study at DWS and VWS. The energy generation 
predictions of the WECS were compared with the results obtained in chapter 4 above. 
The ANN is proposed for the wind energy study at both sites due to its ability to handle seasonal 
varying data, and to determine the existing relationship between non-linear multivariate data (such as 
the weather data to wind energy output of the WECS) without the need for development of a 
mathematical model. Another factor that determines the accuracy of ANN is the network architecture 
which determines the way the weather data are processed in the developed wind energy estimator. In 
this section, the wind energy outputs of the WECS at 10, 20 and 60 m heights were estimated using 
the developed wind energy estimator based on the knowledge of the ANN using the same collected 
weather data at DWS and VWS. In addition, the energy generation of the WEC using the developed 
wind energy estimator are compared to the wind energy outputs of the WECS obtained using the 
statistical based model. 
5.1.1 Selection of the Network Input Data 
One of the most important tasks in the development of an accurate forecast model is the selection of 
the inputs and network parameters which determines the system architecture of the neural model.  The 
weather related parameters which affects the energy generation of the WECS were obtained from 
DWS and VWS. The wind energy outputs of the 5 kW, 40 kW and 1.3 MW WECS were estimated 
using the same weather data obtained at the considered hub heights. Though the weather data obtained 
at both wind sites include the wind speed, wind direction, atmospheric pressure, air temperature, 
humidity, rainfall etc., only the important weather parameters which affect the wind energy outputs of 
the WECS were selected. The criterion for selection of the input weather data used for the training of 
the wind energy estimator is based on its strong influence on the WECS energy output. The important 
input data chosen for training of the developed energy model as shown in the figure 5.1 consist of the 
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following weather parameters: wind speed (x1), the air temperature (x2), the atmospheric pressure (x3), 
and wind direction (x4).  
 
 
Figure 5.1: Model design of a wind energy estimator using the system architecture of a layer recurrent 
neural network 
5.1.2 Selection of the Network Parameters 
The selection of appropriate network parameter such as the number of neurons in each layer, the 
number of hidden layers, and the activation function type were the most important parameters 
considered in the network design but not limited to those parameters. Though the hidden layers do not 
directly interfere with the external environment, they have a tremendous influence on the outputs of 
the wind energy estimator.  
The layered recurrent neural network (LRN) toolbox in Matlab was used to develop, train, validate 
and test the performance of the developed wind energy estimator. The LRN with the following 
network parameters were used for the development of the wind energy estimator as shown in fig. 5.1:- 
the input layer with 4 input units (x1-x4); one hidden layer with a  tan-sigmoid activation function and 
a purelin activation function in output layer of the network; default value of five neurons was used 
and due to the poor generalization of the network model during training as shown in fig. 5.2, the 
number of neurons was increased to a maximum of eighteen as shown in the fig. 5.3; 30 training 
pattern (epoch) for convergence and generalization of the network; training momentum gain value of 
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0.03 to prevent the network from converging to a local minimum, as well as controlling the learning 
speed of the neural network; learning rate value of 0.06 to control the rate at which the weight sizes 
are adjusted during the training phase.  
The network parameters considered for the development of the wind energy estimator are summarized 
below: 
Input units: 4 
Network layers: 1-hidden and 1-output 
Network Type: Layered Recurrent Neural Network with a single time delay providing feedback from 
the output of the hidden layer into input unit of the layer. 
Learning rate: 0.06 
Momentum gain: 0.03 
Error tolerance: 0.02 
Number of training epoch: 30  
Training algorithm: Levenberg Marquardt back propagation (BP) 
Total number of neurons in the layers: 18  
Activation function: Tan-sigmoid (non-linear) function for the hidden layer and the purelin (linear) 
activation function for the output layer 
 
Figure 5.2: Comparison of the wind predicted power vs. the actual wind power using 5 neurons and the 
estimated RMSE value of 4.56 E-03 
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Figure 5.3: Comparison of the wind predicted power vs. the actual wind power using 18 neurons and the 
estimated RMSE value of 1.42 E-05 
 
5.1.3 Data Pre-Processing & Normalization 
The weather data of 4 different input parameters (x1-x4) were extracted, cleansed, and pre-processed 
to separate and remove any missing data which may contribute to inaccuracy during training of the 
developed wind energy estimator. Thereafter, the pre-processed weather data goes to another stage of 
normalization where the maximum value of each input weather parameter is used to divide all the 
value in each parameter. This was done to avoid oversaturation and less computation time of the 
energy model. The normalized weather data were fed as inputs to the forecast model known as wind 
energy estimator as shown in the fig. 5.1. A total of 840,712 weather data points were obtained for 
estimation of the present and future energy generation of the WECS at DWS. Also, a total of 421,484 
data points at VWS for this task. Out of the total weather data points obtained at the DWS and VWS, 
a total of 831,784 data points and 417,020 data points, respectively were used to estimate the current 
energy generation of the WECS. A total of 35,712 and 17,856 data points, respectively were used to 
estimate the future energy generation of the WECS at both wind sites.  
To analyze the energy potentials at DWS and VWS using the developed wind energy estimator, the 
total data points are divided into 2 data subsets: Data_1: contains 75 % of the data points for training 
of the wind energy model; Data_2 contains 25 % of the data points for stopping the training process at 
point of generalization. To test the network against new dataset or measure the network performance 
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of the energy estimator, an independent weather dataset were obtained from another location at a 50m 
hub height. The obtained data consist of 1-month weather data obtained at Langgewens Wind Site 
(LWS), processed and fed as new inputs into the energy model. This was to determine how the 
developed energy estimator will respond to the new weather data points. The new forecasts results 
were compared with the actual results obtained at the VWS. 
5.1.4 Wind Energy Estimation based on the Layered Recurrent Neural Network  
To estimate the energy potentials based on the 24 month weather data obtained at both wind sites, the 
LRN and static feed-forward neural network (FNN) can be adopted for this task. However, because of 
the stochastic wind prevalence as well as the need for prediction of the future wind speed and energy 
generations of the WECS, the LRN architecture was adopted. The LRN was found useful in this study 
as compared to the FNN because it has a long memory capability to store and recall from the synaptic 
weights the pattern it has learnt during the training phase. This was useful where the historical or 
learnt pattern needed to be recalled to make the future forecast of the wind speed and energy outputs 
of the WECS based on the new weather data (for the month of May 2012) as discussed in the section 
5.1.4.2.  
The system architecture of the LRN used for the development of the wind energy estimator is shown 
in the fig. 5.4. The LRN is based on the supervised training, using the levenberg marquardt back 
propagation (BP) algorithm. The levenberg marquardt BP is a network training function that updates 
weight and bias values according to Levenberg-Marquardt optimization. This training function is the 
fastest back propagation algorithm of a neural network as compared to other functions but requires 
more memory to train and to store the historical input sequence. In addition, the LRN using levenberg 
marquardt back propagation has an advantage over the scaled conjugate gradient back propagation 
due to its computational speed and memory capability to store the learnt pattern during training as 
compared to the scaled conjugate back propagation. 
The feedback loop shown in the hidden layer has a single time delay, and the feedback was taken 
from the real outputs during training of the energy model into the input layer of the network via the 
context unit. The multilayer recurrent neural network was preferred to a single layered recurrent 
network based on the need for a high level computational network to handle the noisy weather data 
obtained at DWS and VWS. The presence of two or more layers together with a non-linear transfer 
function in the hidden layer allows the multilayer recurrent neural network to handle complicated and 
non-linear mapping of the weather information to the wind energy outputs of the WECS as compared 
to the use of a single layer network.  
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Figure 5.4: Layered recurrent neural network  
 
5.1.4.1 Present wind energy generation at DWS and VWS 
5.1.4.1.1 Training Phase 
The developed wind energy model as shown in the fig. 4.25 was used to estimate the present energy 
generation of the WECS at time period t (5-minute and 10-minute). At a given time “t”, the wind 
energy estimator gives the present energy output “Et” of the WECS based on the present state of the 
weather conditions at DWS and VWS. 
To estimate the wind energy potentials at both wind sites for the period of 23 months (June 2010 to 
April 2012), the mean weather data were fed through the input units of the developed energy 
estimator and the model is trained to map the input weather data to the energy output of the WECS. In 
addition, the network is trained using the batch updating prodecures for optimal training or prediction. 
The Levenberg Marquardt training function is used to optimize the LRN performance by updating the 
connection weights so as to reduce the forecast error between the predicted and the actual wind speed 
or power output of the WECS. 
Five to eighteen neurons were used for this task and each processing unit “called the neuron” makes 
its own computation based on its net weighted input data and the trained results are passed unto the 
subsequent layer of the network. For each training dataset, the levenberg marquardt back propagation 
algorithm compute the error derivative of the weights using the difference between the predicted and 
the actual power outputs of the WECS. For a spaced non-stationary data at the considered hub 
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heights, the training errors increase with the varying weather data. The error derivatives or values are 
fed back from the hidden layer into the input layer through the context unit. These error values are 
back-propagated if they exceed the threshold (tolerance) error value as specified in the design of the 
wind energy estimator.  
Based on the estimated error derivatives, the connection links were updated and bias according to the 
Levenberg Marquardt optimization. The training process continues for the maximum of 30 iterations 
(epochs) but stops at a point of generalization (when the prediction error start increasing). The criteria 
used to stop the training process are important depending on whether the network is optimally trained 
or occurrence of over-fitting during the training. The gradient magnitude and the number of validation 
checks are often used by the network to terminate the training process. The number of validation 
checks denotes the number of successive epochs that the validation performance fails to decrease. 
Once the validation check reaches the specified value in the network model, the training will 
automatically stop. 
The figure 5.5 shows comparison of the wind power generation of the WECS as a function of time “t” 
at both sites on 10, 20 and 60 m hub heights, respectively. The comparisons of the actual wind power 
and the predicted power outputs of the WECS show that the developed wind energy estimator based 
on the use of the LRN is accurate for the energy generation prediction at both sites.  
On a 10 m hub height 
 
JUNE 2010 at DWS    JUNE 2010 at VWS 
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JULY 2010 at DWS    JULY 2010 at VWS 
          
 
 
On a 20 m hub height 
 
 
JUNE 2010 at DWS    JUNE 2010 at VWS 
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JULY 2010 at DWS    JULY 2010 at VWS 
 
    
 
On a 60 m hub height 
 
JUNE 2010 at DWS    JUNE 2010 at VWS 
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JULY 2010 at DWS    JULY 2010 at VWS 
      
 
 
Figure 5.5: Comparisons of the actual wind power & predicted wind power as a function of time at the 
DWS and VWS 
 
Furthermore, the tables 5.1 and 5.2 show comparisons of the monthly energy generation of the 5 kW, 
40 kW and 1.3 MW WECS at 10, 20, and 60  m hub heights based on the use of site power curve 
model and the developed wind energy estimator. The training results (Ewe) from the wind energy 
estimator were compared with the results obtained from the statistical based energy model (Es). The 
total energy generations of the WECS at both wind sites for the period of 23 months (June 2010 to 
April 2012) are summarized in Tables 5.1 and 5.2. The energy generations of the WECS in the month 
of May 2012 at both wind sites was discussed in section 5.1.4.2 
At DWS, the energy generation of the WECS using the developed wind energy estimator were 
estimated at 8.377 MWh at 10 m, 86.648 MWh at 20 m, and 2639.555 MWh at 60 m height for the 
period of 23 months. Using the statistical based energy model (site power curve model), the energy 
potentials of the WECS were estimated at 8.377 MWh, 86.873 MWh and 2639.587 MWh, 
respectively for the same period of 23 months. The energy discrepancy between both energy models 
were estimated at 0.066E-2 MWh, 0.322 MWh and 0.124 MWh, respectively. The energy estimation 
obtained in the developed wind energy estimator shows a strong agreement with the results obtained 
using the statistical based energy model as summarized in the table 5.1. 
At VWS, the energy potentials using the wind energy estimator were estimated at 6.695 MWh on 10 
m, 78.480 MWh at 20 m and 2482.698 MWh at a 60 m height. Using the site power curves, the 
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energy potentials of the WECS at VWS were estimated at 6.695 MWh, 78.350 MWh and 2483.345 
MWh, respectively as summarized in table 4.29. The energy discrepancy between both energy models 
were estimated at 2.31 MWh, 0.130 MWh and 1.417 MWh, respectively. 
Table 5.1: Comparisons of the estimated monthly wind energy outputs of the WECS based on the site 
power curve and the developed wind energy estimator at 10, 20 and 60 m hub heights on DWS  
Month         DWS      
  10 m        20 m         60 m  
 Es Ewe Eerr Es Ewe Eerr Es Ewe Eerr 
Jun’10 0.215 0.215 3.30E-3 2.288 2.286 2.42E-3 68.91 68.85 5.87E-2 
July 0.158 0.158 0.43E-3 1.703 1.701 2.00E-3 51.00 51.00 1.18E-3 
Aug 0.228 0.228 0.70E-3 2.448 2.445 2.66E-3 73.71 73.71 1.47E-5 
Sept 0.303 0.303 6.53E-3 3.220 3.218 2.27E-3 97.21 97.21 1.76E-3 
Oct 0.392 0.392 0.02E-3 4.071 4.075 4.52E-3 123.73 123.73 3.19E-2 
Nov 0.444 0.444 0.25E-3 4.590 4.600 1.03E-2 139.62 139.62 3.23E-3 
Dec 0.509 0.509 2.51 E-3 5.093 5.125 3.28E-2 156.44 156.44 0.43E-3 
Jan’11 0.513 0.513 9.95E-3 5.186 5.186 0.22E-6 159.05 159.05 2.17E-6 
Feb 0.370 0.370 1.87E-3 3.747 3.747 2.48E-6 115.06 115.06 1.02E-2 
Mar 0.268 0.268 1.01E-3 2.865 2.865 2.52E-6 86.46 86.46 3.49E-5 
Apr 0.301 0.301 1.66E-3 3.195 3.196 0.63E-3 96.82 96.82 0.88E-3 
May 0.271 0.271 0.32E-3 2.846 2.846 0.01E-6 86.38 86.38 0.33E-3 
Jun 0.332 0.332 0.36E-3 3.393 3.393 0.04E-6 103.67 103.67 4.14E-3 
July 0.261 0.261 0.41E-3 2.743 2.674 6.95E-2 81.60 81.60 0.11E-3 
Aug 0.263 0.263 0.01E-5 2.801 2.801 0.0000 84.74 84.74 4.79E-5 
Sept 0.310 0.310 0.32E-5 3.301 3.301 0.01E-6 99.59 99.59 2.12E-2 
Oct 0.339 0.339 0.33E-5 3.577 3.577 0.23E-6 108.43 108.43 0.74E-3 
Nov 0.621 0.621 0.57E-5 6.270 6.270 4.30E-5 192.93 192.93 3.84E-3 
Dec 0.639 0.639 2.26E-2 6.279 6.279 2.54E-6 194.51 194.51 0.11E-3 
Jan’12 0.421 0.421 0.57E-3 4.318 4.318 1.54E-5 132.03 132.03 0.26E-3 
Feb 0.487 0.487 1.48E-3 5.244 5.049 1.95E-1 154.02 154.02 1.99E-3 
Mar 0.406 0.406 0.18E-3 4.242 4.242 0.08E-6 129.21 129.21 1.22E-5 
Apr 0.326 0.326 1.23E-2 3.452 3.452 0.33E-6 104.48 104.48 1.47E-3 
SUM 8.377 8.377 6.65E-2 86.873 86.648 3.22E-1 2639.59 2639.55 1.24E-1 
 
where sE (MWh) is the monthly usable energy outputs of the WECS based on the developed site 
power curve model; weE (MWh) is the monthly usable energy outputs of the WECS based on the 
developed wind energy estimator; and Eerr (MWh) is the discrepancy of the energy estimate between 
the Es  and Ewe 
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Table 5.2: Comparisons of the estimated monthly wind energy outputs of the WECS based on the site 
power curve and the developed wind energy estimator at 10, 20, and 60 m hub heights on VWS  
 
Month         VWS      
  10 m        20 m         60 m  
 Es Ewe Eerr Es Ewe Eerr Es Ewe Eerr 
Jun’10 0.121 0.121 2.28E-2 1.586 1.586 59.3E-3 61.07 61.07 0.24E-3 
July 0.108 0.108 1.24E-2 1.436 1.436 0.22E-3 58.94 58.94 0.12E-3 
Aug 0.177 0.177 4.85E-2 2.246 2.246 23.0E-3 78.18 78.18 0.12E-3 
Sept 0.255 0.255 1.52E-2 3.114 3.114 0.03E-3 104.62 104.62 0.26E-6 
Oct 0.306 0.306 3.26E-3 3.616 3.616 0.01E-3 110.13 110.14 3.51E-3 
Nov 0.323 0.323 0.08E-3 3.777 3.777 10.1E-3 116.87 116.87 2.64E-3 
Dec 0.388 0.388 9.67E-6 4.490 4.490 0.03E-6 131.46 131.46 4.39E-5 
Jan’11 0.471 0.471 0.04E-3 5.330 5.330 12.2E-3 157.53 157.55 0.10E-3 
Feb 0.330 0.330 0.31E-3 3.692 3.692 13.4E-3 106.31 106.31 0.21E-3 
Mar 0.276 0.276 0.20E-3 3.257 3.257 0.10E-3 99.29 99.29 0.14E-5 
Apr 0.222 0.221 0.84E-6 2.682 2.682 1.16E-3 90.26 90.26 7.07E-5 
May 0.160 0.160 1.62E-3 2.041 2.041 0.38E-3 70.30 70.23 0.01E-3 
Jun 0.252 0.252 4.78E-3 3.159 3.159 0.12E-3 110.04 110.30 1.94E-3 
July 0.135 0.135 0.02E-3 1.754 1.754 0.02E-3 70.12 70.12 0.59E-3 
Aug 0.179 0.179 0.38E-3 2.291 2.291 0.29E-3 85.29 85.29 0.85E-6 
Sept 0.227 0.227 0.21E-3 2.805 2.805 0.83E-3 93.96 93.96 4.43E-3 
Oct 0.233 0.233 1.31E-3 2.826 2.826 31.3E-3 89.05 89.05 0.51E-3 
Nov 0.481 0.481 0.08E-3 5.410 5.410 0.04E-3 159.76 159.78 1.39E-2 
Dec 0.523 0.523 0.06E-3 5.624 5.624 0.10E-3 169.15 169.16 1.09E-2 
Jan’12 0.444 0.444 4.7E-6 4.841 4.841 0.57E-3 139.56 139.56 0.12E-3 
Feb 0.448 0.448 2.39E-3 4.972 4.972 5.74E-3 146.27 146.29 0.20E-2 
Mar 0.407 0.407 0.21E-3 4.577 4.707 0.13E-2 136.58 136.58 0.01E-3 
Apr 0.234 0.232- 0.16E-3 2.825 2.825 7.84E-2 97.60 97.60 3.08E-3 
SUM 6.697 6.695 2.31E-3 78.350 78.480 1.30E-1 2483.35 2482.60 1.417 
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5.1.4.1.2 Validation Phase 
Upon the completion of the training phase, the performance of wind energy estimator was validated. 
The validation dataset were used to stop the training early if the maximum number of epochs 
(repetitions) is reached. Also the validation phase can be used to stop the network if performance on 
the validation dataset fails to improve. There are several error measurement techniques that can be 
used as metrics for evaluating the accuracy of the trained neural model. They include: the mean 
square error (MSE), correlation coefficient (R), mean error (ME), mean absolute error (MAE), mean 
square relative error (MSAE), root mean square error (RMSE), standard deviation of the absolute 
error (Std.), coefficient of determination (COD) etc. For accuracy validation of the developed wind 
energy estimator in predicting the wind energy generation at DWS and VWS, the RMSE, MAE and 
the Std. were used as the error metrics. These metrics provide a means of validating, judging or 
choosing the best training (prediction) results. The MAE was used to measure the closeness of the 
predicted wind energy outputs to the actual energy outputs; and the RMSE as used for comparisons 
of the actual deviation between the predicted and the actual wind energy output.  
The error metrics used for validating the accuracy of the wind energy estimator in training the wind 
energy estimator are defined in the eqs. (5.1) - (5.3): 
    
  


N
t
swe EE
N
MAE
1
1
            (5.1) 
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            (5.2) 
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MAEAE
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N
i
             (5.3) 
where sE  is the energy outputs of the WECS based on the site power curve, weE is the energy outputs 
of the WECS based on the developed wind energy estimator, AE is the absolute error of the forecasts, 
RMSE is the root mean square error, MAE is the mean absolute error of the forecasts and N is the 
number of weather data points. 
The tables 5.3 and 5.4 show the summary of the monthly forecast errors obtained from the trained 
wind energy estimator and these results were used as metrics to choose the accurate energy generation 
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prediction of the WECS at 5-minute and 10-minute time steps. The closer the error forecasts values 
are to zero, the more accurate is the prediction of the developed wind energy estimator. 
At DWS on a 10 m hub height, the month of August 2011 had the lowest MAE, RMSE and Std. 
values estimated at 0.07E-5, 0.11E-5, and 0.70E-3, respectively; and the highest MAE, RMSE, and 
Std. values estimate at 2.47E-4, 5.15E-4, and 1.32E-2, respectively in the month of Sept. 2010. At a 
20 m hub height, the month of August 2011 had the lowest MAE, RMSE, and Std. values estimated at 
0.07E-5, 0.11E-5, and 0.70E-3, respectively; and the highest MAE, RMSE, and Std. values estimated 
at 4.20E-3, 1.92E-3, and 7.54E-2, respectively in the month of Aug. 2011. At a 60 m hub height, the 
month of Jan. 2011 had the lowest MAE, RMSE, and Std. values estimated at 0.02E-5, 0.02E-5, and 
0.33E-3, respectively; and the highest MAE, RMSE, and Std. values estimated at 2.44E-4, 3.32E-3, 
and 1.24E-2, respectively in the month of Oct. 2010. The overall RMSE, MAE, and Std. values of the 
energy model were estimated at 3.99E-5, 6.65E-5 and 1.22E-2 on 10 m; 2.19E-4, 8.92E-4 and 7.31E-
3 at 20 m; 3.44E-5, 5.03E-4 and 3.61E-3 at a 60 m height as shown in table 5.3. 
Furthermore; at VWS on a 10 m hub height, the month of  April 2012 had the lowest MAE, RMSE, 
and Std. values estimated at 0.02E-5, 0.04E-5, and 0.37E-3, respectively; and the highest MAE, 
RMSE, and Std. values estimated at 1.62E-4, 2.99E-4  and 1.12E-2, respectively in the month of July 
2010. At a 20 m hub height, the month of March 2011 had the lowest MAE, RMSE, and Std. values 
estimated at 0.05E-5, 0.08E-5, and 0.61E-3, respectively; and the highest MAE, RMSE, and Std. 
values estimated at 1.33E-4, 1.51E-4, and 9.60E-3, respectively in the month of October 2011. At a 60 
m hub height, the month of January 2011 had the lowest MAE, RMSE, and Std. values estimated at 
0.01E-5, 0.02E-5, and 0.34E-3, respectively; and the highest MAE, RMSE, and Std. values estimated 
at 1.99E-4, 3.78E-4, and 1.23E-2, respectively in the month of September 2011. The overall RMSE, 
MAE, and Std. values of the energy model were estimated at 3.54E-5, 6.01E-5 and 4.04E-3 on 10 m; 
1.77E-5, 8.20E-5 and 2.63E-3 at 20 m; 4.39E-5, 5.94E-5 and 3.85E-3 at a 60 m height as shown in the 
table 5.4. 
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Table 5.3: Summary of the estimated monthly mean MAE, RMSE and MAE of the model at DWS 
 
Month         DWS      
  10 m        20 m         60 m  
 MAE RMSE Std. MAE RMSE Std. MAE RMSE Std. 
Jun’10 5.96E-5 9.04E-5 6.88E-3 0.23E-5 0.48E-5 1.30E-3 1.50E-4 2.48E-4 1.23E-2 
July 1.92E-5 2.79E-5 3.61E-3 4.10E-5 5.44E-5 4.84E-3 6.55E-5 8.40E-5 0.64E-2 
Aug 1.18E-4 2.59E-4 1.02E-2 4.20E-3 1.92E-2 7.54E-2 3.21E-5 3.91E-5 0.42E-2 
Sept 2.47E-4 5.15E-4 1.32E-2 1.57E-4 1.89E-4 8.31E-3 4.55E-5 7.40E-5 0.58E-2 
Oct 2.97E-5 5.10E-5 4.75E-3 1.01E-4 1.73E-4 9.59E-3 2.44E-4 3.32E-4 1.24E-2 
Nov 0.55E-5 0.69E-5 1.76E-3 3.01E-5 5.24E-5 4.89E-3 6.77E-5 9.01E-5 0.67E-2 
Dec 9.10 E-5 1.17E-4 7.72E-3 0.87E-5 1.03E-5 7.72E-3 0.08E-5 0.12E-5 0.73E-3 
Jan’11 6.49E-5 1.05E-4 6.83E-3 6.49E-5 1.05E-4 6.83E-3 0.02E-5 0.02E-5 0.33E-3 
Feb 1.36E-5 2.59E-5 3.55E-3 1.36E-5 2.59E-5 3.55E-3 2.31E-5 5.03E-5 5.43E-3 
Mar 0.75E-5 0.93E-5 1.88E-3 0.75E-5 0.93E-5 1.88E-3 0.20E-5 0.33E-5 1.24E-3 
Apr 2.37E-5 2.85E-5 3.51E-3 2.37E-5 2.85E-5 3.51E-3 8.85E-5 1.39E-4 8.37E-3 
May 0.09E-5 0.13E-5 0.80E-3 0.09E-5 0.13E-5 0.80E-3 0.04E-5 0.07E-5 0.58E-3 
Jun 1.02E-5 1.52E-5 2.69E-3 1.02E-5 1.52E-5 2.69E-3 1.06E-5 1.10E-5 1.61E-3 
July 6.71E-5 1.36E-4 9.06E-3 6.71E-5 1.36E-4 9.06E-3 0.31E-5 0.49E-5 1.51E-3 
Aug 0.07E-5 0.11E-5 0.70E-3 0.07E-5 0.11E-5 0.70E-3 0.43E-5 0.77E-5 1.94E-3 
Sept 0.24E-5 0.42E-5 1.42E-3 0.24E-5 0.42E-5 1.42E-3 0.48E-5 0.63E-5 1.53E-3 
Oct 0.75E-5 1.02E-5 2.15E-3 0.75E-5 1.02E-5 2.15E-3 0.16E-5 0.21E-5 1.10E-3 
Nov 7.55E-5 8.04E-5 5.05E-3 7.55E-5 8.04E-5 5.05E-3 0.71E-5 0.73E-5 1.25E-3 
Dec 2.23E-5 3.08E-5 3.37E-3 2.23E-5 3.08E-5 3.37E-3 2.72E-5 3.98E-5 4.48E-3 
Jan’12 0.12E-5 0.12E-5 0.52E-3 2.95E-5 3.50E-5 4.11E-3 0.09E-5 0.09E-5 0.56E-3 
Feb 0.37E-5 0.50E-5 1.59E-3 0.75E-5 1.16E-5 2.34E-3 0.43E-5 0.50E-5 1.38E-3 
Mar 0.24E-5 0.31E-5 1.06E-3 1.69E-4 2.96E-4 1.33E-2 0.24E-5 0.31E-5 1.18E-3 
Apr 4.43E-5 0.57E-5 1.89E-1 0.13E-5 0.20E-5 0.95E-3 0.47E-5 0.76E-5 2.05E-3 
Mean 3.99E-5 6.65E-5 1.22E-2 2.19E-4 8.92E-4 7.31E-3 3.44E-5 5.03E-4 3.61E-3 
 
 
 
where MAE, RMSE and Std. are the mean absolute error, root mean square error and the standard 
absolute error of the forecasts, respectively. 
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Table 5.4: Summary of the estimated monthly mean MAE, RMSE and MAE of the model at VWS 
Month         VWS      
  10 m        20 m         60 m  
 MAE RMSE 
Std. 
MAE RMSE 
Std. 
MAE RMSE 
Std. 
 
Jun’10 2.00E-5 3.02E-5 3.48E-3 0.11E-5 0.24E-5 0.96E-3 5.31E-5 9.29E-5 6.58E-3 
July 1.62E-4 2.99E-4 1.12E-2 0.66E-5 0.90E-5 2.00E-3 1.47E-5 1.89E-5 2.85E-3 
Aug 1.09E-5 1.14E-5 1.53E-3 0.10E-5 0.16E-5 0.84E-3 0.26E-5 0.43E-5 1.34E-3 
Sept 3.10E-5 5.06E-5 5.58E-3 0.13E-5 0.21E-5 0.98E-3 0.04E-5 0.06E-5 0.52E-3 
Oct 1.10E-4 1.99E-4 9.42E-3 0.09E-5 0.13E-5 0.79E-3 1.48E-4 2.30E-4 1.02E-3 
Nov 0.18E-5 0.28E-5 1.18E-3 0.46E-5 0.58E-5 1.29E-3 8.47E-5 1.03E-4 6.74E-3 
Dec 0.73E-5 1.33E-5 2.30E-3 1.49E-5 2.24E-5 3.15E-3 0.44E-5 0.66E-5 1.79E-3 
Jan’11 0.10E-5 0.14E-5 0.78E-3 2.47E-5 4.05E-5 4.48E-3 0.01E-5 0.02E-5 0.34E-3 
Feb 5.31E-5 1.13E-5 2.39E-3 0.82E-5 1.13E-5 2.39E-3 0.44E-5 0.61E-5 1.69E-3 
Mar 0.54E-5 0.74E-5 1.74E-3 0.05E-5 0.08E-5 0.61E-3 0.01E-5 1.09E-5 1.84E-3 
Apr 0.11E-5 5.21E-5 4.70E-3 3.52E-5 5.21E-5 4.70E-3 0.40E-5 1.02E-5 1.71E-3 
May 1.58E-4 2.86E-4 1.11E-2 1.99E-5 3.13E-5 4.06E-3 0.13E-5 0.21E-5 0.98E-3 
Jun 1.38E-4 2.21E-5 3.70E-3 0.68E-5 0.97E-5 2.13E-3 5.38E-5 1.00E-4 6.38E-3 
July 0.82E-4 1.35E-5 2.45E-3 1.47E-5 2.93E-5 3.29E-3 1.18E-5 1.52E-5 2.57E-3 
Aug 4.35E-5 5.85E-5 5.15E-3 0.07E-5 0.13E-5 0.76E-3 0.39E-4 0.59E-5 1.63E-3 
Sept 3.10E-5 5.06E-5 5.58E-3 0.16E-5 0.18E-5 0.85E-3 1.99E-4 3.78E-4 1.23E-2 
Oct 1.10E-4 1.99E-4 9.42E-3 1.33E-4 1.51E-4 9.60E-3 6.55E-5 9.34E-5 6.24E-3 
Nov 3.29E-5 4.91E-5 4.81E-3 0.21E-5 0.32E-5 1.23E-3 2.88E-5 4.45E-5 5.10E-3 
Dec 0.06E-4 0.11E-5 0.70E-3 1.17E-5 1.78E-5 2.86E-3 1.41E-4 1.77E-4 9.17E-3 
Jan’12 0.29E-5 0.50E-5 1.52E-3 0.21E-5 0.25E-5 0.96E-3 2.74E-5 3.80E-5 4.16E-3 
Feb 0.83E-5 1.22E-5 2.34E-3 1.05E-5 1.28E-5 2.53E-3 3.63E-5 4.11E-5 4.00E-3 
Mar 0.37E-5 0.48E-5 1.52E-3 1.99E-5 1.33E-3 2.65E-3 0.12E-5 1.07E-4 1.60E-6 
Apr 0.02E-5 0.04E-5 0.37E-3 8.44E-5 1.50E-4 7.42E-3 1.24E-4 1.22E-2 0.02E-5 
Mean   3.54E-5 6.01E-5 4.04E-3 1.77E-5 8.20E-5 2.63E-3 4.39E-5 5.94E-4 3.85E-3 
 
5.1.4.1.3 Testing Phase 
The testing dataset is used for model evaluation to ensure that the network generalized well. However, 
this does not have any effect on the training dataset. To test the accuracy of the trained energy model 
at DWS and VWS, a new dataset consisting of the air density, wind distribution and humidity were 
obtained and fed as the new inputs into the energy model. This new dataset used for the testing phase 
differs from the training and validating dataset, and was obtained at LWS as a 10-minute mean 
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weather data. 10 % of the dataset were used to training the energy model again, while the remaining 
90 % were used for testing the performance of the trained model in estimating the wind energy output 
of the WECS. The figure 5.6 shows the performance evaluation of the wind energy estimator using an 
independent weather dataset collected at LWS for the month of December 2010 at a 20 m hub height. 
This independent dataset was tested against the actual wind power outputs at a 20m hub height on 
VWS. The wind energy estimator gives a reasonable response when presented with an un-trained 
dataset. The accuracy test results obtained using an un-trained dataset (figure 5.6) was compared to 
the result obtained using the trained dataset (figure 5.7). Comparing the figs. 5.6 and 5.7, the wind 
energy estimator predicted the energy generation of the WECS based on the new weather input data. 
The power  prediction using the wind energy estimator shows an accurate power generation forecasts 
of the 40 kW at LWS, similar to the actual energy generation at VWS.  
 
 
Figure 5.6: Performance evaluation of the wind energy estimator at the LWS 
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Figure 5.7: Performance evaluation of the wind energy estimator at the VWS 
 
5.1.4.2 One month wind speed and power generation forecasts at DWS and VWS 
The future wind speed and power generation of the WECS at DWS and VWS were predicted of up to 
one month ahead. The developed wind energy estimator in figure 5.1 was adopted but with a little 
modification to predict the future wind speed and power generation of the WECS at time period t+k  
instead of the present power generation at time period t. The major difference in the wind energy 
estimator used in sections 5.1.4.1 and 5.1.4.2 is:- in section 5.1.4.1, the energy estimator is developed 
to estimate the present power generation of the WECS based on the prevailing weather condition at 
time t. In section 5.1.4.2, the wind energy estimator is used to forecast the future wind speed and 
power generation at time “t+k” based on the present power generation at time “t” where k is the 
prediction time step. The selected network parameters remained unchanged except for the number of 
hidden neurons which was increased to decrease the computation time, and improve accuracy of the 
wind speed and power predictions of the model. 
In the tables 4.30 and 4.31, the WECS energy generation at DWS and VWS for the remaining one 
month (May 2012) were not discussed in the section 5.1.4.1. The weather data for the month of May 
2012 were used in this section to forecast ahead the weekly wind speed and energy potentials of the 
WECS at both sites. In addition, the weather data for the period of 1-day (30
th
 April 2012) were also 
obtained at both sites for this task. The figure 5.8 shows the diagrammatic illustration of the 7 days 
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wind speed and power generation forecast of the WECS at both sites. To predict the weekly wind 
speed and power generation of the 5 kW, 40 kW and 1.3 MW WECS, each weather parameter 
consisting of 36, 864 points at DWS and 18,432 points at VWS were fed into the 4 inputs of the 
model. Each weather parameter consists of a total of 9, 216 and 4, 608 data points, respectively. The 
obtained data points consist of the weather information at both wind sites from the 30
th
 April, 2012 to 
31
st
 May, 2012. The weather data for the 30
th
 April, 2012 were chosen to train the wind energy 
estimator before the forecast of wind speed and power generation begins. The prediction of wind 
speed and power generations of the WECS for the 1
st
 May, 2012 at time t0 = 00: 00am (DWS) and t0= 
00:10am (VWS) begins on the 30
th
 April, 2012 at exactly 23:55pm (DWS) and 23:50 pm (VWS) as 
illustrated in the figure below. 
 
         
 
 
Figure 5.8: Diagrammatic illustration of the modified weekly wind energy estimator utilized at the DWS 
and VWS, respectively 
 
The wind energy estimator was modified such that at 5 minutes (t+5) and 10 minutes (t+10) time 
intervals, the wind energy estimator gives the forecasts wind speed and power generation of the 
WECS of up to 7 days ahead as compared to the present wind energy generation forecasts in section 
5.1.4.1.  
The wind speed and energy generation of the WECS at DWS in 5-minute time steps has been 
predicted for the period of 1 month (1 to 31days) using the sampled 5-minute mean weather data. 
Also at VWS, the wind speed and energy generation of the WECS at 10-minute time steps has been 
predicted for the period of 1 month using the sampled 10-minute mean weather data obtained at 10, 
20 and 60 m heights.  
The figures 5.9 and 5.10 show the comparison of the weekly wind power generation forecasts of the 
WECS with the actual wind power outputs at DWS and VWS from the 30
th
 April to 31
st
 May, 2012. 
Only the 1
st
 week, 2
nd
 week and the 5
th
 week power forecasts are shown in the figures 5.9 and 5.10. 
The comparison of the wind power predictions at 10, 20 and 60 m heights show that the wind power 
of the WECS at different hub heights follow the power generation pattern, and were predicted 
accurately. 
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On a 10 m hub height at DWS 
 
1
st
 Week Wind Power Forecasts    1
st
 Week Actual Wind Power 
 
  
 
 
2
nd
 Week Wind Power Forecasts   2
nd
 Week Actual Wind Power 
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5
th
 Week Wind Power Forecasts   5
th
 Week Actual Wind Power 
  
             
 
 
On a 20 m hub height 
 
 
1
st
 Week Wind Power Forecasts   1
st
 Week Actual Wind Power 
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2
nd
 Week Wind Power Forecasts   2
nd
 Week Actual Wind Power 
 
            
 
 
5
th
 Week Wind Power Forecasts   5
th
 Week Actual Wind Power 
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On a 60 m hub height 
 
 
1
st
 Week Wind Power Forecasts   1
st
 Week Actual Wind Power 
 
         
 
2
nd
 Week Wind Power Forecasts   2
nd
 Week Actual Wind Power 
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5
th
 Week Wind Power Forecasts   5
th
 Week Actual Wind Power 
         
 
 
Figure 5.9: Comparisons of the weekly wind power generation forecasts of the WECS with the actual 
wind power outputs at DWS  
 
On a 10 m hub height 
 
 
1
st
 Week Wind Power Forecasts   1
st
 Week Actual Wind Power 
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2
nd
 Week Wind Power Forecasts   2
nd
 Week Actual Wind Power 
         
         
 
5
th
 Week Wind Power Forecasts   5
th
 Week Actual Wind Power 
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On a 20 m hub height 
 
1
st
 Week Wind Power Forecasts   1
st
 Week Actual Wind Power 
 
        
 
 
2
nd
 Week Wind Power Forecasts   2
nd
 Week Actual Wind Power 
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5
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 Week Actual Wind Power 
 
             
 
On a 60 m hub height 
 
 
1
st
 Week Wind Power Forecasts   1
st
 Week Actual Wind Power 
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2
nd
 Week Wind Power Forecasts   2
nd
 Week Actual Wind Power 
 
            
 
5
th
 Week Wind Power Forecasts   5
th
 Week Actual Wind Power 
 
              
 
Figure 5.10: Comparisons of the weekly wind power generation forecasts of the WECS with the actual 
wind power outputs at VWS  
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Furthermore, the comparisons of the weekly wind speed forecasts with the actual wind speed 
prevalence at the DWS and VWS for the month of May 2012 are shown in the figures 5.11 to 5.12. 
Similar to the figures 5.9 to 5.10 above, only the 1
st
 week, 2
nd
 week and the 5
th
 week speed forecasts 
are shown below. The comparisons of the wind speed prediction at 10, 20 and 60 m heights show that 
the weather patterns at different hub heights along the considered wind field were the same.  
 
 
At DWS on a 10 m hub height 
 
 
1
st
 Week Wind Speed Forecasts   1
st
 Week Actual Wind Speed 
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On a 20 m hub height 
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On a 60 m hub height 
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Figure 5.11: Comparisons of the weekly wind speed forecasts with the actual wind speed at DWS  
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At VWS on a 10 m hub height 
 
 
1
st
 Week Wind Speed Forecasts   1
st
 Week Actual Wind Speed 
 
        
 
 
2
nd
 Week Wind Speed Forecasts   2
nd
 Week Actual Wind Speed 
 
          
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  164 
 
 
5
th
 Week Wind Speed Forecasts   5
th
 Week Actual Wind Speed 
 
        
 
On a 20 m hub height 
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On a 60 m hub height 
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Figure 5.12: Comparisons of the weekly wind speed forecasts with the actual wind speed at VWS  
 
5.1.4.2.1 Usable Energy Outputs of the WECS 
The usable energy generation of a WECS is the amount of electric energy outputs of the WECS 
available for utilization. In a WECS, it is important to know that not all the prevailing wind resources 
at a given site would be utilized or converted into electricity. For example, at a calm wind or above 
the cut-out-speed, no electric power is generated. Though close to the start-up-speed, the rotor blades 
of the WECS may spin without generating any usable electrical energy As a result, the usable 
electrical energy of a WECS can only be determined within the specified range of its operating speed.  
The usable wind energy generations of the WECS at DWS and VWS are summarized in tables 5.7 
and 5.8 as well as the generation forecasts error in tables 5.9 and 5.10.   
5.1.4.2.1.1 Usable Energy Outputs of the WECS at DWS 
At DWS, the usable energy generation of the 5 kW on 10 m; 40 kW at 20 m; and 1.3 MW at a 60 m 
height were estimated at 0.127 MWh; 1.371 MWh; and 40.975MWh. The energy discrepancy 
between the developed site power curve model and the wind energy estimator were estimated at 
0.675E-3 MWh, 2.205E-2 MWh and 1.070E-2 MWh, respectively. The forecasts errors (MAE, 
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RMSE and Std.) of the wind energy generation at 10, 20 and 60 m heights were estimated at 0.42E-5, 
0.50E-5 and 6.91E-3; 6.37E-5, 7.11E-5 and 4.76E-3; 0.26E-5, 0.39E-5 and 1.32E-3, respectively. The 
summary of the usable energy generation of the WECS, as well as the forecast errors in the month of 
May 2012 at the Darling Wind Site were summarized in the tables 5.5 and 5.6. 
Wind Energy Forecasts of the Energy Model 
Table 5.5: Weekly usable energy forecasts of the WECS in the month of May 2012  
 
 
WEEK         DWS      
  10 m        20 m         60 m  
 Ess Ewee Eerr Ess Ewee Eerr Ess Ewee Eerr 
1
ST
  0.029 0.029 0.164E-3 0.314 0.314 5.603E-3 9.284 9.284 0.030E-3 
2
ND
  0.033 0.033 0.045E-3 0.357 0.357 3.652E-3 10.676 10.671 4.547E-3 
3
RD
 0.019 0.019 0.019E-3 0.209 0.209 4.701E-3 6.212 6.214 1.592E-3 
4
TH
 0.040 0.040 0.040E-3 0.431 0.431 6.173E-3 12.922 12.919 3.074E-3 
5
TH
 0.006 0.006 0.006E-3 0.061 0.061 1.920E-3 1.790 1.788 1.457E-3 
Sum 0.127 0.127 0.675E-3 1.371 1.371 2.205E-2 40.983 40.975 1.070E-2 
 
where Ess (MWh) is the weekly energy outputs of the WECS based on the developed site power curve 
model, Ewee (MWh) is the weekly energy outputs of the WECS based on the developed wind energy 
estimator and Eerr (MWh) is the discrepancy of the energy estimate between the Ess  and Ewee 
Forecasts Error of the Energy Model 
Table 5.6: Weekly energy forecasts errors of the WECS in the month of May 2012  
 
WEEK         DWS      
  10 m        20 m         60 m  
 MAE RMSE Std. MAE RMSE Std. MAE RMSE Std. 
1
ST
  0.37E-5 0.43E-5 7.34E-3 6.66E-5 7.15E-5 4.78E-3 0.26E-4 0.43E-5 1.35E-3 
2
ND
  0.52E-5 0.68E-5 7.41E-3 6.25E-5 7.30E-5 4.99E-3 0.26E-4 0.36E-5 1.32E-3 
3
RD
 0.39E-5 0.43E-5 4.53E-3 6.14E-5 7.21E-5 4.67E-3 0.29E-5 0.48 E-5 1.42E-3 
4
TH
 0.44E-5 0.55E-5 7.89E-3 6.88E-5 7.50E-4 4.79E-3 0.27E-5 0.45E-5 1.37E-3 
5
TH
 0.40E-5 0.41E-5 7.38E-3 5.91E-5 6.37E-5 4.58E-3 0.19E-5 0.26E-5 1.16E-3 
Mean 0.42E-5 0.50E-5 6.91E-3 6.37E-5 7.11E-5 4.76E-3 0.26E-4 0.39E-4 1.32E-3 
 
where MAE, RMSE and Std. are the mean absolute error; root mean square error; and the standard 
absolute error of the energy forecasts at 10 m 20 m and 60 m heights, respectively. 
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5.1.4.2.1.2 Usable Energy Outputs of the WECS at VWS 
At VWS, the usable energy generation of the 5 kW, 40 kW and 1.3 MW were predicted at 0.112 
MWh on 10 m; 1.419 MWh at 20 m; and 48.697 MWh at a 60 m height. The energy discrepancy 
between the developed site power curve model and the wind energy estimator were estimated at 
0.69E-3 MWh, 2.54E-3 MWh and 2.16E-2 MWh, respectively. The forecasts errors of the wind 
energy generation at the 10, 20 and 60 m hub heights were estimated at 2.19E-5, 3.71E-5 and 4.09E-
3; 0.65E-5, 1.23E-5 and 2.49E-3; 6.14E-5, 8.28E-5 and 6.40E-3, respectively. The summary of the 
usable energy generation of the WECS, as well as the generation forecast errors in the month of May 
2012 at Vredendal site were summarized in the tables 5.7 and 5.8. 
Wind Energy Forecasts of the Energy Model 
 
Table 5.7: Weekly usable energy forecasts of the WECS in the month of May 2012  
 
WEEK         VWS      
  10 m        20 m         60 m  
 Ess Ewee Eerr Ess Ewee Eerr Ess Ewee Eerr 
1
ST
  0.021 0.021 0.088E-3 0.279 0.279 0.460E-3 9.946 9.946 6.223E-3 
2
ND
  0.033 0.033 0.347E-3 0.416 0.416 0.728E-3 13.745 13.745 0.269E-3 
3
RD
 0.015 0.015 0.051E-3 0.196 0.196 0.402E-3 5.638 5.638 3.526E-3 
4
TH
 0.031 0.031 0.087E-3 0.394 0.394 0.660E-3 13.294 13.294 7.859E-3 
5
TH
 0.010 0.010 0.121E-6 0.134 0.134 0.285E-3 6.074 6.074 3.678E-3 
Sum 0.112 0.111 0.693E-3 1.419 1.419 2.536E-3 48.697 48.697 2.156E-2 
 
 
Forecasts Error of the Energy Model 
 
Table 5.8: Weekly energy forecasts errors of the WECS in the month of May 2012  
 
WEEK         VWS      
  10 m        20 m         60 m  
 MAE RMSE Std. MAE RMSE Std. MAE RMSE Std. 
1
ST
  1.75E-5 2.45E-5 3.39E-3 0.52E-5 0.92E-5 2.13E-3 5.93E-5 7.73E-5 6.17E-3 
2
ND
  2.47E-5 5.29E-5 4.41E-3 0.81E-5 1.36E-5 2.85E-3 6.59E-5 9.17E-5 6.76E-3 
3
RD
 1.43E-5 2.15E-5 3.10E-3 0.54E-5 0.99E-5 2.25E-3 4.35E-5 5.91E-5 5.56E-3 
4
TH
 1.36E-5 2.19E-5 3.27E-3 0.63E-5 1.16E-4 2.57E-3 5.56E-5 7.68E-5 6.25E-3 
5
TH
 3.93E-5 6.45E-5 6.27E-3 0.74E-5 1.23E-5 2.64E-3 8.27E-5 1.09E-4 7.26E-3 
Sum 2.19E-5 3.71E-5 4.09E-3 0.65E-5 1.23E-5 2.49E-3 6.14E-5 8.28E-5 6.40E-3 
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Chapter 6 
6 Simulation Results and Discussion 
This study has presented the key areas associated with wind resource assessment, as well as the 
prediction of wind speed and energy generation potentials of the WECS at both sites. In this chapter, 
the findings on the wind energy study conducted at Darling and Vredenburg sites using the turbine 
power curve, the developed site power curve model and the Wind Energy Estimator are discussed. 
The discussed simulation results were based on the wind sites study conducted for an extended period 
of 24 months (June 2010 to May 2012) at both sites. It also covered the forecast errors of the wind 
speed and power generation of the WECS at both sites for the period of one month. 
The utilization of the wind resources at Darling and Vredenburg sites for energy generation depends 
mainly on its accessibility, and the historical information available or extracted from the data logging 
systems, the accuracy of the deployed acquisition systems at both sites. The Rayleigh model was 
found suitable at Darling wind site, and the Weibull proved accurate for wind modelling at 
Vredenburg site. Also, the developed wind energy estimator based on knowledge of the Layered 
Recurrent Neural Network (LRN) was found useful at both sites for energy generation comparisons. 
Furthermore, the RNN toolbox in Matlab was used to train, validate and test the performance of the 
developed wind energy estimator. 
The energy generation of the WECS using the turbine power curve(s) and the developed two energy 
models have been utilized for assessment of the energy potentials at both wind sites. The 5-minute 
and 10-minute unprocessed mean data sampled for the period of 24-month were proposed for 
determining the reliability of the wind sites for small and large scale energy generation. The use of 
processed site measurement will only contribute a significant error to the prediction accuracy of the 
wind energy potentials at both sites. In addition, the assessment of the energy potentials at both sites 
using the same sampled time wind measurement at 10, 20 and 60 m heights were important to this 
study for determination of the suitability of both sites within the Western Cape Province of the 
country. To displace a share of the fossil fuel power plants with the wind energy systems, it is crucial 
that an accurate assessment of the wind site be done through the collection of an extended historical 
site measurement for evaluation of the wind energy potential. This will help in managing the problem 
associated with the intermittent of the wind energy generation. The key areas associated with wind 
resource assessment, as well as prediction of the energy generations of the WECS at DWS and VWS 
are discussed below: 
Firstly, the available weather information at both wind sites recorded for the period of 24 months have 
been utilized, and the wind power have been classified according to the estimated wind power 
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densities at 10, 20 and 60 m heights. At DWS using the Rayleigh distribution, the month of May 2012 
had the lowest wind power potentials with an estimated wind speed and power density values of 3.57 
m/s and 53.8 W/m²; 3.90 m/s and 70.4 W/m²; 4.52 m/s and 108.4 W/m² at 10, 20 and 60 m heights, 
respectively. At VWS, the lowest wind speed and power density values were estimated at 3.52 m/s 
and 51.8 W/m² (for the month of July 2010); 4.11 m/s and 82.1 W/m² (for the month of July 2010); 
5.04 m/s and 150.3 W/m² (for the month of May 2012) at 10, 20 and 60 m heights, respectively. The 
estimated Rayleigh parameters didn’t show any improvement on the actual results because of the use 
of 10-minute measurements instead of 5-minute measurements as shown in the table 4.2. The lowest 
wind speed and power density values denotes that both wind site will have the lowest energy 
potentials in that month. The overall wind power density and class were estimated at  153.50 W/m² 
and class 3; 200.80 W/m² and class 2
- 
; 317.30 W/m² and class 3
-
 on 10, 20 and 60 m heights, 
respectively at DWS. At VWS, the overall wind power density and class were estimated at 127.06 
W/m² and class 2; 194.50 W/m² and class 1
+
; 327.70 W/m² and class 3
-
 at 10, 20 and 60 m heights, 
respectively. From the wind power classification of both wind sites, it was observed that despite the 
use of 5-minute and 10-minute mean measurements, the prevailing wind at DWS was found to be 
more suitable and reliable for energy generation as compared to the use of 10-minute measurement at 
VWS. Hence the 5 kW WECS at 10 m; 40 kW WECS at 20 m; and 1.3 MW WECS at a 60 m height 
were sized based on the estimated wind power densities and classes at both sites for the period of 24 
months. 
Secondly, the rotor efficiencies of the horizontal 3-bladed WECS were estimated at 33.3 % on 10 m, 
42.5 % at 20 m, and 20.8 % at 60 m hub height. Based on these estimate, only 33.3 %, 42.5 % and 
20.8 % of the kinetic energy of the wind flowing across the sites were converted by the rotor blades of 
the WECS into the mechanical power driving the electrical generator. From this study, it was 
observed that a 1.3 MW WECS requires a minimal capture of the total wind flowing across the rotor 
blades for conversion into electricity due to its large swept area, while a small scale WECS (5 kW) 
requires a higher extraction of the available wind to generate its rated power. The comparison of the 
rotor efficiency of each WECS shows that a 1.3 MW WECS has a lower extraction capability but a 
much higher generating capability. This invariably means that a higher WECS is designed to have a 
lower rotational speed and a minimal extraction of the wind across the rotor blades for electricity 
conversion, as compared with the 5 kW and 40 kW WECS. 
Thirdly, the time varying air temperature and atmospheric pressure at 10, 20 and 60 m hub heights 
have been mathematically modelled to determine the effect of time varying air density on the energy 
outputs of the WECS at both sites. Three mathematical techniques were considered for this 
investigation. From the considered mathematical equations, only Eq. (4.5) was found accurate for 
determining the effect of time varying air density on wind energy outputs at both sites because it takes 
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into consideration the moisture content in the air. The prevailing air density at a given site is directly 
influenced by the air temperature while the atmospheric pressure is dependent on the air temperature 
of the wind site. The comparisons of the monthly air densities at 10, 20 and 60 m heights on both 
wind sites show that though the weather pattern at both sites were the same, while the weather records 
were different for the same time period t.  
Fourthly, the capacity factor based on the number of working hours and days of the WECS generating 
electricity have been estimated at both wind sites. The estimated capacity factor from the month of 
June 2010 to May 2012 have been compared to conclude if it is more accurate to use a 12-month site 
measurements  in wind resource assessment and evaluation. From the simulation results summarized 
in the tables 4.22 and 4.23, the estimated capacity factors and number of working days of the WECS 
differ for the same month in different years. The results proved that the wind resources at both sites 
vary continuously with the time and seasons of the year. Also, this suggested that using a 12-month 
weather measurement for wind assessment at any potential site will not be accurate for long-term 
wind energy assessment and evaluation because the historical details of the site and the seasonal 
variation of the wind must be known and taken into consideration. 
 At the DWS on a 10 m height, the month of May 2012 had the lowest Cf and working days estimated 
at 7.23 % and 14.59; and the highest Cf and working days estimated at 22.55 % and 22.96 in the 
month of November 2011. At a 20 m height, the month of May 2012 had the lowest Cf and working 
days estimated at 8.97 % and 16.00; and the highest Cf and working days estimated at 27.52 % and 
23.74 in the month of November 2011. At a 60 m height, the month of May 2012 had the lowest Cf 
and working days estimated at 9.37 % and 14.01; and the highest Cf and working days estimated at 
27.31 % and 22.64 in the month of November 2011. The overall mean capacity factors of the WECS 
were estimated at 15.11 %, 18.77 %, and 18.71 % at 10, 20 and 60 m heights, respectively. The 
overall mean capacity factor values show that the Darling wind resources are moderate for energy 
generation and can be considered for wind farm development. At the VWS on a 10 m height, the 
month of July 2010 had the lowest Cf   and working days estimated at 4.88 % and 18.41; and the 
highest Cf and working days estimated at 16.91 % and 25.75 in the month of December 2011. At a 20 
m height, the month of May 2012 had the lowest Cf and working days estimated at 7.01 % and 21.09; 
and the highest Cf and working days estimated at 22.61 % and 25.91 in the month of December 2011. 
At a 60 m height, the month of May 2012 had the lowest Cf and working days estimated at 7.82 % and 
19.96; and the highest Cf value and working days estimated at 20.58 % and 26.35 in the month of 
December 2011. The overall mean capacity factors of the WECS were estimated at 10.40 %, 14.16 % 
and 14.32 % at 10, 20 and 60 m heights, respectively. The overall mean capacity factor values show 
that the Vredenburg site wind resources is fair for small to large scale energy generation, and can also 
be considered for wind farm development. However, the size of WECS deployed at VWS should vary 
as compared with the DWS WECS-type. 
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Comparing the estimated monthly capacity factors at DWS and VWS, the capacity factors of the 
WECS at DWS have a greater potential of wind energy generation as compared to the VWS. This 
means that using 5-minute mean measurements to analysis the power outputs of a WECS is more 
accurate than using a 10-minute measurements. From the estimated capacity factors at both wind 
sites, the energy generation of the 1.3 MW WECS decreases for a low month wind and increases for 
month with high wind. For a low month wind, the energy generation potential increases with a low 
rating WECS and with increasing hub height. However, for a low month wind, the energy generation 
potential decreases with a high rated WECS.  The comparisons of the capacity factors at 10, 20 and 60 
m heights on both sites show that the energy output of the WECS depends mainly on the prevailing 
wind with increasing hub height, as well as the power rating of the sized WECS.  
Furthermore, the energy generations of the sized WECS for the time period of 24 months have been 
estimated as summarized in tables 4.26 and 4.27. At DWS on a 10 m hub height, the energy output of 
the WECS using the Et ranges between 0.146 MWh and 0.807 MWh & ES ranges between 0.127 MWh 
and 0.639 MWh. At a 20 m hub height, the energy output of the WECS using the Et & ES range 
between 1.590 MWh and 8.102 MWh; 1.371 MWh and 6.279 MWh, respectively. At a 60 m hub 
height, the energy output of the WECS using the Et & ES range between 47.01 MWh and 249.24 
MWh; 40.98 MWh and 194.51 MWh, respectively. The trend of the prevailing wind in each month 
differs and as a result, the monthly energy generation of the WECS at each site differs.  
At VWS on a 10 m height, the wind energy output of the WECS using the Et ranges between 0.131 
MWh and 0.664 MWh & ES ranges between 0.108 MWh and 0.523 MWh based on the working days 
of the WECS generating electricity. At a 20 m hub height, energy output of the WECS using the Et 
ranges between 1.756 MWh and 7.350 MWh & ES ranges between 1.419 MWh and 5.624 MWh. At a 
60 m hub height, the wind energy output of the WECS using the Et ranges between 60.13 MWh and 
224.06 MWh & ES ranges between 48.68 MWh and 169.15 MWh. The comparisons of the estimated 
mean wind speeds; the wind power densities and classes; the capacity factor of the WECS; the wind 
energy generations of the WECS in the month of June 2010 to May 2012 show a strong agreement 
with each other. This means that for the month with a low wind, different WECS should be sized to 
ensure the lower WECS (5 kW or 40 kW) is generating electric power during this period. The bi-
annual energy generations of the WECS using the Et & ES for the period of 24 months were estimated 
at 10.225 MWh and 8.792 MWh on 10 m; 107.204 MWh and 88.245 MWh at 20 m; 3217.823 MWh 
and 2680.570 MWh on 60m height at DWS. At VWS, a total of 8.525 MWh and 6.810 MWh on 10 
m; 101.426 MWh and 79.769 MWh at 20 m; 3248.255 MWh and 2532.020 MWh at 60 m were 
generated by the WECS. From the wind energy estimation, it can be observed that the energy 
generation of the WECS at the DWS was higher as compared to the energy generation of the WECS 
at VWS.  
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The energy generations of the WECS using the developed wind energy estimator have been 
considered for the prediction at both sites for the same period of 24 months. The present energy 
generations of the WECS have been predicted based on the prevailing weather information at both 
wind sites for the period of 23 months. The predictions from the energy estimator were compared with 
the energy generation of the WECS using the site power curve energy model as summarized in tables 
5.1 and 5.2. In addition, the weekly wind speed and energy generations of the WECS at 5-minute 
steps (t+5, t+10,…t+k); and 10-minute steps (t+10, t+20,… t+k) have been predicted by the wind 
energy estimator as shown in the figures 5.9 to 5.10. The predicted energy generations of the WECS 
at both sites for the month of May 2012 have been compared with the actual energy generation of the 
WECS. The usable energy outputs of the WECS for the period of May 2012 have been summarized in 
Tables 5.5 and 5.7. The estimated energy generation of the WECS using the LRN shows a correlation 
with the actual wind energy generation using the developed site power curve model at both sites. 
However, it’s more accurate and computation time saving using the wind energy estimator rather than 
developing a site power curve model. Furthermore, the weekly wind speed prevalence at DWS and 
VWS has been summarized in the figures 5.11 to 5.12.  
The bi-annual energy generations of the WECS using the Es & Ewe for the period of 24 months were 
estimated at 8.503 MWh and 8.503 MWh on 10 m; 88.245 MWh and 88.019 MWh at 20 m; 2680.57 
MWh and 2680.54 MWh on 60 m height at DWS. At VWS, a total of 6.810 MWh and 6.806 MWh on 
10 m; 79.769 MWh and 79.899 MWh at 20 m; 2532.02 MWh and 2531.30 MWh at 60 m height were 
generated by the WECS. Comparing the bi-annual energy generation at both wind sites using the 
turbine power curve, developed site power curve and the wind energy estimator, it is shown that the 
use of the turbine power curve(s) over-estimated the energy potentials of the WECS at 10, 20 and 60 
m hub heights. The table 6.1 and 6.2 show the summary of usable energy generation of the WECS for 
the period of 24 months. 
Furthermore, the monthly forecasts error of the developed wind energy estimator in prediction of the 
present and future energy generation at both sites have been summarized in the tables 6.3 and 6.4. The 
training error increases due to poor performance of the energy estimator using 5 neurons. As a result, 
the numbers of hidden neurons were increased to a maximum of 18 to improve the prediction 
accuracy of the wind energy estimator. The wind energy estimator returns an overall mean absolute 
error value of 3.82E-5, root mean square error of 6.37E-5, and standard deviation of the absolute error 
of 1.18E-2 at 10 m height on the DWS. At a 20 m height; the MAE value of 2.11E-4; RMSE of 
8.58E-4; and Std. value of 7.16E-3 were estimated; while at a 60 m height, the MAE value of 3.39E-
5, RMSE of 4.97E-4, and Std. value of 3.62E-3 were estimated. At VWS on a 10 m height; the MAE 
value of 3.49E-5; RMSE of 5.91E-5; and Std. value of 4.05E-3 were estimated. At a 20 m height; the 
MAE value of 1.72E-5; RMSE of 7.91E-5; and Std. value of 2.63E-3 were estimated. At a 60 m 
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height; the MAE value of 4.46E-5; RMSE of 5.72E-4; and Std. value of 3.95E-3 were estimated. 
However, the forecasts error may increase for a highly spaced noisy data with seasonality at a hub 
height h or if this energy model is utilized for a sampled 30-minute, hourly or daily data. The 
comparisons of the actual and the predicted energy outputs of the WECS show that the developed 
energy estimator based on the LRN can be useful for prediction of the wind potential, depending on 
quality of the training data and the considered network parameters chosen for the given task. 
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 At Darling Wind Site using a 5-minute weather data 
Table 6.1: Comparisons of the estimated monthly wind energy outputs of the WECS based on developed 
site power curve model and the developed wind energy estimator at 10, 20 and 60 m hub heights on DWS 
Month         DWS      
  10 m        20 m         60 m  
 Es Ewe Eerr Es Ewe Eerr Es Ewe Eerr 
Jun’10 0.215 0.215 3.30E-3 2.288 2.286 2.42E-3 68.91 68.85 5.87E-2 
July 0.158 0.158 0.43E-3 1.703 1.701 2.00E-3 51.00 51.00 1.18E-3 
Aug 0.228 0.228 0.70E-3 2.448 2.445 2.66E-3 73.71 73.71 1.47E-5 
Sept 0.303 0.303 6.53E-3 3.220 3.218 2.27E-3 97.21 97.21 1.76E-3 
Oct 0.392 0.392 0.02E-3 4.071 4.075 4.52E-3 123.73 123.73 3.19E-2 
Nov 0.444 0.444 0.25E-3 4.590 4.600 1.03E-2 139.62 139.62 3.23E-3 
Dec 0.509 0.509 2.51 E-3 5.093 5.125 3.28E-2 156.44 156.44 0.43E-3 
Jan’11 0.513 0.513 9.95E-3 5.186 5.186 0.22E-6 159.05 159.05 2.17E-6 
Feb 0.370 0.370 1.87E-3 3.747 3.747 2.48E-6 115.06 115.06 1.02E-2 
Mar 0.268 0.268 1.01E-3 2.865 2.865 2.52E-6 86.46 86.46 3.49E-5 
Apr 0.301 0.301 1.66E-3 3.195 3.196 0.63E-3 96.82 96.82 0.88E-3 
May 0.271 0.271 0.32E-3 2.846 2.846 0.01E-6 86.38 86.38 0.33E-3 
Jun 0.332 0.332 0.36E-3 3.393 3.393 0.04E-6 103.67 103.67 4.14E-3 
July 0.261 0.261 0.41E-3 2.743 2.674 6.95E-2 81.60 81.60 0.11E-3 
Aug 0.263 0.263 0.01E-5 2.801 2.801 0.0000 84.74 84.74 4.79E-5 
Sept 0.310 0.310 0.32E-5 3.301 3.301 0.01E-6 99.59 99.59 2.12E-2 
Oct 0.339 0.339 0.33E-5 3.577 3.577 0.23E-6 108.43 108.43 0.74E-3 
Nov 0.621 0.621 0.57E-5 6.270 6.270 4.30E-5 192.93 192.93 3.84E-3 
Dec 0.639 0.639 2.26E-2 6.279 6.279 2.54E-6 194.51 194.51 0.11E-3 
Jan’12 0.421 0.421 0.57E-3 4.318 4.318 1.54E-5 132.03 132.03 0.26E-3 
Feb 0.487 0.487 1.48E-3 5.244 5.049 1.95E-1 154.02 154.02 1.99E-3 
Mar 0.406 0.406 0.18E-3 4.242 4.242 0.08E-6 129.21 129.21 1.22E-5 
Apr 0.326 0.326 1.23E-2 3.452 3.452 0.33E-6 104.48 104.48 1.47E-3 
May 0.127 0.127 0.68E-3 1.371 1.371 2.20E-2 40.98 40.98 1.07E-2 
SUM 8.503 8.503 6.65E-2 88.245 88.019 3.22E-1 2680.57 2680.54 1.24E-1 
 
where sE (MWh) is the estimated monthly energy outputs of the WECS based on the developed site 
power curve model; weE (MWh) is the estimated monthly energy outputs of the WECS based on the 
developed wind energy estimator; and Eerr (MWh) is the discrepancy of the energy estimate between 
the Es  and Ewe 
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At Vredenburg Wind Site using a 10-minute weather data 
Table 6.2: Comparisons of the estimated monthly wind energy outputs of the WECS based on developed 
site power curve model and the developed wind energy estimator at 10, 20 and 60 m hub heights on VWS 
Month         VWS      
  10 m        20 m         60 m  
 Es Ewe Eerr Es Ewe Eerr Es Ewe Eerr 
Jun’10 0.121 0.121 2.28E-2 1.586 1.586 59.3E-3 61.07 61.07 0.24E-3 
July 0.108 0.108 1.24E-2 1.436 1.436 0.22E-3 58.94 58.94 0.12E-3 
Aug 0.177 0.177 4.85E-2 2.246 2.246 23.0E-3 78.18 78.18 0.12E-3 
Sept 0.255 0.255 1.52E-2 3.114 3.114 0.03E-3 104.62 104.62 0.26E-6 
Oct 0.306 0.306 3.26E-3 3.616 3.616 0.01E-3 110.13 110.14 3.51E-3 
Nov 0.323 0.323 0.08E-3 3.777 3.777 10.1E-3 116.87 116.87 2.64E-3 
Dec 0.388 0.388 9.67E-6 4.490 4.490 0.03E-6 131.46 131.46 4.39E-5 
Jan’11 0.471 0.471 0.04E-3 5.330 5.330 12.2E-3 157.53 157.55 0.10E-3 
Feb 0.330 0.330 0.31E-3 3.692 3.692 13.4E-3 106.31 106.31 0.21E-3 
Mar 0.276 0.276 0.20E-3 3.257 3.257 0.10E-3 99.29 99.29 0.14E-5 
Apr 0.222 0.221 0.84E-6 2.682 2.682 1.16E-3 90.26 90.26 7.07E-5 
May 0.160 0.160 1.62E-3 2.041 2.041 0.38E-3 70.30 70.23 0.01E-3 
Jun 0.252 0.252 4.78E-3 3.159 3.159 0.12E-3 110.04 110.30 1.94E-3 
July 0.135 0.135 0.02E-3 1.754 1.754 0.02E-3 70.12 70.12 0.59E-3 
Aug 0.179 0.179 0.38E-3 2.291 2.291 0.29E-3 85.29 85.29 0.85E-6 
Sept 0.227 0.227 0.21E-3 2.805 2.805 0.83E-3 93.96 93.96 4.43E-3 
Oct 0.233 0.233 1.31E-3 2.826 2.826 31.3E-3 89.05 89.05 0.51E-3 
Nov 0.481 0.481 0.08E-3 5.410 5.410 0.04E-3 159.76 159.78 1.39E-2 
Dec 0.523 0.523 0.06E-3 5.624 5.624 0.10E-3 169.15 169.16 1.09E-2 
Jan’12 0.444 0.444 4.7E-6 4.841 4.841 0.57E-3 139.56 139.56 0.12E-3 
Feb 0.448 0.448 2.39E-3 4.972 4.972 5.74E-3 146.27 146.29 0.20E-2 
Mar 0.407 0.407 0.21E-3 4.577 4.707 0.13E-2 136.58 136.58 0.01E-3 
Apr 0.234 0.232 0.16E-3 2.825 2.825 7.84E-2 97.60 97.60 3.08E-3 
May 0.112 0.111 0.69E-3 1.419 1.419 2.54E-3 48.68 48.68 2.16E-2 
SUM 6.810 6.806 3.86E-3 79.769 79.899 1.30E-1 2532.02 2531.30 1.439 
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At Darling Wind Site using a 5-minute weather data 
 
Table 6.3: Summary of the estimated monthly mean MAE, RMSE and MAE in predicting the energy 
generation at DWS 
Month         DWS      
  10 m        20 m         60 m  
 MAE RMSE Std MAE RMSE Std MAE RMSE Std 
Jun’10 5.96E-5 9.04E-5 6.88E-3 0.23E-5 0.48E-5 1.30E-3 1.50E-4 2.48E-4 1.23E-2 
July 1.92E-5 2.79E-5 3.61E-3 4.10E-5 5.44E-5 4.84E-3 6.55E-5 8.40E-5 0.64E-2 
Aug 1.18E-4 2.59E-4 1.02E-2 4.20E-3 1.92E-2 7.54E-2 3.21E-5 3.91E-5 0.42E-2 
Sept 2.47E-4 5.15E-4 1.32E-2 1.57E-4 1.89E-4 8.31E-3 4.55E-5 7.40E-5 0.58E-2 
Oct 2.97E-5 5.10E-5 4.75E-3 1.01E-4 1.73E-4 9.59E-3 2.44E-4 3.32E-4 1.24E-2 
Nov 0.55E-5 0.69E-5 1.76E-3 3.01E-5 5.24E-5 4.89E-3 6.77E-5 9.01E-5 0.67E-2 
Dec 9.10 E-5 1.17E-4 7.72E-3 0.87E-5 1.03E-5 7.72E-3 0.08E-5 0.12E-5 0.73E-3 
Jan’11 6.49E-5 1.05E-4 6.83E-3 6.49E-5 1.05E-4 6.83E-3 0.02E-5 0.02E-5 0.33E-3 
Feb 1.36E-5 2.59E-5 3.55E-3 1.36E-5 2.59E-5 3.55E-3 2.31E-5 5.03E-5 5.43E-3 
Mar 0.75E-5 0.93E-5 1.88E-3 0.75E-5 0.93E-5 1.88E-3 0.20E-5 0.33E-5 1.24E-3 
Apr 2.37E-5 2.85E-5 3.51E-3 2.37E-5 2.85E-5 3.51E-3 8.85E-5 1.39E-4 8.37E-3 
May 0.09E-5 0.13E-5 0.80E-3 0.09E-5 0.13E-5 0.80E-3 0.04E-5 0.07E-5 0.58E-3 
Jun 1.02E-5 1.52E-5 2.69E-3 1.02E-5 1.52E-5 2.69E-3 1.06E-5 1.10E-5 1.61E-3 
July 6.71E-5 1.36E-4 9.06E-3 6.71E-5 1.36E-4 9.06E-3 0.31E-5 0.49E-5 1.51E-3 
Aug 0.07E-5 0.11E-5 0.70E-3 0.07E-5 0.11E-5 0.70E-3 0.43E-5 0.77E-5 1.94E-3 
Sept 0.24E-5 0.42E-5 1.42E-3 0.24E-5 0.42E-5 1.42E-3 0.48E-5 0.63E-5 1.53E-3 
Oct 0.75E-5 1.02E-5 2.15E-3 0.75E-5 1.02E-5 2.15E-3 0.16E-5 0.21E-5 1.10E-3 
Nov 7.55E-5 8.04E-5 5.05E-3 7.55E-5 8.04E-5 5.05E-3 0.71E-5 0.73E-5 1.25E-3 
Dec 2.23E-5 3.08E-5 3.37E-3 2.23E-5 3.08E-5 3.37E-3 2.72E-5 3.98E-5 4.48E-3 
Jan’12 0.12E-5 0.12E-5 0.52E-3 2.95E-5 3.50E-5 4.11E-3 0.09E-5 0.09E-5 0.56E-3 
Feb 0.37E-5 0.50E-5 1.59E-3 0.75E-5 1.16E-5 2.34E-3 0.43E-5 0.50E-5 1.38E-3 
Mar 0.24E-5 0.31E-5 1.06E-3 1.69E-4 2.96E-4 1.33E-2 0.24E-5 0.31E-5 1.18E-3 
Apr 4.43E-5 0.57E-5 1.89E-1 0.13E-5 0.20E-5 0.95E-3 0.47E-5 0.76E-5 2.05E-3 
May 0.42E-5 0.50E-5 6.91E-5 6.37E-5 7.10E-5 4.76E-3 0.26E-5 0.39E-5 1.32E-3 
Mean 3.82E-5 6.37E-5 1.18E-2 2.11E-4 8.58E-4 7.16E-3 3.39E-5 4.97E-4 3.62E-3 
 
where MAE RMSE and Std. are the mean absolute error; root mean square error; and the standard 
absolute error of the forecasts, respectively 
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At Vredenburg Wind Site using a 10-minute weather data 
Table 6.4: Summary of the estimated monthly mean MAE, RMSE and MAE in predicting the energy 
generation at VWS 
 
Month         VWS      
  10 m        20 m         60 m  
 MAE RMSE Std MAE RMSE Std MAE RMSE Std 
Jun’10 2.00E-5 3.02E-5 3.48E-3 0.11E-5 0.24E-5 0.96E-3 5.31E-5 9.29E-5 6.58E-3 
July 1.62E-4 2.99E-4 1.12E-2 0.66E-5 0.90E-5 2.00E-3 1.47E-5 1.89E-5 2.85E-3 
Aug 1.09E-5 1.14E-5 1.53E-3 0.10E-5 0.16E-5 0.84E-3 0.26E-5 0.43E-5 1.34E-3 
Sept 3.10E-5 5.06E-5 5.58E-3 0.13E-5 0.21E-5 0.98E-3 0.04E-5 0.06E-5 0.52E-3 
Oct 1.10E-4 1.99E-4 9.42E-3 0.09E-5 0.13E-5 0.79E-3 1.48E-4 2.30E-4 1.02E-3 
Nov 0.18E-5 0.28E-5 1.18E-3 0.46E-5 0.58E-5 1.29E-3 8.47E-5 1.03E-4 6.74E-3 
Dec 0.73E-5 1.33E-5 2.30E-3 1.49E-5 2.24E-5 3.15E-3 0.44E-5 0.66E-5 1.79E-3 
Jan’11 0.10E-5 0.14E-5 0.78E-3 2.47E-5 4.05E-5 4.48E-3 0.01E-5 0.02E-5 0.34E-3 
Feb 5.31E-5 1.13E-5 2.39E-3 0.82E-5 1.13E-5 2.39E-3 0.44E-5 0.61E-5 1.69E-3 
Mar 0.54E-5 0.74E-5 1.74E-3 0.05E-5 0.08E-5 0.61E-3 0.01E-5 1.09E-5 1.84E-3 
Apr 0.11E-5 5.21E-5 4.70E-3 3.52E-5 5.21E-5 4.70E-3 0.40E-5 1.02E-5 1.71E-3 
May 1.58E-4 2.86E-4 1.11E-2 1.99E-5 3.13E-5 4.06E-3 0.13E-5 0.21E-5 0.98E-3 
Jun 1.38E-4 2.21E-5 3.70E-3 0.68E-5 0.97E-5 2.13E-3 5.38E-5 1.00E-4 6.38E-3 
July 0.82E-4 1.35E-5 2.45E-3 1.47E-5 2.93E-5 3.29E-3 1.18E-5 1.52E-5 2.57E-3 
Aug 4.35E-5 5.85E-5 5.15E-3 0.07E-5 0.13E-5 0.76E-3 0.39E-4 0.59E-5 1.63E-3 
Sept 3.10E-5 5.06E-5 5.58E-3 0.16E-5 0.18E-5 0.85E-3 1.99E-4 3.78E-4 1.23E-2 
Oct 1.10E-4 1.99E-4 9.42E-3 1.33E-4 1.51E-4 9.60E-3 6.55E-5 9.34E-5 6.24E-3 
Nov 3.29E-5 4.91E-5 4.81E-3 0.21E-5 0.32E-5 1.23E-3 2.88E-5 4.45E-5 5.10E-3 
Dec 0.06E-4 0.11E-5 0.70E-3 1.17E-5 1.78E-5 2.86E-3 1.41E-4 1.77E-4 9.17E-3 
Jan’12 0.29E-5 0.50E-5 1.52E-3 0.21E-5 0.25E-5 0.96E-3 2.74E-5 3.80E-5 4.16E-3 
Feb 0.83E-5 1.22E-5 2.34E-3 1.05E-5 1.28E-5 2.53E-3 3.63E-5 4.11E-5 4.00E-3 
Mar 0.37E-5 0.48E-5 1.52E-3 1.99E-5 1.33E-3 2.65E-3 0.12E-5 1.07E-4 1.60E-6 
Apr 0.02E-5 0.04E-5 0.37E-3 8.44E-5 1.50E-4 7.42E-3 1.24E-4 1.22E-2 0.02E-5 
May 2.19E-5 3.71E-5 4.09E-3 0.65E-5 1.13E-5 2.49E-3 6.14E-5 8.28E-5 6.40E-3 
Mean   3.49E-5 5.91E-5 4.05E-3 1.72E-5 7.91E-5 2.63E-3 4.46E-5 5.72E-4 3.95E-3 
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Finally, the energy generation comparisons were made using the compressed 10-minute weather data 
at DWS and the use of sampled 10-minute weather data at VWS as shown in the table 6.5. The 5-
minute un-processed mean data at DWS was compressed into a 10-minute mean data to compare the 
energy generation potential of each deployed WECS at 10, 20 and 60 m heights with the energy 
generation potential at VWS. Using a 10-minute data at DWS, an aggregated energy generation of the 
WECS at 10, 20 and 60 m heights were estimated at 8.470 MWh, 87.830 MWh and 2675.018 MWh, 
respectively. Comparing the DWS energy generation with VWS energy potential at 10, 20 and 60 m 
heights, it was observed that an additional energy generation of 1.661 MWh at 10 m; 8.061 MWh at 
20 m; and 162.998 MWh at 60 m height were available using a sampled 5-minute instead of 10-
minute mean data. This results show that if a 5-minute weather record at VWS were available for this 
energy study, the DWS will still have proved to be more suitable for small to large scale generation as 
compared with the energy potentials at VWS. 
Table 6.5: Comparisons of the estimated wind energy outputs of the WECS at 10, 20 and 60 m hub 
heights at DWS and VWS using 10-minute measurements. 
         
 10 m        20 m         60 m  
EDWS EVWS EK EDWS EVWS EK EDWS EVWS EK 
8.470 6.810 1.661 87.830 79.769 8.061 2675.018 2532.02 162.998 
 
where DWSE  (MWh) is the aggregated energy outputs of the WECS at DWS using a compressed 10-
minute measurement; VWSE  (MWh) is the aggregated energy outputs of the WECS at VWS using 
sampled 10-minute measurement, and EK (MWh) is the energy discrepancy at both wind sites using 
the 10-minute measurement. 
6.1 Technical Regulation for Wind Farm Interconnection to the Power System 
The power system requirements for wind power connectivity depend mainly on the power system 
configuration, the installed wind farm capacity and how the types of wind turbines. The wind varies 
with time such as in seconds, minutes, hours, days, months and years. Considering these different 
time scales at specific site, the varying wind affects the operation of the wind farm and the power 
system configuration. The guidelines, recommendations or requirements for wind farm 
interconnectivity are directed towards distribution network companies, wind turbine manufacturers 
and transmission system operators, as well as power producers who are interested in connecting their 
wind farms generation to the low voltage (LV) or medium voltage (MV) network.  
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The wind power generation and system load on the grid have to be in a balance level at all times. The 
fluctuation in wind power generation and demand can lead to an imbalance system and can affect the 
operating conditions of generating units, as well as affecting the loads connected to the network. To 
maintain the stability of the network at all times, the power demand are predicted and wind farm 
producers adjust their generation. The technical requirements regarding interconnection of wind farms 
are aimed at ensuring a stable frequency on the network to prevent overloading of transmission lines; 
ensuring compliance with power quality standards; avoiding large voltage steps and in-rush currents 
during start-up and shutdown of WECS etc. These guidelines are continuously revised by the working 
groups consisting of wind turbine manufacturers, network operators and measurement institutes at all 
time. 
Furthermore, the goal of the technical interconnection standards is to establish guidelines, or 
requirements for wind turbines and networks in compliance with applicable standards for voltage 
quality and reliability of electricity supply. The guidelines and requirements (such as active power 
control, frequency control, voltage control, tap changer, wind farm protection, modelling and 
communication requirements etc.) should be independent of the wind farm design approach and must 
be applicable to all electrical generators such as synchronous or induction, with or without inverters.  
The following provides a brief evaluation of the most important interconnection rules that are relevant 
to wind energy technologies and farms. Owing to the complexity of the grid code and regulations, 
only a few areas of the interconnection rules are highlighted. 
 Wind Energy Conversion Systems deployed at a specific farm must have regulating and dynamic 
properties that are essential for maintaining a reliable power supply and voltage quality in the 
short and long term if they will be interconnected to distribution networks with voltage levels 
lower than 100 kV. 
 For interconnection requirements that apply wind farm integrated to transmission line or 
networks above 110kV, the requirements include: fault or disturbance tolerance; voltage and 
power regulation; shutdown and start-up after exterior voltage loss; communication and 
controllability etc. This requirement refers to different types of production installations, including 
wind turbines with a nominal power larger than 0.3MW and even winds farms exceeding 
100MW. These requirements applied to wind farms connected to a high-voltage network. 
 Wind farm protection:- the dynamic behaviour of different types of WECS during and after 
disturbances, as well as the transient stability of the power system should be investigated before 
integration to the grid. Recommendations for the connection of wind farms to distribution 
networks usually include the disconnection of wind farm(s) in the case of a fault in the network. 
If the fault occurs on the power system, the immediate disconnection of large wind farms would 
put additional stress on the already troubled system. 
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After severe disturbances, it may happen that several transmission lines are disconnected and part 
of the network is isolated. As a rule, the wind farms are not required to disconnect as long as 
certain voltage and frequency limits are not exceeded. Danish regulations additionally require 
wind farms to take part in frequency control (secondary control) in island conditions. High short-
circuit currents, undervoltages and overvoltages during and after the fault can also damage wind 
turbines and associated equipment. The relay protection system of the farm should therefore be 
designed to pursue two goals:- to comply with requirements for normal network operation and 
support the network during and after the fault; to secure the wind farms against damage from 
impacts incurred during faults in the network [174]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Wind Energy Generation and Forecasts: A Case Study of Darling and Vredenburg Sites 
 
  183 
Chapter 7 
7 Conclusions, Further Studies and Recommendations 
This Master dissertation has presented a complete wind resource assessment at both Darling and 
Vredenburg sites required for wind energy generation and forecasts analysis. The main objectives of 
this energy study have been achieved through the development of energy models for wind assessment 
and energy prediction at DWS and VWS, for the period of two years. The DWS and VWS 
measurements were used for comparison of the wind energy potential at Western Cape Town located 
in the same province. This sites study can be used by the wind farm developer as a basis for further 
research before the development of any wind farm. The VWS was chosen from the developed South 
African Wind Atlas as there was a complete measurement system at 10, 20 and 60 m heights for 
exploring the enormous wind potentials at the coast of RSA. Though, the power law equation was not 
required at the VWS because there were complete wind measurement systems at 10, 20 and 60 m 
heights. However, the power law equation has been considered and compared with the actual wind 
measurement at 20 and 60 m heights on the VWS to check the accuracy of using the power law 
equation at the DWS. The accuracy of the power law equation at VWS has been considered using the 
actual measurements at 10 m height with the terrain roughness value of 0.143. This was needed to 
check the accuracy of the power law equation with the available 20 and 60 m heights measurement at 
VWS.  
The summary of the estimated monthly mean wind speeds at VWS using the extrapolated 
measurements at 20 and 60 m heights were shown in the Appendix B.1.0 and B.2.0. The bi-annual 
mean wind speeds using the extrapolated measurements at 20 and 60 m heights were estimated at 
5.139 m/s and 6.014 m/s, respectively. Comparing the actual wind measurement with the power law 
equation (extrapolated measurement) at 20 and 60 m heights on the VWS, the monthly mean error 
were estimated and summarized in the Appendix B.1.1 and B.2.1.  The bi-annual mean error of 4.90 
% was estimated at 20 m height and 9.13 % at 60 m height on the VWS. The error estimation 
accounted for a slight variation in the use of power law equation for wind measurement at the VWS as 
compared with the actual wind measurement obtained on 20 and 60 m heights at VWS. This shows 
that the use of power law equation at VWS under-estimated the wind speed measurement by 4.90 % 
at the 10 m, and 9.13 % at 60 m height. The estimated bi-annual error values of 4.90 % at 20 m and 
9.13 % at 60 m height on the VWS should never be used to quantify the wind potential at the DWS as 
the prevailing wind and the location of each site differs. Using the estimated percentage error of the 
VWS to predict the wind potential at the DWS is an inaccurate and unacceptable approach in wind 
energy study. As discussed in the dissertation, the power law equation is only considered in situation 
where there is deficiency of the wind measurement systems at different tower heights at any specific 
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site. If the DWS will be considered for wind farm development in the future, few more wind 
measurement systems must be deployed for ascertaining the wind potentials at different heights, and 
the measurement must be sampled for a minimum of two years to account for the seasonal variation at 
the site.  
The use of the actual measurement at 10 m height and the synthetic data at 20 and 60 m heights on 
DWS has been compared with the actual measurement at10, 20 and 60 m heights on the VWS (figs 
4.22 - 4.23). The wind energy output at a 10 m height on the DWS shows that the use of compressed 
10-minute measurement will give a close value if the wind measurement were sampled at 10-minute 
intervals as showed in figure 4.22. The figure 4.23a shows the comparisons in the energy generation 
using the 10- minute compressed measurement at 10 m height on DWS, and the 10-minute actual 
measurement at the VWS. The energy generation discrepancy of both sites is estimated at 1.661 
MWh. Using the compressed 10- minute measurement at 20 m height on DWS and the actual 10-
minute measurement at VWS, the energy discrepancy of both sites was estimated at 8.061 MWh on 
20 m height as shown in figure 4.23b. At a 60 m height as shown in fig 4.23c, the energy generation 
discrepancy of both sites is estimated at 142.998 MWh. The energy generation variation was as a 
result of the location and the changing direction of the wind at ev ry time interval. 
The energy outputs variation using the synthetic data at 20 and 60 m heights were compared to the 
energy outputs using the actual measurement at 20 and 60 m height on the VWS as shown in the 
Appendix C.1.0 and C.1.1. The energy generation potential at 20 and 60 m heights on VWS was 
under-estimated by 8.170 MWh and 354.170 MWh using the power law equation measurement 
(synthetic measurement) for the same period of 24 months. This shows the deficiency in the use of 
power law equation for extrapolating the wind measurement at 20 and 60 m heights. For wind energy 
accuracy at 20 and 60 m heights, it is suggested that additional wind measurement systems must be 
deployed at the existing measurement mast on the same site. However, the use of the synthetic data 
was able to capture the trend of the wind at 20 and 60 m height when compared to the energy 
generation at the same heights using the actual measurement at the VWS. The synthetic data at 20 and 
60 m heights at the DWS using either the sampled 5-minute measurement or the compressed 10-
minute measurement still shows an overall performance in terms of energy availability when 
compared with the energy generation at VWS using the actual 10-minute measurement on the mast. 
The energy generation comparisons using the compressed 10-minute measurement at DWS are 
provided in the appendix C to D for comparisons with the actual 10-minute measurement at 20 and 60 
m heights on the VWS. 
The summary of the dissertation is to conduct a wind resource assessment at the DWS and VWS for 
wind energy generation and forecasting. It is important to know that the dissertation has only provided 
a wind resource assessment at the DWS and VWS, and not a winds farm development study. The 
wind farm development is another phase and involves several contributions from the wind experts and 
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not a single wind researcher. The capacity factor of a wind site is often been determined from the 
actual output at the site. There are several factors which come into the process in the choice of a wind 
site for farm development such as the land usage act, the capital cost, accessibility to transmission 
network, cost of maintenance, capacity factor of the WECS etc. It’s the working relationship of the 
wind farm developers and the wind energy research groups to deliberate on the recommendation 
available from any wind resource assessment study. My stated objectives were achieved as specified 
in the dissertation. The capacity factor is not the only determining factor in the choice of a wind site 
for wind farm development but other site factors are involved. There are several factors which come 
to place in the choice of a wind site for farm development such as the land usage act, the capital cost, 
accessibility to transmission network, cost of maintenance, capacity factor of the WECS etc. It’s the 
responsibility of the wind farm developers and the wind energy research groups to deliberate on the 
choice of a wind site, and should not be based only on feasibility assessment study. My stated 
objectives have been achieved as specified in the dissertation. 
7.1 Conclusion 
The wind resource assessments at the Darling and Vredenburg sites have been conducted for small 
and large scale wind energy generation. Since one of the main factors in wind resource assessment is 
the identification of suitable wind site and the collection of high quality measurement data at a 
proposed site, a long term 24 months weather data have been obtained from the deployed wind 
acquisition systems at VWS and 10 m height measurement data at DWS. Given the measurement data 
at the DWS and VWS, these data have been modelled for preliminary analysis of the wind 
distribution; selection of appropriate wind energy systems; as well as for development of the energy 
models for wind power estimation. The energy models were proposed and utilized to ensure both 
wind sites were accurately accessed for energy potential evaluation at each hub height h. 
The overall mean wind speed values at DWS have been estimated at 4.92 m/s; 5.37 m/s; and 6.271 
m/s at 10, 20, and 60 m heights, respectively using 5-minute data. At VWS using the actual 
measurement, the overall mean wind speed values have been estimated at 4.78 m/s; 5.49 m/s; and 
6.66 m/s at 10, 20, and 60 m height, respectively using 10-minute data. At VWS using the synthetic 
measurement, the bi-annual mean wind speeds using the extrapolated measurements at 20 and 60 m 
heights were estimated at 5.139 m/s and 6.014 m/s, respectively. The estimated monthly shape and 
scale parameter values have been used to determine the nature of the wind (gusty, moderate or 
steady), as well as the strength of the wind at both sites. The overall mean shape parameter of the 
Weibull, Raleigh, Gamma and the Lognormal at DWS lies in the range of 1.115 to 3.527; 1.193 to 
3.360; and 1.320 to 3.133 at 10, 20 and 60 m hub heights, respectively. At VWS, the overall mean 
shape parameter of the Weibull, Raleigh, Gamma and the Lognormal lies within the range of 1.155 to 
5.351; 1.294 to 5.365; and 1.527 to 5.694 at 10, 20 and 60 m hub heights, respectively. Furthermore; 
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the overall mean scale parameter at DWS using the Weibull, Raleigh, Gamma and the Lognormal lies 
in the range of 0.552 to 7.123 m/s; 0.569 to 7.862 m/s; and 0.594 to 9.109 m/s at 10, 20 and 60 m hub 
heights, respectively. At VWS, the overall mean scale parameter using the Weibull, Raleigh, Gamma 
and the Lognormal lays in the range of 0.463 to 6.773 m/s; 0.460 to 7.752 m/s; and 0.447 to 9.108 m/s 
at 10, 20 and 60 m hub heights, respectively. Though, the estimated MWS value can be used as basic 
guide in wind resource assessment for determining the suitability of a potential site for small to large 
scale energy generation. However, the shape and scale parameter values have been used for 
verification of the wind strength at both sites for energy generation. The considered site parameters in 
this study proved that DWS is more suitable though both site were accessible for small to large scale 
energy applications.  
In summary, the prediction of turbine energy generation at DWS and VWS plays an important role in 
the high penetration of wind energy into the grid. From the energy study conducted at Darling and 
Vredenburg wind sites using a 5 kW, 20 Kw and 1.3 MW WECS, it can be inferred that: 
 A very short term site measurement data must be considered for wind resource assessment at any 
potential site as the case study of DWS and VWS proved that 5-minute mean measurements are 
more accurate for wind energy assessment.  
 The site historical measurement data with a shorter sampling time and collected over an extended 
period of time should be utilized in wind resource assessment, as well as for the development of an 
accurate wind model. This will help to reflect the underlying wind variation at a site, and to 
determine the visibility of a potential site for energy generation application. 
 From the comparisons of the wind power density estimations at both sites using the Weibull, 
Raleigh and Gamma with the actual distribution, the Rayleigh pdf was chosen based on the lowest 
error values of the model at Darling Wind Site. At the VWS, the Weibull pdf proved best based on 
the error estimates when compared with the actual wind power density. The main reason for 
variations in the WPD values was as a result of the differences in the model characteristics when 
considered for different sampled wind measurement as obtained at the DWS and VWS. At Darling 
Wind Site, the overall bi-annual mean error of the model was estimated at 16.90 %, 16.54 %, and 
15.38 % at 10, 20 and 60 m heights, respectively. At Vredenburg Wind Site, the overall bi-annual 
mean error of the model was estimated at 29.27 %, 30.59 %, and 36.20 % at the 10, 20 and 60 m 
heights, respectively. The error values were as a result of the comparisons of the considered 
Weibull, Rayleigh and Gamma with the Actual WPD. However, the Weibull pdf proved best for 
utilization at VWS and the Rayleigh pdf proved best at DWS based on the estimated error values 
of the pdf for the period of the two years. From the accuracy tests conducted at the DWS and 
VWS, the Weibull pdf was found suitable for the wind regime at VWS, and the Rayleigh pdf was 
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found suitable for the wind regime at DWS. It can be infer that only one pdf can be used for the 
wind modeling at a specific site as the weather conditions differ at each wind site. 
 Total wind energy of 8.503 MWh at 10 m; 88.245 MWh at 20 m; and 2680.57 MWh at a 60 m 
height were generated using the sampled 5-minute measurements at DWS. Using a 10-minute 
compressed measurement at the DWS, a total of 8.470 MWh, 87.830 MWh and 2675.018 MWh 
wind energy were generated at 10, 20 and 60 m heights for the period of 2 years. At the VWS 
using a sampled 10-minute measurement, a total of 6.810 MWh, 79.769 MWh and 2532.02 MWh 
were generated at 10, 20 and 60 m heights, respectively. In addition, a total of 79.769 MWh, 71.59 
MWh were generated at 20 m height using the actual and synthetic measurement (power law 
equation), respectively. At 60 m height using the actual and synthetic measurement (power law 
equation) was estimated at 2532 MWh and 2177.851 MWh, respectively. The energy comparisons 
were made between the actual and synthetic measurements at the VWS, and the result shows that 
the wind energy potential was under-estimated by 8.170 MWh and 354.170 MWh, respectively for 
the period of two years. The uncertainty that may arise using the synthetic data instead of the 
actual measurement at 20 and 60 m height on VWS was estimated at 10.243 % and 13.985 %, 
respectively for the same period of two years. Also, the perc ntage bi-annual error of the energy 
generation using the power law equation at the DWS and VWS were estimated at 18.481 % on 20 
m height and 18.586 % at a 60 m height. 
 Based on the 5-minute and compressed 10-minute measurements at Darling wind site (DWS), the 
prevailing wind at the DWS was found to be more reliable for small to large scale wind energy 
applications as compared to the prevailing wind at Vredenburg site. Though only a 5-minute 
measurement data was available at Darling site on a 10 m height, however, the use of compressed 
10-minute measurements prov d that additional wind energy of 1.661 MWh at 10 m; 8.061 MWh 
at 20 m; 162.998 MWh at a 60 m height can be generated at DWS when compared with the use of 
10-minute measurements at VWS. To ascertain the accuracy of the wind energy analysis using the 
synthetic measurement at 20 and 60 m heights, additional wind measurement systems must be 
deployed at the DWS to compare with the VWS wind energy outputs at 20 and 60 m heights. 
 The choice of a potential wind site is not dependent only on the capacitor factor of the turbine or 
site but also on other site factors such as the location of the site to the transmission network, the 
historical weather information of the site, the required capital and maintenance cost of a proposed 
wind farm etc. 
 The estimated capacity factors and number of working days of the WECS at each site differs for 
the same month in different years. The simulation results proved that a 12-month measurement 
data for wind resource assessment at both wind sites are not reliable for accurate wind energy 
assessment. However, the 2-year and above wind measurements are accurate for site study. 
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 In reality, there will be only a slight variation when a power law equation is used at a new height 
in the absence of adequate measurement systems as compared to when there is a complete 
deployment of the measurement systems. 
 A mixed wind energy conversion systems with different power control regulations should be 
considered at both sites for maximum power tracking of the wind due to seasonal variation and 
differences in the direction of wind flow. 
 The wind forecasts at a given site should be done in wind power with respect to changing time 
rather than in wind speed because the energy outputs of a WECS is proportional to the site wind 
speed and direction, and as well as the time varying air density. 
 It is crucial that the wind power forecasts be done at both five minutes and hourly basis for energy 
generation comparisons because the real time wind energy trading will have a great impact on the 
power system operation and costs. 
 The comparisons of the energy generation at both wind sites using the site power curve(s) and the 
developed energy estimator proved that the site power curve model can be utilized for wind 
resource assessment at both sites provided the sites’ wind resources are accurately modelled but it 
not as efficient as compared to the machine learning when considered for a noisy measurements. 
The turbine power curve should not be used for wind energy study due to the large prediction error 
involved. As a result, the most accurate wind energy model which is suggested at both sites from 
the sites study is the use of Artificial Neural Network such as LRN, followed by the site power 
curve model. The ANN should be utilized for wind energy prediction depending on the quality of 
training data and the considered network parameters for the desired task.  
 A single forecast model can be developed for individual wind site provided that the knowledge of 
the site conditions are known at different heights, as well as the terrain structure of the site. 
 Several high energy storage technologies such as pumped hydro storage, super-capacitor energy 
storage system, Flywheel Energy Storage System, Compressed Air Energy Storage are available 
and can be implemented with the WECS for managing the variability of the wind energy 
generation during limited wind. 
 Lastly, the knowledge of the regional wind flow at the Western Cape Town will help the wind 
farm developers on further studies on the choice and improvement of the available wind models 
for wind farm layout and development. 
7.2 Further Studies and Recommendations 
The energy study at Darling and Vredenburg wind sites have highlighted two areas of potential 
improvement:  
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 Firstly, the continuous improvements on the existing wind modelling techniques for site wind 
modeling and assessment;  
 Secondly, modelling of the wind site terrain and the prevailing weather conditions using either 
the Numerical Weather Predictor, Weather Research and Forecasting model or the combination 
of artificial neural network with another wind model; rather than using only an artificial neural 
network (ANN) for wind prediction. 
The onshore and offshore wind resource assessment as well as the wind power predictions has been a 
topic of global interest in the wind energy industry. Unfortunately, there is no universal short term 
wind power forecast model available for wind turbine and farm operations with sufficient accuracy. 
As a result, the development of an accurate wind farm forecast model for a wind region or domain 
based on the knowledge of Mesoscale modelling, modelling of the wind flow, ensemble predictions 
on a very short term horizon is still a very active area of wind energy research and development. 
Further studies should be channelled on the acquisition of the latest forecast model skills related to 
Weather Research and Forecasting (WRF) as well as the state-of-the-art remote sensing technologies 
that can be used for monitoring of the wind under several atmospheric conditions. This will help in 
the development of an accurate wind farm forecasts model which can be used for stochastic wind. A 
short term forecast model for wind turbine and farm operations are needed to manage the problem 
related to the wind energy generation variability. This will involve climate model development related 
to the climate prediction for wind energy application. 
In response to the challenges and opportunities associated with the generation of clean energy from 
the wind natural resources, this research work should be conducted at the research energy laboratories 
in collaboration with the climate research group, wind energy research group and the environmental 
and geographical science (EGS) group of the University. It should not be given to a single student to 
carry out without the required facilities in place, technical supports and collaboration with the wind 
energy industry, as well as the funding needed to embark on this energy study. Furthermore, the 
energy working group conducted an inventory of the clean energy research in order to catalogue the 
depth and diversity of this research work in the University. With this inventory in hand, the working 
group produce the technical reports on the subject matter, which defines the challenges and prospects 
associated with this wind energy study. Also, it outlines a series of strategic initiatives to accelerate 
the clean energy research, public policy development, as well as the education and training initiatives 
needed for this work, for the benefit of the University and global continent. 
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Appendix 
 
 
Appendix A: The comparisons of the Wind Rose at DWS and VWS 
 
Appendix B: Comparisons of the Power Law Equation and the Actual Measurement at the 
VWS and the associated Mean Error 
 
Appendix C: Comparisons of the Estimated Monthly Energy Generation using the Actual and 
the Power Law Equation Measurement at the VWS 
 
Appendix D: Comparisons of the Estimated Monthly Energy Generation using the Power Law 
Equation at the DWS and VWS 
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Appendix A 
 
Comparisons of the Wind Rose at the DWS and VWS 
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Appendix B 
 
Comparisons of the Power Law Equation and the Actual Measurement at the VWS and the 
associated Mean Error 
 
 
B.1.0 Comparison of the wind measurement at a 20 m height on the VWS 
 
 
B.1.1 Estimated error of the power law equation and the actual measurement at a 20 m height 
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B.2.0 Comparison of the wind measurement at a 60 m height on the VWS 
 
 
 
 
B.2.1 Estimated error of the power law equation and the actual measurement at a 60 m height 
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Appendix C 
 
Comparisons of the Estimated Monthly Wind Energy Generation using the Actual 
Measurement and the Power Law Equation at the VWS 
 
 
C.1.0 Comparison of the Wind Energy Generation at a 20 m height on the VWS 
 
 
C.1.1 Comparison of the Wind Energy Generation at a 60 m height on the VWS 
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Appendix D 
 
Comparisons of the Estimated Monthly Wind Energy Generation using the Power Law 
Equation at the DWS and VWS 
 
 
D.1.0 Comparison of the Wind Energy Generation at a 20 m height on the DWS and VWS 
 
 
 
D.1.1 Comparison of the Wind Energy Generation at a 60 m height on the DWS and VWS 
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