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Пусть S — случайный элемент некоторого метрического пространства (X, dist). Средней





dist(S,A), r > 0.
Скорость ее убывания при стремлении r к бесконечности характеризует сложность рас-
пределения S. Общие свойства величины D(q)(r) изучены в [6, 4, 7]. В последние два
десятилетия ошибки дискретизации исследовались, в основном, для траекторий случай-
ных процессов, рассматриваемых как случайный элемент функционального простран-
ства, см., например, [1, 5].
В работе [2] изучалась ошибка дискретизации для случайного множества, рассмат-
риваемого как случайный элемент пространства компактов, снабжённого метрикой Ха-
усдорфа dH(A,B) := max(supa∈A infb∈B ‖a − b‖, supb∈B infa∈A ‖a − b‖). В качестве слу-
чайного множества была взята стандартная Булева модель (Boolean model, см. [3, 8]),
которая устроена следующим образом.
Рассмотрим куб [0, a]d в Rd, d > 1, и случайный набор шаров с центрами в этом кубе,
определенный следующим образом: пусть центры шаров ξi — случайные величины, рас-
пределенные равномерно в [0, a]d, радиусы Ri — некоторые одинаково распределенные
неотрицательные случайные величины, а количество шаров N — пуассоновская случай-
ная величина с параметром adλ, где λ = λ(a) — положительный параметр, зависящий
от a. Все эти случайные величины независимы. Отметим, что при таком построении
множество (ξi)i6N — это пуассоновский точечный процесс с интенсивностью λ.
Обозначим через B(ξi, Ri) шар с центром в ξi радиуса Ri (пока что мы не фиксируем




B(ξi, Ri) ∩ [0, a]d.
Определенная таким образом картинка называется Булевой моделью случайного
множества. Заметим, что свойства Sa будут зависеть от рассматриваемой нормы.
В работе [2] исследовался случай a = 1 с постоянной интенсивностью λ. Результаты
основаны на изучении вероятностей больших уклонений величины
Ka = min{r > 1|∃i1, . . . , ir ⊂ {1, . . . , N} : Sa =
r⋃
l=1
B(ξil , Ril) ∩ [0, a]d},
называемой минимальным числом видимых шаров, то есть на нахождении асимптотики
P[K1 > n] при n, стремящемся к бесконечности.
В настоящей работе некоторые из этих оценок распространяются на случай, когда
параметр a стремится к бесконечности, причем n adλ.
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Заметим, что тривиальная оценка, вытекающая из свойств пуассоновского распре-
деления, такова:













2πn = exp(−n log n+ n log(adλ) +O(n)) =
= exp(−n log n+ dn log a+ n log λ+O(n)), n→∞, a→∞.
Условие n adλ гарантирует, что вероятность больших уклонений стремится к нулю,
так как −n log(n/adλ) стремится к минус бесконечности с ростом n и a.
1.2 Полученные результаты
В данной работе получены более точные оценки вероятности больших уклонений для
некоторых распределений R1:
• Для R1 ≡ const п.н. получена оценка
P[Ka > n] = exp(−β · n log n+ β · dn log a+ n log λ+O(n)), n→∞, a→∞,
если n  adλ и n  ad. Число β > 1 зависит от размерности и нормы, в которой
рассматриваются шары.
• Для радиусов с плотностью p(z) ≈ zα−1 для z → 0 получена оценка
P[Ka > n] = exp(−β · n log n+ β · dn log a+ n log λ+O(n)), n→∞, a→∞,
если n  adλ и n  ad. Запись p(z) ≈ q(z), z → 0 обозначает, что отношение
p(z)/q(z) ограничено вне любой окрестности нуля и стремится к бесконечности
при z → 0. Как и в предыдущем случае, β > 1 зависит от размерности и нормы,
в которой рассматриваются шары.
Во второй главе изучены вероятности больших уклонений Ka в том особом случае,
когда n  adλ, но неверно, что n  ad. А именно, показано, что, при некоторых усло-
виях на распределние радиусов, если adλ2 → 0 при a → ∞, то Ka ∼ N при a → ∞. В
третьей и далее главах предполагается, что n adλ и n ad.
В главах 3 и 4 приведены оценки вероятностей больших уклонений Ka для некото-
рых распределений радиусов.
В пятой главе приведены результаты, позволяющие получить оценки вероятности
больших уклонений при a→∞, если известны аналогичные оценки для случая a = 1.
Также приведены оценки, получающиеся из этих теорем для известных асимптотик в
задаче с постоянным размером куба (см. [2]). Однако, по сравнению с результатами
третьей и четвертой главы, результаты не дают понимания, как устроена структура
получаемых оценок.
В последней, шестой, главе отдельно рассмотрены вероятности больших уклонений
в одномерном случае.
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2 Поведение Ka при малых λ
В этом разделе речь пойдет о случае, когда интенсивность пуассоновского точечного
процесса λ стремится к нулю при a→∞.
Теорема 1. Пусть λ = λ(a) таково, что adλ2 → 0 при a→∞, и случайная величина








{ξi ∈ B(ξj, Rj)}.
Так как центры шаров распределены равномерно в [0, a]d и величины Ri независимы и
одинаково распределены, выполнено равенство:
P[ξi ∈ B(ξj, Rj)] =
1
ad
E vold[B(ξj, Rj)∩[0, a]d] 6
1
ad
E voldB(ξj, Rj) =
1
ad
E voldB(0, R1) =
c
ad
в силу того, что у R1 существует d-й момент.
Заметим, что если Ka < N , то событие E выполняется, так как есть шар, лежащий
в объединении других шаров. Поэтому
P[Ka < N ] 6 P[E] =
∞∑
k=0









P[ξi ∈ B(ξj, Rj)]
P[N = k] 6 ∞∑
k=0










(adλ)2 = cadλ2 → 0, a→∞.
Следствие 1. Если последовательность adλ ограничена и случайная величинаR1 имеет
d-й момент, то P[Ka < N ]→ 0, a→∞.
Таким образом, в данном случае величина Ka асимптотически ведет себя как N .
3 Нижние оценки для вероятности больших уклоне-
ний
3.1 Постоянный радиус
Рассмотрим случай, когда радиусы — это константа r > 0 п.н.
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Теорема 2. Пусть R1 ≡ r > 0 п.н., где шары берутся в `1-норме, d > 2, n  adλ, и
n ad. Тогда














dn log a+ n log λ+O(n)
)
, n, a→∞.

































где km ∈ {0, . . . , b(8rn/a)1/(d−1)c − 1}, l ∈ {0, . . . , ba/4rc}, c1 = 2−(2+3/(d−1)).
Все эти ячейки лежат в кубе [0, a]d. По первым d − 1 координатам это очевидно,



























при достаточно больших a и n в силу того, что n ad.
Заметим, что если центры шаров B(ξi, r), B(ξj, r) лежат в разных “рядах”, то есть ξ
(d)
i
и ξ(d)j лежат в разных выбранных нами интервалах, то эти шары не пересекаются, так
как расстояние между “рядами” хотя бы 2r. Если же центры лежат в одном “ряду”, то в
каждом из шаров есть точка, не покрытая другим шаром. Действительно, рассмотрим
точку xi = ξi + (0, . . . , 0, r). Заметим, что для достаточно больших n и a эта точка
действительно лежит в кубе [0, a]d. Итак, при j 6= i























Мы построили порядка 8rn/a · a/4r = 2n непересекающихся ячеек, поэтому можно
выбрать n из них. Назовем их V1, . . . , Vn и рассмотрим событие
E = {N = n} ∩
⋂
π — перестановка {1,...,n}
{ξi ∈ Vπ(i), i = 1, . . . , n}.


















































dn log a+ n log λ+O(n)
)
.
Теорема 3. Пусть R1 ≡ r > 0 п.н., где шары берутся в `2-норме, d > 2, n  adλ, и
n ad. Тогда














dn log a+ n log λ+O(n)
)
, n, a→∞.
Доказательство теоремы аналогично случаю `1-нормы, и отличается только разме-
ром ячеек.

































где km ∈ {0, . . . , b(8rn/a)1/(d−1)c − 1}, l ∈ {0, . . . , ba/4rc}, c2 = 2−(4+6/(d−1)).
Все эти ячейки лежат в кубе [0, a]d. По первым d − 1 координатам это очевидно,


























при достаточно больших a и n в силу того, что n ad.
Заметим, что если центры шаров B(ξi, r), B(ξj, r) лежат в разных “рядах”, то есть ξ
(d)
i
и ξ(d)j лежат в разных выбранных нами интервалах, то эти шары не пересекаются, так
как расстояние между “рядами” хотя бы 2r. Если же центры лежат в одном “ряду”, то в
каждом из шаров есть точка, не покрытая другим шаром. Действительно, рассмотрим
точку xi = ξi + (0, . . . , 0, r). Заметим, что для достаточно больших n и a эта точка
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действительно лежит в кубе [0, a]d. Итак, при j 6= i
‖xi − ξj‖22 = |ξ
(d)






























Мы построили порядка 8rn/a · a/4r = 2n непересекающихся ячеек, поэтому можно
выбрать n из них. Назовем их V1, . . . , Vn и рассмотрим событие
E = {N = n} ∩
⋂
π — перестановка {1,...,n}
{ξi ∈ Vπ(i), i = 1, . . . , n}.
Заметим, что событие E влечет событие {K > n} в силу свойств выбранных ячеек,
показанных выше.
Следовательно,

















































dn log a+ n log λ+O(n)
)
.
3.2 Радиус с плотностью
Утверждение следующей теоремы верно для произвольной нормы в Rd.
Теорема 4. Пусть распределение R1 имеет плотность p относительно меры Лебега,
причем p(z) > czα−1 для малых z и некоторых c, α > 0. Предположим, что d > 1 и
n adλ. Тогда
P[Ka > n] > exp (− (1 + α/d)n log n+ (1 + α/d)dn log a+ n log λ+O(n)) , n, a→∞.












где km ∈ {0, . . . b(2n)1/dc − 1}.
Мы построили порядка 2n непересекающихся ячеек, поэтому можно выбрать n из
них. Назовем их V1, . . . , Vn и рассмотрим событие
E = {N = n} ∩
⋂
π — перестановка {1,...,n}
{ξi ∈ Vπ(i), Ri ∈ [c1an−1/d, c2an−1/d], i = 1, . . . , n},
где c2 > c1 > 0 — некоторые константы, которые могут зависеть от нормы и раз-
мерности, причем c2 выбирается так, чтобы для i 6= j шары B(ξi, Ri) и B(ξj, Rj) не
пересекались. В этом случае событие E влечет {Ka > n}. Следовательно,




































· c(cα2 − cα1 )/α · aαn−α/d
)n
=
= exp (−(1 + α/d)n log n+ (1 + α/d)dn log a+ n log λ+O(n)) .
4 Верхние оценки для вероятности больших уклоне-
ний
Теорема 5. Пусть R1 ≡ r > 0 п.н., где шары берутся в `1-норме, d > 2, n  adλ, и
n ad. Тогда














dn log a+ n log λ+O(n)
)
, n, a→∞.




B(ξi, r) ∩ [0, a]d
обозначает неуменьшаемое представление картинки S. Тогда для каждого числа i 6 Ka
существует точка νi ∈ B(ξi, r) ∩ [0, a]d, которая не лежит ни в каком другом шаре
B(ξj, r), j 6= i. Зафиксируем такие νi, i = 1, 2, . . . Ka. Обозначим ∆i := νi − ξi.
Объединим шары в группы J0, J+1 , J
−




d следующим образом. Определим
J0 := {i : ‖∆i‖1 6 r/2}. Оценим мощность этого множества. Для любых i, j ∈ J0 выпол-
нено:
r < ‖νj − ξi‖ 6 ‖νj − νi‖+ ‖νi − ξi‖ 6 ‖νj − νi‖+ ‖∆i‖ 6 ‖νj − νi‖+ r/2.
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То есть ‖νj − νi‖ > r/2, а значит, #J0 6 c1r−dad, где константа c1 = 2d/ voldB(0, 1).
Теперь пусть i 6∈ J0. Значит,
‖∆i‖∞ > c2‖∆i‖1 > c2r/2.
Поэтому i принадлежит одному из 2d множеств вида:
J+m := {i : ∆
(m)
i > c2r/2}, J−m := {i : ∆
(m)
i < −c2r/2}, 1 6 m 6 d.
Шаг 2. Оценка расстояний между центрами. Пусть σ : Rd → Rd — проекция, опре-
деленная таким образом:
σx := (x(1), . . . x(d−1), 0).
Лемма 1 (см. [2], Лемма 20). Пусть i, j ∈ J+d , i 6= j, и пусть c3 := c2r/2. Тогда
|ξ(d)i − ξ
(d)
j | 6∈ [‖σξi − σξj‖1, c3].
Шаг 3. Подсчет ячеек, содержащих центры шаров. Зафиксируем большое число












где km ∈ {0, . . . , bA−1(na−1)1/(d−1)c} для 1 6 m 6 d и мульти-индекса k̄ := (k1, . . . , kd−1).
Зафиксируем некоторый индекс k̄ и оценим количество ячеек, содержащих центры
шаров:
N(k̄, d,+) := #{k : ξi ∈ Vk̄,k для некоторого i ∈ J+d }.
Заметим, что если ξi ∈ Vk̄,κi и ξj ∈ Vk̄,κj для некоторых i, j ∈ J
+
d , то




j | 6∈ [(d− 1)A(na−d)−1/(d−1), c3].
Замечание. При достаточно больших a, n этот интервал корректно определен.
Исходя из этого, разобъем [0, a] на adc−13 e частей длины не более c3, и заметим, что
если ξ(d)i , ξ
(d)




j | 6 (d−1)A(na−d)−1/(d−1). Поэтому тогда
|κi − κj| 6 d. Отсюда получаем искомую оценку:
N(k̄, d,+) 6 addc−13 e =: ac4.











































dn log a+ o(n)
)
.













Шаг 4. Оценка вероятности. Напомним, что







Заметим, что для некоторого случайного множества U ∈ U выполнено:
NU := #{i : ξi ∈ U} > K(±).
Пусть c6 := c1r−d. Тогда, как мы помним, K(0) 6 c6ad.
Поэтому, пользуясь тем, что случайная величина NU имеет распределение Пуассона
с математическим ожиданием λ vold(U), получаем следующую оценку:
P[Ka > n] 6 P[K(±) > n− c6ad] 6
∑
U∈U
P[NU > n− c6ad] 6 #U ·max
U∈U






































n log λ+ d2/(d− 1)n log a− 1/(d− 1)n log n− n log(n− c6ad)−




Заметим, что log(n− c6ad) = log n+ o(1). Слагаемое c6ad log λ c6n,
и −c6add2/(d − 1) log a − c6ad(1 + 1/(d− 1)) log n < 0.
Итак,
















dn log a+ n log λ+O(n)
)
.
Так как константа A может быть выбрана сколь угодно большой, получаем:














dn log a+ n log λ+O(n)
)
.
5 Связь с задачей для куба постоянного размера
В этом разделе мы покажем, как получить оценки вероятности больших уклонений с
параметром a→∞ из соответствующих оценок для случая a = 1.
5.1 Нижние оценки
Утверждение следующей теоремы выполнено для произвольной `p-нормы, 1 6 p 6∞.
Теорема 6. Пусть R1 6 r п.н. для некоторого r > 0, d > 1, n  adλ, и n  ad.
Предположим, что
P[K1 > n] > exp (−β · n log n+ γ · n log λ+O(n)) , n→∞.
Тогда
P[Ka > n] > exp (−β · n log n+ β · dn log a+ γ · n log λ+O(n)) , n, a→∞.



























где km ∈ {0, 1, . . . , h}.
Заметим, что для точек x и y, лежащих в разных ячейках, min16m6d |x(m)−y(m)| > 2r,
поэтому шары с центрами в разных ячейках не пересекаются.
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Мы построили ячейки V1, . . . , Vl, где l = (h + 1)d. Назовём минимальным числом
видимых шаров в ячейке Vj следующую величину:
Kj = min{s | ∃i1, . . . is ∈ {1, . . . N} : S ∩ Vj =
s⋃
t=1
B(ξit , R1) ∩ Vj}.
Обозначим V =
⋃l
j=1 Vj. Определим следующее событие:
E = {ξi ∈ V для i = 1, . . . , N} ∩
l⋂
j=1
{Kj > n/(h+ 1)d}.
Заметим, что для различных j события {Kj > n/(h + 1)d | ξi ∈ V для i = 1, . . . , N}
независимы.
Докажем, что событие E влечет событие {Ka > n}. Действительно, если все цен-
тры лежат в наших ячейках, то шары с центрами в разных ячейках не пересекаются.
Тогда если в каждой ячейке минимальное число видимых шаров хотя бы n/(h+ 1)d, то
минимальное число видимых шаров во всей картинке хотя бы n.
Так как количество центров шаров в [0, a]d \V – пуассоновская случайная величина
с параметром λ vold([0, a]d \ V ), можно выписать следующую оценку:
P{ξi ∈ V для i = 1, . . . , N} = exp(−λ·vold([0, a]d\V )) > exp(−λ·(2rad−1)·dh) > exp(−λ·dad).
Заметим, что при условии, что центры шаров лежат только в выбранных ячейках,
события {Kj > n/(h + 1)d} – это с точностью до гомотетии то же самое, что событие
{K̃1 > n/(h + 1)d}, где K̃1 – минимальное необходимое количество шаров для задачи












P{Kj > n/(h+ 1)d | ξi ∈ V для i = 1, . . . , N} = P{K̃1 > n/(h+ 1)d} >
> exp
(





−β · n/(h+ 1)d(log n− d log a) + γ · n/(h+ 1)d log λ+O(n/(h+ 1)d)
)
.
Здесь мы использовали, что n log λ̃ = n log λ + O(n). Также, используя то, что
(h + 1)d ·O(n/(h + 1)d) = O(n), получаем
P{Ka > n} > exp
(
−λdad − β · n(log n− d log a) + γ · n log λ+O(n)
)
=
exp (−β · n log n+ β · dn log a+ γ · n log λ+O(n)) .
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Следствие 2 (теорема 2). Пусть R1 ≡ r > 0 п.н., где шары берутся в `1-норме, d > 2,
n adλ, и n ad. Тогда














dn log a+ n log λ+O(n)
)
, n, a→∞.
Доказательство. Эта оценка следует из предложения 10 в [2]. При доказательстве это-
го утверждения получена следующая оценка (см. неравенство (3)):







для некоторой константы c2 = c2(d). Из этого неравенства получаем, что








n log n+ n log λ+O(n)
)
, n→∞.
Применяя доказанную выше теорему, получаем требуемое.
Следствие 3 (теорема 3). Пусть R1 ≡ r > 0 п.н., где шары берутся в `2-норме, d > 2,
n adλ, и n ad. Тогда














dn log a+ n log λ+O(n)
)
, n, a→∞.
Доказательство. Эта оценка следует из предложения 9 в [2]. При доказательстве этого
утверждения получена следующая оценка:







для некоторой константы c1 = c1(d). Из этого неравенства получаем, что








n log n+ n log λ+O(n)
)
, n→∞.
Применяя доказанную выше теорему, получаем требуемое.
Следствие 4. Пусть R1 ≡ r > 0 п.н., где шары берутся в `∞-норме, d > 2, n adλ, и
n ad. Тогда


















Доказательство. Эта оценка следует из предложения 11 в [2]. При доказательстве это-
го утверждения получена следующая оценка:




для некоторой константы c2 = c2(d). Из этого неравенства получаем, что








n log n+ n log λ+O(n)
)
, n→∞.
Применяя доказанную выше теорему, получаем требуемое.
Следствие 5. Пусть R1 ∈ [0, 1] имеет ограниченную плотность. Тогда
• для шаров в `1-норме выполнено














dn log a+ n log λ+O(n)
)
, n, a→∞;
• для шаров в `2-норме выполнено














dn log a+ n log λ+O(n)
)
, n, a→∞.
Доказательство. Эта оценка следует из предложения 13 в [2]. При доказательстве это-
го утверждения получена следующая оценка (см. неравенство (10)):
• для `1-нормы







где εn = (2n)−1/(d−1)/2, а константа c = esssupx∈[0,1] p(x) 6 c < ∞. Из этого нера-
венства получаем, что



















где εn = (2n)−1/(d−1)/2, а константа c = esssupx∈[0,1] p(x) 6 c < ∞. Из этого нера-
венства получаем, что








n log n+ n log λ+O(n)
)
, n→∞.
Применяя доказанную выше теорему, получаем требуемое.
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5.2 Верхние оценки







B(ξi, Ri · b) ∩ [0, 1]d,
K
(b)





B(ξil , Ril · b) ∩ [0, 1]d}.
Следующая теорема верна для любой нормы.
Теорема 7. Пусть d > 1, n  adλ и n  ad. Предположим, что для любого числа
b ∈ (0, 1) верно следующее:
P[K(b)1 > n] = P[K1 > n] 6 exp (−β · n log n+ γ · n log λ+O(n)) , n→∞.
Тогда
P[Ka > n] 6 exp (−β · n log n+ β · dn log a+ γ · n log λ+O(n)) , n, a→∞.











где km ∈ {0, 1, . . . , bac − 1}. Пусть это ячейки V1, . . . , Vl, где l = bacd. Определим кар-





B(ξi, Ri) ∩ Vj.
Назовём минимальным числом видимых шаров в ячейке Vj следующую величину:
Kj = min{s > 1 | ∃i1, . . . is ∈ {1, . . . , N} : ξit ∈ Vj, t = 1, . . . , s; Sj =
s⋃
t=1










Заметим, что из события {Ka > n} следует событие E. Действительно, если Ka > n, то
и
∑
Ks > n. Тогда существует набор {n1, . . . nl} с ns > 0 ∀s и
∑
ns = n, для которого
выполнено Ks > ns для всех s = 1, . . . l. Это и есть событие E.
16
Вычислим вероятность события {Ks > ns}. С точностью до гомотетии это то же
самое, что K̃1 > ns, где K̃1 обозначает минимальное число видимых шаров в кубе [0, 1]d,
рассматриваемое раньше, но с интенсивностью пуассоновского поля λ̃ = λ(a/bac)d и
радиусами R̃1 = R1(bac/a).
Заметим также, что события {Ks > ns} независимы для различных s.
Таким образом,







































Нетрудно убедиться, что минимум выражения
∑l
s=1 ns log ns достигается на наборе
{n/l, . . . , n/l}. Также заметим, что n log λ̃ = n log λ + o(n) и
∑l
s=1O(ns) = O(n)). Полу-
чим, что























exp (−β · n log n+ β · dn log a+ γ · n log λ+O(n)) .
Посчитаем количество способов разбиения числа n на bacd неотрицательных слагаемых:(



















Объединяя все полученные неравенства, получаем, что
P[Ka > n] 6 exp (−β · n log n+ β · dn log a+ γ · n log λ+O(n)) .
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Следствие 6 (теорема 5). Пусть R1 ≡ r > 0 п.н., где шары берутся в `1-норме, d > 2,
n adλ, и n ad. Тогда














dn log a+ n log λ+O(n)
)
, n, a→∞.
Доказательство. Эта оценка следует из предложения 19 в [2]. При доказательстве это-
го утверждения получена следующая оценка:










для некоторых констант c5 = c5(d), c6 = c6(d) и произвольного числа A > 0. Из этого
неравенства получаем, в силу произвольности выбора A, что








n log n+ n log λ+O(n)
)
, n→∞.
Применяя доказанную выше теорему, получаем требуемое.
Следствие 7. Пусть R1 ≡ r > 0 п.н., где шары берутся в `2-норме, d > 2, n  adλ, и
n ad. Тогда














dn log a+ n log λ+O(n)
)
, n, a→∞.
Доказательство. Эта оценка следует из предложения 21 в [2]. При доказательстве это-
го утверждения аналогично случаю










для некоторых констант c5 = c5(d), c6 = c6(d) и произвольного числа A > 0. Из этого
неравенства получаем, что








n log n+ n log λ+O(n)
)
, n→∞.
Применяя доказанную выше теорему, получаем требуемое.
6 Вероятность больших уклонений в одномерном слу-
чае
Доказательства дальнейших оценок основаны на следующей лемме.
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[xi − ri, xi + ri] ∩ [0, 1]
является неуменьшаемым представлением одномерной картинки S1. Тогда
K∑
i=1
min{ri, 1} 6 2.
Теорема 8. Пусть d = 1. Предположим, что распределение R1 имеет плотность
p(z) ≈ zα−1 для z → 0 и некоторого α > 0. Пусть n a, n aλ. Тогда
P[Ka > n] = exp(−(1 + α)n log n+ (1 + α)n log a+ n log λ+O(n)), n, a→∞.
Доказательство. Нижняя оценка доказана в теореме 4. Для получения верхней оценки
зафиксируем большое число M > 0 и разобьем число Ka на следующие слагаемые:
Ka = #{i : Ri > 2aM/n}+ #{i : Ri 6 2aM/n} = K+a +K−a .
С помощью гомотетии переведем отрезок [0, a] в [0, 1]. Теперь радиусы шаров будут
равны R̃i = Ri/a, и будет выполнена лемма 2 для новой картинки. Так как количество
шаров при гомотетии не изменилось, получим, что K+a 6 n/M при n > 2M . Заметим,
что K+a 6 N−, где N− — количество шаров радиуса не больше 2aM/n в первоначальном
представлении картинки Sa. Случайная величина N− имеет распределение Пуассона с




















= exp((1− 1/M)[−(1 + α)n log n+ (1 + α)n log a+ n log λ+O(n)]).
Так как M — произвольное положительное число, устремим M →∞ и получим требу-
емое.
Теорема 9. Пусть d = 1. Предположим, что R1 ≡ r > 0 п.н., n a. Тогда
P[Ka > n] = 0
для достаточно больших n и a.
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Доказательство. Применим гомотетию, переводящую [0, a] в [0, 1]. При этом радиусы





так как n a, начиная с некоторого момента верно







Замечание. Утверждение теоремы верно для любого распределения радиусов, отделен-
ного от нуля. То есть если Ri > r п.н. для некоторого r > 0, то P[Ka > n] = 0, начиная
с некоторого момента.
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