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perform	 design	 verification	 of	 analog	 integrated	 circuits.	 For	 this	 purpose,	
the	 theoretical	 performance	 of	 the	 Σ-Δ	 modulators	 was	 studied,	 and	 the	
mathematical	 model	 of	 the	 latter	 was	 performed	 using	 finite	 difference	
equations	under	coherent	sampling.	After	this,	the	modulator	was	implemented	





and	 after	 that	 we	 applied	 the	 PDM	 signals	 to	 its	 input.	 The	 result	 was	 the	
successful	recovery	of	the	stimuli,	but	with	remaining	noise	outside	and	within	
the	band	of	 interest.	 It	was	evident	 that	 filtering	was	not	able	 to	remove	the	
noise	completely.	Although	
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∑-∆	mediante	 simulaciones.	Debido	 a	que	 este	 trabajo	 es	 complementario	 a	













tegrados. Recientes avances en métodos de dise-
ño	y	tecnologías	de	manufactura	han	permitido	
integrar	 todos	 estos	 sistemas	 completos	 en	 un	
solo	chip	[1].	La	combinación	de	la	creciente	de-
manda	por	la	electrónica	de	consumo	y	el	cons-
tante	 crecimiento	 en	 la	 densidad	 de	 empaque-
tamiento	 de	 los	 dispositivos	 semiconductores,	
están	 conduciendo	hacia	 la	 integración	de	más	
y más sistemas funcionales en un solo circuito 
integrado. El resultado, entre otras cosas, es una 





on Chip, Sistemas en un Chip),	ofrecen	ventajas	
tales	 como	 alto	 rendimiento,	 bajo	 consumo	 de	
potencia	 y	 poco	 volumen	 y	 peso	 cuando	 son	
comparados	 con	 sus	 equivalentes	 tradicionales	
que	poseían	múltiples	chips.	Tales	sistemas	son	
muy heterogéneos en el sentido de que contie-
nen	tecnologías	mixtas,	tales	como	lógica	digital	
y	 analógica.	 También	 es	 posible	 diseñar	 estos	





sistemas mientras simultáneamente trata con los 
efectos	 f ísicos	de	 los	 transistores	y	 los	 fenóme-
nos	eléctricos	parásitos	 indeseables,	 tales	como	
capacitancias	 de	 acoplamiento	 entre	 pistas,	









de	 pruebas	 desarrollados	 podrían	 no	 ser	 muy	
viables,	 ya	 que	 estos	 serían	 significativamente	
lentos	en	la	caracterización	y	depurado	del	dis-
positivo,	 lo	 cual	 incrementaría	 enormemente	
el	 tiempo	 de	 salida	 al	mercado	 (TTM, Time to 
Martket)	 [2]”page”:”1561-1571”,”volume”:”19”,”is
sue”:”12”,”source”:”IEEE	 Xplore”,”abstract”:”The	
electronics industry is increasingly focused on 
the	consumer	marketplace,	which	requires	low-
cost	high-volume	products	to	be	developed	very	
rapidly.	 This,	 combined	with	 advances	 in	 deep	
submicrometer	 technology	have	resulted	 in	the	




veloping	 these	mixed-signal	 (MS.	 La	 dificultad	
es	acentuada	por	otro	aspecto	de	la	integración	a	
nivel	de	sistemas	llamada	integración	de	bloques	
funcionales	 de	 terceros.	A	 fin	 de	 competir	 con	
la	 complejidad	 del	 diseño,	 los	 fabricantes	 del	
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sistema	final	están	forzados	a	confiar	en	bloques	
pre-diseñados	 por	 otras	 empresas,	 y	 llevar	 a	
cabo	 la	 integración	 de	 éstos	 como	parte	 de	 un	
sistema	más	 grande	 y	 complejo.	 Estos	 bloques	




both	 generating	 arbitrary	 band-limited	 wave-
forms	 (for	 excitation	 purposes.	 Recientemente,	
tales	 módulos	 re-utilizables	 han	 capturado	 la	
atención	de	 los	diseñadores,	quienes	 entienden	
el	 potencial	 de	 incrustarlos	 para	 construir	 los	
sistemas	 completos	 en	 un	 solo	 chip.	 Hacer	 lo	
anterior es similar a usar circuitos integrados en 
una	tarjeta	de	circuito	impreso,	y	los	diseñadores	
están	formando	amplias	 librerías	de	bloques	de	
construcción	 pre-diseñados	 y	 pre-verificados.	












las	 cuales	 para	 la	 próxima	 generación	 de	 siste-
mas	 completos	 en	 un	 solo	 chip	 representarán	
un	reto	real	para	los	diseñadores.	Tales	circuitos	
integrados de tecnología mixta tienen unas tra-
yectorias	de	 señal	 así	 como	unas	 especificacio-
nes	muy	complejas.	Para	realizar	pruebas	a	estos	
sistemas,	se	deben	utilizar	ATE (Automatic Test 
Equipement,	 Equipos	 de	 Prueba	 Automático),	
que	son	unos	dispositivos	externos	que	ayudan	
a	 realizar	 pruebas	 a	 los	 bloques	 internos	 del	
circuito integrado. Estos recursos ATE	 también	
utilizan unos algoritmos ad-hoc, que no son 
más	 que	 unos	 programas	 que	 llevan	 a	 cabo	 el	
manejo	de	 tales	 recursos,	 es	decir,	 controlan	 la	
operación	 de	 los	ATE.	 Como	 estas	 pruebas	 se	
realizan	en	la	fase	de	producción,	se	 incremen-
ta el TTM de los nuevos sistemas, y esto es un 
riesgo	 que	 los	 diseñadores	 no	 están	 dispuestos	
a	 correr	 [2]”page”:”1561-1571”,”volume”:”19”,”is
sue”:”12”,”source”:”IEEE	 Xplore”,”abstract”:”The	
electronics industry is increasingly focused on 
the	consumer	marketplace,	which	requires	low-
cost	high-volume	products	to	be	developed	very	
rapidly.	 This,	 combined	with	 advances	 in	 deep	
submicrometer	 technology	have	resulted	 in	the	


























simple	 reconstruction	 filter	 and	 a	 comparator.	
It	 is	capable	of	both	generating	arbitrary	band-
limited	 waveforms	 (for	 excitation	 purposes.	
Esta	 distorsión	 es	 tolerable	 en	 el	 plano	 digital	
debido	a	 la	naturaleza	discreta	de	sus	señales	y	
al margen de ruido de las tecnologías utilizadas 
en	 la	 actualidad	 (CMOS),	 pero	 no	 es	 tolerable	
en	el	plano	analógico,	donde	la	distorsión	en	las	
señales	de	prueba	y	de	respuesta	puede	conducir	
a	 una	 caracterización	 errónea	 de	 los	 bloques	
bajo	 prueba.	 Los	 mecanismos	 de	 acceso	 para	
pruebas,	 como	por	 ejemplo	 scan,	 la	 utilización	
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del	 cual	 el	 integrador	 final	 del	 sistema	 pueda	
acceder	a	los	bloques	funcionales	que	componen	
el	 diseño	 analógico	 usando	 señales	 digitales	 y	
posteriormente	 en	 el	 interior	 del	 chip	 realizar	
su	 conversión	 a	 señales	 analógicas	 a	 través	 de	
convertidores A/D	 embebidos	 en	 el	 diseño	 [3]
except	 for	 a	 simple	 reconstruction	 filter	 and	 a	
comparator.	It	 is	capable	of	both	generating	ar-




Lo	 anterior,	 motivó	 al	 autor	 de	 este	 artículo	





del	 comportamiento	 de	 los	 circuitos	 a	 nivel	 de	
bloques	 funcionales,	 y	 a	 nivel	 del	 sistema	 en	
general.	 Específicamente,	 estas	 estructuras	 de	
prueba	 deben	 rodear	 los	 bloques	 analógicos	 y	
de	 señal	 mixta,	 para	 proporcionar	 por	 medio	
de	señales	digitales	de	prueba	y	caracterización,	
una	 estimación	 comportamental,	 es	 decir,	 una	
aplicación	tipo	BIST	como	la	desarrollada	en	[6],	











dos mixtos, eliminando la necesidad de usar con-




interior	del	 circuito	 integrado	en	algún	 tipo	de	




por	la	que	se	escoge	la	conversión	Σ-Δ es que la 
señal	 resultante	 es	monobit	 (un	 tren	 de	 bit	 en	
cuya	densidad	esta	codificada	la	señal	analógica)	
en	 lugar	 de	 las	 señales	multibit	 propias	 de	 los	





se	 necesitarían	mínimo	 16	 líneas	 para	 ingresar	





Por	 todo	 lo	 anterior,	 en	 el	 presente	 artículo	 se	
propone	 el	 desarrollo	 en	 Matlab™ del modelo 
computacional	de	un	modulador	Σ-Δ que	puede	
ser	utilizado	en	la	generación	de	las	señales	PDM 










del modulador Sigma-Delta	 de	 2°	 orden.	 En	 la	
sección	 V	 se	 presentan	 las	 pruebas	 al	 modelo	
computacional	 y	 se	 analizan	 los	 resultados	 con	
el	objeto	de	verificar	que	el	funcionamiento	del	
modelo	se	ajusta	a	la	teoría	sobre	la	modulación	




El	 trabajo	 en	modulación	Σ-Δ fue desarrollado 
como	 una	 extensión	 a	 la	 bien	 establecida	 mo-
dulación	 Delta. Se considerará la estructura 
modulación/demodulación	 para	 el	 proceso	 de	
conversión	A/D.	 La	 Fig.1	 muestra	 el	 diagrama	
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predicción.	 El	 error	 de	 predicción	 cuantizado,	
esto	 es,	 la	 salida	de	 la	modulación	Delta	 es	 in-
tegrada en el demodulador de la misma forma 
















salida generales. Además, los dos integradores 
en	la	Fig.3	pueden	ser	combinados	en	uno	solo	
integrador	por	la	propiedad	de	linealidad	[8].
El	 arreglo	mostrado	 en	 la	 Fig.4	 es	 llamado	un	
modulador	Σ-Δ.	Ésta	estructura,	además	de	ser	
muy	 simple,	 puede	 ser	 considerada	 como	 una	
versión	 suavizada	 del	 modulador	 Delta	 de	 un	
bit.	El	nombre	de	modulador	Σ-Δ	viene	de	colo-
car el integrador, denominado Sigma, frente al 
modulador Delta. La característica del ruido de 
cuantización	de	tal	codificador	es	independien-
te	de	la	frecuencia,	en	contraste	a	la	modulación	
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agregar que el sumador a la derecha del integra-
dor	representa	un	comparador,	y	es	aquí	donde	
ocurre	 el	muestreo	 y	 el	 ruido	de	 cuantización	
es	 añadido	 al	 modelo.	 Ahora	 se	 determina	 la	
función	de	transferencia	de	señal,	Hx(s),	y	como	
hipótesis	se	debe	decir	que	N(s)	=	0,	y	se	obtiene	



















































realiza	un	 filtrado	pasa	 altas	 en	 la	 componente	















modelado como una fuente de ruido aditivo.
El	análisis	de	señal	estándar	en	tiempo	discreto	







ser	 aleatorio,	 el	 diferenciador	 (1-z-1)	mostrado	
en	la	ecuación	(3)	duplica	la	potencia	del	ruido	
cuantizado.	 Sin	 embargo,	 el	 error	 ha	 sido	 em-
pujado	hacia	 las	altas	 frecuencias	debido	a	este	
factor	 diferenciador	 [8].	 Hasta	 el	 momento,	 se	




salida	 del	 modulador	 Σ-Δ.	 Se	 puede	 visualizar	
la	potencia	de	 la	 señal	de	 interés,	que	 tiene	un	
color	 gris,	 y	 la	 potencia	 del	 ruido	 fuera	 de	 la	
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iii. modelo matemático del 
modulador ∑-∆ de 2° orden
Para	la	codificación	de	las	señales	de	excitación,	
se	 consideró	 la	 idea	de	 realizar	una	 conversión	









dulación	 Σ-Δ	 que	 generan	 señales	 de	 un	 solo	
bit,	 y	 alcanzando	 resoluciones	del	orden	de	 los	
16	 bits	 sin	 mayores	 inconvenientes	 [9].	 Otra	
característica	importante	es	su	forma	espectral,	
permitiendo	 la	 recuperación	 de	 las	 señales	 de	
excitación	solo	con	un	filtro	pasa	bajas,	y	algún	
hardware digital adicional.








por	 la	 codificación	de	una	 señal	de	 entrada	di-
gital	multi-bit	 en	un	 solo	 tren	de	bits,	 con	una	
amplitud	 pico	 a	 pico	 de	 Δ,	 requiriendo	 el	 uso	
de	procesamiento	de	señal	digital	y	 técnicas	de	
sobre-muestreo.
La	 Fig.	 7	 ilustra	 éste	 proceso,	 cuando	 se	 ha	





podemos	 fácilmente	 ver	 que	 la	 salida	 conmuta	
entre	 los	 niveles	 alto	 y	 bajo	 de	 tal	manera	 que	
la entrada quede codificada en la densidad de la 
forma	de	onda	de	 salida.	Tal	 señal	 es	 conocida	
como	una	señal	PDM.	Es	interesante	anotar	que	
la	señal	de	entrada	es	multibit.	Ésta	señal	puede	
ser	 recuperada	 completamente	 por	 el	 filtrado	





Para	 transformar	 la	 señal	 de	 entrada	 digital	 en	
una	 forma	 analógica,	 simplemente	 se	 filtra	 el	
tren	de	bits	 en	 la	 salida	del	modulador	 con	un	
filtro	analógico	pasa-bajas	de	preferencia	activo	
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Donde OSR (OverSampling Rate) es la tasa de sobre-
muestreo W
fs
2 , y W es el ancho de banda del 
modulador. La ecuaci— n (4) sugiere que un valor muy alto 
OSR, acercar’ a la conversi— n a la ideal. Quiz‡  la gran 
ventaja de la codificaci— n PDM es que solo un filtro 
anal— gico con ancho de banda fijo es requerido para 
recuperar la se– al anal— gica. Esto es, se puede colocar una 
se– al cualquiera en la banda de paso del modulador, y 
obtenerla nuevamente con un filtro sintonizado a dicha 
banda [7]. 
La figura 8, muestra el diagrama de bloques del 
modulador Σ-Δ pasa bajas de segundo orden utilizado en 
Ž ste proyecto. Se escogi—  as’  por ser el implementado en 
[10]. Tal sistema es descrito por el siguiente conjunto de 
ecuaciones en diferencias finitas 
 
y(n) = sgn[x2 (n�1)]
x1(n) = x1(n�1)+ u(n)� y(n)
x2 (n) = x1(n)+ x2 (n�1)� y(n)
  (5) 
Donde u(n) es la se– al digital de entrada multi-bit, y(n) es 
la salida de un solo bit, y sgn(x) representa la funci— n signo 
de x. Para una secuencia particular de entrada u(n) y un 
conjunto particular de condiciones iniciales x1(0) y x2(0) se 
puede generar la se– al PDM equivalente a la entrada. La 
salida se obtiene por medio de la iteraci— n del conjunto de 
ecuaciones en diferencias (5) y su almacenamiento de y(n). 
Como es de esperarse de la teor’ a, el ruido de cuantizaci— n 
es eliminado en la banda de interŽ s y puesto en las altas 
frecuencias.  
 
Un modulador Σ-Δ est‡  basado en un sistema con 
respuesta impulsiva infinita cuya salida realiza una 
transformaci— n de la se– al de entrada en una secuencia 
infinitamente larga de bits (un tren de bits) o una se– al 
multibit. ƒ sta propiedad tiene como consecuencia qu  con 
una entrada peri— dica tal como una se– al sinusoidal, el 
patr— n de salida de los bits no se repita. Esto implica que no 
existe una secuencia finita en la salida del modulador que 
represente a la se– al peri— dica de entrada. Sin embargo, se 
pueden tener aproximaciones a la se– al original a partir de 
un tren de bits finito. Si se asegura que la se– al de entrada 
completa un nœ mero entero de ciclos en el tren de bits de 
salida, y repitiendo Ž ste infinitamente, se obtendr’ a una 
aproximaci— n cercana a la se– al PDM original. Esto es 
logrado por el seguimiento de las reglas de muestreo 
coherente descritas m‡ s adelante. Para la mejor 
aproximaci— n, se debe tambiŽ n asegurar que el bit N+1 de 
la secuencia de N bits que est‡ n siendo extra’ dos, sea igual 
al primero del patr— n, para de Ž sta manera evadir la 
discontinuidad m‡ s obvia. 
 
 
Fig. 8: Diagrama de bloques del modulador Σ-Δ. 
 
Para asegurar que un nœ mero entero de los ciclos de la 
se– al de prueba est‡ n en el tren de bits PDM, la frecuencia 
de la se– al de prueba, ft, debe ser escogida como un 
submœ ltiplo de la frecuencia de muestreo, fs, de acuerdo a 
la reglas del muestreo coherente, tal y como se muestra en 






Donde M y N son enteros. Con M = 1, 2, 3, etc., la 
frecuencia ft ser‡  un mœ ltiplo entero de la frecuencia 
primitiva fs/N. En otras palabras, la frecuencia de la se– al 
de prueba debe estar arm— nicamente relacionada con la 
frecuencia primitiva. Esto tambiŽ n sugiere que la frecuencia 
primitiva limita la resoluci— n en frecuencia del esquema de 
generaci— n de se– al. Para una frecuencia de muestreo fija, 
la resoluci— n solo puede ser mejorada por el incremento de 
la longitud de la secuencia. Finalmente, para codificar la 
se– al de prueba en un tren PDM, es esencial que la se– al 
estŽ  en el ancho de banda del modulador Sigma - delta. 
 
 Wft ≤  (7) 
De acuerdo con los desarrollos previos para un 
modulador de segundo orden, la SNR en el ancho de banda 
del modulador, y teniendo adem‡ s una se– al de amplitud A, 
la cual esta codificada en un tren de bits con una amplitud 
pico a pico de Δ, viene dada por la ecuaci— n (4). Ahora 
bien, para una SNR deseada, el ancho de banda del 
modulador W puede ser expresado como [7] 
 
))/(log623)(15/1( 22 Δ−+−⋅= ASNRfsW  (8) 
 
Si ahora se sustituye (6) y (8) en (7) da 
 




O eliminando fs se puede escribir 
 




La ecuaci— n (10) proporciona la relaci— n b‡ sica entre la 
longitud de la secuencia N, el ’ ndice de frecuencia del tono 
de prueba, la calidad de la se– al generada la cual est‡  
denotada por la SNR sobre el ancho de banda del 
modulador, la amplitud de la se– al de prueba codificada A, 
y los niveles de salida del modulador denotado por su 
diferencia Δ.  
IV. ESTRUCTURA COMPUTACIONAL DEL MODULADOR 
∑-∆. 
La estructura computacional del modulador estudiado en 
la secci— n anterior se implementa en un algoritmo en 
Matlab ª . El algoritmo sintetiza al espacio de estado 
descrito en (5), con Ž ste se pueden calcular la secuencia de 
salida, el espectro de la secuencia de salida y realizar la 
recuperaci— n de la se– al de entrada al modulador a travŽ s 
del filtrado pasa-bajas. Tomando en cuenta la literatura, se 
estableci—  que una SNR aceptable es de 70 dB, y segœ n los 
objetivos que se plantaron en [5] se generaran sinusoides 
de hasta 1 voltio pico a pico, y hasta la frecuencia de 1 
MHz. TambiŽ n se tiene que la amplitud pico a pico del tren 
de bits en la salida del modulador es de 2 voltios. En otras 
palabras, A= 0.5, SNR=70 dB, Δ=2 y N es igual a 512 bits, 
los necesarios para codificar las se– ales de prueba en una 
se– al PDM de longitud finita. Por todo lo anterior, y segœ n la 
ecuaci— n (10) se tiene que M = 4.  
Como la frecuencia de muestreo fs=64 MHz, entonces la 
frecuencia primitiva es fs/N = 64 MHz/512 = 125000 Hz, es 
decir que la m‡ xima frecuencia que se puede generar 
 
(4)
Donde OSR (OverSampling Rate) es la tasa de 
sobre-muestreo 
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Donde M y N son enteros. Con M = 1, 2, 3, etc., la 
frecuencia ft ser‡  un mœ ltiplo entero de la frecuencia 
primitiva fs/N. En otras palabras, la frecuencia de la se– al 
de prueba debe estar arm— nicamente relacionada con la 
frecuencia primitiva. Esto tambiŽ n sugiere que la frecuencia 
primi iva limita la resoluci— n en frecuencia del esquema de 
generaci— n de se– al. Para una frecuencia de muestreo fija, 
la resoluci— n solo puede ser mejora a por el incremento de 
la longitud de la secuencia. Finalmente, para codificar la 
se– al de prueba en un tren PDM, es esencial que la se– al 
estŽ  en el ancho de banda del modulador Sigma - delta. 
 
 Wft ≤  (7) 
De acuerdo con los desarrollos previos para un 
modulador de segundo orden, la SNR en el ancho de banda 
del modulador, y teniendo adem‡ s una se– al de amplitud A, 
la cual esta codificad  en un tren de bits con una amplitud 
pico a pico de Δ, viene dada por la ecuaci— n (4). Ahora 
bien, para una SNR deseada, el ancho de banda del 
modulador W puede ser expresado como [7] 
 
))/(log623)(15/1( 22 Δ−+−⋅= ASNRfsW  (8) 
 
Si ahora se sustituye (6) y (8) en (7) da 
 




O eliminando fs se puede escribir 
 




La ecuaci— n (10) proporciona la relaci— n b‡ sica entre la 
longitud de la secuencia N, el ’ ndice de frecuencia del tono 
de prueba, la calidad de la se– al generada la cual est‡  
denotada por la SNR sobre el ancho de banda del 
modulador, la amplitud de la se– al de prueba codificada A, 
y los niveles de salida del modulador denotado por su 
diferencia Δ.  
IV. ESTRUCTURA COMPUTACIONAL DEL MODULADOR 
∑-∆. 
La estructura computacional del modulador estudiado en 
la secci— n anterior se implementa en un algoritmo en 
Matlab ª . El algoritmo sintetiza al espacio de estado 
descrito en (5), con Ž ste se pueden calcular la secuencia de 
salida, el espectro de la secuencia de salida y realizar la 
recuperaci— n de la se– al de entrada al modulador a travŽ s 
del filtrado pasa-bajas. Tomando en cuenta la literatura, se 
estableci—  que una SNR aceptable es de 70 dB, y segœ n los 
objetivos que se plantaron en [5] se generaran sinusoides 
de hasta 1 voltio pico a pico, y hasta la frecuencia de 1 
MHz. TambiŽ n se tiene que la amplitud pico a pico del tren 
de bits en la salida del modulador es de 2 voltios. En otras 
palabras, A= 0.5, SNR=70 dB, Δ=2 y N es igual a 512 bits, 
los necesarios para codificar las se– ales de prueba en una 
se– al PDM de longitud finita. Por todo lo anterior, y segœ n la 
ecuaci— n (10) se tiene que M = 4.  
Como la frecuencia de muestreo fs=64 MHz, entonces la 
frecuencia primitiva es fs/N = 64 MHz/512 = 125000 Hz, es 
decir que la m‡ xima frecuencia que se puede generar 
	 	 	 s	el	ancho	de	banda	
del	modulador.	 L 	 ecuación	 (4)	 sugiere	q e	un	
valor	 muy	 alto	 OSR,	 acercarí 	 la	 conversión	 a	
la	ideal.	Quizá	l 	gra 	ventaja	de	la	codific ción	
PDM	es	que	sol 	un	filtro	a alógico	con	ancho	
de	banda	fijo	es	requerido	para	recuperar	la	señal	
analógica.	 Esto	 es,	 se	 puede	 colocar	 una	 señal	
cualquiera	en	la	b n a	de	paso	d l	modulador,	y	
obtenerla	nuevamente	con	un	filtro	 into iz do	
a	dicha	banda	[7].
La	 Fig.	 8,	 muestra	 el	 iagrama	 de	 bloques	 del	
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generar	 la	 señal	PDM	equivalente	 a	 la	 entrada.	
La	salida	se	obtiene	por	medio	de	la	iteración	del	
conjunto	 de	 ecuaciones	 en	 diferencias	 (5)	 y	 su	
almacenamiento	de	y(n).	Como	es	de	esperarse	
de	la	teoría,	el	ruido	de	cuantización	es	elimina-
do	 en	 la	 banda	 de	 interés	 y	 puesto	 en	 las	 altas	
frecuencias. 
Un	modulador	 Σ-Δ	 está	 basado	 en	 un	 sistema	
con	 respuesta	 impulsiva	 infinita	 cuya	 salida	
realiza	 una	 transformación	 de	 la	 señal	 de	 en-













a	 la	 señal	PDM	original.	Esto	es	 logrado	por	 el	










cia de muestreo fs, de acuerdo con la reglas del 
muestreo coherente, tal y como se muestra en la 
siguiente	expresión	[7]
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Donde OSR (OverSampling R te) es la tasa de sobre-
muestreo W
fs
2 , y W es el ancho de band  del 
modulador. La ecuaci— n (4) sugiere que un valor muy alto 
OSR, acercar’ a la conversi— n a la ideal. Quiz‡  la gran 
ventaja de la codificaci—  PDM es que solo un filtro 
anal— gico con ancho de banda fijo es requerido para 
recuperar la se– al anal— gica. Esto es, se puede colocar una 
se– al cualquiera en la banda de paso del modulador, y 
obtenerla nuevamente con un filtro sintonizado a dicha 
banda [7]. 
La figura 8, muestra el diagrama de bloques del 
modulador Σ-Δ pasa bajas de segundo orden utilizado en 
Ž ste proyecto. Se escogi—  s’  por ser el implementado en 
[10]. Tal sistema es descrito por el siguiente conjunto de 
ecuaciones en diferencias finitas 
 
y(n) = sgn[x2 (n�1)]
x1(n) = x1(n�1)+ u(n)� y( )
x2 (n) = x1(n)+ x2 (n�1)� y(n)
  (5) 
Donde u(n) es la se– al digital de entrada multi-bit, y(n) es 
la salida de un solo bit, y sgn(x) representa la funci— n signo 
de x. Para una secuencia particular d  entrada u(n) y un 
conjunto particular de condiciones iniciales x1(0) y x2(0) se 
puede generar la se– al PDM equivalente a la entrada. La 
salida se obtiene por medio de la iteraci— n del conjunto de 
ecuaciones en diferencias (5) y su almacenamiento de y(n). 
Como es de esp rars  de la t or’ a, el ruido de cuantizaci—  
es eliminado en la banda de interŽ s y puesto en las altas 
frecuencias.  
 
Un modulador Σ-Δ est‡  basado en un sistema con 
respuesta impulsiva infinita cuya salida r aliza una 
transformaci— n de la se– al de entrada en una secuencia 
infinitamente larga de bits (un tren de bits) o una se– al 
multibit. ƒ sta propiedad tiene como consecuencia que con 
una entrada peri— dica tal como una se– al sinusoidal, el 
patr— n de salida d  los bits no se repita. Esto implica que no 
existe una secuencia finita en la salida del modulador que 
represente a la se– al peri— dica de entrada. Sin embargo, se 
pueden tener aproximaciones a la se– al original a partir de 
un tren de bits finito. Si se asegura que la se– al de entrada 
completa un nœ mero entero de ciclos en el tren de bits de 
salida, y repitiendo Ž ste infinitamente, se obtendr’ a una 
aproximaci— n cercana a la se– al PDM original. Esto es 
logrado por el seguimiento de las reglas de muestreo 
coherente descritas m‡ s adelante. Para la mejor 
aproximaci— n, se debe tambiŽ n asegurar que el bit N+1 de 
la secuencia de N bits que est‡ n siendo extra’ dos, sea igual 
al primero del patr— n, para de Ž sta manera evadir la 
discontinuidad m‡ s obvia. 
 
 
Fig. 8: Diagrama de bloques del modulador Σ-Δ. 
 
Para asegurar que un nœ mero entero de los ciclos de la 
se– al de prueba est‡ n en el tren de bits PDM, la frecuencia 
de la se– al de pru ba, ft, debe ser escogida como un 
submœ ltiplo de la frecuencia de muestreo, fs, de acuerdo a 
la reglas del muestreo coherente, tal y como se muestra en 






Donde M y N son enteros. Con M = 1, 2, 3, etc., la 
frecuencia ft ser‡  un mœ ltiplo entero de la frecuencia 
primitiva fs/N. En otras palabras, la frecuencia de la se– al 
de prueba debe estar arm— nicamente relacionada con la 
frecuencia primitiva. Esto tambiŽ n sugiere que la frecuencia 
primitiva limita la resoluci— n en frecuencia del esquema de 
generaci— n de se– al. Para una frecuencia de muestreo fija, 
la resoluci— n solo puede ser mejorada por el incremento de 
la longitud de la secuencia. Finalmente, para codificar la 
se– al de prueba en un tren PDM, es esencial que la se– al 
estŽ  en el ancho de banda del modulador Sigma - delta. 
 
 Wft ≤  (7) 
De acuerdo con los desarrollos previos para un 
modulador de segundo orden, la SNR en el ancho de banda 
del modulador, y teniendo adem‡ s una se– al de amplitud A, 
la cual esta codificada en un tren de bits con una amplitud 
pico a pico de Δ, viene dada por la ecuaci— n (4). Ahora 
bien, para una SNR deseada, el ancho de banda del 
modulador W puede ser expresado como [7] 
 
))/(log623)(15/1( 22 Δ−+−⋅= ASNRfsW  (8) 
 
Si ahora se sustituye (6) y (8) en (7) da 
 




O eliminando fs se puede escribir 
 




La ecuaci— n (10) proporciona la relaci— n b‡ sica entre la 
longitud de la secuencia N, el ’ ndice de frecuencia del tono 
de prueba, la calidad de la se– al generada la cual est‡  
denotada por la SNR sobre el ancho de banda del 
modulador, la amplitud de la se– al de prueba codificada A, 
y los niveles de salida del modulador denotado por su 
diferencia Δ.  
IV. ESTRUCTURA COMPUTACIONAL DEL MODULADOR 
∑-∆. 
La estructura computacional del modulador estudiado en 
la secci— n anterior se implementa en un algoritmo en 
Matlab ª . El algoritmo sintetiza al espacio de estado 
descrito en (5), con Ž ste se pueden calcular la secuencia de 
salida, el espectro de la secuencia de salida y realizar la 
recuperaci— n de la se– al de entrada al modulador a travŽ s 
del filtrado pasa-bajas. Tomando en cuenta la literatura, se 
estableci—  que una SNR aceptable es de 70 dB, y segœ n los 
objetivos que se plantaron en [5] se generaran sinusoides 
de hasta 1 voltio pico a pico, y hasta la frecuencia de 1 
MHz. TambiŽ n se tiene que la amplitud pico a pico del tren 
de bits en la salida del modulador es de 2 voltios. En otras 
palabras, A= 0.5, SNR=70 dB, Δ=2 y N es igual a 512 bits, 
los necesarios para codificar las se– ales de prueba en una 
se– al PDM de longitud finita. Por todo lo anterior, y segœ n la 
ecuaci— n (10) se tiene que M = 4.  
Como la frecuencia de muestreo fs=64 MHz, entonces la 
frecuencia primitiva es fs/N = 64 MHz/512 = 125000 Hz, es 
decir que la m‡ xima frecuencia que se puede generar 
	(6)
Donde	 M	 y	 N	 son	 enteros.	 Con	 M	 =	 1,	 2,	 3,	
etc.,	 la	 frecuencia	 ft	será	un	múltiplo	entero	de	
la	 frecuencia	 primitiva	 fs/N.	 En	 otras	 palabras,	
la	 frecuencia	 de	 la	 señal	 de	 prueba	 debe	 estar	
armónicamente	 relacionada	 con	 la	 frecuencia	
primitiva.	Esto	también	sugiere	que	 a	frecu cia	
primitiva	 limita	 la	 resolución	en	 frecuencia	del	
esquema	de	 generación	de	 señal.	 Para	 una	 fre-
cuencia	de	muestreo	fija,	la	resolución	solo	pue-
de	ser	mejorada	por	el	incremento	de	la	longitud	




FECHA RECIBIDO: MAYO 22 DE 2014 














Donde OSR (OverSampling Rate) es la tasa de sobre-
muestreo W
fs
2 , y W es el ancho de banda del 
mo ulador. La ecuaci— n (4) sugiere que un valor muy alto 
OSR, acercar’ a la conversi— n  la ideal. Quiz‡  la gran 
ventaj  de la codific ci— n PDM es que solo un filtro 
anal— gico c n ancho de banda fijo es requ rido para 
recuperar la se– al anal— gica. Esto s, se puede colocar una 
se– l cualquiera en la ba d  de paso del modulador, y 
obtenerla nuevamente con un filtro sintonizado a dicha 
banda [7]. 
La figura 8, muestra el diagra a de bloques del 
modulador Σ-Δ pasa bajas de segundo orden utilizado en 
Ž ste proyecto. Se escogi—  as’  por ser el implementado en 
[10]. Tal sistema es descrito por el siguiente conjunto de 
ecuaciones en iferencias finit s 
 
y(n) = sg [x2 (n�1)]
x1(n) = x1(n�1)+ (n)� y(n)
x2 (n) = x1(n)+ x2 (n�1)� y( )
  (5) 
D nde u(n) es l  – al digital de ntra a multi-bit, y(n) es 
la salida de un solo bit, y sgn(x) representa la fu ci— n signo 
d  x. Para una secuencia particular de entrada u(n) y un 
conjunto particular de condiciones iniciales x1(0) y x2(0) se 
puede generar la se– al PDM equiv lent  a la entrada. La 
salida se obti ne por edio de la iteraci— n del conjunto de 
ecuaciones en diferencias (5) y su almacenamiento de y(n). 
Como es de esperarse de la teor’ a, el ruido de cuantizaci— n 
es eliminado en la banda de interŽ s y puesto en las altas 
frecuencias.  
 
Un modulador Σ-Δ est‡  b sado en un sistema con 
r spu sta impulsiva infinit  cuya s lida realiza una 
transformaci— n de la se– al de entrad  en una secuencia 
i finitam nte larga de bits (un tren de bits) o una se– l 
multibit. ƒ sta propiedad tiene como cons cuencia que con 
una entrada p ri— dica tal como u a se– al sinusoidal, el 
patr— n de salida de los bits no se repita. Esto implica que no 
existe una secuencia finita en la salida del modulador que 
represente a la se– al peri— dica  e trada. Sin embargo, se 
pueden tener aproximaciones a la se– l original a partir  
un tren de bits finito. Si se asegura que la se– al de entrada 
completa un nœ mero entero de ciclos en el tren de bits de 
salida, y repitiendo Ž ste infinitamente, se obtendr’ a una 
aproximaci— n cercana a la se– al PDM original. Esto es 
logrado por el seguimiento de las reglas de muestreo 
coherente descritas m‡ s adelante. Para la mejor 
aproximaci— n, se debe tambiŽ n asegurar que el bit N+1 de 
la secuencia de N bits que est‡ n siendo extra’ dos, sea igual 
al primero del patr— n, para de Ž sta manera evadir la 
discontinuidad m‡ s obvia. 
 
 
Fig. 8: Diagrama de bloques del modulador Σ-Δ. 
 
Para asegurar que un nœ mero entero de los ciclos de la 
se– al de prueba est‡ n en el tren de bits PDM, la frecuencia 
de la se– al de prueba, ft, debe ser escogida como un 
submœ ltiplo de la frecuencia de muestreo, fs, de acuerdo a 
la reglas del muestreo coherente, tal y como se muestra en 






Donde M y N s n enteros. Con M = 1, 2, 3, et ., la 
frecuencia ft ser‡  un mœ ltiplo entero de la frecuenci  
primitiva fs/N. En otras palabras, la frecuencia d  l  – l 
de prueba debe st r arm— nicamente relaciona a con la 
frecuencia primitiva. E to tambiŽ n sugiere que la frecuencia 
primitiva limita la resoluci— n e  fr cu cia del esquema de 
generaci— n de se– al. Para una frecuencia de muestreo fija, 
la resolu i— n solo puede ser mejorada por l ncremento de 
la longitud de la secuencia. Finalmente, para codificar l  
s – al e prueba  u  tren PDM, es es ncial que l  se– al 
estŽ  en el ncho de b nda del modulador Sigma - delta. 
 
 Wft ≤  (7) 
De acuerdo con los desarrollos previos para un 
modulador de segundo orden, la SNR en el ancho de banda 
del modulador, y teniendo adem‡ s una se– al de amplitud A, 
la cual esta codificada en un tren de bits con una amplitud 
pico a pico de Δ, viene dada por la ecuaci— n (4). Ahora 
bien, para una SNR deseada, el ancho de banda del 
modulador W puede ser expresado como [7] 
 
))/(log623)(15/1( 22 Δ−+−⋅= ASNRfsW  (8) 
 
Si ahora se sustituye (6) y (8) en (7) da 
 




O eliminando fs se puede escribir 
 




La ecuaci— n (10) proporciona la relaci— n b‡ sica entre la 
longitud de la secuencia N, el ’ ndice de frecuencia del tono 
de prueba, la calidad de la se– al generada la cual est‡  
denotada por la SNR sobre el ancho de banda del 
modulador, la mplitud de la se– al de prueba codificada A, 
y los niveles de salida del odulador denotado p r su 
diferencia Δ.  
IV. ESTRUCTURA COMPUTACIONAL DEL MODULADOR 
∑-∆. 
La structura computacional d l modulador estudiado en 
la secci— n ant rior se implementa en un algoritmo n 
Matl b ª . El algoritmo sintetiza al espacio de estado 
descrito en (5), con Ž ste se pueden calcular l  se uencia de 
salida, l espectro  la secuencia de salida y realizar la 
recuperaci— n de la se– al de entrada al modul dor a travŽ s 
del filtrado pasa-b jas. Tomando n cuenta la literatura, se 
est bleci—  que u a SNR aceptable es de 70 dB, y segœ n los 
objetivos que se plantaron en [5] se generaran sinusoides 
de hasta 1 voltio pico a pico, y hasta la frecuencia de 1 
MHz. TambiŽ n se ti ne que la amplitud pico a pico del tr n 
 bits en l  salida del modulador es de 2 voltios. En otr s 
palabras, A= 0.5, SNR=70 dB, Δ=2 y N es igual a 512 bits, 
los necesarios para codificar las se– ales de prueba en una 
se– al PDM de longitud finita. Por todo lo anterior, y segœ n la 
ecuaci— n (10) se tiene que M = 4.  
Como la frecuencia de muestreo fs=64 MHz, entonces la 
frecuencia primitiva es fs/N = 64 MHz/512 = 125000 Hz, es 
decir que la m‡ xima frecuencia que se puede generar 
	(7)
De	acuerdo	con	los	des rrollos	previos	para	u 	





para	 una	 SNR	 deseada,	 el	 ancho	 de	 banda	 del	
modulador	W	puede	ser	expresado	como	[7]
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Donde OSR (OverSampling Rate) es la tasa de sobre-
muestreo W
fs
2 , y W es el ancho de banda del 
modulador. L  ecuaci— n (4) sugiere que un valor muy alto 
OSR, acercar’ a la conversi— n a la ideal. Quiz‡  la gran 
ventaja de la codificaci— n PDM es que solo un filtro 
anal— gico con ancho de banda fijo es requerido para 
recuperar la se– l nal— gica. Esto es, se puede colocar na 
se– al cualquier  en la banda de pa o del modulador, y 
obtenerla nuevamente con un filtro sintonizado a dicha 
banda [7]. 
La figura 8, muestra el diagrama de bloque  del 
modulador Σ-Δ pasa baj s de segu o orden utilizado e  
Ž ste proyec o. Se escogi—  as’  por ser el implementado en 
[10]. Tal sistem  es descrito por el siguiente conjunto de 
ecuaciones en diferencias finitas 
 
y(n) = sgn[x2 (n�1)]
x1(n) = x1(n�1)+ u(n)� y(n)
x2 (n) = x1( )+ x2 (n�1)� y(n)
  (5) 
Donde u(n) es la se– al digital de entrada multi-bit, y(n) es 
la salida de un solo bit, y sgn(x) representa la funci— n signo 
de x. Para u a secu nci  particular de entrada u(n) y un 
co junto particular condiciones iniciales x1(0) y x2(0) se 
p ede generar la se– al PDM equivale t  a la entrada. La 
salida se obtiene por medio de la iteraci— n del conjunto de 
ecuaciones en diferencia (5) y su almacena iento de y(n). 
Como es de esperarse de la teor’ a, el ruido de c antizaci— n 
s liminado en la banda de interŽ s y puesto n las altas 
frecuenci s. 
 
Un modulador Σ-Δ st‡  basado en un sist ma con 
respuesta impulsiva infinita cuya salida realiza una 
transformaci— n de la se– al de entrada en una secuencia 
infinitamente larga de bits (un tren de bits) o una se– al 
multibit. ƒ sta propiedad tiene como consecuencia que con 
una entrada peri— dica tal como una se– al sinusoidal, el 
patr— n de salida de los bits no se r pita. Esto implica que no 
existe una secuencia finit  en la salida del modulador que 
represente  la se– al peri— dica de entrada. Sin embargo, se 
pueden tener aproximaciones a la se– al original a partir de 
un tren de bits finito. Si se asegura que la se– al de entrada 
completa un nœ mero entero de ciclos en el tren de bits de 
salida, y repitiendo Ž ste infinitamente, se obtendr’ a una 
aproximaci— n cercana a la se– al PDM original. Esto es 
logrado por el seguimiento de las reglas de muestreo 
coherente descritas m‡ s adelante. Para la mejor 
aproximaci— n, se debe tambiŽ n asegurar que el bit N+1 de 
la secuencia de N bits que est‡ n siendo extra’ dos, sea igual 
al primero del patr— n, para de Ž sta manera evadir la 
discontinuidad m‡ s obvia. 
 
 
Fig. 8: Diagrama de bloques del modulador Σ-Δ. 
 
Para a egurar que un nœ mero entero de los ciclos  la 
se– al de pru a st‡ n en el tren d  bits PDM, l  frecuencia 
de la se– al de prueba, ft, debe ser scogida como un 
submœ ltiplo de la frecuencia de muestreo, fs, de acuerdo a 
la r glas del muestreo coherente, tal y como se muestra en 






Donde M y N son enteros. Con M = 1, 2, 3, etc., la 
frecuencia ft ser‡  un mœ ltiplo nt ro de l  frecuencia 
primitiva fs/N. En otr s palabras, la frecuen ia de l  se– al 
de prueba debe estar arm— nicamente relacionada con la 
frecuencia primitiva. Esto tambiŽ n sugiere que la frecuencia 
primitiva limita la resoluci— n en frecuencia del esquema de 
generaci— n de se– al. Para una frecuencia de muestreo fija, 
la resoluci— n solo puede ser mejorada por el incremento de 
la longitud de la secuencia. Finalmente, para codificar la 
se– al de prueba en un tren PDM, es esencial que la se– al 
estŽ  en el ancho de banda del modulador Sigma - delta. 
 
 Wft ≤  (7) 
De acuerdo con los desarrollos previos para un 
modulador de segundo orden, la SNR en el ancho de banda 
del modulador, y teniendo adem‡ s una se– al de amplitud A, 
la cual esta codific  en un tren de bits con una amplitud 
pico a pico de Δ, viene dada por la ecuaci— n (4). Ahora 
bien, para una SNR deseada, el ancho de banda del 
modulador W p ede s r expresado como [7] 
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Si ahora se su tituye (6) y (8) en (7) da 
 




O eliminando fs se puede escribir 
 




La ecuaci— n (10) proporciona la relaci— n b‡ sica entre la 
longitud de la secuencia N, el ’ ndice de frecuencia del tono 
de prueba, la calidad de la se– al generada la cual est‡  
denotada por la SNR sobre el ancho de banda del 
modulador, la amplitud de la se– al de prueba codificada A, 
y los niveles de salida del modulador denotado por su 
diferencia Δ.  
IV. ESTRUCTURA COMPUTACIONAL DEL MODULADOR 
∑-∆. 
La estructura computacional del modulador estudiado en 
la secci— n anterior se implementa en un algoritmo en 
Matlab ª . El algoritmo sintetiza al espacio de estado 
descrito en (5), con Ž ste se pueden calcular la secuencia de 
salida, el espectro de la secuencia de salida y realizar la 
recuperaci— n de la se– al de entrada al modulador a travŽ s 
del filtrado pasa-bajas. Tomando en cuenta la literatura, se 
estableci—  que una SNR aceptable es de 70 dB, y segœ n los 
objetivos que se plantaron en [5] se generaran sinusoides 
de hasta 1 voltio pico a pico, y hasta la frecuencia de 1 
MHz. TambiŽ n se tiene que la amplitud pico a pico del tren 
de bits en la salida del modulador es de 2 voltios. En otras 
palabras, A= 0.5, SNR=70 dB, Δ=2 y N es igual a 512 bits, 
los necesarios para codificar las se– ales de prueba en una 
se– al PDM de longitud finita. Por todo lo anterior, y segœ n la 
ecuaci— n (10) se tiene que M = 4.  
Como la frecuencia de muestreo fs=64 MHz, entonces la 
frecuencia primitiva es fs/N = 64 MHz/512 = 125000 Hz, es 
decir que la m‡ xima frecuencia que se puede generar 
 (8)
Si	ahora	se	sustituye	(6)	y	(8)	en	(7)	da
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Donde OSR (OverSampling Rate) es la tasa de sobre-
muestre W
fs
2 , y W es el ancho d  band  l
modulador. La ecuaci— n (4) sugiere que un valor muy alto 
OSR, acercar’ a la conversi— n a la ideal. Quiz‡  la gran 
ventaja de la codificaci— n PDM es que solo un filtro 
anal— gico con ancho de banda fijo es requerido para 
recuperar la se– al anal— gica. Esto es, se puede colocar una 
se– al cualquiera en la banda de paso del modulador, y 
obtenerla nuevamente con un filtro sintonizado a dicha 
banda [7]. 
La figura 8, muestra el diagrama de bloques del 
modulador Σ-Δ pasa bajas de segundo orden utilizado en 
Ž ste proyecto. Se escogi—  as’  por ser el implementado en 
[10]. Tal sistema es descrito p r el siguiente conjunto de 
ecuaciones en diferencias finitas 
 
y(n) = sgn[x2 (n�1)]
x1(n) = x1(n�1)+ u(n)� y(n)
x2 (n) = x1(n)+ x2 (n�1)� y(n)
  (5) 
Donde u(n) es la se– al digital de entrada multi-bit, y(n) es 
la salida de un solo bit, y sgn(x) representa la funci— n signo 
de x. Para una secuencia particular de entrada u(n) y un 
conjunto particular de condicione  iniciales x1(0) y x2(0) se 
puede generar la se– al PDM equivalente a la entrada. La 
salida se obtiene por medio de la iteraci— n del conjunto de 
ecuaciones en diferencias (5) y su almacenamiento de y(n). 
Como es de esperarse de la teor’ a, el ruido de cuantizaci— n 
es eliminado en la banda de interŽ s y puesto en las altas 
frecuencias.  
 
Un modulador Σ-Δ est‡  basado en un sistema con 
respuesta impulsiva infinita cuya salida realiza una 
transformaci— n de la se– al de entrada en una secuencia 
infinitamente larga de bits (un tren de bits) o una se– al 
multibit. ƒ sta propiedad tiene como consecuencia que con 
una entrada peri— dica tal como una se– al sinusoidal, el 
patr— n de salida de los bits no se repita. Esto implica que no 
existe una secuencia finita en la salida del modulador que 
represente a la se– al peri— dica de entrada. Sin embargo, se 
pueden tener aproximaciones a la se– al original a partir de 
un tren de bits finito. Si se asegura que la se– al de entrada 
completa un nœ mero entero de ciclos en el tren de bits de 
salida, y repitiendo Ž ste infinitamente, se obtendr’ a una 
aproximaci— n cercana a la se– al PDM original. Esto es 
logrado por el seguimiento de las reglas de muestreo 
coherente desc itas m‡ s adelante. Para la mejor 
aproximaci— n, se debe tambiŽ n asegurar que el bit N+1 de 
la secuencia de N bits que est‡ n siendo extra’ dos, sea igual 
al primero del patr— n, para de Ž sta manera evadir la 
discontinuidad m‡ s obvia. 
 
 
Fig. 8: Diagrama de bloques del modulador Σ-Δ. 
 
Para asegurar que un nœ mero entero de los ciclos de la 
se– al de prueba est‡ n en el tren de bits PDM, la frecuencia 
de la se– al de prueba, ft, debe ser escogida como un 
submœ ltiplo de la frecuencia de muestreo, fs, de acuerdo a 
la reglas del muestreo coherente, tal y como se muestra en 






Donde M y N son enteros. Con M = 1, 2, 3, etc., la 
frecuencia ft ser‡  un mœ ltiplo entero de la frecuencia 
primitiva fs/N. En otras palabras, la frecuencia de la se– al 
de prueba debe st r arm— nicamente r lacio ad  con la 
frecuencia primitiva. Esto tambiŽ n sugiere que la frecuencia 
primitiva limita la resoluci— n en frecuencia del esquema de 
generaci— n de se– al. Para una frecuencia de muestreo fija, 
la resoluci— n solo puede ser mejorada por el incremento de 
la longitud de la secuencia. Finalmente, para codificar la 
se– al de prueba en un tren PDM, es esencial que la se– al 
estŽ  en el ancho de banda el modu ador Sigma - lta. 
 
 Wft ≤  (7) 
De cu rdo con los desarrollos previos para un 
modulador de segundo orde , la SNR en el anch  de banda 
del modulador, y teniendo adem‡ s una se– al de amplitud A, 
la cual esta codificada en un tren de bits con una amplitud 
pico a pico de Δ, viene dada por la ecuaci— n (4). Ahora 
bien, para una SNR deseada, el ancho de banda del 
modulador W puede ser expresado como [7] 
 
))/(log623)(15/1( 22 Δ−+−⋅= ASNRfsW  (8) 
 
Si ahora se sustituye (6) y (8) en (7) da 
 




O eliminando fs se puede escribir 
 




La ecuaci— n (10) proporciona la relaci— n b‡ sica entre la 
longitud de la secuencia N, el ’ ndice d  frecuencia del tono 
de prueba, la alidad de la se– al generada la cual est‡  
denotada por la SNR sobr  el ancho de banda del 
modulador, la amplitud de la se– al de prueba c dificada A, 
y los niveles de salida del modulador denotado por su 
diferencia Δ.  
IV. ESTRUCTURA COMPUTACIONAL DEL MODULADOR 
∑-∆. 
La estructura computacional del modulador estudiado en 
la secci— n anterior se implementa en un algoritmo en 
Matlab ª . El algoritmo sintetiza al espacio de estado 
descrito en (5), con Ž ste se pueden calcular la secuencia de 
salida, el espectro de la secuencia de salida y realizar la 
recuperaci— n de la se– al de entrada al modulador a travŽ s 
del filtrado pasa-bajas. Tomando en cuenta la literatura, se 
estableci—  que una SNR aceptable es de 70 dB, y segœ n los 
objetivos que se plantaron en [5] se generaran sinusoides 
de hasta 1 voltio pico a pico, y hasta la frecuencia de 1 
MHz. TambiŽ n se tiene que la amplitud pico a pico del tren 
de bits en la salida del modulador es de 2 voltios. En otras 
palabras, A= 0.5, SNR=70 dB, Δ=2 y N es igual a 512 bits, 
los necesarios para codificar las se– ales de prueba en una 
se– al PDM de longitud finita. Por todo lo anterior, y segœ n la 
ecuaci— n (10) se tiene que M = 4.  
Como la frecuencia de muestreo fs=64 MHz, entonces la 
frecuencia primitiva es fs/N = 64 MHz/512 = 125000 Hz, es 
decir que la m‡ xima frecuencia que se puede generar 
	(9)
O	eliminando	fs	se	puede	escribir
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Donde OSR (OverSampling Rate) es la tasa de sobre-
muestreo W
fs
2 , y W es el ancho d banda del 
modulador. L  ecu ci— n (4) s giere que un valor muy alto 
OSR, cercar’  la conversi— n a la ideal. Quiz‡  la gran 
ve taja de la codificaci— n PDM es que solo un filtro 
anal— gico con ancho de banda fijo s r querido para 
recuperar la se– al anal— gic . Esto s, se puede c loc r una 
se– al cu lqui ra en la banda de pa o d l mo ulador, y 
o tenerla nuevamente con un filtro sintonizado a dicha 
band  [7]. 
La figura 8, muestra el diagrama de bloques d l 
modulad r Σ-Δ pasa bajas de segu do orden utilizado en 
Ž ste proyecto. Se escogi—  as’  r ser el impl mentado n 
[10]. Tal si t ma s descrito por el siguiente conjunto de 
ecuaciones en diferencias finitas 
 
y( ) = sg [x2 ( �1)]
x1(n) = x1(n�1)+ u( )� y(n)
x2 (n) = x1(n)+ x2 (n�1)� y(n)
  (5) 
Don e u(n) es la se– al di ital de entr da multi-bit, y(n) es 
la salida de un solo bit, y sgn(x) repr senta la funci— n signo 
d  x. Par  una secu n i  particular de entrada u(n) y un 
conjunto particular d  cond cion s iniciales x1(0) y x2(0) se 
puede generar la se– al PDM equivalente a la entrada. La 
salid  se obti e por medio de la iteraci— n del conjunto de 
ecuaciones n dif rencias (5) y su lmacenamiento de y(n). 
Como es de esper rse de la t or’ a, el ruido de cuantizaci— n 
es eliminado en la b nda de inte Ž s y puesto en las altas 
frecuencias.  
 
Un modula or Σ-Δ est‡  basado en un sistem  co  
r spu sta imp lsiva i finita cuy  s lida realiza una 
transfor aci— n de l  s – al de entrad  en u a secuencia 
infinita ente larga de bits (un tren de bits) o una se– al 
multibit. ƒ sta propie ad ti ne como con cu ncia que con 
un  e tr da peri— dica tal como una se– al sinusoidal, el 
patr— n de salida de los bits no se repita. Esto i plica que no 
existe una secuen i  finita en la salida el modulador qu  
repr s te a la se– al peri— dica  entrada. Sin embargo, s  
p eden tener aproximaciones a la se– al origin l a partir de 
un tren de bits finito. Si se asegura que la se– al de ntrada 
completa un nœ mer  entero de ciclos en el tren de bits de 
s lida, y repitiendo Ž ste infinitamente, se obtendr’  una 
aproximaci— n cercana a la se– al PDM original. Esto es 
logrado por el seguimie t  de las r gla  de muestr  
coherente descritas m‡ s adelante. Para la mejor 
aproximaci— n, se debe tambiŽ n asegurar que el bit N+1 de 
la secuencia  N bits que est‡ n siendo extr ’ dos, sea igual 
al primero del p tr— n, para de Ž sta manera evadir la 
discontinuidad m‡ s obvia. 
 
 
Fig. 8: Diagrama de bloques del modulador Σ-Δ. 
 
Para asegurar que un œ mero entero de los ciclos de la 
se– al de prueba est‡ n n el tren d  bits PDM, la fr cuencia 
de la se– al  pru ba, ft, debe s r scogida como un 
submœ ltiplo de la frecuencia de muestreo, fs, d  acuerdo a 
la reglas del muestreo coherente, tal y como se muestra en 






Donde M y N son enteros. Con M = 1, 2, 3, etc., l  
frecu ncia ft ser‡  n mœ ltiplo entero d  la fr cuencia 
primitiva fs/N. En otras palabras, la fr cu ncia de la se– al 
de prueba ebe estar arm— nicamente r la ion a on l  
frecuencia primitiva. Esto tambiŽ n s gi re que l  frecuencia 
primitiv  limita la resoluci— n en frecuencia del esquema de 
generaci— n de se– al. Para una frecuencia d  muestr o fija, 
la resoluci— n solo pu de ser mejor da p r el incremento de 
la longitud de l  sec encia. Finalmente, par  codific r la 
s – al de p ueba en un tren PDM, es esenci l que la se– al 
estŽ  en el ncho de ba a del dulador Sigma - delta. 
 
 Wft ≤  (7) 
De cuerdo co  los d rr llos previos p ra un 
modulador de segundo orden, la SNR en l ncho de banda 
del modulador, y teniendo adem‡ s una se– al de amplitud A, 
la ual esta codificada en un tren de bits con u a amplitud 
pico a ico de Δ, viene dad  por la ecuaci— n (4). Ahora 
bien, para una SNR deseada, el ancho de banda del 
modulador W puede er expresado como [7] 
 
))/(log623)(15/1( 22 Δ−+−⋅= ASNRfsW  (8) 
 
Si ahora se sustituye (6) y (8) en (7) da 
 




O eliminando fs se puede escribir 
 




La ecu ci— n (10) proporciona la r laci— n b‡ si a entre la 
longitud de la secuencia N, el ’ ndice de frecuencia del tono 
de prueb , la alidad de la s – al ge er da la cual est‡  
d notad  por la SNR sobre el ancho de banda del 
modu ador, la amplitud de la se– al de prueba codificad  A, 
y los iveles de salida del modulador denotado por su 
diferen ia Δ.  
IV. ESTRUCTURA COMPUTACIONAL DEL MODULADOR 
∑-∆. 
La structura computacion l el modulador estudiad  en 
la secci— n anterior se implementa en un algoritmo en 
Matlab ª . El alg ritmo intetiza al esp cio de e ta o 
descrito n (5), con Ž ste se pueden calcular la secu ncia de 
salida, el espectro de la s cuencia de sali a y realizar la 
recuper ci— n de la se– al de e trada al modul d r a travŽ  
d l filtr do pasa-bajas. Tomando en cuenta la literatura, se 
establ i—   un  SNR aceptable s d  70 dB, y egœ  los 
objetivos que se plantaron en [5] se generaran si usoi s 
d  h sta 1 voltio pico a pico, y hasta la frecuencia de 1 
MHz. TambiŽ n se tien  que la mplitud pico a pico del tren 
de bits en la salida d l modulador es de  voltios. En otras 
palabras, A= 0.5, SNR=70 dB, Δ=2 y N e  igual a 512 bits, 
los necesarios para codificar las se– ales de prueba en u a 
s – al PDM de longitud finita. Por todo lo anterior, y segœ n la 
ecuaci— n (10) se tiene qu  M = 4.  
Como l  frecuencia de muestreo fs=64 MHz, entonces la 
frecuencia primitiva es fs/N = 64 MHz/512 = 125000 Hz, es 




fre uenci 	 del	 tono	 d 	 prueba,	 la	 cali ad	 e	 la	
señ l	generada	la	cual	está	denotada	por	la	SNR	
sobre	el	ancho	de	banda	del	modulador,	 la	am-
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niveles	de	salida	del	modulador	denotado	por	su	
diferencia	Δ.	







tro de la secuencia de salida y realizar la recu-
peración	de	 la	 señal	 de	 entrada	 al	modulador,	













Como la frecuencia de muestreo fs=64	 MHz,	






















dio origen al siguiente algoritmo, el cual se codi-
fica	en	Matlab™.	La	implementación	del	espacio	
de	 estado	 se	 basó	 en	 los	modelos	 computacio-
nales	presentados	en	[11],	y	en	el	uso	de	algunas	
funciones	del	Delta-Sigma	Toolbox	V	7.1.	
Las	 secuencias	 de	 interés	 se	 generan	 a	 partir	
del sistema de ecuaciones en diferencias finitas 
presentado	 en	 (5).	 La	 salida	 queda	 almacenada	
en un vector.
Se	 implementa	 el	 filtro	 analógico	 pasa	 bajas.	
Como	 se	 trata	de	una	 implementación	compu-













na	 el	 DSP	 Toolbox	 V7.1,	 garantizando	 de	 esta	
manera la convergencia del filtro. El filtro digital 
escogido	fue	del	tipo	Butterworth,	por	tener	un	




generadas	para	 la	 excitación	de	 los	bloques	 in-








v. Pruebas y resultados.
Para verificar el correcto funcionamiento del 
modelo	procedemos	 a	 realizar	 simulaciones	 en	
Matlab™.	El	procedimiento	a	seguir	es	el	siguien-
te:
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3.	 Generar	 gráfica	 de	 la	 señal	 PDM	 obtenida	
con	el	modelo	computacional.




recuperar	 el	 estímulo	 analógico	 y	 verificar	
que	 es	 posible	 realizar	 su	 extracción	 en	 el	
interior	usando	un	hardware	simple	(un	filtro	
activo)	para	poder	excitar	los	CUT.
6.	 Generar	 el	 espectro	 de	 potencia	 de	 la	 señal	
recuperada.	 Éste	 espectro	 se	 visualizará	
con	 la	 frecuencia	 normalizada	 f/fs, como se 
hace	en	 [3]	y	en	 [12]	en	 lugar	de	una	escala	
logarítmica	de	la	frecuencia	f,	debido	a	la	no	





de	 circuitos	 integrados	 analógicos	 desarrollado	
en	[5],	es	decir,	que	el	modelo	exhibiera	su	capa-
cidad	de	generar	ese	tipo	de	señales.	Se	requería	











teóricamente	con	un	 tono	a	 la	 frecuencia	de	 la	










a	 verificar	 que	 desde	 las	 señales	 PDM	genera-
das	 con	 el	 modelo	 computacional	 se	 pueden	
recuperar	los	estímulos	codificados.	Para	tal	fin	
se	 aplica	 el	 filtro	 diseñado	 e	 implementado	 en	
Matlab™	a	la	señal	PDM.	
En	 la	Fig.12	se	muestra	 la	 salida	del	 filtro	para	
cada	 una	 de	 las	 señales	 de	 prueba.	 Como	 se	
puede	observar	en	la	Fig.12,	sí	es	posible	recu-
perar	 las	 señales	de	prueba	mediante	un	 filtro,	















SFDR	 resultante	 es	 38	 dB.	 Para	 el	 tercer	 tono,	
0.45	VDC,	la	SFDR	resultante	es	42	dB.	El	SFDR	
es	 básicamente	 la	 relación	 señal	 a	 ruido	 en	 la	
banda	de	interés	luego	del	filtrado.	Es	claro	que	
el	 filtro	pasa-bajas	 elimina	 el	 ruido	 fuera	de	 la	
banda	de	 interés,	pero	 se	mantiene	un	 residuo	
en	la	banda,	que	se	considera	tolerable,	debido	a	
que la SFDR en la misma se mantiene alrededor 
de	los	40	dB	en	promedio,	que	es	aceptable	para	
en	un	modulador	∑-∆	de	 segundo	orden,	 si	 se	
compara	con	otros	moduladores	de	orden	supe-
rior	que	consiguen	SFDR	de	60	dB	[3].	







para	mantener	 el	 filtro	 analógico	 en	 un	 orden	
aceptable	 (6°	 orden).	 Para	 mejorar	 la	 relación	
señal	a	ruido	bastaría	con	incrementar	el	orden	
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Figura 9. a)	 Señal	PDM	 obtenida	 en	 la	 salida	 de	 la	 implementación	 software	 del	modulador	Σ-Δ. b)	 Espectro	 de	
potencia	para	onda	sinusoidal	con	1	Vp-p@500	kHz.
Figura 10. a)	 Señal	PDM	 obtenida	en	 la	 salida	de	 la	 implementación	 software	del	modulador	Σ-Δ b)	Espectro	de	
potencia	para	onda	sinusoidal	con	0.5	Vp-p@300	kHz.
Figura 11. a)	 Señal	PDM	 obtenida	 en	 la	 salida	de	 la	 implementación	 software	del	modulador	Σ-Δ b)	 Espectro	de	
potencia	para	un	voltaje	DC	de	0.45	V.
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vi. conclusiones
Al	comienzo	de	éste	trabajo	se	planteó	la	nece-










rencias finitas, así como algunas relaciones mate-
máticas	adicionales	que	permiten	especificar	las	
condiciones	 de	 sobre-muestreo	 para	 conseguir	
un	muestreo	coherente.	Se	llevó	a	cabo	el	desa-
rrollo	 de	 un	modelo	 computacional	 codificado	
en	Matlab™,	y	que	hace	uso	de	algunas	funciones	
del	 Delta-Sigma	 Toolbox	 V	 7.1.	 Luego	 de	 esto	
se	llevaron	a	cabo	simulaciones	del	modelo	que	
verificaban	que	 su	comportamiento	 se	 ajustaba	







las formas de onda en la salida del modulador, 
así	 como	sus	espectros	de	potencia.	Se	verificó	
que	 es	 posible	 codificar	 señales	 analógicas	 de	
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presentada	en	[5]	y	complementada	con	este	tra-
bajo,	pero	que	es	tolerable.	En	resumen,	se	logró	
conseguir	 el	modelo	 computacional	 para	 el	 fin	
propuesto	de	generar	 las	 señales	PDM	adecua-
das	para	codificar	los	estímulos,	y	tal	modelo	se	
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