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Abstract The growing body of research focusing on real estate as an
individual asset class puts the real estate cycle in the very center
of strategic investment decisions and implications thereof. This
article investigates if the non-structural deﬁnition of the cycle as
deﬁned by the Hodrick-Prescott (HP) ﬁlter can be used to
construct indicators of the Swedish real estate cycle. The
methodology of the HP-ﬁlter, which is to separate a time-series
into a trend component and a growth component, is often used
in analysis of aggregate economic growth (i.e., GDP). The article
also evaluates the indicative characteristics of the indicator.
Introduction
During the last decade, there has been a growing body of research focusing on
real estate cycles. The main reason is the growing interest in real estate as an
individual investment asset leading international investors to increase the real
estate weights in their multi-asset portfolios. This puts the real estate cycle in the
very center of strategic investment decisions and implications thereof. Another
major and somewhat related reason for the growing interest in real estate cycles
is the global ‘‘boom-and-bust’’ experience of late 1980s and early 1990s. During
the bust-period, real estate investors experienced negative returns that in many
cases were dramatic. This has led to a need of both a better understanding of the
behavior of the real estate cycle, as well as answering the question if it could
happen again and if so to what extent.
At the same time as real estate investors are becoming more global, they are
exposed to bigger risks in that direct investments in real estate are not very liquid
compared to stocks and bonds (i.e., ﬁnancial investments). The investment process
is much more complicated as compared to ﬁnancial investments where global
transactions are being made almost instantly. Direct real estate investments
demand signiﬁcantly more resources and time to complete transactions. For the
most part, the investment is a long-term investment, which is not reversed in at
least a few years. This emphasizes even more the need for correct analysis of the
cycle and the timing of the transactions.
‘‘Real estate cycles have been a signiﬁcant underlying reason for the ﬁnancial
successes and failures of real estate investments throughout history. Cycles are a66  Witkiewicz
major determinant of success and failure because of their pervasive and dynamic
impacts on real estate returns, risks and investment values over time-impacts that
should not be ignored or over-simpliﬁed,’’ (Pyhrr, Roulac and Born, 1999). The
need of an early cycle indicator is therefore of crucial importance to every real
estate investor. At the same time, it gives the investor an edge to the rest of the
market.
Cycle theory and empirical studies of economic cycles have long been performed
on an aggregate level. However, there is a difference between the classical and
the modern views of business cycles. In the classical view, cycles were viewed as
recurrent phenomena with certain and characteristic periodicity. In the modern
view, cycles are described not as pronounced ﬂuctuations in economic time series
around business cycle frequencies but as a coherence in many economic time
series. In these interdependent ﬂuctuations, there is a dynamic lead-lag structure
between the variables. The causality between the variables is not always
straightforward, but it is clear that the dynamic lead-lag relationship carries a lot
of useful information. In most industrialized countries, so called leading economic
indicators are published to measure economic activity and to forecast changes in
real GDP.1 Economic variables that usually are included as indicators of economic
activity are new orders for consumer goods and materials, employment, money
supply, etc.
It is important to correctly identify the relevant variables, the relationships among
them and to evaluate their usefulness as indicators of changes in economic activity
and/or changes in the value of economic assets. This study has two main
objectives. First, it seeks to present a general theory of cycles and the theoretical
relation of the real estate cycle to the general aggregate economic activity referred
to in the literature as Real Business Cycles (RBC). Secondly, it investigates if the
non-structural deﬁnition of the cycle as deﬁned by the Hodrick-Prescott (HP) ﬁlter
can be used to construct indicators of the Swedish real estate cycle.
This article is organized as follows. The next section deﬁnes cycles and gives a
theoretical background to how real estate should be affected by what are identiﬁed
as key economic variables. The following gives a theoretical introduction to the
statistical methodology used in this study. Non-structural deﬁnition of the cycle
in the form of the HP-ﬁlter is used as an approximation of the structurally deﬁned
cycle. Finally, the theoretically suggested real estate cycle relation is presented
and its indicative characteristics evaluated.
 The Theory of Cycles
The modern view of economic cycles imply that cycles are everywhere and
interdependent. This, of course, applies to the economic structure of our society
as much as it does to the world of physics or to the most primitive and basic
components of nature. Maybe the most obvious and frequent cycles that most of
us live by and obey are day and night and the four seasons. Other cycles occurThe Use of the HP-filter  67
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from time to time without any particular frequency or pattern. Those cycles such
as earthquakes and ﬂoods have an element of shock or chaos to them. However,
they are cycles in the sense that they will repeat themselves even if that happens
irregularly. There are also ﬂuctuations in economic series that are identiﬁable and
described as cycles. Those are, for example, production cycles, consumption
cycles, investment cycles and other cycles directly applicable to the real estate
sector like construction cycles, vacancy cycles and rent cycles. All these cycles
are interdependent to some extent and since they do depend on each other, they
are of a more fundamental than chaotic or random structure. However, they too
experience shocks that alter the following course of the cycles. In the literature,
shocks are referred to as either permanent shocks or transitory shocks. One easy
way to see the difference between permanent and transitory shocks is to consider
a ﬁrst order autoregressive process, AR(1):
y   y   t  2, 3, ..., n, (1) t 1 t1 t
or in a more general way as:
t1
ti y  ( ) y  ( )  t  1, 2, ..., n, (2)  t 10 1ti
i0
Where the parameter for the error term, (1)i, converges to zero with increasing i
when 1  1. On the other hand, when 1 exceeds 1 the series becomes
explosive. Also, from Equation (2) it can be seen that in the case of 1 being
equal to 1, yt equals its starting value plus the sum of all previous shocks and the
series becomes a random walk. Therefore, it can easily be shown that in the case
of a random walk, all shocks have a permanent effect. In economic series,
permanent shocks are often initiated by political reforms that permanently alter
the relative performance of economic factors or alter the fundamental relationships
between them. For example, shifts in monetary systems, like the shift from ﬁxed
to ﬂoating exchange rates in Sweden in the Fall of 1992 had a permanent effect
on a wide range of economic variables. On the other hand, the oil price shocks
of 1973 and 1978 had for the most part transitory effects on economic factors.
For illustrative purposes, consider the three simulated AR(1) processes in Exhibit
1, where 1 has been set equal to 0.5, 0.95 and 1.
The series have been generated by ﬁrst generating 200 observations from
independent normal distributions, i.e., the error term,  is i.i.d. N(0,1). Next, the
series is subjected to a shock at t  100 by replacing the error term 100 with
100  25. This simulation shows that in the case of a permanent shock, the series
does not convert to the original series. Therefore, when a cycle is subjected to a
shock, its impact could have a signiﬁcant effect on the future cycle pattern.68  Witkiewicz











A formal deﬁnition of a cycle has among others, been given by Pyhrr, Roulac and
Born (1999). Mathematically a cycle is deﬁned as a sine wave with some
important characteristics. Those are frequency, peak, trough, amplitude, inﬂection
point and phase. Exhibit 2 shows a real estate related cycle.
These general cycle characteristics can be combined to an inﬁnitely large number
of different cycles.
As pointed out by Pyhrr, Roulac and Born (1999), real estate cycles are very
important since they affect a large part of the national wealth. For example, in
Sweden the total stock of real estate is roughly twice the size of annual GDP and
in the United States it is approximately three times the U.S. GDP. The connection
between the RBC and the real estate cycle is therefore an important one. This
connection can also be found in basic economic theory, which indicates that the
real estate cycle should be signiﬁcantly affected by the RBC. This relation is easily
seen when real estate is considered as being a factor of production (i.e., input into
a previously deﬁned production function). In this context, the speciﬁc form of a
production function is not needed, so the discussion adopts an extension of the
widely used constant elasticity of substitution (CES) production process. In this
process, output depends on the different inputs used to produce a given level of
output according to Equation (3).
Q  ƒ(L,K,X), (3) tt
where Q is the output level, L is the labor input, K is the input of capital, X is a
vector of other inputs other than the two, for example electricity, etc. and theThe Use of the HP-filter  69
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Exhibit 2  Cycle Characteristics
Source: Pyhrr, Roulac and Born (1999).
subscript t shows that the relation is time dependent. Further, capital can be
divided into intangible capital, KI, for example human capital, and real capital
assets, KR, like real estate. This is the key input that is of interest here. Finding
the inverse function of Equation (3) with respect to the variable of interest, KR,
can be expressed as:
R K  g(Q,L,K ,X), (4) t 1 t
Where real estate now is a function of the level of output, Q, and all the other
variables in Equation (3). Variables in Equation (4) including the vector X enter
the set of all possible variables that affect the demand and supply of real estate.
Thus, {X, K, L, Q,...}where  represents all possible variables that affect real
estate.
One theoretically important variable is the level of output (i.e., real GDP). This
can be seen from Equation (4) and is also intuitively consistent with economics
of production. More production calls for more input, which in turn implies that
changes in the level of production lead to changes in the inputs of production
factors. Since it is assumed a CES between the inputs, it is assumed that the
relationship between the different factors is the same along the production
possibility frontier (PPF).70  Witkiewicz
Disposable income and household consumption expenditure are other important
economic drivers. Disposable income indicates the purchasing power in the
economy and household consumption indicates the aggregate demand for goods
and services. If disposable incomes rise it will affect household consumption,
which in turn affects the demand and thus the value of factors of production
through prices on goods and services. As a reaction to rising prices there will be
incentives for producers of capital (this also applies to services but this study is
only concerned with real estate capital) to increase their supply. In terms of Tobin’s
Q, the relative price of replacing the needed/demanded capital is less than
acquiring it directly on the market. This eventually leads to an increased
construction activity and supply of new space.
This simpliﬁed course of events is an example of the coherence between economic
variables that create interdependent economic cycles. Equations (3) and (4)
indicate also that the functional forms are time dependent. In econometric
modeling, it is usual to include lagged values, i.e., t  1, t  2, ..., of a variable
to account for the fact that economic time series are of a dynamic nature and not
a static one. Therefore, all previous observations of the relevant variables are
included in the information set , where  includes all periods of . Some other
important variables are; employment, population, new construction, construction
costs, rents, vacancies, rent, yields, etc. One could also argue that the analysis
should include the price of investment capital (i.e., interest rates). However, several
empirical studies have concluded that the negative elasticity between the interest
rate and aggregate investments is difﬁcult to ascertain and that the effect of
demand is much more important. ‘‘While there is clearly no uniformity in the
results and the role of shocks remains to be assessed, it appears to this author
that, on balance, the response of investment to price variables tends to be small
and unimportant relative to quantity variables,’’ (Chirinko, 1993).
Naturally there are many more theoretically important variables than the ones
listed above. However, these are considered as important aggregate series that
might have a signiﬁcant impact on the real estate market and could be used in
constructing the early real estate cycle indicator (RECI). One important
characteristic of the real estate cycle is that even though it ex ante is assumed to
be driven by the RBC, it is much more volatile than the RBC is. This depends in
large on the nature of real estate investments and construction cycles. From Exhibit
2 it can be seen that the construction cycle lags the real estate demand cycle. This
is a result of mainly two things: price elasticity of supply is not the same along
the path of real estate values and investment uncertainty. The ﬁrst part depends
on the ﬁrms’ proﬁt maximizing function, (pO), which is convex in the price of
output, pO. On the aggregate level for the entire economy this has important
implications. This means that as long as all suppliers are facing similar market
conditions (i.e., demand, prices of inputs etc.), they should also have similar
conditions supplying goods (i.e., new construction, to this market). On an
aggregate level, this implies that within a certain price range starting at 0, the
supply function is very inelastic and within a relatively small price range, becomesThe Use of the HP-filter  71
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very price elastic. Within the higher price range all suppliers can increase their
production signiﬁcantly. This itself should create a boom-and-bust development
in real estate values for a certain price range. The second factor, investment
uncertainty, strengthens this course of events by setting up additional supply
constraints in the form of reservation prices or threshold prices. The effect of
uncertainty on investment quantity and timing is well described in Dixit and
Pindyck’s (1994) seminal work. The investment and timing are solved by dynamic
programming techniques and/or contingent claims analysis. The main point in the
theory of investment uncertainty is that it creates a wedge in the investment
function, here the supply of new space. Since construction of new space is a
relatively time consuming process, which demands a large amount of capital, it
is associated with a greater risk. The future market price is more uncertain and
depends on the developments of all the economic factors affecting the demand.
Because of this uncertainty, there is a value of waiting to see how the market
conditions develop. Thus, there is an option value to wait. Taking account of
uncertainty, it can be shown that investment decisions based on the usual Net
Present Value (NPV) method are incorrect or at least not optimal. This idea is
illustrated in Exhibit 3 where the conventional NPV method is extended to account
for uncertainty.
Thus, since the future price is uncertain there is an option to await new
information. This behavior, of course, affects the aggregate supply of new space
and strengthens the boom-and-bust development or raises the amplitude of the real
estate cycle to that of the real business cycle. This idea incorporated into the
aggregate supply function is shown in Exhibit 4 and explains why the supply of
new space tends to be large once it starts.
The aggregate supply function shows why construction investments create a
volatile real estate cycle. There is no smooth supply of new space. Instead the72  Witkiewicz
Exhibit 4  Aggregate Supply of New Space
market is characterized by supply ‘‘shocks.’’ This happens when the price of space
(i.e., rents, reaches above the threshold price and the level that compensates the
contractor/supplier for uncertainty). After this price level is reached, only small
price increases are necessary for signiﬁcant increases in aggregate output. This is
often evident in an increased number of planned projects and project starts. At
the same time rents continue to increase and ﬁnally when this large supply reaches
the market, rents decrease again and may fall below the ‘‘uncertainty’’ range and
below the threshold price. These features are characteristic of the real estate values
cycle. The fact that construction takes time (i.e., there is a signiﬁcant lag from
the time of increases in demand till the time when new supply reaches the market),
also adds to this behavior. For example, in a study of Swedish construction
investments, Witkiewicz (1999) ﬁnds that at the aggregate level, the response
function of new construction to changes in demand (real GDP growth) has its
maximum at a lag of four years even though the supply starts at a lag of one year.
 Hodrick-Prescott Filter
Using non-structural approaches offers one important advantage. Since they are
not conditioned on an underlying structural model there is no need to explain the
observed cycle. The problem of measuring and explaining the cycle is thus
separated. A large body of research has been done within the area of applied
business cycle econometrics. Hodrick and Prescott (1980) studying the U.S.
business cycle introduced a ﬁlter-based method that has become very popular. The
HP-ﬁlter is a linear ﬁlter that decomposes a time series, yt, into a cyclical
component, yc
t, and a growth component, yg
t,The Use of the HP-filter  73
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cg y  y  y. (5) ttt
The method of the HP-ﬁlter is to minimize the variance of the cyclical component
subject to a penalty for the variation in the second difference of the growth
component. Thus, the method results in solving the following minimization
problem:
T
gT 1 g 2 ggg g 2 {y }  argmin [(y  y )  [(y  y )  (y  y )] ],  tt 0 tt t 1 tt t 1
t1
(6)
Where  smoothes the series by penalizing the growth component, The ﬁrst- g y . t
order condition for is given by: g yt
yt g y  , (7) t 24 [L (1  L)  1]
where L is the lag operator and the cyclical component  HP(L) yt is given by: c yt
24 L (1  L)
HP(L)  . (8) 24 L (1  L)  1
As  → , the growth component approaches a linear time trend.
In a study of business cycle approximations by applying the methodology to
different data-generating processes (DGP), Guay and St-Amant (1997) ﬁnd that
the HP-ﬁlter does relatively well in extracting business cycle frequencies of time
series whose spectra have a peak at those frequencies. However, there has been
some criticism concerning this approach. Among other things, it has been pointed
out that in the sense of minimizing the MSE, the ﬁlter is optimal only in special
cases and also that if the pre-ﬁltered series is ﬁrst-order integrated, the ﬁlter may
create artiﬁcial business cycles.2 Park (1996), shows that this potential problem
increases with the degree of integration. Ravn and Uhlig (1997) studying the
adjustments of the ﬁlter ﬁnd, however, that none of the shortcomings of the ﬁlter
pointed out in the literature is particularly compelling. They study how the ﬁlter
should be adjusted to the frequency of the data to accurately measure the business74  Witkiewicz
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time
cycle component. More precisely, they discuss the adjustment of the penalty
component . In the original article, Hodrick and Prescott consider quarterly data
being the standard frequency of economic time series and ﬁnd that for this
frequency the value of  should be 1600. The authors arrive at this value by
assuming that a 5% cyclical component is moderately large as is an eighth of 1%
change in the growth component. They then show that if the cycle component
and the second difference of the growth component were identically and
independently distributed normal variables with means zero, then  can be
interpreted as the variance of the cycle component divided by the variance of the
acceleration in the growth component (i.e., 52/(1/8)2  1600). Canova (1998)
suggests that economically the choice of   1600 reﬂects ones view of how long
business cycles should be and ﬁnds that choosing this value leaves in the data
cycles of average duration of four to six years. Nelson and Plosser (1982) ﬁnd
that the parameter should be in the range [(1/6), 1] and conclude that much of
the variability that the ﬁlter assigns to the cyclical component, is in fact a part c yt
of the trend component, . For data frequencies other than quarterly, the literature g yt
suggests a number of adjustment methods. For example, Backus and Kehoe (1992)
working with annual data use   100. This adjusting is done by multiplying the
standard value at quarterly frequencies, 1600, with the square of the value of
alternative frequencies. It appears that the main differences in the literature
concern  at frequencies other than quarterly. For example, Cooley and Ohanian
(1991) use a linear adjustment method, which for annual data gives   400.
Ravn and Uhlig suggest that the adjustment process between different data
frequencies should be multiplying  by the fourth power of the data frequency
ratio (i.e.,   6.25 for annual data).3 Exhibit 5 shows the implications of choosing
the different values for the penalty parameter. Like in the previous section, a
simulated AR(1)-process is used for illustrative purposes,   0.7 and  is i.i.d.
N(0,1).The Use of the HP-filter  75
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As was noted before and can also be seen from the Exhibit 5, when  →  the
growth component approaches a linear trend and the ﬂuctuation of the original
series are smoothed out. For the purposes of this study, using the HP-ﬁlter for
constructing RECIs, allowing the ﬁltered series to exhibit relatively more volatile




Data used in this study was collected from Statistics Sweden and from the Swedish
Construction Federation. Data for key variables: real GDP, disposable income,
household consumption expenditure and construction investments cover the period
from 1975 to 1999. The property return data, used to measure the real estate cycle,
was obtained from Aberdeen Celexa Property Investors Nordic Region and Alecta.
In this article only the component of change in value (CIV) is analyzed. This
selection is done on theoretical grounds. This study deﬁnes real estate as a real
economic production factor. Thus, the changes in the value that economic agents
would be willing to pay for a unit of real estate capital should depend on changes
of real variables in the economy. The yields are more comparable to dividends on
equity and bond yields. The yield should be more dependent on comparable
components of relative investments like equity and bonds.
Testing for Unit Roots
Following Park’s (1996) ﬁndings that the ﬁlter may create artiﬁcial cycles in the
case of integrated series and that this issue becomes more serious the higher the
order of integration, this section tests for the presence of unit roots, using both
the ADF-test (Augmented Dickey-Fuller) and the PP-test (Phillips-Perron). Both
the tests take presence of unit root as the null hypothesis. Again, consider the
AR(1)-process from Equation (1). In the case of 1 being equal to 1, the series
is a random walk and if 1 exceeds 1 in absolute terms, the series is explosive.
In both cases the series is not stationary. Therefore, the hypothesis of a stationary
series can be evaluated by testing whether the absolute value of 1 is strictly less
than one. This leads to testing the following: H0: 1  1 against the one-sided
alternative H1: 1  1. The test is carried out by estimating an equation with yt1
subtracted from both sides of the equation.
y  	  
 y  , (9) tt 1 t76  Witkiewicz








No constant, no trend
Real GDP
1.94 2.11 2.67 1.96 1.62
Household consumption 2.30 2.42 2.67 1.96 1.62
Disposable income 2.64 2.99 2.67 1.96 1.62
New construction 2.50 3.13 2.67 1.96 1.62
CIV ofﬁces 2.61 2.28 2.67 1.96 1.62
Constant, no trend
Real GDP 3.73 3.23 3.75 3.00 2.64
Household consumption 2.77 3.00 3.75 3.00 2.64
Disposable income 3.06 3.35 3.75 3.00 2.64
New construction 2.46 3.16 3.75 3.00 2.64
CIV ofﬁces 2.55 2.23 3.75 3.00 2.64
Constant and trend
Real GDP 3.67 3.20 4.42 3.62 3.25
Household consumption 2.75 2.91 4.42 3.62 3.25
Disposable income 2.96 3.24 4.42 3.62 3.25
New construction 2.49 3.09 4.42 3.62 3.25
CIV ofﬁces 2.45 2.18 4.42 3.62 3.25
Note: Bold numbers indicate conclusion of no unit root at the 5% signiﬁcance level.
Where 
  11 [in Equation (1) 	  0] and the null and alternative hypothesis
are H0: 
  0 and H1: 
  0. The ADF-test controls for higher order correlation
by adding lagged difference terms:
y  	  
 y   y    y  . (10) tt 11 t1 p1 tp1 t
The PP-test uses a similar approach to test for unit root, however, unlike the ADF-
test, the PP-test uses a non-parametric method to take account of higher order
serial correlation by correcting the t-Statistic. Exhibit 6 summarizes the results
using both the ADF and the PP tests. In both cases, the entire data sample between
1975–1999 was used and the series tested including both a constant and a trend.
The results from both of the tests are indicative of the characteristics that follow
from economic theory. At the 5% signiﬁcance level, the no constant, no trend
deﬁnition, gives satisfactory results of no unit root for all variables according to
the PP-test and all except for real GDP according to the ADF-test. There are alsoThe Use of the HP-filter  77
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a number of indications using the constant, no trend deﬁnition. Over a longer run,
the series would be expected to include a constant because the economy is growing
on average and does not ﬂuctuate around zero growth. However, the data covers
a period of exceptional macroeconomic volatility in the Swedish economy with
particularly the tax-reform of 1991 causing decreases in most macroeconomic
variables. In some cases, like in the case of new construction investments, this
had a signiﬁcantly negative impact. Also real GDP, disposable income and
household consumption expenditures were all affected negatively. The tests also
indicate that the variables that experienced the largest falls are those that show
more signiﬁcant results for the no constant, no trend deﬁnition. The other variables
show higher signiﬁcance for the constant, no trend deﬁnition, which is in line
with economic theory. Summing up the results of the tests, the presence of unit
roots does not seem to create severe restriction in the use of these series for the
purposes set out. Park (1996) points out that, when the ﬁlter is applied to stationary
series, the ﬁlter is symmetric and there is no creation of artiﬁcial cycles.
Construction of the RECI
As described above, there is a theoretical pattern according to which the real estate
cycle should develop, depending heavily on real GDP and on the construction of
new space. New supply in turn reaches the market only when both the threshold
price and the price range of uncertainty have been exceeded. This was expected
to be evident from the data. More precisely, what should be evident was a clear
lag of new construction to the driver variable, not the absolute market value of
real estate, which induces new supply. This is because the data is deﬁned as
percentage changes. The absolute level should also always be changing following
the general growth in the economy.
In a ﬁrst step the data has been normalized by the conventional method of
subtracting each observation from the series’ mean and dividing by the series’
standard deviation to take into account of the differences in volatility:
(S  S) ii N S  (11) i i
This transforms all the series to a common amplitude level. The normalized series
of real GDP, disposable income, household consumption expenditure along with
the HP(L) are shown in Exhibit 7.
As expected, all series follow a similar path. However, the time structure is
different and reveals a clear lead-lag relationship among the variables. This is
clearly seen for the real estate values, CIV ofﬁces and the aggregate production
(i.e., real GDP). There is also a clear pattern between real GDP and new
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theoretical discussion earlier. Also, according to the theoretical real estate cycle
in Exhibit 2, the RECI should incorporate components of demand and supply with
the cycle of real estate market values falling in between those two. The demand
component, or real estate cycle driver, is thus derived from the separate HP-ﬁltered
time series; the real GDP being the fundamental constituent. The supply
component is the HP-ﬁltered new construction investment variable. Exhibit 7
shows the cycles of real GDP, new construction and the real estate cycle.
As can be seen, the RBC and the real estate cycle (CIV ofﬁces) are highly
correlated; the correlation coefﬁcient is 0.878. However, during the period of late
1980s there is a clear divergence in the two series. The reason for the divergence
is in part the overheating of the Swedish economy that followed from overpriced
stocks and a general speculative investment behavior. The values of real estate in
all forms increased rapidly. The Swedish households’ economic wealth improved
as asset values increased, which led to extensive loan taking and further investment
in both the stock market and real estate. During this period, households’
expectations of further increases in asset values and accordingly the own economic
wealth, led to increased household expenditure, which was not fundamentally
substantiated by disposable incomes. This, together with other structural
shortcomings in the economy, created an economic bubble, which had widespread
effects. Increasing household consumption expenditure of course puts pressure on
the production process (i.e., increases the demand of all the factors of production
in the economy). Since the supply in the short-run is limited, increased demand
is noticeable though increased values. To take account of this course of events,
which could happen again, the cycle driver component is extended with the
household consumption expenditure and the disposable income variables. The
driver component is thus constructed according to the theoretical aggregate
production function in Equation (4) where real GDP is given explicitly in the
inverse function g(.), while household consumption expenditure and disposable80  Witkiewicz
Exhibit 9  Correlation Matrix of the HP(L) Series







CIV off 1.000 0.878 0.826 0.174 0.890
Real GDP 0.878 1.000 0.775 0.092 0.655
Household consumption 0.826 0.775 1.000 0.460 0.701
Disposable income 0.174 0.092 0.460 1.000 0.401
New construction 0.890 0.655 0.701 0.401 1.000
Note: Household consumption (h.c.); disposable income (d.i.); new construction (n.c.).
income are part of the variable set represented by the vector X. Exhibit 9 shows
the correlation matrix between the HP(L) series and Exhibit 10 shows how the
cycles are developing in time.
It is clear that the lag structure of the cycles do fall into the theoretical framework.
The driver component is leading the supply cycle of new space with the real estate
value cycle falling in between those two, stronger in the latter part of the sample.
Combining the demand and supply components result in the total theoretical real
estate cycle indicator (RECI). More formally, RECI is a function of the separate
HP-ﬁltered series:
RECI  ƒ(HP(L))  w
 L, (12) tt
Where w  [w1, w2, ..., wN]
 is a row vector of weights and is a column
L1
L2 L   
LN
vector of the HP-ﬁltered series. In Exhibit 11, four different constructed RECIs
are presented along with the real estate cycle. In both cases the ﬁltered series have
been assigned equal weights. In the case of RECI 1, the cycle driver component
is constructed using real GDP and household consumption expenditure, while for
RECI 2 disposable income has been subtracted from household consumption
expenditure, accounting for the economic bubble. In the second part of the exhibit,
the supply component has been lagged one period, RECI 3, and two periods,
RECI 4. This is done to account for the contract structure on the rental market.
In Sweden, rental structure is dominated by three-year contracts. This implies that
after one period, approximately two-thirds of the rents have been renegotiated andThe Use of the HP-filter  81
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Exhibit 12  Correlation Matrix for the RECIs
REC REC 1 REC 2 REC 3 REC 4 REC 5
REC 1.000 0.972 0.955 0.979 0.988 0.985
REC 1 0.972 1.000 0.954 0.972 0.971 0.950
REC 2 0.955 0.954 1.000 0.992 0.975 0.961
REC 3 0.979 0.972 0.992 1.000 0.997 0.979
REC 4 0.988 0.971 0.975 0.994 1.000 0.997
REC 5 0.985 0.950 0.961 0.979 0.991 1.000
Note:I nRECI 5, the supply component has been lagged three periods for comparison.
a large share of the agents have adjusted to the new market conditions, while after
two periods the entire adjustment process has been completed. This adjustment
process is of course dynamic and ongoing. However, this element was expected
to be noticeable. Exhibit 12 presents the correlation matrix for the different RECIs.
RECI 5 is constructed for illustrative purposes. Here the supply component has
been lagged three periods and as expected, the correlation is somewhat lower than
for RECI 4. Thus, the time structure of the different components can be adjusted
on theoretical grounds.
The methodology for constructing the RECI used above involved a ﬁrst step of
normalizing the variables. However, the RECI could also be constructed without
the normalizing step. Instead, the variables of interest are summarized in their
functional form before the HP-ﬁlter is applied. Figure 3.6 illustrates the RECI
constructed without the normalizing step, RECI 6, along with the actual real
estate cycle. Here, the RECI is:




V2 Where w  [w , w , ..., w ]
 is the row vector of weights and V  12 N  
VN
column vector of the variables.
The correlation coefﬁcient for RECI 6 is 0.974, which is also very high.
To be able to use the signals that the RECI gives and to base investment decisions
on this information, one has to test for the validity of the signals. Here the interestThe Use of the HP-filter  83
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was not to test the RECI in terms of regression, but more its use as a timing tool
(i.e., the interest was in ﬁnding out if the RECI properly captured the turning
points in the real estate cycle). Therefore, the two functions, the real estate cycle
and the RECI, were tested to see whether they have local maximum and local
minimum at the same time periods.4 This would be ideal to give proper signals
for strategic investments. Exhibit 14 shows the periods during which the real estate
cycle was at its peak and trough along with the different RECIs.
During the peak phase, where the actual real estate cycle had a peak in 1987, all
the RECIs showed a local maximum in this year, except for RECI 2, which had
a maximum in 1986. During the trough phase, the actual real estate cycle had a
bottom in 1992. This was accurately signaled by all RECIs except for RECI 1
and RECI 6, which had a local minimum in 1993. RECI 3 and RECI 4 are the
only ones that in both cases accurately signal the changes in the cycle. However,
all perform well in signaling the changes, and none diverges from the cycle by
more than one year.
Sensitivity Analysis
It is interesting to study the behavior of the ﬁlter when subjected to external
shocks. This is important as economic activity experiences shocks that alter the
expected values of relevant variables. Economic forecasts are very difﬁcult.
However, at the aggregate level, the forecasts are usually not very different from
the actual outcomes. One can also use the market consensus forecasts, which are
the general opinions of many different forecasters. The divergence of the
forecasted values from the actual outcomes, are often only a few tenths of a
percent and rarely as large as 1%. However, even though such small changes rarely
cause revision of investment plans and strategies, it is important to understand
how such divergences affect the HP-ﬁlter. The sensitivity analysis is carried out
from a static starting point. Static in the sense that a time series was adopted that84  Witkiewicz
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always has a value of 2.5. This value is generally viewed as the potential long-
term growth in the Swedish economy and since it has already shown that real
GDP is an important component of the RECI, it is interesting to use it as the
starting point. The long-term growth series is subjected to shocks of up to one
percent by increments of 0.1%. This can be viewed as the divergence between the
forecasted and the actual values. The second step is to apply the HP-ﬁlter to the
shocked series and to study the change from the starting point of 2.5. For the
static series that is used as the reference period, the HP-ﬁlter takes the value of
2.5 at every time period. Thus, the percentage change in the value of the shocked
HP-ﬁltered series to the reference value of 2.5 at the point of the shock was
measured. Exhibit 15 shows how the series react when subjected to the shocks.
Exhibit 16 summarizes the results.The Use of the HP-filter  85
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Exhibit 16  Sensitivity of the HP-ﬁlter with Increments of 0.1%
S* HP(L)* %S*% HP(L)*
2.500 2.500 0.000 0.000
2.600 2.524 0.040 0.009
2.700 2.547 0.080 0.019
2.800 2.571 0.120 0.028
2.900 2.595 0.160 0.038
3.000 2.618 0.200 0.047
3.100 2.642 0.240 0.057
3.200 2.666 0.280 0.066
3.300 2.689 3.320 0.076
3.400 2.713 0.360 0.085
3.500 2.736 0.400 0.095
Notes: *S is the value of preﬁltered series; HP(L) is the value of HP-ﬁltered series.
As the results show, at the starting point of 2.5, the percentage change in the HP-
ﬁltered series is always 0.237 of the percentage change in the pre-ﬁltered series.
The changes are overall very small. At the lowest level, a change of 4% results
in a change in the ﬁltered value of less than 1%, and at the highest level where
the shock changes the original value by 40%, the resulting change is some 9.5%.86  Witkiewicz
This analysis shows that even relatively large changes in the original values of
the variables cause relatively small changes in the ﬁltered values. The RECI is
therefore not expected to change signiﬁcantly even if the forecasted values diverge
from the true values. Also if the RECI is a composite indicator, as in this case,
one would expect the forecasts to be distributed randomly around the true values
of the variables entering the function. This too should reduce the margin of error
and consequently the probability of erroneous direction implied by the indicator.
 Conclusion
The use of the HP-ﬁlter has been extensive in studies of real business cycles. Even
though this method of separating the trend component from the cyclical
component in a time series has been criticized by some authors, there is also a
body of literature that dismisses the criticism and ﬁnds it exaggerated. However,
according to Ravn and Uhlig’s (1997) ﬁndings, the smoothing parameter should
be adjusted in a different way than suggested by HP in their original study. This
affects the trend component of the ﬁlter.
This study uses HP’s non-structural method of trend separation to identify cycles
in the real estate market and to construct real estate cycle indicators (RECI).
Proper identiﬁcation of real estate cycles and the turning points is of crucial
importance for institutional investors such as pension funds and insurance
companies, both of which have large real estate portfolios. This article develops
a methodology for constructing such early warning indicators for the Swedish real
estate market. The ﬁndings indicate that the HP-ﬁlter offers a means for
constructing such indicators and for correctly identifying the turning points, which
are in large dependent on the real business cycle. Short-term deviations from the
cycle will be present, however, after identifying the cycle component, a long-term
investment strategy can be developed and implemented. Since real estate
investments usually are of a long-term nature, the methodology developed here
could present investors with a basis for strategic planning. This, of course, has
also implications for global real estate investors in deciding long-term global
strategies. In this case, investors could time their investments accordingly to
achieve an improved long-term return. By applying this methodology to global
real estate markets, international investors should be able to better identify the
optimal timing for switching between different markets if such indications are
given.
 Endnotes
1 In Sweden, Konjunkturinstitutet (National Institute of Economic Research) publish the
indicators for Sweden. In the U.S., this information is published by the Bureau of
Economic Analysis (part of the U.S. Department of Commerce). The OECD publishes
the data for member countries.The Use of the HP-filter  87
JRER  Vol. 23  Nos. 1/2 – 2002
2 Mean Square Error, where is the estimate of the true
T
cs c 2 c MSE  (1/T)( ˆ y  y ), y  tt t
t1
value.
3 f  ƒ
4s where ƒ is the frequency relative to quarterly data, 4 the power of adjustment
and s is the standard value, 1600. Following this method gives; 0.25  0.25
4(1600) 
6.25 for annual data.
4 The local points could of course at the same time be global points. However, for purpose
of this study such distinctions are not necessary.
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