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Abstract
We derive, from first principles, the complete Luttinger liquid theory of
abelian quantum Hall edge states. This theory includes the effects of disorder
and Coulomb interactions as well as the coupling to external electromagnetic
fields. We introduce a theory of spatially separated (individually conserved)
edge modes, find an enlarged dual symmetry and obtain a complete classifica-
tion of quasiparticle operators and tunneling exponents. The chiral anomaly
on the edge and Laughlin’s gauge argument are used to obtain unambigu-
ously the Hall conductance. In resolving the problem of counter flowing edge
modes, we find that the long range Coulomb interactions play a fundamental
role. In order to set up a theory for arbitrary filling fractions ν we use the
idea of a two dimensional network of percolating edge modes. We derive an
effective, single mode Luttinger liquid theory for tunneling processes into the
quantum Hall edge which yields a continuous tunneling exponent 1/ν. The
network approach is also used to re-derive the instanton vacuum or Q-theory
for the plateau transitions.
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I. INTRODUCTION
Many of the unusual aspects of both integral and fractional quantum Hall states can
be understood from the properties of the excitations at the sample edge. Effective theories
for edge excitations take the form of a chiral Fermi liquid in the integral regime or a chiral
Luttinger liquid1 in the fractional regime. These theories are simple examples of so-called
conformal field theories that are commonly used as a computational scheme for physical
processes such as tunneling into the quantum Hall edge states.2–5 They also provide an
2
interesting model system for exploring the thermodynamic consequences of quasiparticle
excitations with unusual statistics (exclusion statistics).6
The standard Luttinger liquid approach to the quantum Hall edge has remained largely
phenomenological and ad hoc in nature. It reflects the idealized properties of ”pure” Laugh-
lin states7 that are characterized by an energy gap and therefore, the analysis is limited
to a set of special filling fractions only. But even within its limited range of validity it is
not clear how to deal with the fundamental aspects of disorder. For example, controversial
issues have arisen regarding the Hall conductance of more complicated states that have edge
channels of opposite chirality.8,9 Moreover, the lack of a microscopic theory of the fqHe has
led to serious discrepancies between experiments on edge tunneling5 on the one hand and
the Luttinger liquid approach to the quantum Hall edge on the other.
One of the main objectives of the present work is to derive, from first principles, the
complete Luttinger liquid theory for abelian quantum Hall states. In our approach to the
problem, the physics of the edge appears as an exactly solvable, strong coupling limit of a
more general theory for arbitrary filling fractions that deals simultaneously with disorder
effects and the Coulomb interactions. In a recent series of articles10–12, hereafter referred
to as [I], [II] and [III], we have laid the foundation for such a unifying theory. The basic
starting point is the Finkelstein sigma model theory (Q theory) for localization and inter-
action effects.13 The fundamental principle underlying the unification of compressible and
incompressible quantum Hall states is the so-called instanton vacuum, a topological concept
in quantum field theory that was discovered earlier by one of us in the context of the free
electron localization theory.14
In [III] we established the relation between the instanton vacuum or Q-field approach
to the iqHe and and the theory of chiral edge bosons. In this paper we build on these results
and extend the theory to include the fractional effect. For this purpose, we shall employ
the idea of flux attachment15 by coupling the Q-field theory to the Chern-Simons statistical
gauge fields.16,17 Flux attachment transformations have been applied several times before
and with different physical objectives.18–23 A new ingredient of the present work is that our
detailed knowledge of the integral quantum Hall edge can now be ”mapped” directly onto a
complete Luttinger liquid theory of the fractional quantum Hall edge. Mathematically, this
”mapping” is accomplished by integrating out the Chern-Simons gauge fields over the entire
two dimensional plane while confining the electronic degrees of freedom to the half plane.
This procedure then leads to the familiar K-matrix structure of the edge excitations.24–27,1
As a major advancement, however, we shall point out that the flux attachment procedure
also provides a simple geometrical interpretation of duality transformations28 that invert the
K-matrix (compactification radius) of the Luttinger liquid edge excitations.
In order to facilitate an analysis of slowly varying potential fluctuations, we introduced
in [III] the concept of ”spatially separated edge modes”. We argued that smooth potential
fluctuations near the sample edge decompose the multiple (iqHe) edge states into physically
distinguishable and separately conserved edge modes. Since in our theory of the dirty, sharp
edge the various edge modes are assumed to scatter strongly amongst each other, it is a
priori not entirely obvious whether the concept of spatially separated edge modes ”maps”
onto a physically equivalent fractionally quantum Hall state under the flux attachment
transformation. This problem is closely related to the problem of counter flowing edge
modes and to a number of puzzles29,30 that recently arose in the context of the conventional
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K-matrix approach.
By extending the flux attachment transformation to include the case of widely separated
edge modes we obtain a rich structure of decomposed fractional quantum Hall edge states
which is reminiscent of the picture of multiple condensates in the hierarchy theory of the
fqHe.31–33 The Luttinger liquid theory for spatially separated edge modes has quite interest-
ing pictorial aspects. In this case we find an enlarged dual symmetry of abelian quantum Hall
states. We employ the enlarged dual symmetry in order to derive a complete classification
of operators for fractionally charged edge excitations as well as tunneling amplitudes.
In the limit of long wavelengths (i.e. for distances large compared to the spatial sep-
aration between the edge modes) our theory of separated edge modes reduces in effect to
a Luttinger liquid theory of a sharp, clean edge. We next use our explicit results for the
”clean” and ”dirty” edges to show that they describe identical physics in the limit of large
length scales. This not only means that the fractional quantum hall conductance is the
same in both cases, but also identical amplitudes are obtained for the tunneling of electrons
and quasiparticles. For incompressible states with only chiral edge modes these results are
precisely what one would naively expect. For more complicated states with both chiral and
anti-chiral components present, however, our theory is quite different from the approaches
that have been pursued previously.
In view of the fact that the Luttinger liquid theory of the quantum Hall edge has al-
ready been extensively investigated following the phenomenological theory of Wen1, it may
be helpful to stress some of the main differences between the standard approach and the
development of a microscopic theory of the edge as pursued in this paper.
First, our edge theory is coupled to the external electromagnetic field throughout the
derivation. This obviously has considerable technical as well as conceptual advantages. For
example, the appearance of the so-called chiral anomaly28,34 plays a crucial role in relating
the Hall conductance as an edge phenomenon unambiguously to the Hall conductance as
a bulk phenomenon. In this way we avoid mistakes in applying ad hoc pictures like the
Landauer-Bu¨ttiker formalism.8 The chiral anomaly also provides an explicit demonstration
of Laughlin’s gauge argument35 and it plays an important role in identifying the fractionally
charged edge excitations in more complex situations.
Secondly, the Chern-Simons mapping or flux attachment procedure is ill-defined in the
absence of long range interactions between the particles. For example, without the Coulomb
interactions being present, the Hamiltonian for counter flowing edge modes would become
unbounded from below. The fundamental significance of long range interactions is neces-
sarily overlooked in the phenomenological approach, where one is free to choose boundary
conditions (velocities) and bounded Hamiltonians even for noninteracting particles. The fact
that long range Coulomb interactions are needed for a proper CS transformation is related
to the central role that they play in the F -invariance of the Q-field theory.
Thirdly, there is a difference in the way that quasiparticle operators and tunneling ex-
ponents are obtained. We shall show that the flux attachment procedure leaves no room
for ambiguities, since it directly maps the electron operators of the integral quantum Hall
edge into quasiparticle operators of the fractional quantum Hall edge. This procedure dis-
criminates between opposite sides of an edge, thus giving a novel, geometrical interpretation
to fractionally charge edge excitations. Physically this means that tunneling processes are
described by different particles with different charge and statistics, depending on whether
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one tunnels, say, through the vacuum or through the incompressible quantum Hall state.
Finally, our velocity matrix is diagonal simultaneously with K. Since impurities have
been dealt with in the first stages of our derivation, they do not make a second appearance
in the form of inter-channel scattering of chiral bosons. Consequently, the calculation of
quasiparticle and tunneling operators is not plagued by the kind of non-universalities found
by8,9 for counter flowing charged and neutral modes.
In the second part of this paper we embark on the more general problem of arbitrary filling
fractions in the fractional quantum Hall regime. We mentioned earlier that our Luttinger
liquid theory of edge modes merely describes the strong coupling asymptotics of a unifying
theory for arbitrary filling fractions. A complete understanding of this theory is beyond
the scope of the present work since it involves a general scaling scenario between extreme
physical states that can rarely be followed in a single experiment. If one limits oneself
to realistic quantum Hall conditions then a two dimensional, percolating network of edge
modes presumably is the appropriate starting point for an analysis of continuously varying
filling fractions. Our theory of spatially separated edge modes enables us to formulate
such a percolating network, similar to what was introduced previously in the context of the
integral quantum Hall regime. In fact, most of the analysis previously done for integral
quantum Hall states can be directly ”mapped”, under the flux attachment transformation,
onto the fractional quantum Hall regime. More specifically, the results obtained for the filling
fractions varying between m and m+1 in the integral regime transform, under an attachment
of 2p flux quanta per electron, into equivalent statements made on filling fractions varying
between νm and νm+1 in the fractional regime. Here, νm =m/(2pm+1) denotes the Jain
series. Our percolating network of edge modes explains two fundamentally distinct aspects
of the fractional quantum Hall regime that cannot be obtained from the theory of Laughlin
states or isolated edge excitations alone. These fundamental aspects are easily recognized
experimentally. In particular, the plateau features that are usually observed on the Hall
conductance with varying filling fraction ν are clearly not seen in the recent experiments
on electron tunneling5 into the quantum Hall edge. The presence or absence of plateau
features with varying ν clearly demonstrates the fundamental differences in transport and
equilibrium properties of the electron gas.
Following [III] we use the idea of percolating edge states and derive an ”effective” Lut-
tinger liquid theory for tunneling processes into the fractional quantum Hall edge. Here,
the main idea is that the long range Coulomb interactions between the edge and the lo-
calized bulk orbitals give rise to an effective, chiral action of edge excitations in which the
neutral modes are strongly suppressed. Only the charged mode contributes to the tunneling
processes and the effective Luttinger liquid parameter varies continuously with the filling
fraction ν. This yields a tunneling exponent 1/ν in accordance with experiments.
The plateau features in the Hall conductance are explained by the localization of quasi-
particles in the bulk and this demands a totally different theory of plateau transitions. We
shall employ the percolating network model and briefly derive the Q-field theory for local-
ization and interaction effects. The results indicate that the critical aspects of the plateau
transitions are quite generally the same for both the integral and fractional regime, inde-
pendent of the type of disorder (long range vs. short range). However, our results do not
exhibit the Sl(2,Z) symmetry that has been proposed and advocated in36–38. This symmetry,
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therefore, has no microscopic justification and it does not appear as a fundamental (dual)
symmetry of the quantum phase transition.
The organization of this paper is as follows. In Section II we describe the details of the
flux attachment transformation for the disordered edge. The Q-field or instanton vacuum
representation and the equivalent chiral boson theory for the integral quantum Hall regime
are reviewed in Section IIA. In Section IIB we introduce the Chern Simons statistical gauge
fields and, by integrating them out, obtain the complete theory for fractional quantum Hall
edges. The most important results are summarized by the boson actions of Eqs. (2.17) and
(2.22). These include the effects of the Coulomb interaction as well as the coupling of the
theory to external electromagnetic fields. Some comments on the problem of counter flowing
edge modes are presented in Section IIB 4.
In section III we extend the Chern Simons mapping of the disordered edge to include
the electron operators and tunneling exponents. We reproduce the Kane-Fisher-Polchinski
results9 for the tunneling exponents and show the geometrical structure of duality.
In Section IV we introduce the concept of spatially separated edge channels and repeat
the various steps of flux attachment. A complete set of tunneling exponents is given in
(4.5). Section IVB deals with the subject of enlarged duality. In Section IVC we compare
the Luttinger liquid theory of spatially separated edge modes with theory of the dirty edge.
In Section IVD we derive the operators for the Laughlin quasiparticles.
In Section V we apply the idea of percolating edge modes and derive an effective Luttinger
liquid theory for tunneling processes away from the special filling fractions.
Section VI is devoted to the Q-theory of the plateau transitions and in Section VII we
conclude with a summary of the results.
II. FQHE CHIRAL BOSONS ON A SHARP EDGE
A. Interacting chiral edge bosons for the integer effect
1. Q fields at the edge
In [I-III] we derived the Finkelstein sigma model (Q field) action for disordered, inter-
acting 2D electrons in a strong magnetic field. Specializing to the case where the chemical
potential µ lies in an energy gap between two Landau bands, the action reduces to a theory
for edge excitations alone. A detailed understanding of the dynamics of edge excitations is
important since it provides invaluable information on the topological concept of an instanton
vacuum in strong coupling.
In [III] we presented a detailed derivation of the complete ”edge” theory coupled to
an external electromagnetic field Aµ. Since we are dealing with an exactly soluble, strong
coupling limit of an otherwise extremely non-trivial theory we shall proceed by summarizing
the results. We refer to [I-III] for a detailed discussion on symmetries, gauge invariance etc.
In terms of the matrix field variables Qαβnm the edge theory can be expressed as follows
Seff [Q,A] = mStop[Q] +
im
4π
[∑
α
∫
(Aeff)α ∧ d(Aeff)α − β∑
nα
∮
dx (Ax)
α
−n(A
eff
c )
α
n
]
6
+ mπ
4βvd
SF[Q]− mπ4β
∑
nα
∫
dkx
veff (kx)
[
tr Iα−nQ− βπ (Aeffc )αn
] [
tr IαnQ− βπ (Aeffc )α−n
]
+β
2
(m
2π
)2
∑
nα
∫
d2xd2x′ Bαn (~x)U(~x − ~x′)Bα−n(~x′). (2.1)
Here, m denotes the integer filling fraction and Stop stands for the topological term
Stop[Q] =
1
8
∫
d2x εijtr Q∂iQ∂jQ (2.2)
which can also be written as an integral over the sample edge. The SF stands for the one
dimensional Finkelstein action
SF[Q] =
∮
dx
[∑
nα
tr IαnQtr I
α
−nQ+ 4tr ηQ
]
. (2.3)
The explanation of the remaining symbols is as follows. The indices α, β denote replica
channels, the n are Matsubara frequency indices and B is the magnetic field. The inverse
temperature (kBT )
−1 is written as β. The matrix η is given by ηαβkl =δ
αβδklk.
We have taken the line y=0 as the sample’s edge and the half-plane y> 0 as the bulk.
The integral
∮
dx denotes integration over the edge and
∫
d2x should be read as an integral
over the upper half-plane. The integral containing the “wedge” notation is defined according
to ∫
A ∧ dA :=
∫ β
0
dτ
∫ ∞
−∞
dx
∫ ∞
0
dy εαβγAα∂βAγ, (2.4)
where the coordinate x0 denotes the imaginary time τ . All the fields that we work with in
this paper have bosonic (periodic) boundary conditions in the imaginary time coordinate τ .
We work in units where h¯= e= 1, and all lengths are expressed in terms of the magnetic
length ℓ=
√
2h¯/eB. The superscript eff indicates that the scalar potential A0 has acquired
a contribution from the Coulomb interactions,
Aeffj = Aj ; A
eff
0 (~x) = A0(~x) +
im
2π
∫
d2x′ U(~x− ~x′)B(~x′). (2.5)
The subscript ‘c’ denotes a chiral direction with an extra interaction term,
Ac = A0 − iveffAx ; ∂c = ∂0 − iveff∂x
veff(kx) = vd +
m√
2π
U(kx) ; vd = m/(2πρedge) (2.6)
where ρedge is the density of states at the edge. The U(~x−~x′) is the Coulomb interaction, pro-
portional to |~x−~x′|−1. The restriction of this interaction to the edge is given (in momentum
space) by U(kx)=
1√
2π
∫
dky U(~k).
2. Chiral edge bosons
After these preliminaries we quote a completely equivalent but much simpler theory for
edge dynamics which is expressed in terms of chiral edge boson fields φi with the index i
running from 1 to |m|. In [III] we obtained the complete chiral boson action as follows
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Schiral =
i
4π
sgn(m)
|m|∑
i=1
[∫
A ∧ dA−
∮
(DxϕiD−ϕi − Exϕi)
]
(2.7)
−1
2
( 1
2π
)2
|m|∑
i,j=1
∫
∞
dτd2xd2x′ U(~x− ~x′) ∇×[θ(y) ~Dϕi(~x)] ∇′×[θ(y′) ~Dϕj(~x′)].
Here the covariant derivative is defined as Dµϕ=∂µϕ−Aµ. The θ is the Heaviside step func-
tion and D−ϕ=D0ϕ−ivdDxϕ. We use the shorthand notation
∮
for
∫ β
0 dτ
∮
dx . Notice that
there are no ‘effective’ quantities in (2.7); The Coulomb interaction is completely contained
in the last term. The charge density is given by m
2π
[B+ δ(y)|m|−1∑iDxϕi]. Notice also that
we have written a two-dimensional integral containing ϕi, even though the boson fields only
exist on the edge. This is not a problem, since the ϕi only get evaluated at the edge.
The equivalent theories of edge dynamics, (2.1) and (2.7), provide an important tool for
investigating the problem of ”long range potential fluctuations” in quantum Hall systems.
For example, in [III] we introduced a 2D network of percolating edge modes as a model for
long range potentials and arbitrary filling fractions ν. It was shown that tunneling processes
at the quantum Hall edge are conveniently described by an effective theory of chiral edge
bosons. The physics of the plateau transitions, on the other hand, is completely different
and the original instanton vacuum or Q theory can be re-derived from the network model,
starting from (2.1).
The Chern Simons mapping, described below, proceeds entirely in terms of the chiral
boson version (2.7). We return to the Q fields in Section VI where we embark on the subject
of the plateau transitions.
B. The fractional effect
1. Composite fermions
In writing (2.7), we have included the possibility of m being negative. The reason for
this is that we want to be able to perform Jain’s composite fermion mapping15, which relates
integer filling m to fractional values ν, in such a way that the electron and the composite
fermion experience magnetic fields of opposite sign. We use a convention in which ν is
always positive and the magnetic field of the filling fraction ν sample points in the positive
z direction. Since particle densities are positive, we then have to allow negative m.
We implement the composite fermion picture in the standard way by introducing statis-
tical gauge fields aµ. The action for the aµ has the form of a Chern-Simons action
16,17 and
our starting point can be written as
S = Schiral[ϕi, A+ a] +
i
4π
· 1
2p
∫
∞
a ∧ da (2.8)
with Schiral given by (2.7). Here p is a positive integer and the subscript ∞ denotes that the
spatial integral is over the whole xy-plane instead of just the upper half.
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FIGURES
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FIG. 1. Equivalence between filling fraction 2/3 of electrons coupled to a CS gauge field (left)
and filling−2 in mean field theory (right). Arrows denote flux quanta. The dots represent electrons.
Several remarks should be added to this result. First of all, the theory of (2.8) does not
contain the zero frequency modes and it really stands for the fluctuations about the Chern
Simons mean field theory. As a result, the Schiral in (2.8) is defined for an effective magnetic
field Beff resulting from a “smearing out” of the statistical fluxes. It is given by [I]
Beff=B−2pne, (2.9)
with ne the electron density. The 2p, on a mean field level, stands for the number of
elementary flux quanta attached to each electron. The only effect of (2.8) is that the integer
filling fraction m now refers to composite fermions rather than electrons. The true filling
fraction ν of the electron gas is related to m in the following way,
ν =
m
2pm+ 1
, (2.10)
where m can be negative if the signs of B and Beff are not the same. As an illustration we
show in Fig. 1 that the ν=2/3 state is equivalent to integer filling m=−2 at a mean field
level if two flux quanta per electron are applied.
Secondly, it is important to stress that the statistical gauge fields aµ are defined over
the entire plane. The electronic part Schiral is restricted to the half plane and this, properly
regarded, is the result of a confining potential added to the electron gas.
Keeping these preliminary remarks in mind we next turn to the problem of the Chern
Simons fluctuating gauge fields.
2. Integrating out the CS fluctuations
We note that the action can be written in such a way that a−(=a0−ivdax), the component
in the “preferred” chiral direction, evidently multiplies a constraint,
S = i
4π
[
1
2p
∫
∞
(2a−∇×~a− ~a×∂−~a) (2.11)
+sgn(m)
|m|∑
i=1
∫
∞
(
2D−ϕi∇×[θ(y) ~Dϕi]− θ(y) ~Dϕi×∂− ~Dϕi
)
−1
2
( 1
2π
)2
|m|∑
i,j=1
∫
∞
U(~x− ~x′) ∇×[θ(y) ~Dϕi(~x)] ∇′×[θ(y′) ~Dϕj(~x′)].
9
Here D is defined as a covariant derivative containing both gauge fields, Dµϕi = ∂µϕi−Aµ−
aµ. The remarkable thing about (2.11) is that the action for the edge bosons is completely
contained in bulk integrals. Derivatives of the step functions with respect to the y coordinate
lead to the edge terms in (2.7). The constraint multiplied by a− is given by
0 = ∇×
[
~a− 2p sgn(m)θ(y)∑
i
~Dϕi
]
(2.12)
with general solution
~a =
2p
2pmθ(y) + 1
sgn(m)
[
θ(y)
∑
i
~Dϕi +∇Ω
]
(2.13)
where Ω is an arbitrary function. Substitution of (2.13) into what remains of (2.11) after
integration of a− yields an expression containing only the following linear combinations
ϕ˜i :=ϕi−2p sgn(m)Ω. (2.14)
The mapped action has a form similar to (2.11),
S = i
4π
∑
ij
[
δij sgn(m)− 2p νm
] ∫
∞
(
2D−ϕ˜i∇×[θ(y) ~Dϕ˜j ]− θ(y) ~Dϕ˜i×∂− ~Dϕ˜j
)
−1
2
( ν
2πm
)2
∑
ij
∫
∞
U(~x− ~x′) ∇×[θ(y) ~Dϕ˜i(~x)] ∇′×[θ(y′) ~Dϕ˜j(~x′)]. (2.15)
See appendix A for the explicit calculation. In the expression [· · ·] we recognize the inverse
of the coupling matrix (“K-matrix”) that was obtained in Chern-Simons theories,24–27,39
Kij = δij sgn(m) + 2p. (2.16)
Bringing the action (2.15) into the form (2.7) we obtain
S = iν
4π
∫
A ∧ dA− i
4π
∑
ij
(K−1)ij
∮
(Dxϕ˜iD−ϕ˜j − ϕ˜iEx)
−1
2
( ν
2πm
)2
∑
ij
∫
∞
U(~x− ~x′) ∇×[θ(y) ~Dϕ˜i(~x)] ∇′×[θ(y′) ~Dϕ˜j(~x′)]. (2.17)
Eq. (2.17) is the main result of this chapter. Even though bits and pieces of this action,
such as the coupling of ϕ˜ to the gauge field28, have appeared in the literature before and
the K-matrix structure is wholly familiar, our complete theory is new, as many aspects of
the impurity problem were previously not understood.
The Hall conductance on the edge can unambiguously be determined from (2.17) by
using the chiral anomaly.28,34 The chiral anomaly enables us to use Laughlin’s flux argument
on the edge, since it relates the divergence of the edge current to the electric field parallel
to the edge,
∂µJ
µ
edge = − 12πσHEx ; Jµedge = δSδAµ
∣∣∣
edge
. (2.18)
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In this way we easily obtain that the Hall conductance on the edge σH is equal to ν, as it
should be.
In order to make contact with phenomenological models1, we mention that we can write
down a bulk Chern-Simons action that is completely equivalent to (2.17). The electronic
degrees of freedom are contained in fields gi that act as potentials for the current,
S = i
4π
|m|∑
ij=1
(K−1)ij
[
−
∫
gi ∧ dgj + 2
∫
gi ∧ dAeff
]
+ ν
2
8π2
∫
U(~x− ~x′)B(~x)B(~x′). (2.19)
The gi satisfy the following gauge fixing constraint at the edge

gi−(kx)− i m√2πU(kx)
|m|∑
a=1
gax(kx)


edge
= 0. (2.20)
The free part of (2.19) is known from the work of Wen1. However, lacking a microscopic
edge theory, the full details of the interactions were unknown.
3. Charged and neutral modes
Diagonalization of the K-matrix yields one charged mode and |m| − 1 neutral modes.
The charged mode Γ is given by
Γ = 1|m|
∑
i
ϕ˜i (2.21)
where the normalization has been chosen such that Γ has unit charge. A possible choice of
basis for the neutral modes ga is
ga =
1
a
a∑
k=1
ϕ˜k − ϕ˜a+1 a = 1, · · · , |m| − 1 (2.22)
ϕ˜k = Γ− k−1k gk−1 +
|m|−1∑
a=k
1
a+1
ga.
The Jacobian of the transformation from the ϕ˜i to the modes (2.21, 2.22) is unity. In
diagonalized form the action reads
S = iν
4π
[∫
A ∧ dA−
∮
(DxΓD−Γ− ΓEx)
]
− i
4π
sgn(m)
|m|−1∑
a=1
a
a+1
∮
∂xga∂−ga
−1
2
( ν
2π
)2
∫
∞
U(~x− ~x′) ∇×[θ(y) ~DΓ(~x)] ∇′×[θ(y′) ~DΓ(~x′)]. (2.23)
Naturally, the charged mode is the only one coupling to Aµ and feeling interactions.
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4. (In)stability of counter-flowing channels
Here we make an important observation which has been missed in the literature, namely
that for the noninteracting case or for short-range interactions the Chern-Simons mapping
is ill-defined at negative m. In order to see this, we look at the Hamiltonian for the charged
mode corresponding to (2.23) in the absence of Coulomb interactions,
H
(free)
Γ =
vdν
4π
∮
dx (DxΓ)
2. (2.24)
Recall that vd is defined as m/(2πρedge) and that ν > 0. Hence, for negative m the free
Hamiltonian is unbounded from below! The Coulomb interactions cure this situation by
adding an extra term to the edge Hamiltonian,
Hc =
1
2
( ν
2π
)2
∮
dxdx′ U(x, x′)DxΓ(x)DxΓ(x′) (2.25)
effectively changing the velocity vd to
v˜(kx) = vd +
ν√
2π
U(kx) , U(kx) ∝ ln(kx) (2.26)
For low momenta the logarithm in v˜(kx) is dominant, ensuring that the effective velocity v˜
is positive even if vd < 0 and thereby yielding a bounded Hamiltonian. We conclude that
the long range Coulomb interactions are actually needed in order for the Chern-Simons
mapping to be well defined. A similar situation occurs in the bulk theory with half integer
filling fraction [I] where in the absence of long range interactions the CS procedure gives rise
to a divergent quasiparticle d.o.s.
III. TUNNELING DENSITY OF STATES
A. The integer case
In [III] we obtained the following results for the IQHE. In theQ-field theory, the tunneling
d.o.s. for tunneling electrons from a Fermi liquid into the edge of a quantum Hall system is
given by
〈Qαα(τ2, τ1, ~x0)〉 :=
∞∑
n=−∞
eiνn(τ2−τ1)〈Qααnn(~x0)〉 (3.1)
where ~x0 is the position where the tunneling electron enters the sample, τ1 and τ2 are two
instants in imaginary time and νn is the bosonic Matsubara frequency
2π
β
n. The process of
integrating out Q from the action (2.1) changes (3.1) to
〈
exp−i
[
∂−1c A
eff
c (τ2, ~x0)− ∂−1c Aeffc (τ1, ~x0)
]〉
. (3.2)
The process of decoupling the quadratic edge term in Aµ by the introducing of boson fields
ϕi transforms (3.2) into
12
〈
exp−i
∫ τ2
τ1
dτ ∂0ϕj(τ, ~x0)
〉
, j = 1, . . . , |m| (3.3)
where the expectation value is now taken with respect to the ϕ action (2.7). Any of the
fields ϕ1, · · · , ϕ|m| can be put in the exponent, since they are interchangeable.
The completely equivalent edge theories in terms of Q (2.1) and in terms of ϕi (2.7) now
ensure that the expressions (3.1) and (3.3) are identical. An explicit computation leads to
the same Fermi liquid result
(τ2 − τ1)−S ; S = 1. (3.4)
in both cases.
B. The fractional case
1. Results of the Chern-Simons mapping
We next wish to extend the CS mapping procedure to include the result for the electron
propagator at the edge (3.3). This problem is nontrivial since the amount of statistical flux
that is trapped now depends on whether the path from time τ1 to τ2 is taken just outside
or just inside the sample. Hence, the obvious translation of (3.3) into composite fermion
language, 〈
exp−i
∫ τ2
τ1
dτ [∂0ϕj − a0](τ, ~x0)
〉
, (3.5)
now has an additional geometrical significance. In order to find out what this geometrical
significance is, we must repeat the steps (2.11–2.17), but now in the presence of (3.5).
We write a0 = a− + ivax. The presence of a− at ~x0 modifies the constraint equation
(2.12) and we get
∇×
[
~a+ 2p sgn(m)θ(y)
∑
i
(~a− ~Dϕi)
]
= −2p · 2πδ(~x− ~x0)L (3.6)
where we have defined a quantity L such that
β
∑
n
L−nfn(~x) =
∫ τ2
τ1
dτf(τ, ~x) (3.7)
for any bosonic function f . The factor of 2π in (3.6) originates from our convention h¯=1,
while a flux quantum is given by h/e, and the minus sign shows that the statistical flux
indeed points in the negative z direction. From (3.6) we see that the amount of flux is given
by
2p for y0 < 0 ; 2pν/m for y0 > 0. (3.8)
This is an important result. It shows that for y0>0 the CS mapping has altered the charge of
the tunneling particle from 1 into ν/m. A physical interpretation is readily given in terms of
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Laughlin’s gauge argument. If one flux quantum is sent through a hole in the IQH sample,
one electron will leave the edge per filled Landau level, resulting in a total charge m. The
CS mapping changes the transported charge, which is equal to the Hall conductance, to ν.
Since this charge is contained in m Landau levels, the charge per Landau level has to be
ν/m.
We will now integrate out the Chern-Simons gauge field. The general solution to the
constraint equation (3.6) is
~a(~x) = 2p sgn(m)
2pmθ(y)+1
[
θ(y)
∑
i
~Dϕi +∇Ω+ sgn(m)L∇arctgx−x0y−y0
]
(3.9)
with Ω again an arbitrary gauge. Substituting this solution ~a into what remains of the
action, we re-obtain the action (2.17), but now with a slightly different definition of the ϕ˜
fields,
ϕ˜i = ϕi − 2p sgn(m)Ω− 2pL arctgx−x0y−y0 . (3.10)
See appendix B for the details of this calculation. The expectation value acquires the
following form after the CS mapping
exp−i
∫ τ2
τ1
dτ

∂0ϕ˜i − θ(y0)2p ν|m|
∑
j
D0ϕ˜j

 (τ, ~x0). (3.11)
For further considerations we put Aµ=0, since the tunneling is done at zero gauge field.
Several remarks need to be made here. First of all, we see that the outcome will indeed
not depend on the gauge Ω. Secondly, the expectation value will be different for ~x0 going
to the edge from inside or from outside of the sample. Furthermore, there is a difference
between the cases m>0 and m<0.
If we take y0↑0, we easily obtain the result (see appendix C)〈
exp−i
∫ τ2
τ1
dτ ∂0ϕ˜i
〉
= (τ2 − τ1)−Sout ; Sout = 2p+ 1 +
(
1
m
− 1|m|
)
(3.12)
which is the tunneling exponent found by9.
For positive m we have Sout =Kii =odd, which clearly indicates a composite fermion.
For negative m the meaning of the exponent is not clear; it does not in general represent a
fermionic quantity.
For y0↓0 we can rewrite (3.11) as
exp

−i sgn(m) ∫ τ2
τ1
dτ ∂0
∑
j
K−1ij ϕ˜j(τ, ~x0)

 (3.13)
Expression (3.13) gives us a tunneled charge equal to sgn(m)
∑
j K
−1
ij = ν/m in accordance
with (3.8). Note that the charge is not contained in one Landau channel, as was the case in
the tunneling expression for the integer effect, but instead spread out over all the channels.
In the i’th channel there is a charge 1− 2pν/|m|, in all the other channels −2pν/|m|.
It is readily seen that the tunneling exponent becomes
Sin = 1− 2p νm +
(
1
m
− 1|m|
)
. (3.14)
For positive m this expression takes the form Sin=K
−1
ii =1−2pν/m.
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2. Duality
Notice that the cases y0 ↑0 and y0 ↓0 are related by a “T-duality” in the sense of ref.28,
with K playing the role of compactification radius. If we define “dual” fields ξi with charge
ν/m as ξi=sgn(m) K
−1
ij ϕ˜j , then the action (2.17) takes the form
S[ξ] = iν
4π
∫
A ∧ dA− i
4π
∑
ij
Kij
∮ (
DxξiD−ξj − νmξiEx
)
−1
2
( 1
2π
)2
∑
ij
∫
∞
U(~x− ~x′) ∇×[θ(y) ~Dξi(~x)] ∇′×[θ(y′) ~Dξj(~x′)], (3.15)
with Dµξi=∂µξi− νmAµ. The exponent (3.13) is written as
exp[−i
∫ τ2
τ1
dτ ∂0ξi], (3.16)
i.e. the same form as (3.12) but now in terms of ξ. The action (3.15) for the ξ fields
contains the matrix K instead of K−1. In28 it was shown that the energy spectrum for
a system of 1+1D coupled bosons is invariant under O(m,m,Z) transformations acting
on a specific 2m×2m matrix that expresses the Hamiltonian in terms of the momenta and
winding numbers of a state. The replacement K→K−1 is an example of such an O(m,m,Z)
transformation. In a certain way it interchanges fluxes and particles.
In the above considerations the statistics parameter is calculated of a particle with charge
one; the amount of statistical flux that it acquires is either 2p (outside the sample) or 2pν/m
(inside). If we were, on the other hand, to concentrate on the flux instead of the charge,
we would consider the case of 2pν/m statistical flux quanta which acquire charge, namely 1
inside the sample and ν/m outside. In this sense there is charge-flux duality.
Notice that the roles of inside/outside get reversed in the argument given above. We
make this more explicit by defining
p′ = −p ν
m
. (3.17)
The duality relation K→K−1 can be written as
K(p′, m) = K−1(p,m). (3.18)
In Fig. 2 it is shown that an exchange of p to p′ interchanges the opposite sides of the edge.
We will come back to this point in section IVB.
1
2p + m
1
2p
1
2p
=
1
2p[ + m]
FIG. 2. Inverse number of statistical flux quanta inside and outside the sample. The shaded
area denotes the inside. The duality p↔p′ reverses the role of the opposite sides of the edge.
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In the case of the simple Laughlin fractions ν=1/(2p+1) the duality is particularly trans-
parent. The fact that there is only one edge channel means that there is no redistribution
of charge over various channels, which allows for an easy interpretation of the tunneling ex-
ponent in terms of flux-charge composites. Let us consider the complex conjugate of (3.13);
taking the complex conjugate does not change the tunneling exponent, but it changes a
particle to a hole. Expression (3.13) becomes exp−i ∫ dτ(−ν)∂0ϕ˜, describing the tunneling
of a hole of charge −ν. The tunneling exponent is given by Sin= ν. We can interpret this
result as follows. The hole has a statistical flux −2pν attached to it. In addition, it has an
“intrinsic” flux of −ν coming from the fermionic statistics of the electron. The statistical
parameter of a charge-flux composite is given by the product of charge and flux, in this case
(−ν) · (−2pν−ν)=ν for the quasihole. The relation K→K−1 takes the simple form ν−1→ν.
IV. LONG RANGE DISORDER
A. Separation of edge channels; Edge particles
In [III] we discussed how long range disorder can cause the edge states of different Landau
levels to become spatially separated. A potential fluctuation at the edge generically lifts all
states in such a way that new ‘edges’ are created. If the chemical potential lies between the
shifted and unshifted energy of a Landau level, the edge states of this Landau level will be
situated inside the sample, not on the outermost edge. If there are several potential jumps
of this kind, all the edge channels can become separated. Viewed from above, the edge
channels will mostly lie closely together at the edge, while at certain points one or more of
them go venturing into the bulk.
This picture leads us to the idea of describing the chiral bosons by one field ϕ(~x) that
lives on |m| edges instead of |m| fields that live on one edge. The action for the integer effect
(2.7) then becomes
S = i
4π

∫ nAα ∧ dAα − sgn(m) |m|∑
a=1
∮
a
(DxϕD−ϕ−Exϕ)


− 1/2
(2π)2
∫
x,x′
U(~x− ~x′)∇×[n(~x) ~Dϕ(~x)]∇′×[n(~x′) ~Dϕ(~x′)] (4.1)
where n(~x) stands for the local filling: outside the sample n(~x) is zero; every time you
cross an edge it changes its value by one, until it reaches its bulk value m. The
∮
a denotes
integration over the a’th edge. Every edge is given a label a ∈ Z, equal to the maximum
filling that the edge is bordering on. For positive m we have a∈{1, · · · , m}, for negative m
a∈{m+1, · · · , 0}.
So we now have regions in which the integer effect occurs at different values, separated
by edges of the ν = 1 type on which the boson field ϕ lives. Performing the Chern-Simons
mapping to the fractional effect simply maps the filling fractions in these regions separately
from n(~x) to ν(~x),
ν(~x) = n(~x)
2pn(~x)+1
. (4.2)
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The mapped action reads
S = i
4π

∫ νA ∧ dA− |m|∑
a=1
△ν[a]
∮
a
(DxΦD−Φ−ExΦ)


− 1/2
(2π)2
∫
x,x′
U(~x− ~x′)∇×[ν(~x) ~DΦ(~x)]∇′×[ν(~x′) ~DΦ(~x′)]. (4.3)
[A redefinition of the type (3.10) has occurred and the new field is denoted as Φ.] Integration
over the a’th edge counting from the vacuum is written as
∮
a. We use the label a both for
edges and for regions: the region lying “above” the a’th edge also carries the label a. The
△ν[a] is defined as νa−νa−1 for positive m and ν−a−ν−(a−1) for negative m; here νa stands
for the local filling fraction in region number a. In Fig. 3 we have made an overview (for
samples with both signs of m in the same figure) of the parameters a, νa and △νa in the
simple case p = 1.
The tunneling term is simply a generalization of (3.11),
〈
exp−i
∫ τ2
τ1
dτ [1− 2pν(~x0)]∂0Φ(τ, ~x0)
〉
, (4.4)
where the expectation value is taken with respect to (4.3). The result again depends on the
direction from which the edge is approached. The tunneled charge is given by qa= νa/a if
an edge is approached from region number a.
Evaluating (4.4) is a nontrivial exercise, since the Coulomb interaction couples the edges
to each other.
If we imagine the edges to be far apart, only the intra-edge interaction is still present,
drastically simplifying the calculation. Tunneling exponents are then given by the simple
expression S= q2/△ν. Labeling an approach from above by ‘H’ and from below by ‘L’, we
write the tunneling exponents at the a’th edge (a 6=0) as follows
SLa = 1 + 2p
νa−1
a−1 =
a
νa
· νa−1
a−1
SHa = 1− 2pνaa = νaa · a−1νa−1 ; SLaSHa = 1. (4.5)
The edge a=0 represents the outer boundary of a negative-m sample. Here we get
SH0 = S
L
0 = 2p− 1. (4.6)
(See Fig. 3.) Notice that in this approach, with spatially separated edge channels, the
vacuum exponent for m<0 is always fermionic. Notice also that the channel labeled a=0,
lying between the vacuum and an m < 0 sample, is the only one that needs long-range
Coulomb interactions in order to be stable. In Fig. 3 this channel has a chirality opposite
to all the others.
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FIG. 3. Edge quasiparticle duality for 2p = 2. A schematic drawing is given of the regions with
different ν(~x); systems with m<0 and m>0 are combined in one diagram. Arrows represent the
chirality of an edge. Given are the local filling fraction, the charge of the tunneling particle as well
as the tunneling exponent S on both sides of each edge.
B. Enlarged duality
As mentioned in section IIIB, the Hamiltonian of the chiral boson model has a duality
symmetry under K→K−1. In the case of spatially separated edge channels, this duality
transformation has an extra geometrical interpretation: The order of the edge channels gets
reversed. The transformation K→K−1 can be accomplished by transforming p→p′, with
2p′ = −2pν/m. (4.7)
The easiest way to visualize the reversal of channels is to consider how the transformation
(4.7) affects the amount of statistical flux that a tunneling particle carries (see Fig. 4). The
inverse number of flux quanta is 1/2p outside the sample and increases with unit steps every
time an edge is crossed, until the value m+1/2p is reached in the bulk proper. Writing (4.7)
as − 1
2p′
= 1
2p
+m, we see that
− ( 1
2p′
+ a) = 1
2p
+ (m− a). (4.8)
The minus sign preserves the chirality of the edge particles.
More generally, under a transformation
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p→ p′ = −pνb/b, b ∈ Z (4.9)
the whole structure of Fig. 3, including region labels, edge labels, filling fractions and tun-
neling exponents, gets mirrored in the line a=amirror,
amirror =
b+ 1
2
. (4.10)
This results in the following relations between tunneling exponents at different edges:
SHa (p
′) = SLb+1−a(p) ; S
L
a (p
′) = SHb+1−a(p) (4.11)
a 6= 0 ; b+ 1− a 6= 0.
Unless b=−1, expression (4.11) does not work for the mirrored tunneling exponent of the
counter-flowing edge a = 0 and its mirror image a=b+1.
SHb+1(p
′) = SLb+1(p
′) = 1− 2p = −S0(p) (4.12)
S0(p
′) = −(1 + 2pνb/b) =
{−SLb+1(p) for b 6= −1
S0(p) for b = −1 (4.13)
There are two special cases:
• b = −1, where the symmetry axis lies exactly on the counter-flowing channel. Ev-
ery region gets mapped into minus itself, while the flux is left unchanged! (p′ = p.)
This shows that at given p, all tunneling exponents are symmetric under (a→−a,
L↔H). The vacuum gets mapped into the a = −1 region, which is suggestive of an
interpretation of this region as a filled ν=1/(2p−1) ‘vacuum’ from which holes can be
created.
• b=0, with the symmetry axis at a=1/2. We have p′=−p, so we are in a situation with
reversed magnetic field. This transformation relates samples with composite fermion
filling m to those with −m.
1
2p
1
2p
1
2p
1
2p
[
1
2p
1
2p
+1
+
+
+1
m
m
=
[ ]
]
FIG. 4. Geometrical interpretation of the duality relation K→ K−1 as a reversal of edge
channels. For each region the inverse number of statistical flux quanta is given. (m>0)
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C. Relation between dirty and clean edges
We considered the various edge modes to be far apart. The results for the exponents (4.5)
are valid provided that one probes the system at length scales short relative to the distance
between the edge modes. In this section, we consider the action (4.3) in the opposite limit of
large distances. The edge modes then strongly interact and (4.5) now becomes a Luttinger
liquid theory of a sharp, “clean” edge. It is not a priori obvious that this theory is physically
the same as the theory of the sharp “dirty” edge. In the following we show that this is indeed
the case. In particular, the two theories yield identical results for the two kinds of tunneling
exponent that can be found from (3.11) in the “dirty” ϕ˜-theory, namely the case where the
limit to the edge is taken from the vacuum and the case where one approaches the edge from
inside the sample.
If one writes Φi for the field Φ evaluated on the i’th edge then it is possible to express
the fields Φi in terms of a charged mode Γ and neutral modes γ1, · · · , γ|m|−1 in such a way
that the action (4.3) for the Φi exactly matches the action (2.17) for the ϕ˜i. (In principle,
the charged and neutral modes are not locally defined fields, since they contain parts from
different edges. However, in the long distance limit all the edges are compressed together on
one contour and the fields are local.) The relation between the Φi and the ϕ˜i is nontrivial;
we show that the fields are dual to each other for m > 0 and explain why this leads to
identical numbers when one calculates tunneling exponents according to the clean picture
(4.4) (see Fig. 3) or the dirty scenario (3.11); we also show that there is some extra structure
for negative m which is the source of the differing exponents as obtained from (3.11) versus
(4.4) at m<0.
1. Example for positive m: ν = 2/5
First we give a simple example for ν =2/5 (m=2, p=1). In both ϕ˜ and Φ-theory the
tunneling exponents for this filling are given by Sout=3, Sin=3/5 (see Fig. 5).
∆ν
∆ν
2
1
S  =1/3
S  =5/3
S  =3/5
1
2
2
1
2
=1/3
=1/15
H
H
L
a=2
a=1
1
q =1/52
ν =0
ν =2/5
ν2=2/5
ν1 =1/3 q =1/31
S  =3
L
a=0 ν0 q =10
S  =3/5
S  =3out
in
=0
FIG. 5. Clean and dirty scenario for the ν=2/5 edge. Left: spatially separated counter-flowing
channels. Right: result of the K-matrix theory. Listed are filling fractions, charges and tunneling
exponents.
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For ν = 2/5 the ϕ˜-action is given by (2.17), with the K-matrix as defined in (2.16).
Written explicitly we have for Aµ=0
SK = − i4π
∑
ij
( 3
5
−2
5
−2
5
3
5
)
ij
∮
∂xϕ˜i∂−ϕ˜j − 12(1/52π )2
∑
ij
∮
xx′
U(x− x′) ∂xϕ˜i(x)∂x′ϕ˜j(x′). (4.14)
The diagonalized form (2.23) of this action is given by
SK = − i4π
∮ [
2
5
∂xΓ∂−Γ + 12∂xg∂−g
]
− 1
2
(2/5
2π
)2
∮
xx′
U(x− x′) ∂xΓ(x)∂x′Γ(x′) (4.15)
where the charged and neutral mode are defined in (2.22) and in this case read(
g
Γ
)
=
(
1 −1
1
2
1
2
)(
ϕ˜1
ϕ˜2
)
;
(
ϕ˜1
ϕ˜2
)
=
( 1
2
1
−1
2
1
)(
g
Γ
)
. (4.16)
On the other hand, the action for the Φ-field on the separated edges is given by (4.3). If we
compress all the edges together we get (again for Aµ=0)
Ssep = − i4π
∮ [
1
3
∂xΦ1∂−Φ1 + 115∂xΦ2∂−Φ2
]
−1
2
( 1
2π
)2
∮
xx′
U(x− x′)∂x(13Φ1 + 115Φ2)∂x′(13Φ1 + 115Φ2). (4.17)
We define a neutral mode γ and charged mode Γ for the Φ-theory as follows(
γ
Γ
)
=
(
1 −1
5
6
1
6
)(
Φ1
Φ2
)
;
(
Φ1
Φ2
)
=
( 1
6
1
−5
6
1
)(
γ
Γ
)
. (4.18)
Whereas the ϕ˜ fields are all equivalent in the dirty edge theory, here the Φ are not, since
the spatially separated edges have unequal △ν values which appear in the definition of Γ.
In terms of Γ and γ the Φ-action (4.17) takes the form
Ssep = − i4π
∮ [
2
5
∂xΓ∂−Γ + 118∂xγ∂−γ
]
− 1
2
(2/5
2π
)2
∮
xx′
U(x − x′) ∂xΓ∂x′Γ (4.19)
Comparing the two results (4.15) and (4.19), we see that there is complete equivalence given
the relation
g = 1
3
γ. (4.20)
Having shown that the actions are equivalent, we now want to compare tunneling operators.
In order to do this, we in principle only need to rewrite the ϕ˜ and Φ that appear in the
various operators in terms of charged and neutral modes, and then use (4.15) or (4.19).
However, much insight can be gained by also expressing ϕ˜ and Φ in terms of each other.
Combining (4.16), (4.18) and (4.20), we find(
ϕ˜1
ϕ˜2
)
=
(
1 0
2
3
1
3
)(
Φ1
Φ2
)
;
(
Φ1
Φ2
)
=
(
1 0
−2 3
)(
ϕ˜1
ϕ˜2
)
. (4.21)
In the iqHe ϕ-theory we can choose which one of the fields ϕ1 or ϕ2 to put in the tunneling
operator. Eq. (3.11) then gives four possible operators, which we list in the table below,
giving only the “X” in the expression exp−iX|τ2τ1 .
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ϕ˜-basis Diag. basis
Vacuum ϕ1 → ϕ˜1 Γ + 16γ
ϕ2 → ϕ˜2 Γ− 16γ
Bulk ϕ1 → (K−1ϕ˜)1 = 35 ϕ˜1 − 25 ϕ˜2 15Γ + 16γ
ϕ2 → (K−1ϕ˜)2 = −25 ϕ˜1 + 35 ϕ˜2 15Γ− 16γ
There are only two corresponding operators in the Φ-theory. An approach from the
vacuum can only involve Φ1 because the other field does not live on the outermost edge. In
the same way, the bulk operator can only contain Φ2. From (4.4) we get
Φ-basis ϕ˜-basis Diag. basis
Vacuum Φ1 ϕ˜1 Γ +
1
6
γ
Bulk 1
5
Φ2 −25 ϕ˜1 + 35 ϕ˜2 15Γ− 16γ
In all cases the exponents obtained from the operators in these tables are Sout = 3,
Sin = 3/5. There is no a priori reason why these numbers should be the same as those
appearing in Fig.5. In the short distance theory the actions for the two edges are uncoupled,
while we have now used the action (4.15) where they are coupled.
2. Generalization for m>0
The analysis for ν=2/5 is easily generalized to all filling fractions resulting from positive
m. Let us redo all the steps in the same order.
The K-matrix action for the ϕ˜i is given by (2.17). Its diagonal form is given by (2.23)
with sgn(m)=+1 and Γ, g1, · · · , gm−1 as defined in (2.22). For the Φ-theory we define the
charged and neutral modes as follows
Γ = 1
ν
m∑
a=1
△νaΦa ; γk = 1νk
k∑
a=1
△νaΦa − Φk+1
Φa = Γ +
m−1∑
k=a
△νk+1
νk+1
γk − νa+1νa γa−1. (4.22)
The diagonalized form of the action reads
S = − i
4π
∮ [
ν∂xΓ∂−Γ +
m−1∑
k=1
k
k+1
q2k∂xγk∂−γk
]
− ν2
8π2
∮
xx′
U ∂xΓ∂x′Γ (4.23)
The only difference with (2.23) is the factor q2k in front of the neutral modes. The actions
for ϕ˜ and Φ are identical if we define
gk = qkγk. (4.24)
Using (2.22), (4.22) and (4.24) we are now able to relate the Φi to the ϕ˜i,
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qkΦk =
k∑
a=1
(K−1k×k)kaϕ˜a. (4.25)
This is a remarkable result. It shows that the fields are dually related. Notice that the
K-matrix appearing in (4.25) does not have the full m×m size. In order to find the k’th
Φ-field one has to use the K-matrix for a truncated system which has only k edges, i.e.
(K−1k×k)ij = δij−2pqk. If one wants to write (4.25) as a vector equation of the form (qΦ)i=
Mijϕ˜j, the M is not given by K
−1 but by a stacking together of rows taken from matrices
K−1k×k of increasing size.
Given below are those tunneling operators for the clean and dirty scenario that describe
the same tunneling processes.
ϕ˜-theory Φ-theory
Vacuum ϕk → ϕ˜k Φ1 = ϕ˜1
Bulk ϕk → (K−1ϕ˜)k qmΦm = (K−1ϕ˜)m
From appendix C we know that the ϕ˜1, · · · , ϕ˜m all give the same result Sout=2p+1. That
settles it for the vacuum operators. The beautiful thing about (4.25) is that it ensures that
the bulk operator qmΦm takes the form of the truly dual field (K
−1ϕ˜)m involving the full
K-matrix. From (3.14) we know that all the dual fields yield the same exponent Sin=1−2pqm.
So now we have shown for m> 0 that the long distance limit of the short distance Φ-
theory indeed reproduces the physics of the ϕ˜-theory. But why does the Φ-theory at positive
m also give the same exponents before the long distance limit is taken? The answer is again
provided by (4.25). Eq. (4.5) shows that the exponent on the isolated m’th edge is equal
to q2m/△νm = qm/qm−1. On the other hand, the long distance picture leads to operators
exp−i(K−1ϕ˜)i in terms of fields dual to ϕ˜i which have coupling matrix K instead of K−1.
This leads to an exponent K−1ii , which is exactly equal to qm/qm−1.
3. Example for negative m: ν = 2/3
For m< 0 the relation between the clean and dirty scenario is more subtle. In order to
get the flavor, let us first consider the easiest example, ν=2/3. In Fig.6 we have shown the
relevant piece of Fig.3 as compared to the K-matrix picture.
ν =2/3
=0
S   =1/3
S   =3
S  =1
S  =1 ∆ν
∆ν
0
-1
S  =2/3
S   =2
q=1
q=-1/3
a=0
a=-1
a=-2
ν
0
=-1/3
-1
0
L
L
H
H
in
out
ν
ν
-1
ν =00
-2 -2
-1
-1
0
q  =10
-1
=2/3
=1 q   =-1
q   =-1/3
=1
FIG. 6. Clean and dirty scenario for the ν=2/3 edge. Left: spatially separated counter-flowing
channels. Right: K-matrix theory. Listed are filling fractions, charges and tunneling exponents.
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Our starting point for the ϕ˜-theory is again (2.17). The explicit action for Aµ=0 is given
by
SK = − i4π
∑
ij
(−1
3
2
3
2
3
−1
3
)
ij
∮
∂xϕ˜i∂−ϕ˜j − 12(1/32π )2
∑
ij
∮
x,x′
U∂xϕ˜i∂x′ϕ˜j (4.26)
and after diagonalization it takes the form
− i
4π
∮ [
2
3
∂xΓ∂−Γ− 12∂xg∂−g
]
− 1
2
(2/3
2π
)2
∮
x,x′
U∂xΓ∂x′Γ. (4.27)
The definition of the charged and neutral modes again follows from (2.22),
(
g
Γ
)
=
(
1 −1
1
2
1
2
)(
ϕ˜1
ϕ˜2
)
;
(
ϕ˜1
ϕ˜2
)
=
( 1
2
1
−1
2
1
)(
g
Γ
)
. (4.28)
The action (4.3) for the Φ-theory with compressed edges is now given by
Ssep = − i4π
∮ [
∂xΦ1∂−Φ1 − 13∂xΦ2∂−Φ2
]
− 1/2
(2π)2
∮
x,x′
U∂x(Φ1 − 13Φ2)∂x′(Φ1 − 13Φ2) (4.29)
Charged and neutral modes are defined in a way similar to (4.22), taking into account the
different signs of the △ν.
(
γ
Γ
)
=
(
1 −1
3
2
−1
2
)(
Φ1
Φ2
)
;
(
Φ1
Φ2
)
=
(−1
2
1
−3
2
1
)(
γ
Γ
)
. (4.30)
This leads to the following diagonalized form,
Ssep = − i4π
∮ [
2
3
∂xΓ∂−Γ− 12∂xγ∂−γ
]
− 1
2
(2/3
2π
)2
∮
x,x′
U∂xΓ∂x′Γ (4.31)
We find that (4.27) and (4.31) are identical after defining g = γ. Using (4.28) and (4.30) we
get
(
ϕ˜1
ϕ˜2
)
=
(
2 −1
1 0
)(
Φ1
Φ2
)
;
(
Φ1
Φ2
)
=
(
0 1
−1 2
)(
ϕ˜1
ϕ˜2
)
. (4.32)
This relation does not satisfy (4.25) for the quantities q−1Φ1 and q−2Φ2. (Negative indices
have to be taken because the relevant regions in Fig.6 are a=−1 and a=−2.) Instead we
have
q−1Φ1 = ϕ˜1 − 2Γ
q−2Φ2 = (K−1ϕ˜)2 − 23Γ. (4.33)
Eq. (4.25) produces the first term on the r.h.s., an expression that has the right magnitude
of the charge but the wrong sign. The q−1Φ1 has charge −1, so the extra term −2Γ is
precisely what is needed to flip the sign of the charge. In the same way, the term −2
3
Γ
changes the charge from the +1/3 that (K−1ϕ˜)2 yields to the −1/3 that is correct for the
q−2Φ2.
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An interesting subtlety is that even though (4.25) does not hold for the relation between
Φ and ϕ˜ fields, all tunneling exponents behave as if it did hold. The reason for this is the
following. After a tunneling operator has been expressed in terms of charged and neutral
modes, it is easy to see that the only effect of the extra term involving Γ is to change the
sign of the factor standing in front of Γ. This sign change has no effect whatsoever on the
calculation of the tunneling exponent. In the table below we explicitly write down all the
tunneling operators.
ϕ˜-theory Φ-theory
ϕ˜-basis Diag. basis Φ-basis ϕ˜-basis Diag. basis
Vacuum ϕ1 → ϕ˜1 Γ + 12γ Φ1 ϕ˜2 Γ− 12γ
ϕ2 → ϕ˜2 Γ− 12γ
Bulk ϕ1 → 13 ϕ˜1 − 23 ϕ˜2 −13Γ + 12γ −13Φ2 13 ϕ˜1 − 23 ϕ˜2 −13Γ + 12γ
ϕ2 → −23 ϕ˜1 + 13 ϕ˜2 −13Γ− 12γ
In both the Φ-theory and ϕ˜-theory the tunneling exponents obtained from the above
expressions are
Sout = 2 ; Sin = 2/3. (4.34)
The discrepancy with the short distance clean scenario result Sout = 1, Sin = 1/3 is caused
by the fact that (4.32) does not satisfy (4.25), so that the argument given in the positive m
subsection does not apply.
4. Generalization for arbitrary sign of m
For completeness, we now present general equations that comprise all the above cases.
The ϕ˜-theory expressions (2.23) and (2.22) are equally valid for negative and positive m.
No extra work is needed there. The Φ-theory expressions (4.22) and (4.23) do need some
modification if we want to incorporate the possibility of m being negative. Eq. (4.22) for
the charged and neutral modes can be generalized as follows,
Γ = 1
ν
|m|∑
a=1
△ν[a]Φa ; γk = 1ν[k]
k∑
a=1
△ν[a]Φa − Φk+1
Φa = Γ +
|m|−1∑
k=a
△ν[k+1]
ν[k+1]
γk − ν[a+1]ν[a] γa−1 (4.35)
Here the notation ν[a] (with a>0) means νa for samples with positive m and ν−a for m<0
samples. For instance, in case of negative m we would have △ν[2]=ν−2−ν−1.
Using this definition, the generalization of (4.23) becomes
S = − i
4π
∮ ν∂xΓ∂−Γ + sgn(m)
|m|−1∑
k=1
k
k+1
q2[k]∂xγk∂−γk

− ν2
8π2
∮
xx′
U ∂xΓ∂x′Γ (4.36)
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Comparing this expression to (2.23) we can make the identification
gk = |q[k]|γk. (4.37)
This enables us to relate the fields ϕ˜i to the Φa.
ϕ˜k = sgn(m)
[
q[k]Φk +
k∑
a=1
2p△ν[a]Φa
]
+ [1− sgn(m)] · Γ (4.38)
q[k]Φk = sgn(m)ϕ˜k − 2pq[k]
k∑
a=1
ϕ˜a + [1− sgn(m)] · q[k]Γ
=
k∑
a=1
(K−1k×k)kaϕ˜a + [1− sgn(m)] · q[k]Γ (4.39)
where Kk×k again denotes the K-matrix for a system containing k edges. It is easily checked
that for positive m (4.25) is reobtained.
Eq. (4.39) shows that what happened at ν=2/3 happens at all negative m states: The
K−1ϕ˜ part of the tunneling expression qmΦ|m| has the right magnitude of the charge qm but
the wrong (=positive) sign. The extra term 2qmΓ flips the sign. The reason why we write Γ
in (4.39) instead of expressing it in terms of the ϕ˜a is that we can now directly discern the
effect on the tunneling operators. In the diagonal basis the effect of the extra Γ term is to
flip the sign of the coefficient of Γ in the tunneling operators. Just as in the 2/3 case this
leaves the exponent unaffected.
Also generalized to all m< 0, the discrepancy between the exponents as calculated in
the short and long distance limits is due to the fact that (4.25) does not hold,
D. Quasiparticles and the Laughlin argument
The particles probed in tunneling experiments are not necessarily the same as those
featuring in Laughlin’s flux argument.
In the integer case, the effect of putting a flux quantum through a hole in the sample
is a transport of one electron through each Landau level below the Fermi energy. In the
language of (4.1), considering for simplicity m> 0, what would happen at the a’th edge is
that a−1 electrons enter that edge from below and that a electrons leave it on the upper
side. In this way, a total of m electrons gets transported into the bulk, which is the correct
number. The operator describing this process is given by
exp−i
∫ τ2
τ1
dτ
{
a[∂0ϕ− a0](~xH)− [a− 1][∂0ϕ− a0](~xL)
}
(4.40)
where ~xH lies infinitesimally above the a’th edge and ~xL lies below it. Both points have the
same x-coordinate.
Knowing the results of section IVA, it is easy to do the Chern-Simons mapping. The
constraint equation multiplied by a− contains the sum of two delta functions instead of just
one. Correspondingly, the redefined field Φ contains the sum of two arctg functions. The
mapped expression is given by
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exp−i
∫ τ2
τ1
dτ
{
νa∂0Φ(~xH)− νa−1∂0Φ(~xL)
}
. (4.41)
As is clearly seen from the constants appearing here, the emitted charge is νa and the
absorbed charge is νa−1. Taking all the edges together we have a total transported charge of∑m
a=1△νa = νm, which is the correct number for a system of filling fraction νm. Taking the
limit where ~xH and ~xL go to the same point x on the edge, the tunneling expression takes
the simple form
exp−i
∫ τ2
τ1
dτ △νa∂0Φ(τ, x). (4.42)
V. EDGE TUNNELING AT ARBITRARY ν
In [III] we discussed how the non-quantized tunneling exponent5 1/ν can be understood as
a consequence of the Coulomb interactions between the edge modes and the localized states
present in the bulk. For ν around integer filling, we explicitly showed how the interactions
render the neutral modes irrelevant. Here we will generalize this result to fractional fillings,
in particular to Jain’s main hierarchy.
At almost integer filling ν =m+ε, a fraction ε of the total area is occupied by regions
with filling m+1, while the rest of the sample has filling m. After performing the flux
attachment, a fraction 1−ε of the area has filling νm and a fraction ε has νm+1, leading to
ν = m+ ε
CS mapping−→ ν = νm + ε(νm+1 − νm). (5.1)
=2/5ν
ν=1/3
=3/7ν
∆ν =1/31
∆ν =1/152
∆ν = /35ε
C
b
1
C2
Ca>2
C1
(b)
Cb
C2
(a)
FIG. 7. Example of the long wavelength limit for filling fraction ν = 2/5+ε/35. (a) The 3/7
islands occupy a fraction ε of the total area. (b) Long wavelength limit. The bulk degrees of
freedom are effectively represented by an extra chiral boson on the contour Cb with charge density
ε
35∂xΦ|Cb . The filling fraction is expressed as ν=△ν1+△ν2+△νb.
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The action for this situation is given by (4.3), but now including the bulk contours
Ca>m. In [III] we showed that in the long wavelength limit the bulk degrees of freedom can
effectively be described by an extra chiral boson on a contour Cb near the edge plus an edge
term
Sn = −α
∫
Cb
dk |k|∂⊥Φ(−k)∂⊥Φ(k) (5.2)
(with ∂⊥ the derivative normal to Cb and α a positive constant), which suppresses the
neutral modes. The only difference between the integer and fractional case lies in the
edge parameters △ν1, · · · ,△νm which were all equal to 1 in the integer case and △νb :=
ε(νm+1 − νm) which was equal to ε. In terms of fields Φ1, . . . ,Φm and Φm+1 :=Φb which live
on one edge, the long wavelength limit yields the following action
S[Φ] = − i
4π
m+1∑
a=1
δa
∮
∂xΦa∂−Φa − 18π2
m+1∑
a,b=1
δaδb
∮
xx′
U(x− x′) ∂xΦa∂x′Φb
− 1
8π2
m+1∑
a,b=1
Vabδaδb
∮
∂xΦa∂xΦb + Sn. (5.3)
Here we have defined δa = △νa for a = 1, . . . , m and δm+1 = ε△νm+1. All short range
effects, originating from the fact that the bulk orbitals sometimes venture near the edge, are
contained in the matrix V .
The definition of a charged mode Γ and neutral modes γ1, . . . , γm is similar to (4.22),
Γ = 1
ν
m+1∑
a=1
δaΦa ; γk =
1
νk
k∑
a=1
δaΦa − ϕk+1. (5.4)
The Φ’s are expressed in terms of the γ’s as follows
Φa = Γ− νa−1
νa
γa−1 +
m∑
k=a
δk+1
νk+1
γk. (5.5)
Written in the new basis, the action (5.3) is given by
S[Γ, γ] = Sn[γ]− i
4π
∮ [
ν∂xΓ∂−Γ +
m∑
k=1
δk+1
νk
νk+1
∂xγk∂0γk
]
− ν
2
8π2
∮
xx′
U(x, x′)∂xΓ∂x′Γ− 1
8π2
m∑
a,b=1
∮
Vab ∂xγa∂xγb. (5.6)
The neutral modes do not contribute to a calculation of the tunneling density of states
because of (5.2) and consequently the parameter ν in front of the ∂xΓ∂−Γ term determines
the tunneling exponent. The result is S = 1/ν, the same result that we obtained for the
integer theory.
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VI. PLATEAU TRANSITIONS
We have discussed integer plateau transitions in [III]. Recapitulating the results obtained
there, we can sketch a transition from ν=m to ν=m+1 (with m positive) as follows. One
has m copies of the ν = 1 type Q-edge theory on the edge of the sample and one copy
percolating through the bulk. Upon taking the continuum limit, the percolating “edge”
gives rise to a nonlinear sigma model with σxx =
1
2
and σxy =
1
2
. Combining the edge and
bulk contributions, one gets a plateau transition at σxx=
1
2
, σxy=m+
1
2
.
We now generalize this picture to the fractional case, in particular to the transition
νn→νn+1. At the boundary of the sample we have n edge channels with total contribution
(ν1−ν0)+(ν2−ν1)+· · ·+(νn−νn−1) = νn to the Hall conductance. One edge channel with
parameter △ν = νn+1−νn (see Fig.7a) percolates through the bulk. In order to find out
what kind of sigma-model arises from this percolating “edge”, we first we go back to the
Q-field formalism from (4.3). As mentioned in section IIA, we obtained a theory for chiral
bosons starting from an action for the matrix field Q coupled to the external field Aµ. For
completeness, we give the the action S△ν [Q,A] for one edge channel with parameter △ν,
S△ν [Q,A] = Stop[Q] + i4π
[∑
α
∫
ν(Aeff)α ∧ d(Aeff)α −△ν
∮
dx A†xA
eff
c
]
+ π
4βvd
SF[Q]− π4β
∑
nα
∫
dkx
1
v˜(kx)
∣∣∣∣tr Iα−nQ− βπ
√
△ν(Aeffc )αn
∣∣∣∣2
+β
2
( 1
2π
)2
∫
d2xd2x′ ν(~x)B(~x)U(~x− ~x′)ν(~x′)B(~x′) (6.1)
where in the definition of Aeff0 (2.5) the m now has to be replaced by ν(~x), and in the
definition of v˜ (2.26) one should read △ν instead of ν. We have neglected here the Coulomb
interaction with other channels.
Notice that in (6.1) the charge of the Q-field is no longer 1 but
√△ν. A gauge transfor-
mation takes the form
Aµ → Aµ + ∂µχ ; Q→ ei
√
△ν·χˆQe−i
√
△ν·χˆ. (6.2)
Following [III] we use (6.1) and obtain the σ model action for the percolating network.
Putting Aµ=0, the result for the kinetic terms is equal to
Scont[Q] = −18 σ˜xxTr (∇Q)2 + 18 σ˜xyεijTr Q∂iQ∂jQ (6.3)
where
σ˜xx =
1
2
; σ˜xy =
1
2
(6.4)
now represent the mean field conductances of the composite fermions. The actual mean field
values obtained from linear response in the external fields are different by a factor of △ν,
i.e.
σ′xx =
1
2
△ν ; σbulkxy = 12△ν (6.5)
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Adding the edge contribution to this result, we finally get for the mean field conductances
at the plateau transition
σ′xx =
1
2
· 1
(2pn+p+1)2−p2 ; σ
′
xy =
1
2
(νn + νn+1) =
(2pn+p+1)(n+1/2)−p/2
(2pn+p+1)2−p2 . (6.6)
This result differs from what one would expect from acting with Sl(2,Z) on an integer plateau
transition. In general, the Sl(2,Z) mapping of the conductances takes the form
σ → σ′ = σ
2pσ+1
, (6.7)
where the complex number σ is defined as σ=σxy+iσxx. In terms of σxy and σxx (6.7) reads
σ′xx =
σxx
(2pσxy+1)2+(2pσxx)2
; σ′xy =
σxy(2pσxy+1)+2pσ2xx
(2pσxy+1)2+(2pσxx)2
(6.8)
Inserting the composite fermion values σxx=
1
2
, σxy=n+
1
2
we now obtain
σ′xx =
1
2
· 1
(2pn+p+1)2+p2
; σ′xy =
(2pn+p+1)(n+1/2)+p/2
(2pn+p+1)2+p2
. (6.9)
The different results (6.6) and (6.9) indicate that the Chern-Simons mapping is not uniquely
described by Sl(2,Z) but depends on the details of disorder.
VII. SUMMARY AND CONCLUSIONS
We have derived, from first principles, the complete Luttinger liquid theory for abelian
quantum Hall states, taking into account the presence of gauge fields and the effects of
disorder and Coulomb interactions. Building on the results obtained in [I] and [III], we have
applied the Chern-Simons flux attachment procedure to the theory of chiral edge bosons
in the integral quantum Hall regime. The resulting action has the well known K-matrix
structure, but possesses new properties and offers many novel insights due to the microscopic
nature of its derivation.
We have shown that the Chern-Simons procedure is ill-defined for systems with counter-
flowing edge modes, unless there are long-ranged electron-electron interactions present to
stabilize the action for the charged mode. Without long-ranged interactions, the Hamiltonian
of the charged mode is unbounded from below. Our description for these systems is not
plagued by non-universalities (a problem that phenomenological theories have), because our
velocity matrix is diagonal simultaneously with K. We also find no ambiguities concerning
the definition of the Hall conductance on the edge. The chiral anomaly provides an elegant
way of using Laughlin’s gauge argument.
Our treatment of tunneling operators has shown that the CS procedure affects the charge
and statistics of tunneling particles. An electron operator outside the sample retains its unit
charge after the mapping, but inside the charge is mapped to ν/m. The operators inside and
outside are related by a T-duality transformation that inverts the compactification radius
(K-matrix); thus we have found a new geometrical interpretation for this duality.
Our analysis of spatially separated edge modes has revealed an even richer duality struc-
ture in the spectrum of quasiparticles, where the reversal inside/outside is generalized to a
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reversal of the order of edge channels. Samples with positive m and negative m are jointly
described in this picture.
We have shown that in the limit of large length scales, the theory of “clean”, spatially
separated edges describes identical physics as the “dirty” K-matrix theory. In the case of
counter-flowing modes this happens in a quite nontrivial way.
Following [III], we have derived an effective Luttinger liquid theory for tunneling pro-
cesses into the edge at filling fractions which do not lie at plateau centers. The long range
Coulomb interactions between edge and bulk states result in a suppression of the neutral
modes, which directly yields a continuous tunneling exponent 1/ν, in accordance with ex-
periments.
We have made a short analysis of transitions between fqH plateaus, employing the Q-field
theory for percolating fractional edges. The results indicate that the critical aspects of the
plateau transitions are quite generally the same for both the integral and fractional regime.
However, the Chern-Simons mapping is not uniquely described by Sl(2,Z).
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Appendix A: Integrating out the Chern-Simons field
The remnant of the noninteracting part of the action (2.11) after a− has been integrated
out is given by
− 4πi · Sfreeremnant = sm
∑
i
∫
∞
[
2D−ϕi∇×(θ ~Dϕi)− θ ~Dϕi × ∂− ~Dϕi
]
− 1
2p
∫
∞
(2pmθ + 1)~a× ∂−~a− 2m
∫
∞
θ~a× ~E (A1)
where θ is shorthand for θ(y) and sm stands for sgn(m). We now have to substitute (2.13)
for ~a,
~a = 2p
2pmθ+1
sm[θ
∑
i
~Dϕi +∇Ω]. (A2)
Let us first concentrate on all the terms that do not depend on the arbitrary gauge Ω. From
the ~a×∂−~a in (A1) we obtain a term quadratic in Dµϕ, and the last term in (A1) produces
a product of Aµ and ~Dϕ. Together this is
− 2p∑
ij
∫
∞
θ2
2pmθ+1
~Dϕi × ∂− ~Dϕj − 4p|m|
∫
∞
θ2
2pmθ+1
∑
i
~Dϕi × ~E. (A3)
The expression involving step functions can be simplified to θν/m, since ∂y[θ
2/(2pmθ+1)]=
∂y[θν/m]. Adding (A3) to the first line of (A1), we obtain
− 4πi · SfreeΩ=0 = ν
∫
A ∧ dA−∑
ij
[δijsm − 2p νm ]
∮
(DxϕiD−ϕj − ϕiEx). (A4)
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Now we concentrate on the Ω. From ~a×∂−~a we get a quadratic term in Ω,
− 2p
∫
∞
1
2pmθ+1
∇Ω× ∂−∇Ω. (A5)
Integrating by parts and using the relation ∂y[1/(2pmθ+1)]=−2pνδ(y) this can be rewritten
as
− (2p)2ν
∮
∂xΩ ∂−Ω. (A6)
Both terms in the second line of (A1) give rise to linear terms in Ω; written together this is
− 4p sm
∫
∞
θ
2pmθ+1
∇Ω×∇∑iD−ϕi = 4p ν|m|
∮
∂xΩ
∑
iD−ϕi, (A7)
where we have integrated by parts and used ∂y[θ/(2pmθ+1)] = δ(y)ν/m. The free action
after the CS mapping is given by (A4)+(A6)+(A7). It is easily seen that the terms involving
Ω can be completely absorbed into a redefinition of the ϕ fields according to
ϕ˜i = ϕi − 2p smΩ. (A8)
The mapping of the interaction term is simple. We write the Coulomb contribution in the
form
− 1
8π2
∫
∞
U(~x− ~x′)∇×[θ∑i ~Dϕi](~x) ∇′×[θ∑j ~Dϕj ](~x′) (A9)
and note that in this expression θ
∑
i[ ~Dϕi − ~a], after substituting (A2), is equivalent to
θ ν
m
∑
i[ ~Dϕi−2p smΩ] = θ νm
∑
i
~Dϕ˜i. With this last ingredient, the mapping is complete and
yields the result (2.17).
Appendix B: Integrating out the CS field in the presence
of a tunneling term
Integration over the CS gauge fields in the presence of a tunneling term proceeds along the
same lines as in Appendix A. The remnant of the free action is now given by
−4πi · Sfreeremnant = sm
∑
i
∫
∞
[
2D−ϕi∇×(θ ~Dϕi)− θ ~Dϕi × ∂− ~Dϕi
]
(B1)
− 1
2p
∫
∞
(2pmθ + 1)~a× ∂−~a− 2m
∫
∞
θ~a× ~E − 4π
∫ τ2
τ1
dτ (∂0ϕi − ivdax)(τ, ~x0)
and we have to substitute
~a(~x) = 2p sm
2pmθ(y)+1
[
θ(y)
∑
i
~Dϕi +∇Ω+ smL∇arctgx−x0y−y0
]
(B2)
with Ln as defined in (3.7). Eq. (B2) would suggest that one can obtain an action of
precisely the same form as in Appendix A from (B1) (minus the tunneling term at ~x0) by
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redefining Ω according to Ω′=Ω+smLarctgx−x0y−y0 . However, whereas Ω satisfies ∇×∇Ω=0,
we have ∇×∇arctgx−x0
y−y0 =−2πδ(~x−~x0). This means that apart from the free part of (2.17)
(containing Ω′ instead of Ω) we get extra contributions at ~x0. The ~a×∂−~a part of (B1) gives
rise to the following
− 2p sm
∫
∞
1
2pmθ+1
L∇arctg x−x0
y−y0 × ∂−
[
smL∇arctgx−x0y−y0 + 2θ
∑
i
∇ϕi + 2∇Ω
]
. (B3)
Integrating by parts and discarding all derivatives of step functions (which yield
∮
terms
that we have already accounted for), we move all the derivatives in [· · ·] to the left so that
they can operate on the arctg. This gives
4πp
∫ τ2
τ1
dτ
[
2 ν
m
θ
∑
i
∂−ϕi + 2sm(1− 2pνθ)∂−{Larctgx−x0y−y0 }+ 2(1− 2pνθ)∂−Ω
]
(~x0). (B4)
Notice the factor of 2 that has popped up in front of the arctg term. Its origin lies in the
fact that ∂x and ∂y do not commute when acting on arctg. We have
∂x∂y = ∇×∇+ ∂y∂x (B5)
and the ∇×∇ produces an extra delta function. From the ~a× ~E part of (B1) we get
2m
∫
∞
θA−∇×~a −→ −8π pνθ
∫ τ2
τ1
dτ A−(~x0). (B6)
The
∫
dτ part of (B1) gives
− 4π
∫ τ2
τ1
dτ

∂0ϕi − ivd2p sm

 ν
m
θ
∑
j
Dxϕj + (1− 2pνθ)∂x(Ω + smLarctgx−x0y−y0 )



 (B7)
Adding (B4), (B6) and (B7) we find
Sfreeat ~x0 = −i
∫ τ2
τ1
dτ

∂0ϕ˜i(~x0)− 2p νmθ(y0)
∑
j
D0ϕ˜j(~x0)

 (B8)
where we have defined
ϕ˜i(~x) = ϕi(~x)− 2psmΩ(~x)− 2pLarctgx−x0y−y0 . (B9)
Now we deal with the interaction term, in the same way as in Appendix A. Again we
can write
θ
∑
i
( ~Dϕi − ~a) −→ θ νm
∑
i
~Dϕ˜i. (B10)
Only one subtlety is left: because of the presence of the arctg in ϕ˜, the relation ∇×~Dϕ˜i=−B
gets altered. We have
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∇× ~Dϕ˜i=−B′ ; B′(~x) = ∇× ~A(~x)− 2pδ(~x− ~x0) (B11)
which reflects the fact that there is extra flux at ~x0.
Appendix C: Tunneling exponent resulting from neutral
modes
The result Sout (3.12) is obtained from the expectation value 〈exp−iϕ˜k|τ2τ1〉 as follows. The
field ϕ˜k decomposes into charged and neutral modes according to (2.22). From the action
(2.23) we find the correlations for the diagonal modes,
〈Γ(τ2)Γ(τ1)〉 = 1ν ln(τ2 − τ1) ; 〈γk(τ2)γk′(τ1)〉 = δkk′ k+1k ln(τ2 − τ1) (C1)
and 〈γkΓ〉=0.
Evaluation of 〈exp−iϕ˜k|τ2τ1〉 for arbitrary k then yields the tunneling exponent
Sout =
1
ν
+
k − 1
k
+
|m|−1∑
a=k
1
a(a + 1)
=
1
ν
+ 1− 1
k
+
|m|−1∑
a=k
(
1
a
− 1
a + 1
)
= 2p+ 1 +
1
m
− 1|m| . (C2)
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