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(BUAP); por su compañ́ıa y gúıa durante todo el camino de la investigación doctoral.
II
Resumen
Se estudio la dinámica de interacción de solitones perturbados de la ecuación no li-
neal de Shrödinguer (nonlinear Schrödinger equation-NLSE), basado en la aproximación
adiabática de los parámetros de la solución perturbada. La dinámica de un solitón se es-
tudia aplicado dos perturbaciones: la primera con tasa de crecimiento y decrecimiento,
la segunda con el potencial de oscilador armónico. En el primer caso de perturbación la
amplitud del solitón encontrada varia exponencialmente, en el segundo caso la solución
muestra un comportamiento oscilatorio. También se estudia a la dinámica de interacción
para dos solitones y las fuerzas entre ellos. Sin perturbación la interacción de dos solitones
en fase es atractiva y puede resultarse en formación de un estado ligado, esta solución
tiene comportamiento periódico con oscilaciones de la amplitud y velocidad de solitones.
Fuera de fase la interacción de solitones es repulsiva, no formando un estado ligado. El
potencial de oscilación armónica mantiene los solitones confinados dentro del potencial y
evoca su interacción periódica.
En la investigación encontramos la solución anaĺıtica del problema de interacción de so-
litones de la NLSE en los sistemas con pérdidas o ganancias distribuidas. Los resultados
anaĺıticos proporcionan un excelente control cualitativo y cuantitativo de los resultados
de las simulaciones numéricas conocidas hasta ahora. El resultado no trivial y inesperado
consiste en el hecho de que la separación relativa de solitones dependen de las ganancias o
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pérdidas de amplificación. Al utilizar la interacción complementaria entre los experimen-
tos informáticos directos y la teoŕıa generalizada de perturbación del solitón adiabático
de Karpman-Solov’ev, encontramos fórmulas emṕıricas notables que describen completa-
mente, cualitativamente y cuantitativamente, el impacto de las pérdidas distribuidas y la
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El solitón es una onda no lineal solitaria con las propiedades de movimiento como
part́ıcula elemental. Gracias a sus propiedades, el soliton es una entidad fundamental de
la naturaleza. Zabusky y Kruskal introdujeron por primera vez el nombre de solitón para
caracterizar las ondas solitarias sin dispersión y que preservan su identidad durante la pro-
pagación y después de una colisión [1]. Esta onda solitaria describe una perturbación de
la densidad que se propaga con velocidad constante sin deformación, debido a la compen-
sación entre el término no lineal y el término de la dispersión en una ecuación diferencial
no lineal. A ráız de estas caracteŕısticas definidas, el solitón clásico se consideró como un
bit natural ideal de datos.
Los solitónes ópticos en fibras presentan un ejemplo asombroso en el que un concepto
matemático ha producido un gran impacto en el mundo real de tecnoloǵıas [2–6] El uso
de solitones ópticos fue propuesto en 1973 por Akira Hasegawa y Fred Tappert, del Labo-
ratorio Bell de la empresa AT&T, para mejorar el rendimiento de las transmisiones en las
redes ópticas de telecomunicaciones [7,8]. En 1988 Linn Mollenauer y K. Smith del mismo
Laboratorio transmitieron solitones a más de 4.000 km usando el efecto Raman (cient́ıfico
indio que describió una forma de amplificar las señales en una fibra óptica) [9]. En 2001 los
solitones encontraron una aplicación práctica con el primer equipo de telecomunicaciones,
que los utilizaba para transporte de tráfico real de señales sobre una red comercial [10,11].
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Los solitones surgen en sistemas f́ısicos que posean tanto la no linealidad, la dispersión y la
difracción o difusión (en tiempo y/o espacio). Aśı, una variedad de fenómenos f́ısicos está
modelada por las ecuaciones diferenciales no lineales, cuyas soluciones se presentan por las
ondas no lineales. Los solitónes han sido considerados como las soluciones especiales que
tienen mayor importancia en la f́ısica de fenómenos no lineales. Gracias a las analoǵıas
matemáticas, iguales modelos matemáticos se aplican para diferentes sistemas f́ısicos a
partir de la hidrodinámica, f́ısica de b́ıo-moléculas, plasma hasta la óptica no lineal y las
ondas de materia en condensados de Bose-Einstein(Bose-Einstein condensates-BEC).
La observación experimental de las ondas de materia tipo solitones en BEC [12, 13] han
atráıdo una gran atención hacia la dinámica no lineal de las ondas de materia, incluyendo
aśı aspectos como comportamiento de solitones en campos externos electromagnéticos, la
influencia de no linealidades de altas ordenes y la inestabilidad por modulación de ondas
no lineales.
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1.1. Teoŕıa de Perturbación para Solitones
En este capitulo se considera la NLSE no integrable exactamente, que se diferencia de la
NLSE integrable por un termino perturbativo que puede describir efectos de disipación de
energética, de interacción con otras ondas no lineales y de la acción de potenciales externos.
Si la naturaleza de estos efectos se limita a magnitudes pequeñas en comparación a la
evolución ideal de la envolvente, existe una razón por la cual estos términos adicionales
a la NLSE pueden ser agrupadas en un término general ε(u) que se asume de carácter
perturbativo al caso ideal. Se supone que la acción de los términos perturbativos transforma
la onda solitaria de tal manera que pueden adaptarse continuamente a los cambios de un
medio. El formalismo matemático que se llama la aproximación adiabática para solitones
fue desarrollada inicialmente en años 1970 en trabajos de Karpman y Maslov [14,15] .
1.2. Ecuación no lineal de Schrödinger
La NLSE es uno de los modelos importantes y “universales” en la ciencia moderna.
Tiene su aplicación en muchas ramas de la f́ısica y las matemáticas, incluidas la teoŕıa
de campos cuánticos no lineales, materia condensada, f́ısica de plasma, óptica no lineal,
electrónica cuántica, mecánica de fluidos, ondas de agua en el océano, teoŕıa de turbulencia
y fase de transmisiones, biof́ısica y formación de estrellas (ver, por ejemplo, [2–6,16–20]).
Debido a la similitud intŕınseca entre la NLSE y la ecuación de (Gross Pitaevskii-GPE)
para el campo media en el modelo de BEC, se usa también en f́ısica atómica de tempera-
turas ultra bajas [21–28].
Las soluciones más conocidas de la NLSE son las ondas solitarias o solitones. Cuya carac-
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teŕıstica principal como las ondas localizadas es interactuar con otros solitones de forma
elástica, dándoles un comportamiento tipo part́ıcula. En 1971 Zakharov y Shabat propu-
sieron un método de la integración de la NLSE [29,30] en el marco del IST [31–34].
1.2.1. Ecuación no lineal de Schrödinger perturbada
La NLSE es una ecuación diferencial parcial compleja muy utilizada en el moldeamiento
de fenómenos f́ısicos no lineales, al describir de forma genérica la evolución entre el tiempo
y el espacio de un paquete de onda, lentamente modulado y que se propagan en un medio
dispersivo, no disipativo (conservativo) y débilmente no lineal [35]. Por lo que se considera





uxx + |u|2 u = iε(u). (1.1)
La Ec. (1.1) es la base en el presente trabajo: el primer termino de dicha ecuación es
conocido como el termino de evolución o propagación, el segundo termino toma en cuenta el
fenómeno de difracción, el tercer termino es el responsable de caracterizar la no linealidad,
mientras que el ultimo termino iε es un término pequeño considerada como la perturbación.
Buscamos la solución en forma [14]:
u(x, t) = η(t)sech {η(t) [x− q(t)]} exp [iϕ(t) − iδ(t)x] , (1.2)
que tiene cuatro parámetros ajustables: η(t) la amplitud, q(t) la posición del centro de
masa, ϕ(t) la fase y δ(t) la velocidad del soliton. En presencia de perturbaciones los
parámetros del solitón vaŕıan lentamente, con el tiempo causando modificaciones en la
forma y velocidad [36]. Estos efectos son estudiados por la teoŕıa de perturbación.
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1.3. La teoŕıa de perturbación
Históricamente, Kaup [37], Karpman and Maslov [14] crearon la teoŕıa de perturba-
ción para solitones basada directamente en la IST con un parámetro espectral variable.
Karpman y Solov’ev aplicaron esta teoŕıa al problema de interacción de solitónes en su
art́ıculo pionero [15]. El método desarrollado por Kaup, Newell, Karpman, Maslov y So-
lov’ev [14, 15, 37–39] aborda la perturbación de los datos de dispersión en el problema
IST de Zakharov-Shabat [29] para el modelo NLSE debido a la dependencia temporal
del parámetro espectral. Los parámetros principales del solitón se vuelven variables en el
tiempo o vaŕıan a lo largo de la distancia de propagación en las aplicaciones del solitón
óptico temporal y espacial [33,34,40–43]. Karpman, Maslov y Solov’ev pudieron derivar el
sistema de ecuaciones para todos los parámetros de solitones en la llamada aproximación
adiabática [14, 15, 39]. En el mismo tiempo se desarrollaron otros métodos de la teoŕıa
de perturbación para solitones basados en el principio variacional y las leyes de conserva-
ción [4–6,36,43–57].
De importancia fundamental para los sistemas de comunicación de alta velocidad es el
estudio de las interacciones de solitones en diferentes sistemas de fibra. Como lo demos-
traron Blow y Doran en su trabajo pionero [58], la absorción de ondas en la fibra conduce
a un aumento de la interacción de solitónes debido a la considerable superposición de soli-
tones interactuantes. Las pérdidas destruyen la integrabilidad de la NLSE y la estabilidad
estructural de los solitones y sus estados ligados [59,60].
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1.3.1. Introducción al método de dispersión inversa
Las ecuaciones diferenciales que describen la evolución de ondas no lineales,tienen la
forma:
ut = S [u] + ǫR [u] , (1.3)
donde S y R son operadores no lineales que actúan sobre u(x, t) y ǫ es un parámetro
pequeño. La Ec.(1.3) en ǫ = 0 (ecuación no perturbada) puede resolverse mediante el
método de dispersión inversa.
Del sistema de ecuaciones:
L̂ψ = λψ, (1.4)
ψt = Âψ, (1.5)









donde L̂(u), Â(u) son operadores lineales que dependen de u(x, t) y actúan en el espacio
funcional ψ (es la auto-función de L̂ correspondiente al valor propio λ). Estos operadores















































en el caso de la Ec.(1.1) con iε(u)=0




Si escribimos la Ec. (1.3) para ǫ = 0 en forma de la Ec. (1.6), podemos representar para









donde R̂ es un operador que actúa en el espacio funcional ψ. Para la NLSE, tenemos, de















consideramos el problema de los valores propios del operador L̂ que satisface la Ec. (1.10):
L̂ψ(x, t) = λ(t)ψ(x, t). (1.12)
Suponemos que existe también una solución de la ecuación L̂⋆ψ̃ = λ∗ψ̃, donde L̂∗ es el





(en los casos matriciales ψϕ =
∑
r ψrϕr). Ahora diferenciamos la Ec. (1.12) con respecto
al tiempo. Usando la Ec. (1.10) obtenemos
(L̂− λ)(ψt + iÂψ) = −ǫR̂ψ + λtψ, (1.13)
para el espectro continuo λt = 0. Y para el espectro discreto tomamos el producto escalar








(asumimos que (ψ̃, ψ) 6= 0). En particular, obtenemos λt = 0 cuando ǫ = 0 es un resultado
conocido que ocurre cuando la ecuación de evolución se puede escribir como en la Ec. (1.6).
En este último caso, los valores propios del espectro discreto determinan las amplitudes
de los solitones que son formados a partir del pulso de onda inicial. Un positivo λ = δ2
corresponde al espectro continuo donde cada valor propio es degenerado dos veces. Las
funciones de Jost se pueden definir de las funciones propias f y g del operador L̂ que
tienen la forma asintótica.
f(x, δ) → exp(iδx), x → ∞; g(x, δ) → exp(−iδx), x → −∞, (1.15)
luego podemos escribir la función f de la forma




K(x, y) exp(iδy) dy, (1.16)




la Ec. (1.12) tiene, además de f y g, las funciones propias f ∗(x, δ) = f(x,−δ) y g∗(x, δ) =
(x,−δ) (con δ real) y si δ 6= 0 entonces f ∗ y g∗ son linealmente independientes de f y g,
respectivamente. En este caso
g(x, δ) = a(δ)f ∗(x, δ) + b(δ)f(x, δ), (1.18)
f(x, δ) = a(δ)g∗(x, δ) − b∗(δ)g(x, δ), (1.19)
|a(δ)|2 = 1 + |b(δ)| , a∗(δ) = a(−δ), b∗(δ) = b(−δ), (1.20)














Hasta ahora hemos considerado las funciones f y g para δ real. Podemos continuar anaĺıti-
camente en el semiplano superior donde no tienen singularidades mientras que
f(x, δ) → exp(iδx), g(x, δ) → exp(−iδx), (|δ| → ∞, Im δ > 0), (1.22)
en la teoŕıa de dispersión se muestran los coeficientes de la matriz de dispersión a(δ) y
b(δ) para δ real, y las cantidades que caracterizan el espectro discreto, λt = −η2r , a′r, ρr,
determina de forma única el núcleo K(x, y) y, por lo tanto, el potencial u(x) de la Ec.
(1.17). El núcleo K satisface la ecuación de Gel’fand-Levitan [14,62,63]:




K(x, y′; t)F (y + y′; t) dy′ = 0, (1.23)
donde y > x, y














exp [−ηr(t)x] , (1.24)
también es importante que los λ reales pertenezcan al espectro continuo, los complejos al
discreto. Las funciones de Jost para λ reales son definidas de la siguiente manera:
f(x, λ) = (f1, f2) → (0, 1) exp(iλx), x → ∞, (1.25)
g(x, λ) = (g1, g2) → (0, 1) exp(−iλx), x → ∞. (1.26)
Mientras que Im(λ) = 0, tenemos
g(x, λ) = a(λ)f̄(x, λ) + b(λ)f(x, λ), (1.27)
f(x, λ) = −a(λ)ḡ(x, λ) + b∗(λ)g(x, λ), (1.28)
|a(λ)|2 + |b(λ)|2 = 1, (1.29)
a(λ) = g1(x, λ)f2(x, λ) − g2(x, λ)f1(x, λ). (1.30)
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El método de derivación es bastante general y puede aplicarse también a otras formas de
la Ec. (1.3) que se puede resolver por el método de la dispersión inversa en ausencia de
perturbaciones. Las siguientes ecuaciones son validas para la NLSE [14]:
∂ a(λ, t)
∂t
= i ǫ [a(λ, t)ᾱ(λ, λ; t) + b(λ, t)α(λ, λ; t)] , (1.31)
∂ b(λ, t)
∂t
= i h(λ)b(λ, t) + i ǫ [a(λ, t)α∗(λ, λ; t) − b(λ, t)ᾱ(λ, λ; t)] , (1.32)
donde




f̃ ∗(x, λ; t)R̂ [u(x, t)] f(x, λ′; t) dx, (1.33)




˜̄f ∗(x, λ; t)R̂ [u(x, t)] f(x, λ′; t) dx, (1.34)
y
h(λ) = −2λ2. (1.35)








[ρrα(λ, ζr) − β(λ, ζr)]λ=ζr , (1.36)




g̃∗(x, λ; t)R̂ [u(x, t)] f(x, λ′; t) dx, (1.37)
donde ρ y β son coeficientes dependientes del tiempo de la función de Jost, las Ecs.
(1.36) y (1.37) nos ayudaran a definir las ecuaciones diferenciales para la aproximación de
parámetros del soliton.
1.4. Aproximación adiabática
En los trabajos de Karpman, Maslov y Solov’ev [14, 15] la teoria de perturbación se
desarrolló en la aproximación adiabática,representado uno de los enfoques mas universales
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para encontrar soluciones tipo solitones para los sistemas no lineales perturbados. La
idea original de Karpman y Solov’ev consideraba la interacción entre solitones como una
deformación lenta de los parámetros (amplitud, posición, fase y velocidad). Basado en la
teoŕıa de dispersión inversa ellos encontraron la dependencia temporal de los parámetros










ν sechz exp(−iuz/ν − iδ)







g(x, λ) = a(λ)f̄(x, λ), a(λ) = (λ− u− iν)/(λ− u+ iν), b(λ) = 0. (1.39)
El espectro discreto consiste en un único valor propio:
λ = ξ ≡ u+ iν, (1.40)
se puede verificar que las funciones f(x, λ) y g(x, λ) para λ = ζ son proporcionales entre
śı: g(x, ζ) = ρf(x, ζ),
ρ = i exp(iδ − 2iζξ), (1.41)



















ε(u)tanh z u∗(z)dz, (1.43)
dq
dt


























las Ecs. (1.42) a (1.45) revelan que, dependiendo de la forma funcional de las perturba-
ciones, las caracteŕısticas de las coordenadas colectivas del perfil del soliton no perturbado
Ec. (1.2) se pueden perder, como por ejemplo la invariancia del corrimiento de frecuencia
δ, de la amplitud η y del ancho. Efectos adicionales también pueden emerger, tales como
fluctuaciones en la posición del soliton debido a la dependencia en la evolución del cen-
troide q sobre el δ modificado.
En la aproximación adiabática considerada aqúı, descuidamos el cambio en la forma del
solitón y el crecimiento de la “cola” como resultado de la perturbación. Estos efectos están
determinados por la desviación de los coeficientes a(λ, t), b(λ, t) de sus valores “no reflec-
tantes” Ec. (1.39). A medida que estas desviaciones crecen, la onda difiere cada vez más




Uno de los problemas más significativos en la teoŕıa de ondas no lineales es la búsqueda
de las soluciones exactas de las ecuaciones no lineales. En este sentido el descubrimiento
en 1967 del método exacto de integración de la ecuación de Korteweg-de Vries (KdV)
conocido como el Problema Inverso de Dispersión (inverse scattering transform - IST)
por Gardner, Green, Kruscal y Miura [31] ha jugado un papel revolucionario en f́ısica y
matemáticas. En 1973 Zakharov y Shabat [29] aplicando estas ideas, desarrollaron el IST









u(x, t) = 0 (1.46)
Durante la primera mitad de los años setenta del siglo 20 fue encontrado un gran número
de ecuaciones de evolución no lineales que son integrables exactamente y presentan solu-
ciones solitonicas: la ecuación de KDV, la ecuación de Boussinesq, la NLSE, la ecuación
sin-Gordon, etc. [33]. Aśı mismo fueron desarrollaron diferentes métodos para encontrar
soluciones exactas de estas ecuaciones: el IST, las transformaciones de Bäcklund, el método
de Hirota, etc. [64,65]. Sin embargo, la mayoŕıa de ecuaciones no lineales que tienen apli-
caciones f́ısicas no son integrables. Para estos casos se desarrollaron métodos aproximados,




Investigación teórica de la dinámica de solitones, fundamentado en la solución de la
ecuación no lineal de Schrödinger con potenciales externos.
Objetivos espećıficos
1. Estudiar los métodos de solución de la ecuación no lineal de Schrödinger en medios no
lineales y dispersivos.
2. Aplicar la teoŕıa de perturbación en las soluciones localizados tipo solitones para la
ecuación no lineal de Schrödinger bajo influencia de potenciales externos.
3. Investigar la dinámica e interacción de solitones con ganancia y perdida de amplifica-
ción.
4. Estudio y aplicación de los métodos gráficos para presentar los resultados obtenidos.
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Hipótesis
Las ecuaciones no lineales con no linealidades de las órdenes altas (mayores de tres) se
estudian en los últimos años muy intensivamente para describir la propagación de pulsos
ópticos de femtosegundos en fibras mono modas y mantenimiento de condensados de Bose-
Einstein. El lugar especial entre ellas ocupa los modelos no autónomos que los que se toman
en la cuenta potenciales externos y medios variables. Si se puede encontrar las condiciones
que permitan la existencia de soluciones solitónicas, en este caso estos modelos pueden
tener amplias aplicaciones en f́ısica y tecnoloǵıa. El trabajo presente está enfocado al
desarrollo y aplicación de los métodos matemáticos para estudiar la ecuación no lineal de
Schrödinger generalizada en potenciales externos.
15
Métodos
Uno de los logros más notables que se han conseguido en la segunda mitad del siglo
XX y que además ilustra con claridad la unidad subyacente de las Matemáticas, es la
Teoŕıa de Solitones. El gran impacto para analizar dinámica de los sistemas f́ısicos no
lineales tiene los métodos aproximados, y en particular, la teoŕıa de perturbación para
solitones [14, 36, 66, 67] [15-17,25]. Este método permitió encontrar las soluciones de tipo
solitón para las ecuaciones no lineales no integrables, para los cuales no se aplican métodos
anaĺıticos estandars.
Los estudios incluyen:
1. Aprendizaje de la f́ısica necesaria para el entendimiento del fenómeno solitón.
2. Selección del medio no lineal bajo influencias externas y tipos de estructuras solitónicas.
3. Desarrollo de un aparato matemático basando en la teoŕıa de perturbación para solito-
nes.
4. Desarrollo de un simulador con cálculos numéricos para visualizar los resultados.
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Resultados
2.1. Solitones en Potenciales Externos
Las estructuras no lineales como los solitones son ondas solitarias que no se dispersan,
conservando su estructura y forma a medida que se propagan por un medio no lineal y
dispersivo. Los solitones tienen aplicaciones fundamentales en la ciencia y tecnoloǵıa, co-
mo en fibras ópticas, pulsos ópticos, materia condensada, f́ısica de plasma, etc. [3, 5, 27].
El modelo no lineal mas aplicado sigue siendo la NLSE [27] y el estudio de las perturba-
ciones externas a la dinámica de solitones sigue siendo el problema de interés cient́ıfico y
tecnológico.
La NLSE bajo ciertas condiciones tiene soluciones solitonicas [3, 17]. Enfocados en la
búsqueda de soluciones tipo solitonicas de la NLSE perturbada con potenciales externos,
utilizaremos el método de aproximación adiabática.
2.1.1. Dinámica con ganancia y perdida de amplificación
La perturbación iε(u) = iγ(t)u en la Ec.(1.2), representa la ganancia y perdida de
amplificación de la solución u(x, t) [14]. Los parámetros son obtenidos de las Ecs.(1.42)-
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(1.45)





















Considerando a γ(t) = γ0 una constante, los parámetros de la Ec.(1.2) son.











Figura 2.1: La intensidad de soliton,
con los parámetros iniciales: η0 = 1, γ =
−0.01, q0 = −3 y δ0 = −0.2
Figura 2.2: La intensidad de soliton, con
los parámetros iniciales: η0 = 1, γ = 0,
q0 = −3 y δ0 = −0.2
La Figura 2.1 muestra que la amplitud de la solución varia de forma exponencial, se
reduce (en caso de γ0 negativa), aumenta (en caso de γ0 positiva). La anchura del soliton
tiene comportamiento inverso de la amplitud, la integral
∫




sech2z dz = 2η0 exp(2tγ), (2.51)
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en el caso γ0 = 0 es invariante como se ve en Fig. 2.2 y de variación exponencial en el caso
γ0 6= 0 Fig. 2.1.
2.1.2. Dinámica con potencial armónico
Considerado en la Ec.(1.2), el potencial de osicilador armónico como la perturbación
iε(u) = 1
2
Ω2x2u [68], obtenemos las siguientes relaciones para los parámetros del soliton















(η2 − δ2). (2.53)
De estas relaciones obtenemos las ecuaciones para la posición de centro de masa y velocidad







que tiene las soluciones




δ(t) = q0ΩSin(Ωt) − δ0Cos(Ωt), (2.56)
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Figura 2.3: Dinámica de la NLE en un potencial armónico con Ω = 0.1, amplitud η = 1,
velocidad δ0 = 0.5 y 0, posición inicial q0 = -3 y 0
La Figura 2.3 muestra la dinámica de un soliton en la trampa parabólica. oscilando de
forma ćıclica durante todo su desplazamiento y delimitado por el potencial armónico.
La integral
∫




sech2z dz = 2η0, (2.57)
es invariante en todo su desplazamiento.
2.1.3. Efecto Raman
Es el efecto dominante de orden superior en los solitones ópticos. Si la luz mono-
cromática viaja en una fibra óptica, emite una luz con una frecuencia más baja debido
a la dispersión inelástica de los átomos en la fibra. Este efecto descubierto por la C.V.
Raman en (1928). Si un solitón es muy ajustado, su espectro es muy amplio, es decir,
los componentes de la frecuencia más alta del solitón transfieren continuamente enerǵıa
a sus componentes de frecuencia más baja a través del efecto Raman, y esto lleva a la
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reducción de la frecuencia del solitón. Este fenómeno fue observado por primera vez por
Mitschke y Mollenauer (1986), y explicado teóricamente por Gordon, Hasegawa y Kodama









+ |u|2 u = ε κ u ∂
∂x
|u|2 , (2.58)
aqúı κ es real y positivo. Representa el efecto de propagación de un solitón. Dado que
un solitón se puede caracterizar por la amplitud η y la velocidad δ en la Ec. (1.2), el
efecto de los términos de orden superior en la propagación se pueden estudiar mediante la
evaluación de la variación de la amplitud η y δ debido a estos términos. La conservación
de la enerǵıa y el momento (flujo de enerǵıa) son útiles para este propósito. Al escribir el












(hu∗ − h∗u)dx, (2.59)
























Sustituyendo el término de orden superior































a partir de las Ecs. (2.62) y (2.63), calculamos los parámetros para el soliton η y δ mediante




































































ε κ η4. (2.68)
Figura 2.4: Efecto Raman, con los parámetros iniciales: amplitud η0 = 1, velocidad
δ0=0.15 y ε κ = 0.01.
Las expresiones muestran que la amplitud no se modifica, pero se genera un cambio
de velocidad. Causando que la dispersión de orden superior no modifique los parámetros
del soliton Fig. 2.4.
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2.2. Dinámica de Interacción de dos Solitones
Como ya se menciono en caṕıtulos anteriores, la NLSE posee soluciones solitonicas que
mantienen su velocidad y forma sin alteración [3, 17, 71, 72]. En un sistema perturbado
los solitones no pueden propagarse de modo estacionario, y su forma puede distorsionase
durante el tiempo. La teoŕıa de perturbación para solitones en la NLSE fue estudiada por
Karpman y Maslov [14], basado en la IST de Zakharov y Shabat [29] con un parámetro
espectral variable. También se aplicó al problema de interacción del solitón por Karpman
y Solov’ev [15]. El método desarrollado trata la perturbación de los datos de dispersión en
el problema IST para la NLSE. Debido a la dependencia temporal del parámetro espectral,
los parámetros del solitón son dependientes del tiempo (en aplicaciones ópticas, variando
a lo largo de su propagación), Karpman, Maslov y Solov’ev pudieron derivar el sistema
de ecuaciones para los parámetros del solitón mediante la aproximación adiabática. El
progreso de la teoŕıa de perturbación para solitones ha sido proporcionado y estimulado
por conceptos generales de control de la transmisión de solitón administradas por la dis-
persión [5,6,47,54]. Es necesario resaltar que los modelos NLSE generalizados, en muchos
casos, han estado ligados a conceptos de solitones no autónomos [73–76]. En el capitulo
analizaremos anaĺıticamente la interacción de dos solitones en los sistemas con ganancias
y pérdidas, usando la teoŕıa de perturbación del solitón de Karpman, Maslov y Solov’ev.
2.2.1. Interacción de dos solitones
La idea original de Karpman y Solov’ev era considerar la interacción entre solitones
como una deformación lenta de los parámetros (adiabática) del solitón, en la que solo
se debe tener en cuenta la interacción del vecino más cercano. En general, el método de
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Karpman y Solov’ev es aplicable para analizar la dinámica de interacción de solitónes en
todos los modelos perturbados. La principal restricción es que las ecuaciones no perturba-
das deben ser resueltas exactamente por el método IST. En realidad, este descubrimiento
ha abierto una nueva era en la f́ısica y las matemáticas aplicadas a los solitones. Bastará
con mencionar que varios métodos de perturbación en la teoŕıa del solitón, a saber, el
método variacional de Bonderson-Lisak-Anderson usa el formalismo de Lagrange [44, 48]
y el método original de Gordon [47], nos llevan a los mismos resultados.
Para estudiar la interacción de solitones se busca la solución de la Ec. 1.1, como la super-
posición lineal de dos solitones individuales
u(x, t) =u1(x, t) + u2(x, t). (2.69)
Esta ecuación tiene la solución general d’Alembert, donde u1 y u2 son funciones de onda
arbitrarias que representan la propagación de derecha e izquierda respectivamente.
u1,2(x, t) =η1,2(t)sech [η1,2(t)(x− q1,2(t))] exp [iϕ1,2(t) − iδ1,2(t)x] . (2.70)
2.2.2. La NLSE perturbado para dos solitones


















+ |u2|2 u2 = iξ (u2) − 2 |u2|2 u1 − u22u∗1, (2.72)
donde los términos en el lado derecho describen la interacción no lineal de dos solitones.
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2.2.3. Condiciones iniciales para la interacción
Figura 2.5: Condiciones de Interacción de Solitones
Definimos el parámetro de separación de solitones como q = 1
2
(q2 − q1), la amplitud
promedio η = 1
2
(η2+η1), las diferencias de amplitudes ∆η = η2−η1, velocidades δ = δ2−δ1
y faces ϕ = ϕ2 − ϕ1. Asumimos que los solitones tienen una separación bastante pequeña
(q2 > q1) y tienen aproximadamente las mismas velocidades y amplitudes (ver figura 2.5).
|∆ηq| << 1 << ηq, |ϕq| << 1. (2.73)
2.2.4. Fuerza de interacción sin potencial
Considerando las Ecs.(2.71) y (2.72) en las condiciones (2.73), y la perturbación externa
iξ(u) = 0, escribimos los términos de la interacción como una perturbación:
ε (um) = i
(
2 |um|2 un + u2mu∗n
)












3 [η1(x− q1)] sech [η2(x− q2)] (2 cosϕ+ i senϕ). (2.74)
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Teniendo en la cuenta las suposiciones establecidas en (2.73), escribimos




Entonces bajo nuestra suposición |∆ηq| << 1 en (2.73), η1(x− q1) y η2(x− q1) en (2.75)
pueden ser aproximados por η(x − q1). La perturbación para el segundo soliton se puede
obtener de similar manera.
Usando notación x = z
η




m] = (−1)m3η4 sec h3(z) sec h(z − 2ηq) cosϕ, (2.76)
Re [ε(um)u
∗
m] = (−1)mη4 sec h3(z) sec h(z − 2ηq) sinϕ, (2.77)
donde m = 1, 2.
Mediante las Ecs.(1.42)-(1.45), obtenemos el sistema de las ecuaciones para los parámetros
de dos solitones Ec.(2.70):
dηk
dt
=(−1)k 4η3 exp(−2ηq) sinϕ, (2.78)
dδk
dt
=(−1)k 4η3 exp(−2ηq) cosϕ, (2.79)
dqk
dt
= − δk − 2η exp(−2ηq) sinϕ, (2.80)
dϕk
dt






De esta sistema de ecuaciones, se puede derivar el sistema de ecuaciones para los paráme-
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tros promedios y diferencias definidos anteriamente:
d∆η
dt
=8η3 exp(−2ηq) sinϕ, (2.82)
d∆δ
dt
=8η3 exp(−2ηq) cosϕ, (2.83)
dq
dt














= 8η3 exp(−2ηq + iϕ), (2.86)
d2Y
dt2















Desarrollando Ecs. (2.86)-(2.88) obtenemos la integral de movimiento
Y 2 − 16η2 exp(−2ηq + iϕ) = C2, (2.89)
donde C es una constante compleja.






(Y 2 − C2), (2.90)
la cual podemos integrar
∫ dY























donde C = C1 + iC2 y α = α1 + iα2, son constantes complejas.
Usando la definición de la función Y y la Ec. (2.93) escribimos













obtenemos las formulas para diferencias de velocidades y amplitudes de los solitones
∆δ =
−C1 sinh (ηtC1 + 2α1) + C2 sin (ηtC2 + 2α2)
cosh (ηtC1 + 2α1) + cos (ηtC2 + 2α2)
, (2.95)
∆η =
−C2 sinh (ηtC1 + 2α1) − C1 sin (ηtC2 + 2α2)
cosh (ηtC1 + 2α1) + cos (ηtC2 + 2α2)
, (2.96)














sinh (ηtC1 + 2α1) + i sin (ηtC2 + 2α2)
cosh (ηtC1 + 2α1) + cos (ηtC2 + 2α2)
. (2.97)
Usando las Ecs. (2.84, 2.85), obtenemos las ecuaciones para la distancia y la diferencia de








C1 sinh (ηtC1 + 2α1) − C2 sin (ηtC2 + 2α2)




= η∆η = η
−C2 sinh (ηtC1 + 2α1) − C1 sin (ηtC2 + 2α2)
cosh (ηtC1 + 2α1) + cos (ηtC2 + 2α2)
. (2.99)










A = cosh (ηtC1 + 2α1) + cos (ηtC2 + 2α2) . (2.101)
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La integración de la Ec. (2.98), usando las Ecs. (2.100, 2.101), resulta en














cosh (ηtC1 + 2α1) + cos (ηtC2 + 2α2)
cosh (2α1) + cos (2α2)
]
, (2.103)
que presenta la dependencia exacta de la distancia en función del tiempo entre dos soli-
tones. Se puede obtener la formula para la distancia entre dos solitones al unir las Ecs.
(2.86, 2.90 y 2.93)











ηCt+ α) = iC exp(ηq − iϕ/2), (2.106)
de donde













Teniendo en cuenta que





ηtC1 + α1, φ2 =
1
2
ηtC2 + α2, (2.109)
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obtenemos
exp(−ηq + iϕ/2) = (C1 + iC2) [−i cosh φ1 cos φ2 − sinh φ1 sin φ2]
4η
[
cosh2 φ1 cos2 φ2 + sinh
2 φ1 sin2 φ2
] , (2.110)
=
−C1 sinh φ1 sin φ2 + C2 cosh φ1 cos φ2 − i [C1 cosh φ1 cos φ2 + C2 sinh φ1 sin φ2]
4η
[
cosh2 φ1 cos2 φ2 + sinh
2 φ1 sin2 φ2
] ,
exp(−ηq) = −C1 sinh φ1 sin φ2 + C2 cosh φ1 cos φ2
4η
[





exp(−ηq) = −C1 cosh φ1 cos φ2 − C2 sinh φ1 sin φ2
4η
[





1. Ahora definimos las constantes de integración. Los cuatro parámetros reales C1, C2,
α1 y α2. Se determinan a partir de los valores iniciales de ∆η, ∆δ, q y ϕ a través de
las Ecs. (2.82 - 2.85, 2.106) en t = 0, es decir,
∆δ0 + i∆η0 = −C tanhα, (2.113)
−4iη coshα = C exp(ηq0 − iϕ0/2), (2.114)
donde el sub́ındice cero indica el valor inicial, por ejemplo ∆η0 = ∆η(t = 0). En el
caso particular de las condiciones iniciales: η1 = η2, ∆δ0 = 0, ∆η0 = 0 y ϕ = ϕ0. Las
Ecs. (2.86, 2.90 y 2.93) se hacen
0 = −C tanhα, α = 0, (2.115)
C = C1 + iC2 = ±4iη exp(−ηq0)(cosϕ0/2 + i sinϕ0/2),
= ±4η exp(−ηq0)(i cosϕ0/2 − sinϕ0/2), (2.116)
y permiten definir las constantes
C1 = ∓4η exp(−ηq0) sinϕ0/2, (2.117)
C2 = ±4η exp(−ηq0) cosϕ0/2. (2.118)
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Vamos a considerar la dependencia de la distancia entre dos solitones según su fase
inicial.
Para la interacción de solitones que se encuentran inicialmente en fase (ϕ0 = 0),
C1 = 0, (2.119)
C2 = ±4η exp(−ηq0), (2.120)
y la distancia de separación, tiene el carácter de oscilaciones en el tiempo.


























(a) q = 2 (b) q = 3
Figura 2.6: Dinámica de interacción de dos solitones en fase con los parámetros de la Fig.
2.7.
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(a) q = 2








(b) q = 3
Figura 2.7: Separación relativa de solitones en fase q(t) dada por la Ec. (2.122) y re-
presentado con la dinámica espacio temporal del par de solitones NLSE, las amplitudes
iguales η=1 y las velocidades ceros. La separación inicial (a) q0=2 y (b) q0=3.
Para la interacción de solitones que encuentran inicialmente fuera de fase (ϕ0 = π)
C1 = 4η exp(−ηq0), (2.123)
C2 = 0, (2.124)
y la distancia de separación, se aumenta en el tiempo.



























(a) q = 2 (b) q = 3
Figura 2.8: Dinámica de interacción de dos solitones fuera de fase Ec. (2.126), con am-
plitudes iguales η=1 y las velocidades ceros. La separación inicial (a) q0=2 y (b) q0=3.
La separación relativa q(t)
(
q(t) ≥ 0 es positiva por definición
)
. Se vuelve negativa
en las zonas de unión como se muestra en las Figs. 2.7 (a) y (b) donde, obviamente,
la relación q(t) ≥ 0 no funciona. Los solitónes cuando están en fase forman un estado
ligado periódico. Cuando la separación inicial es pequeña, los solitónes colisionan en
periodo muy corto ver Fig.2.6. Cuando los solitónes están fuera de fase no se forma
el estado ligado ver fig.2.8.
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Figura 2.9: Dinámica de interacción de dos solitones con amplitudes iguales η1 = η2 = 1
y las velocidades ceros. La separación inicial es q0=5 (los gráficos de arriba) y q0=3 (los
gráficos de abajo). (a) Los solitones están en fase, ϕ = 0, y (b)fuera de fase, ϕ = π.
2. En el casos que las amplitudes fueran diferentes η1 6= η2, entonces ∆η0 = ∆η, se
desplazan a una misma velocidad ∆δ = 0 y con fase ϕ0 = 0. De la ecuación (2.113)
se puede obtener la función de centro de masa
C = −i ∆η0
tanhα
, (2.127)
remplazando en la Ec. (2.114), se tiene:














de la solución general Ec.(2.103), podemos escribir































Figura 2.10: Dinámica de interacción de dos soliton, con amplitud diferentes η1 = 0.95,
η2 = 1.05 y las velocidades cero, y la fase ϕ = 0. la separación inicial (a) q0=3 y (b) q0=5.
En la Fig. 2.9, se muestra la interacción de dos solitones con velocidades iniciales nula. En
la Fig. 2.9 (a) la interacción de los solitones en fase es atractiva, resultando en formación
de un estado ligado que tiene una forma periódica con los puntos de colisión, en los cuales
la interferencia constructiva de las amplitudes de solitones forma un pico alto. Después de
la colisión los solitones se aleján. La frecuencia de oscilaciones depende de la separación
inicial de los solitones (ver Ec. (2.122)) y es inversamente proporcional a la separación. No
existe colisión cuando están fuera de fase como se muestra en Fig. 2.9 (b), ellos se repelen
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causando que no se forme el estado ligado.
La dinámica de interacción de solitones en la Fig. 2.10 muestra que los solitones con
amplitudes diferentes y velocidades iniciales nulas. Los solitones están en fase y la posición
inicial es pequeña (o cercana a cero), la interacción es atractiva formando un estado ligado
con los puntos de colisión 2.10 (a). Mientras que cuando la posición inicial se aleja de cero,
no existe puntos de colisión durante todo su desplazamiento 2.10 (b).
2.2.5. Interacción con ganancia y perdida de amplificación
El sistema de ecuaciones para los parámetros de interacción
Considerando en la Ec. (2.73) iǫ(u) = iγu en la Ec.(1.1) obtenemos la perturbación
completa en la NLSE para dos solitones
iε(um) = iγum − 2 |um|2 un − u2mu∗n, (2.134)
ε(um) = γum + i2 |um|2 un + iu2mu∗n, (2.135)








γum + i2 |um|2 un + iu2mu∗n
)
u∗m, (2.136)
= (γ + i2u∗mun + iumu
∗
n) |um|2 .






sech2(z1){γ + i2η1η2 sec h(z1) sec h(z2) exp [i(ϕ2 − ϕ1) − i(δ2 − δ1)x]







3z1sechz2{3 cosϕ+ i sinϕ},





] = η2 sec h2(z1)
[












sech2(z2){γ + i2η1η2 sec h(z1) sec h(z2) exp [−i(ϕ2 − ϕ1) + i(δ2 − δ1)x]







3z2sechz1{3 cosϕ− i sinϕ},




] = η2 sec h2(z2)
[






] = 3η4 sec h3(z2) sec h(z2 + 2ηq) cosϕ, (2.142)
en primera aproximación: η1 ≈ η2, sech(z1 − 2ηq) ≈ 2 exp(z1 − 2ηq), sech(z2 + 2ηq) ≈
2 exp(−z2 − 2ηq), donde se usa la notación
z1 = η(x− q1), z2 = η(x− q2) = η(x− q1 − 2q) = z1 − 2ηq, z1 = z2 + 2ηq.
Al sustituir las Ecs. (2.138, 2.139) y la Ecs. (2.141, 2.142) en las ecuaciones (1.42 - 1.45),



































kdz = −δk − 2η exp(−2ηq) sinϕ, (2.145)
dϕk
dt






donde k = 1, 2.





= 8η3 exp(−2ηq) sinϕ+ 2γ(t)∆η, (2.147)
d∆δ
dt






















∆η = 8η4 exp(−2ηq) sinϕ+ 2γ(t)∆η. (2.152)










= 8η3 exp(−2ηq + iϕ) + i2γ∆η, (2.153)
realizando la diferenciación de la Ec. (2.153) por el tiempo se tiene
d2Y
dt2
= 8η3 exp(−2ηq + iϕ)d(−2ηq + iϕ)
dt





























Para resolver la Ec. (2.156), realizamos las siguientes aproximaciones:
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(a) se dejan solo los términos lineales en γ (se quita el ultimo termino en la Ec. (2.156)),
(b) ponemos 8η3 exp(−2ηq + iϕ) ≈ dY/dt,
(c) dη/dt ≈ 2γη.












(6 − 4ηq). (2.157)
Analizando el ultimo termino en la Ec. (2.157) notamos que se cancela en ηq = 1.5, de
acuerdo a las condiciones Ec. (2.73) (ηq >> 1). Pero con un incremento de q la interacción
de solitones disminuye exponencialmente. Tomando en consideración que γ << 1, en
primera aproximación podemos no contar con este termino. Finalmente vamos a analizar










Comportamiento sin ganancia y perdida de amplificación









Y 2 − C2
)
, (2.159)
la solución fue discutida ampliamente en la Sec. 2.2.4 (ver Ecs.(2.90) a (2.126)).
Comportamiento con ganancia y perdida de amplificación
Regresando a la Ec. (2.157), con ganancia de amplificación, ahora consideramos la
dependencia de η en el tiempo como η = η0 exp(2γt).
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donde K es una constante compleja, K = K1 + iK2.
La Ec. (2.160), permite obtener la solución tomando la integral
∫ dY








teniendo en cuenta que
∫ dY











































[exp(2γt) − 1] + α
]
,











[exp(2γt) − 1] + α1 + iα2
}
, (2.164)
donde α es una constante de integración α = α1 + iα2.
Usando la definición de la función Y y la Ec.(2.164)
Y = ∆δ + i∆η,



































K1 sinh 2φ1 −K2 sin 2φ2






K1 sin 2φ2 +K2 sinh 2φ1
cosh 2φ1 + cos 2φ2
, (2.167)
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[η(t) − η0] + αi. (2.169)








K1 sinh 2φ1 −K2 sin 2φ2

















A = cosh 2φ1 + cos 2φ2. (2.171)
Realizamos su integración













cosh 2φ1 + cos 2φ2








cosh 2 [K1 (η(t) − η0) / (2γ
√
2η0) + α1] + cos 2 [K2 (η(t) − η0) / (2γ
√
2η0) + α2]
cosh (2α1) + cos (2α2)
}
,
en el caso limite cuando γ → 0, la Ec. (2.172) toma la forma

































De las Ecs. (2.153, 2.160 y 2.164) obtenemos
8η2η0 exp(−2ηq + iϕ) + i2γη0∆η = −K2sech2 (φ1 + iφ2) . (2.174)
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Los cuatro parámetros reales K1, K2, α1, y α2, se determinan a partir de los valores
iniciales de ∆η, ∆δ, q y ϕ a través de las Ecs. (2.147-2.150) y (2.174) en t = 0, es decir,















8η30 exp(−2η0q0 + iϕ0) + i2γη0∆η0 coshα. (2.177)
Para el el caso particular de solitones iguales: η1 = η2, ∆δ0 = 0, ∆η0 = 0 y ϕ = ϕ0. De la
Ec. (2.177) obtenemos que α = 0 y
K1 + iK2 = ±2
√
2η0η0 exp(−η0q0)(i cosϕ0/2 − sinϕ0/2), (2.178)
K1 = ∓2
√
2η0η0 exp(−η0q0) sinϕ0/2, (2.179)
K2 = ±2
√
2η0η0 exp(−η0q0) cosϕ0/2. (2.180)
Propiedades de las caracteŕısticas de las soluciones
1. Para dos solitones que inicialmente está en fase (ϕ0 = 0) de las Ecs. (2.179) y (2.180)
obtenernos
K1 = 0, K2 = ±2
√
2η0η0 exp(−η0q0), (2.181)
y la distancia entre dos solitones




























ln {cos [η0 exp(−η0q0) (η − η0) /γ]} , (2.183)
cuyo periodo de oscilación es
T = 2π/ (dφ/dt) =
π
η20
exp(η0q0 − 2γt), (2.184)
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se puede ver que el periodo de oscilacion depende de la distancia inicial. Aumenta si
γ < 0 y disminuye si γ > 0, lo que significa que los dos solitones se repelen o atraen
entre śı.
Aśı mismo la distancia entre solitones. Cuando γ → 0












coincide con la Ec. (2.122).




2η0η0 exp(−η0q0), K2 = 0, (2.186)
la distancia entre dos solitones
q(t) = q0 +
1
η
ln {cosh [η0 exp(−η0q0) (η − η0) /γ]} , (2.187)
se aumenta para todos valores de γ positivos o negativos.
Si γ → 0












coincide con la Ec. (2.126).
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(a) q = 2











(b) q = 3
Figura 2.11: Impacto de las ganancias y pérdidas en las interacciones de los solitones de
la NLSE en fase Ec. (2.183)con amplitudes iguales η=1 y las velocidades ceros. Después
de elegir la separación relativa de solitones (a) q0 = 2 y ganancia γ = 0.003, (b) q0 = 3 y
perdida γ = 0.0022.
Los solitones en fase forman un estado ligado periódico, en el caso que la separación
inicial es pequeña los solitones colisionan en periodo muy corto ver fig. 2.12. Las
pérdidas (γ < 0 ) o ganancias (γ > 0 ), aumenta o disminuye el peŕıodo de oscilación
del par de solitones. Dos solitones se repelen o atraen entre śı y la separación relativa
de solitones q(t), aumenta en (γ < 0 ) o disminuye en (γ > 0 ), cómo se muestra en
la Fig. 2.11.
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(a) q = 2 (b) q = 3
Figura 2.12: Dinámica de interacción de solitones en fase con parámetros de la Fig. 2.11
2.2.6. Simulación directa por computadora y cálculos anaĺıticos
El impresionante progreso en la teoŕıa de perturbación ha sido proporcionado y esti-
mulado por los conceptos generales de control de la transmisión del solitón y el manejo
de la dispersión [3,4,6,54]. Debe enfatizarse que los modelos NLSE generalizados, en mu-
chos casos, han estado muy cerca del concepto de solitón no autónomo [73–85]. Antes de
la consideración anaĺıtica, consideramos las caracteŕısticas principales de la dinámica de
solitones NLSE obtenidas en nuestros experimentos informáticos directos y precisos (uti-
lizamos el método de pasos divididos de Tappert [86, 87] y los códigos de computadora
descritos completamente(ver ref. [88])).
Nos centramos en los ejemplos f́ısicamente más importantes considerados por Karpman
y Solov’ev [15]. Se demostró que en la estructura del modelo canónico para la NLSE Ec.
(1.1), con las condiciones iniciales Ec. (2.69) y representando dos solitones individuales
bien separados Ec. (2.70).
Estos solitones interactúan débilmente debido a las colas que se superponen y se atraen
o se repelen entre śı, según su diferencia de fase relativa ϕ0 = ϕ20 − ϕ10. De modo que
la separación relativa q(t) = [q2(t) − q1(t)] /2 de dos solitones inicialmente con las mismas
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amplitudes y velocidades esta determina por la siguiente relación [15,89]:





















si η0q0 ≫ 1. Cabe destacar que especialmente en aplicaciones ópticas no lineales, en par-
ticular para solitones temporales, “x → T” denota el tiempo sin dimensiones en el sistema
de coordenadas de desplazamiento y “t → Z” es la distancia de propagación normalizada
en la longitud de dispersión.
La comparación de la ley de Karpman y Solov’ev Ec. (2.189) con experimentos directos de
computadora se muestra en las Figs. 2.13 y 2.14. Las Figs. 2.13 y 2.14 indican claramente
que el resultado anaĺıtico Ec. (2.189) está en buena concordancia cuantitativa y cualitativa
con los resultados numéricos, aunque inicialmente se superponen dos solitones, como se
ilustra en la Fig. 2.14 (a, b). Mientras estudiamos los efectos de interacción entre solito-
nes, también debemos considerar la validez de la teoŕıa de perturbación de Karpman y
Solov’ev. Obviamente, el supuesto principal de interacción débil entre solitones, η0q0 ≫ 1,
se analiza en la vecindad extrema de los puntos de “concentración” (unión) y la interfe-
rencia donde interactúan dos solitones. La separación relativa q(t) (que es positiva por
definición q(t) ≥ 0) se vuelve negativa en estas pequeñas zonas de unión como se muestra
en las Figs. 2.13 (a) y 2.14 (a) donde, obviamente, la relación q(t) ≥ 0 no funciona. Sin
embargo, en comparación con la solución numérica, la ecuación anaĺıtica de Karpman y
Solov’ev. Ec. (2.189) sigue siendo apropiado y brinda una descripción tan precisa de la
dinámica de interacción periódica del solitón en todo momento, que muy a menudo, este
hecho fue considerado como “incidental y sorprendente”. Para explicar esto, consideramos
el problema de interacciones de solitones con más detalles, es decir, variemos la separa-
ción inicial de solitones q0 en nuestras simulaciones de computadora y representemos los
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resultados utilizando la escala logaŕıtmica. En particular, si q0 es relativamente pequeño,
q0 = 2.5, se deduce de experimentos informáticos precisos que los dos pares de solitones,
u(x, t) = sech(x− q0) + sech(x+ q0), (2.190)
Figura 2.13: Comparación del resultado de Karpman y Solov’ev para la separación relativa
de solitones q(t) dada por la Ec. (2.189) y representado por la ĺınea azul en (a) con la
dinámica espacio-temporal del par de solitones NLSE (b) calculada en el marco de la
ecuación del modelo NLSE. Ec. (1.1) con las condiciones iniciales dadas por las Ecs. (2.69)
y (2.70) después de elegir los parámetros: γ0 = 0 y la separación inicial entre los solitones
entrantes q0 = 3.0. Las zonas de los valores positivos y negativos del parámetro q(t) están
separadas por una ĺınea discontinua roja.
emiten una onda dispersiva no solitonica ya en el nivel 10−4 de la intensidad máxima
del solitón, como se muestra en la Fig. 2.15 (a) por la región de color rojo. Esta emisión
no solitonica continúa durante las primeras cincuenta longitudes de dispersión y a con-
tinuación, la radiación disminuye de manera gradual en las cien longitudes de dispersión
como se demuestra en la Fig. 2.15 (a) por la región de color verde correspondiente al nivel
de radiación 10−7 de La intensidad inicial del solitón. El nivel de emisión progresiva no
solitonica depende en gran medida de los valores iniciales de separación de los solitones q0.
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Este efecto se demuestra por los escenarios de interacción de solitones representados en la
Fig. 2.15 (a, b, c) y calculados después de elegir los parámetros q0 = 2.5 en la Fig. 2.15 (a),
q0 = 3.0 en la Fig. 2.15 (b), y q0 = 4.0 en la Fig. 2.15 (c). Los niveles correspondientes de
la emisión del componente que no pertenece a la solución vaŕıan de 10−4 (Fig. 2.15 (a)), a
10−5 (Fig. 2.15 (b)), de 10−7 (Fig. 2.15 (c)) y Los tiempos de emisión (o zonas espaciales)
que no son solitones disminuyen de 100 a 50 y 25 tiempos de dispersión (o distancias de
dispersión). Como resultado, los estados ligados de dos solitones estables se forman como
se muestra en las Figs. 2.15 (a-c).
Figura 2.14: considerando los mismos parámetros que la Fig. 2.13, pero para q0 = 2.5.
Matemáticamente, el problema IST para el potencial de dispersión que representa
dos solitones bien separados la Ec. (2.190) fue resuelto por primera vez por Satsuma y
Yajima [90], Desem y Chu (consulte los detalles en [49] y las referencias en ellos). En
la estructura canónica del modelo NLSE, la Ec.(1.1) y la condición inicial Ec. (2.190)
evolucionará a un estado ligado de dos solitones, de modo que los factores de forma de sus
solitones constituyentes serán dados por [49].
48
Figura 2.15: Dinámica detallada del par de solitones presentado en la escala logaŕıtmi-
ca y computado en el la estructura de la ecuación del modelo NLSE Ec. (1.1), con las
condiciones iniciales dadas por las Ecs. (2.69) y (2.70) después de elegir los parámetros:
γ0 = 0 y la separación inicial entre los solitones entrantes: (a) q0 = 2.5, (b) q0 = 3.0 y (c)
q0 = 4.0. Las ondas dispersivas que no son de radiación emitidas se muestran en (a-c) por
las zonas de color rojo, amarillo y verde.
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η1,2 = 1 +
2q
sinh(2q)
± sech(q) ⇒ η1,2 ≈ 2 exp(−q), (2.191)
para q suficientemente grande.
Por tanto, el peŕıodo de oscilación Tsol del estado ligado de dos solitones coincide exac-
tamente con el peŕıodo del par de solitones obtenidos en la estructura del enfoque de








para q suficientemente grande.
Este resultado proporciona la explicación del éxito “incidental y sorprendente” de la teoŕıa
de la perturbación de Karpman y Solov’ev. Las caracteŕısticas principales de la interacción





uxx + |u|2 u = iγ(t)u, (2.193)
se resumen en las Figs. 2.16-2.18 para el caso particular γ(t) = γ0 = const.
Análisis de computación de la interacción de solitones
La experimentación directa por computadora nos permite obtener las siguientes con-
clusiones. Primero, debido a la deformación lenta (adiabática) de las formas y fases del
solitón, el peŕıodo de solitón Tsol se vuelve dependiente del tiempo (ver Figs. 2.16-2.18).
Las pérdidas (γ0 < 0) o ganancias (γ0 > 0), aumentan o disminuyen el peŕıodo de la osci-
lación del par de solitones Tsol. Dos solitones se revocan (atraen) entre śı y la separación
relativa de solitones q(t) aumenta en (γ0 < 0) o disminuye en (γ0 > 0) como se ilustra
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en las Figs. 2.16 y 2.17. Una aceleración de las oscilaciones periódicas de un par de dos
solitones para el sistema NLSE con amplificación, aśı como la descomposición de un par
de dos solitones debido a la absorción, se ven claramente en las Figs. 2.16 y 2.17.
Figura 2.16: Impacto de las pérdidas en las interacciones de los solitones de la NLSE
en fase: los resultados del enfoque generalizado de perturbación de Karpman-Solov’ev
Ec. (2.223) (ĺıneas azules) se comparan con la experimentación directa por computadora
realizada en el marco de la ecuación del modelo NLSE. Ec. (1.1), con las condiciones
iniciales dadas por las Ecs. (2.69) y (2.70) después de elegir la separación relativa de
solitones entrantes q0 = 3.0 y pérdidas: (a) γ0 = −0.00125 y (b) γ0 = −0.0025.
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Figura 2.17: Impacto de la ganancia en las interacciones de los solitones de la NLSE
en fase: el resultado del enfoque generalizado de perturbación de Karpman-Solov’ev (se
muestra en la ĺınea azul (b)) se compara con los experimentos informáticos directos rea-
lizados en la estructura de la ecuación del modelo NLSE. Ec. (1.1) con las condiciones
iniciales dadas por las Ecs. (2.69) y (2.70) después de elegir la separación relativa de soli-
tones siguiente q0 = 3.0 y ganancia γ0 = 0.001. (a) Dinámica espacio-temporal presentada
en la escala logaŕıtmica. (b) Los resultados del enfoque generalizado de perturbación de
Karpman-Solov’ev Ec. (2.223). (c) Escenario detallado de la amplificación del par de so-
liton NLSE. La emisión de ondas dispersivas no solitones se muestra en (a) por la región
de color rojo.
En segundo lugar, el hallazgo esencial en nuestras simulaciones es que la absorción
(γ0 < 0) o amplificación (γ0 > 0), aumenta o disminuye considerablemente las zonas de
interacción (”fricción entre śı”) de los solitones como se muestra en las Figs. 2.16 y 2.17.
En tercer lugar, una radiación dispersiva que no es de solitón continúa aumentando, es
este efecto el que rompe la estructura solitónica de estado ligado y rompe el efecto de la
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formación del par de solitones estable como se observó en el caso γ0 = 0 (compare las Figs.
2.16, 2.17 y Figs. 2.13, 2.14). En cuarto lugar, nuestros experimentos con computadora
reconocen claramente el aumento lineal bien definido en el tiempo (monótono) de la se-
paración relativa de solitones q(t) en el caso de la absorción, γ0 < 0, y la correspondiente
disminución lineal en el tiempo de q(t) en el caso de la amplificación, γ0 > 0. Esta diferen-
cia distintiva en los escenarios generales de la interacción solitón se demuestra claramente
en las Figs. 2.16-2.18.
En contraste, dos solitones inicialmente bien separados con fases opuestas,
u(x, t) = sech(x− q0) − sech(x+ q0), (2.194)
No formen un estado ligado y emita periódicamente un componente dispersivo no solitonico
a nivel que depende de la separación inicial del solitón q0, aunque las pérdidas o ganancias
estén ausentes (los detalles se muestran en la Fig. 2.18 (a)). Las ondas dispersivas que
no son de solitón representan los paquetes de ondas de amplitud pequeña con longitudes
de crecimiento, como se demuestra en la Fig. 2.18 (a). Debido a los fuertes efectos de la
interferencia, la onda dispersiva que no es de un solitón se suprime completamente en el
rango medio entre los solitones de fases opuestas, como se demuestra claramente en la
Fig. 2.18 (a). Las pérdidas (γ0 < 0) o las ganancias (γ0 > 0), aumentan o disminuyen las
fuerzas de rechazo entre dos solitones de fase opuesta y la separación relativa de solitones
q(t) aumenta con el tiempo en la región del parámetro γ0 < 0 o disminuye con γ0 > 0,
como se ilustra en las Figs. 2.18 (b, c). En todos los casos considerados, la interacción del
solitón está acompañada por una fuerte radiación no solitonica, como se demuestra en las
Figs. 2.18 (a, b, c) en la escala logaŕıtmica.
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Figura 2.18: Impacto de las pérdidas y ganancias en las interacciones de los solitones
NLSE fuera de fase: los escenarios detallados de la interacción solitones NLSE se represen-
tan en la escala logaŕıtmica después de elegir la separación relativa de solitones siguiente
q0 = 3.0 y los coeficientes (a) γ0 = 0.0, (b) γ0 = −0.01 y (c) γ0 = 0.01.
Se debe enfatizar especialmente que el desempeño del mecanismo de auto-interacción
de la no linealidad depende de las pérdidas o ganancias integradas (acumuladas). Este
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hecho se deriva directamente de la transformación del modelo NLSE dada por la Ec.
(2.193) en el siguiente modelo NLSE no autónomo













|w|2 w = 0. (2.195)
Estudio anaĺıtico de interacción de dos solitones
Los resultados de nuestros experimentos computacionales sugieren que la aproximación
de la perturbación de Karpman y Solov’ev se puede modificar de la siguiente manera.
Sustituyendo el campo total Ecs. (2.69) y (2.70) en la Ec. (2.193), obtenemos el sistema









+ |u1|2 u1 = iγ(t)u1 − 2 |u1|2 u2 − u21u∗2, (2.196)




(η2 + η1), ∆η = η2 − η1, (2.197)
para lo cual consideramos las siguientes aproximaciones
|∆ηq| ≪ 1 ≪ ηq, |ϕq| ≪ 1, (2.198)
suponiendo una separación de solitones bastante grande (q2 ≫ q1) y aproximadamente las
mismas velocidades y amplitudes. Hemos generalizado en [89,91] el sistema de ecuaciones




= 8η3 exp(−2ηq) sinϕ+ 2γ(t)∆η, (2.199)
∆δ
dt



















= 8η3 exp(−2ηq + iϕ) + 2iγ(t)∆η, (2.203)
para una función compleja Y = ∆δ + i∆η.
La diferenciación de la Ec. (2.203) con respecto al tiempo resulta
d2Y
dt2












la solución anaĺıtica aproximada de la Ec. (2.204) se puede deducir aplicando una serie de
simplificaciones basadas en las aproximaciones Ec. (2.198) y dejando solo términos lineales
en γ0 (suponemos que un parámetro γ, sin pérdida de la generalidad, es una constante,
γ(t) = γ0, con un pequeño valor γ0 ≪ 1). Teniendo en cuenta los efectos de “fricción” entre




















(2η0q0 − 3), (2.205)
donde η0 = η(t = 0) y q0 = q(t = 0).














donde K es una constante compleja, K = K1 + iK2.

















donde α es una constante compleja, α = α1 + iα2.











Usando la definición de la función Y y la Ec. (2.207), obtenemos el siguiente resultado





























[η(t) − η0] − αi, (2.211)
se utiliza para i = 1, 2.










k1sinh(2φ1) − k2 sin(2φ2)
cosh(2φ1) + cos 2(φ2)
, (2.212)
y al realizar la integración












en el caso ĺımite de γ0 → 0, la Ec. (2.213) toma la forma
















que obviamente es coincidente con la Ec. (3.21) obtenido por Karpman y Solov’ev en la
Ref. [15].
Se pueden determinar cuatro parámetros constantes, k1, k2, α1 y α2 a partir de los valores
iniciales de los parámetros del soliton ∆η, ∆δ, q, y φ en las Ecs. (2.203) y (2.207):
∆δ0 + i∆η0 = 2γ0
2η0q0 − 3
η0















consideremos un caso particular de dos solitones con amplitudes inicialmente iguales ∆η0 =
0 y velocidades ∆δ0 = 0 y diferencia de fase ϕ = ϕ0. Aśı, a partir de la Ec. (2.215) se







con un orden inferior en γ0.
Analizando los siguientes casos tenemos:
1. dos solitones con fases inicialmente iguales (ϕ0 = 0), obtenemos:
k1 = 0 k2 = ∓
√
2η0η0 exp(−η0q0), (2.218)
y deriva en la siguiente fórmula para la separación relativa q(t) entre solitones















donde el factor de forma del solitón que vaŕıa en el tiempo viene dado por η(t) =
η0 exp(2γ0t). Se puede ver que, en el caso ĺımite de γ0 → 0, la separación de solitones
q(t) es una función periódica del tiempo y el resultado canónico para el peŕıodo de
oscilación del par de solitones se deduce directamente de la Ec. (2.219).




es esta distancia a la que la unión del solitón determina las limitaciones de ancho de
banda para las ĺıneas de comunicación del solitón [58].
Del Análisis cualitativo de la Ec. (2.219) muestra que la absorción en γ0 < 0 o
la ganancia en γ0 > 0, aumenta o disminuye el peŕıodo de oscilación en el par de
solitones en el tiempo. Este hecho significa que dos solitones se revocan o atraen
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entre śı y la separación relativa de solitones q(t) aumenta o disminuye más allá de
su distancia de separación inicial q0.
2. Para dos solitones fuera de fase con amplitudes y velocidades inicialmente iguales y
(ϕ0 = φ), de acuerdo con la Ec. (2.220), obtenemos
k1 = ∓
√
2η0η0 exp(−η0q0), k2 = 0, (2.221)
para que la separación relativa de solitones q(t) se convierta en















la ecuación (2.222) demuestra el aumento monótono en el tiempo de separación del
solitón, lo que significa que dos solitones se repelen entre śı. En el caso ĺımite de
γ0 → 0, la Ec. (2.222) para la separación del solitón q(t) concuerda completamente
con los resultados canónicos. Sin embargo, en presencia de absorción en γ0 < 0 o
ganancia en γ0 > 0, la separación del solitón aumenta en el tiempo más rápidamente
en la región de los parámetros γ0 < 0 o más lentamente en γ0 > 0.
3. Corrección emṕırica de las fórmulas anaĺıticas.
Debe enfatizarse especialmente que, sin embargo, hay algunas diferencias en que la
teoŕıa generalizada de Karpman-Solov’ev
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Figura 2.19: Resultados de la interacción complementaria entre los experimentos in-
formáticos directos y la teoŕıa generalizada de perturbación del solitón adiabático de
Karpman-Solov’ev: comparación cualitativa y cuantitativa de simulaciones computacio-
nales (puntos negros y ĺıneas) y ecuaciones de relaciones emṕıricas. (35,36) (curvas rojas)
calculadas para el caso (a) de pérdidas distribuidas γ0 = −0.00125 y (b) ganancia distri-
buida γ0 = 0.005.
predice y eso se ve directamente en los cálculos numéricos precisos. Nuestros resul-
tados anaĺıticos dan una muy buena y notable verificación cuantitativa y cualitativa
de los resultados numéricos resumidos en las Figs. 2.16-2.19, solo después de la
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sustitución γ0 → 2γ0 y esta caracteŕıstica explica todos los experimentos compu-
tacionales realizados en los amplios rangos de los parámetros clave del problema.
Reemplazando el coeficiente de pérdida o ganancia γ0 en todas las fórmulas princi-
pales Ecs. (2.207)-(2.216), (2.219)-(2.222) γ0 → 2γ0, podemos obtener la siguiente
fórmula emṕırica para la separación relativa de solitones en fase














y la fórmula emṕırica para la separación relativa de solitones fuera de fase.














Mediante la comparación de estas fórmulas emṕıricas con los resultados de experi-
mentos computacionales directos demostrados en las Figs. 2.16-2.19, hemos obtenido
una descripción cualitativa y cuantitativa muy precisa del impacto de las pérdidas
y la ganancia en la dinámica de interacción del solitón. Cabe destacar que los resul-
tados presentados en las Figs. 2.19 (a, b) se han confirmado para un rango mucho
más amplio de los parámetros q0 y γ0 mediante experimentos informáticos directos.
2.3. Interacción de Solitones Perturbados
2.3.1. Dinámica de Interacción de Dos Solitones con Potencial Armónico
De las Ecs.(2.71) - (2.72) con iξ(u) = 1
2
Ω2x2u, la perturbación total del sistema se
define:




Ω2x2um + 2 |um|2 un + u2mu∗n
)
, donde m,n = 1, 2, m 6= n,
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Ω2(z + ηq)2 sec h2(z) (2.225)
+ 3η4 sec h3(z) sec h(z − 2ηq) cosϕ,
Re [ε(um)u
∗
m] = − η4 sec h3(z) sec h(z − 2ηq) sinϕ. (2.226)
Mediante las Ecs.(1.42) - (1.45) y (2.73), los parámetros de la Ec.(2.70) son:
dηk
dt
=(−1)k4η3 exp(−2ηq) sinϕ, (2.227)
dδk
dt
=Ω2qk + (−1)k4η3 exp(−2ηq) cosϕ, (2.228)
dqk
dt
= − δk − (−1)k2η exp(−2ηq) sinϕ, (2.229)
dϕk
dt











=8η3 exp(−2ηq) sinϕ, (2.231)
d∆δ
dt
=Ω2q + 8η3 exp(−2ηq) cosϕ, (2.232)
dq
dt




Obtenemos las ecuaciónes de movimiento
d2q
dt2
= −Ω2q − 8η3 exp(−2ηq) cosϕ, (2.235)
d2ϕ
dt2
= 8η4 exp(−2ηq) sinϕ. (2.236)
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Figura 2.20: Dinámica de solitones, con parámetros iniciales: η0 = 1, Ω = 0.1, δ0 = 0.5,
q0 = 3, 5. (a) los solitones están en fase (los gráficos de la izquierda), ϕ = 0, y (b) fuera
de fase (los gráficos de la derecha),ϕ = π.
En las figura 2.20 se muestra la dinamia de interacción de dos solitones para NLSE.
Cuando los solitones están en fase (ϕ = 0), forman un estado ligado atractivo de forma
ćıclica. Si los solitones están fuera de fase (ϕ = π) colisionado de forma ćıclica y no
formando un estado ligado.











) y la dinámica de interacción de solitones en fase (ϕ = 0) se obtiene:
Ω2q0 ≤ 8η3 exp(−2ηq), (2.237)
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el peŕıodo de oscilación del par de solitones con η = 1 y q = q0 es






















η3 exp(−2ηq) cos(ϕ) (2.241)
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Discusión
La propagación de pulsos nolineales en fibras ópticas es un fenómeno con enormes
posibilidades tecnológicas. Ademas es un fenómeno intrigante. En vista de ello, surge la
pregunta como comprender su esencia y para su aplicaciń tecnológica ese fenómeno en ba-
se a modelos f́ısico matemáticos, usando la técnicas de integración de métodos numéricos
anaĺıticos o computacionales.
Un haz de luz láser al propagarse en un medio no lineal, puede modificar el ı́ndice de
refracción de tal manera que este aumente como resultado de una mayor intensidad del
láser, produciendo un fenómeno de un auto-enfocamiento del haz óptico, y oponiéndose
aśı a la tendencia natural del haz de experimentar una divergencia debido al fenómeno de
difracción. Si el fenómeno de auto-enfocamiento por cuestiones no lineales y la difracción
son balanceadas adecuadamente, el haz no sufrirá deformación, creándose aśı un soliton
óptico espacial. Este fenómeno se describe por la NLSE. La NLSE tiene aplicación en di-
versas áreas de la f́ısica, como en fibras ópticas, termodinámica, f́ısica de plasmas, etc. [5];
sus soluciones tipo soliton tienen mucha importancia por sus aplicaciones en ser portadores
de información a largas distancias sin deformacion sustancial, principalmente en el área
de las telecomunicaciones [3, 6].
En caso mas real, en presencia de agentes perturbativos, la NLSE ya es un modelo que
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necesita adecuarse a las nuevas circunstancias. Las teoŕıas de perturbación se desarrollaron
permitiendo describir la dinámica de solitones en la presencia de pequeñas perturbaciones,
tanto en sistemas integrables como no integrables [36,44,48–57]. Una importancia funda-
mental para los sistemas de comunicación de bits a muy alta velocidad juega el estudio
de las interacciones de solitones en diferentes sistemas. Como ya lo demostraron Blow y
Doran en su trabajo pionero [5], la absorción de enerǵıa en fibras conduce al aumento del
soliton, debido a la superposición considerable de solitones que interactúan. Las pérdidas
destruyen la integrabilidad de la NLSE y la estabilidad estructural de los solitones y sus
estados ligados. [20,88].
La idea original de Karpman y Solov’ev era considerar la interacción entre solitones co-
mo una deformación lenta (adiabática) de los parámetros del sistema óptico. Aqúı claro
esta que el concepto de vecinos cercanos se aplicaŕıa para los ulteriores cálculos compu-
tacionales. Por otro lado la investigación de dos solitones interactuantes nos darán cierta
pautas para determinar como va evolucionando el par de solitones durante la interacción
adiabática. En este caso podŕıa ser de crucial interés como la separación inicial entre ellas
mejor dicho entre los centros de masa del los solitones, dependen de las perturbaciones
positivas o negativas, o de ganancia o perdida. para nuestro asombro los cálculos anaĺıti-
cos y numéricos nos dan un resultado no trivial. Este resultado consiste en el hecho de
que la separación relativa de solitones si depende de las pérdidas o ganancias acumuladas
(integradas) pero coincidentes tanto anaĺıtica como numéricamente. Cuando los solitones
están en fase, formaban un estado ligado. Cuando en caso contrario los solitones estaban
desfase, nunca se ligaban, saĺıan disparados cada quien por su lado. nosotros hemos hemos
encontrado las condiciones necesarias para que surjan estados ligados. Como se puede ob-
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servar por ejemplo en la sección 2.2.4, Ecs. (2.117)-(2.124). Nuestros resultados anaĺıticos
dieron una muy buena verificaciń cualitativa y cuantitativa de los resultados numéricos
conocidos hasta ahora.
Debe enfatizarse que en los experimentos reales con solitones ópticos, la transmisiń e in-
teracciń de solitones incorporarán tanto pérdidas como ganancias en el sistema de fibras.
La comprensión completa del impacto de esos dos factores, a saber, la absorción. y la
amplificación, en la dinámica de interacción soliton sigue siendo digna de investigación.
Nuestros resultados también pueden ser de interés para las investigaciones de láseres de
fibra de soliton cuando se desea la estabilidad a largo plazo. Ademas, estos podŕıan abrir
la posibilidad para desarrollar investigaciones con experimentos reales y computacionales
para poder realizar la comparación cualitativa y cuantitativa de los resultados que podŕıan
inferir en el desarrollo de nueva tecnoloǵıa.
Los resultados obtenidos en la investigación son de mucho interés f́ısico. En nuestro traba-
jo, analizamos las ideas más importantes de la teoŕıa de la perturbación de la solución de
Karpman-Maslov-Solov’ev, y basándonos en ella, se resuelve anaĺıticamente el problema
de larga data de las interacciones solitonicas de tipo Schrödinger. aśı mismo, nos da la
posibilidad para ampliar la investigación anaĺıtica y computacional para la Ecuación no
lineal de Schrödinger con presencia de oscilación armónica y ganancia o perdida de ampli-




En la dinámica de un solitón se estudió aplicando dos perturbaciones: la primera con
tasa de crecimiento y decrecimiento, y la segunda con el potencial de oscilador armónico.
para la primera perturbación, la amplitud del solitón varia exponencialmente. En el se-
gundo caso la solución tiene un comportamiento periódico con oscilaciones de la amplitud
y velocidad, formando un estado ligado cuando el soliton esta en fase. En el caso que el
solitón esta fuera de fase la interacción es repulsiva. En el caso con potencial de oscilación
armónica mantiene los solitones confinados dentro del potencial. En la interacción de dos
solitones con potencial armónico, se demostró que el potencial parabólico sirve como una
trampa para los dos pulsos no lineales, manteniéndolos estables durante tiempo ilimitado
y conservando el carácter elástico de sus interacciones.
Hemos resuelto anaĺıticamente el problema de las interacciones de solitón de la NLSE en
los sistemas con ganancias y pérdidas aplicando las ideas más importantes de la teoŕıa de
perturbación de solitón de Karpman-Maslov-Solov. El resultado inesperado y no trivial
consiste en el hecho de que la separación relativa de solitones depende de las ganancias o
pérdidas acumuladas. Nuestros resultados anaĺıticos proporcionaron un buen control cuali-
tativo y cuantitativo de los resultados numéricos conocidos hasta ahora. Se debe enfatizar
que en los experimentos reales con solitones ópticos, la transmisión y la interacción del
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solitón incorporarán las pérdidas como ganancias en los sistemas de fibra. La comprensión
completa del impacto de estos dos factores, a saber, la absorción y la amplificación, en la
dinámica de interacción sigue siendo interés de investigación. Nuestros resultados también
pueden ser de interés para las investigaciones de solitones en fibras ópticas cuando se desea
la estabilidad a largo plazo. El impacto de la pérdida de enerǵıa en solitones de fibra óptica
y compuestos de solitones ha recuperado interés recientemente en el trabajo de Alexander
Hause, Christoph Mahnke y Fedor Mitschke [92]. Este interés fundamental está relaciona-
do con los esquemas de codificación de solitones no lineales que emplean valores propios de
IST. Son más robustos que los parámetros de forma de pulso bajo diversas perturbaciones,
y como resultado, los valores propios de solitón se utilizan para codificar información. De-
bido a que las pérdidas destruyen la integrabilidad exacta del NLSE subyacente mediante
el método IST. Los autores [92] han introducido un enfoque novedoso utilizando la pérdida
localizada de fuerza arbitraria, e investigaron cómo las pérdidas modifican el espectro de
valor propio de los compuestos de dos solitones. Estos estudios [92], [93] (ver también las
listas de referencias exhaustivas en [92], [93]) demostraron que las investigaciones de varios
impactos de pérdidas de fibra y ganancias en las interacciones con solitones siguen siendo
muy interesantes y actuales.
A si mismo hemos continuado los estudios detallados del impacto de las ganancias o pérdi-
das en las interacciones de los solitones NLSE. analizado las caracteŕısticas principales de
las interacciones de solitones mediante experimentos informáticos directos y precisos rea-
lizados en el marco del modelo canónico NLSE con ganancias o pérdidas distribuidas.
Hemos construido la solución anaĺıtica aproximada del problema generalizado de Karp-
man y Solov’ev teniendo en cuenta los efectos de fricción entre los solitones. Al utilizar
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la interacción complementaria entre los experimentos informáticos directos y la teoŕıa de
la perturbación del solitón, hemos encontrado fórmulas emṕıricas notables que describen
muy bien cualitativamente y cuantitativamente el impacto de las pérdidas y ganancias en
los escenarios de interacción de las solitones NLSE.
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V.N. Serkin. Application of Karpman-Maslov-Solov’ev soliton perturbation theory
to systems with distributed gain or losses. Optik, 181:99–104, 2019.
[90] J. Satsuma and N. Yajima. Initial value problems of one-dimensional self-modulation
of nonlinear waves in dispersive media. Progr. Theoret. Phys. Suppl., 55:284–306,
1974.
80
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