'Compact' H II regions (embedded in dense molecular clouds) relax to a pressure equilibrium configuration in shorter time-scales than the main-sequence lifetime of the exciting O stars. This result motivates a rederivation of the analytic model for the expansion of an H II region into a uniform environment. We have modified the classical model so as to include the breaking of the expansion necessary to reach the correct, final pressure equilibrium configuration. We find that this extended model also has a full analytic solution. A comparison of the analytic solution with a (spherically symmetric) numerical simulation is also presented.
I N T RO D U C T I O N
The problem of the hydrodynamic expansion of an H II region into a uniform medium has an approximate analytic solution which was (as far as we are aware) first presented by Spitzer (1968) . This solution was rederived in a more concise manner in the book of Dyson & Williams (1980) . Speculating that this part of the book was probably written by John Dyson, we will call it 'Dyson's solution'. It is interesting to compare the section on expanding H II regions of the books of Spitzer (1968) and Dyson & Williams (1980) . The derivation of Spitzer has a detailed consideration of the transition at the ionization front, which is completely avoided in the model of Dyson & Williams (1980) . The two derivations, however, lead to the same solution. This comparison illustrates the ability of John Dyson for deriving gas-dynamical models with enlightening theoretical clarity.
Dyson's solution models the initial stages of the hydrodynamic expansion of an H II region, but fails to stop the expansion when the photoionized gas reaches pressure balance with the surrounding, neutral environment. This property was not judged to be a problem because the time-scale for 'normal' H II regions to reach pressure equilibrium with the surrounding environment is longer than the lifetime of the O stars which power them.
However, 'compact', 'ultracompact' and even 'hypercompact' H II regions (embedded in dense molecular clouds) have now been discovered. The most extreme case are the hypercompact H II regions that have sizes ≤0.03 pc and electron densities above 10 6 cm −3 (Kurtz 2005 ). In this type of H II regions, the time-scale to reach pressure equilibrium with the surrounding environment is much shorter than the lifetime of the embedded O stars, and the role E-mail: raga@nucleares.unam.mx of the external pressure becomes important. Observers took this effect into account approximately by using Dyson's solution and then abruptly stopping the expansion once pressure equilibrium was reached between the ionized gas and the external medium (de Pree, Rodriguez & Goss 1995) . Under this crude assumption, the hypercompact H II region would either expand at close to the speed of sound of the ionized gas or not at all. With the new generation of ultrasensitive interferometers like eMERLIN and the EVLA, it will become possible to detect the expansion at velocities of the order of 1 km s −1 using the techniques of Kawamura & Masson (1998) . To properly interpret the expansion velocity of hypercompact H II regions, we need a better understanding of the smooth deceleration produced by the external pressure.
With this motivation, we have now modified the model of Dyson & Williams (1980) so as to include the elements necessary to reach the final H II/H I pressure equilibrium which stops the expansion of the photoionized region. Notably, the modified model can also be integrated analytically to obtain the radius of the H II region as a function of time (actually, only an implicit solution is obtained). We then compare this analytic solution with a 1D (spherical) gasdynamic simulation.
The Letter is organized as follows. We describe the analytic model in Section 2. The numerical simulation and a comparison between the numerical and analytic results are presented in Section 3. We then use the analytic model to derive an approximate expression for the relaxation time-scale of an H II region to its final, pressure equilibrium configuration (Section 4). Finally, the results are summarized in Section 5.
T H E A NA LY T I C M O D E L
We consider the problem of an H II region in its 'hydrodynamic expansion phase', following the initial, constant density expansion to the 'initial Strömgren radius':
where S * is the ionizing photon production rate of the central star, n 0 is the density of the (uniform) surrounding medium and α = 2.59 × 10 −13 erg cm 3 s −1 is the case B recombination coefficient of H at an electron temperature of 10 4 K. Once the ionization front has reached a radius R S , the hightemperature gas (of isothermal sound speed c i and initial atom+ion density n 0 ) starts to expand, pushing a shock into the surrounding environment (of sound speed c 0 and density n 0 ). If we assume that this shock is isothermal, and that it has a shock velocity v s , the compression in the shock is M 2 0 , where M 0 = v s /c 0 . The velocity of the post-shock material relative to the shock, therefore, is
If the ionization front moves at a velocity dR/dt (where R is the time-dependent radius of the photoionized region), the velocity v s (with which the shock travels away from the source) is
where for the second equality we have used equation (2). Let us note that Dyson & Williams (1980) 
and dR/dt as a function of v s :
We now assume that the expanding H II region is approximately homogeneous (of density n), that it is in pressure balance with the shocked, neutral material:
and that it is in global photoionization equilibrium:
where for deriving the second equality we have used the definition of the initial Strömgren radius (equation 1).
We now combine equations (5)- (7) to obtain
where σ = c 2 0 /c 2 i is equal to 1/2 times the environment-to-ionized medium temperature ratio. If we set σ = 0 we regain the differential equation derived by Dyson & Williams (1980) , which implies that the H II region will continue expanding forever.
With the boundary condition R(t = 0) = R S , this equation can be integrated analytically to obtain
with f (r) = −12σ 1/6 r 1/4 + 2 √ 3 tan
where r = R/R S and t = tc i /R S . The solution can be generated by choosing a set of values for r in the 0 < r < σ −2/3 range and then calculating the corresponding t values through equations (9)-(10).
It can be shown that for σ = 0 equation (9) coincides with the solution of Dyson & Williams (1980) : Also shown in Fig. 1 is the expansion velocity of the ionization front as a function of time, obtained by substituting the solution given by equations (9) and (10) It is also possible to use the implicit R(t) solution that we have derived (equation 9) to derive an equation of motion for the shock wave driven into the neutral medium. This is done by substituting the R(t) solution into equation (8), and then inserting the derived dR/dt(t) into equation (4). In this way, one obtains v s as a function of t, and one can in principle integrate this equation numerically in order to obtain the radius of the shock wave as a function of time. This is done in the following section in order to compare the resulting prediction with the results of a gas-dynamical simulation. 
G A S -DY NA M I C S I M U L AT I O N
Let us now consider the gas-dynamic equations for a spherically symmetric, two-temperature photoionized region:
where R is the spherical radius, u is the (radial) fluid velocity, n is the number density of the (pure H) gas, n H I is the neutral H number density, n − n H I is the ionized H density (equal to the electron density), α = 2.59 × 10 −13 erg cm 3 s −1 is the case B recombination coefficient of H at 10 4 K. The photoionization rate φ is computed in the standard 'grey H II region' approximation (in which the frequency dependence of the photoionization cross-section σ ν is not considered), so that it is given (as a function of the ionizing photon rate S * and the Lyman limit H I photoionization cross-section σ ν 0 = 6.3 × 10 −18 cm 2 ) by equation (15). Finally, the sound speed is computed as a function of the neutral fraction of the gas as
with c i = 10 km s −1 (the isothermal sound speed of the ionized gas) and c 0 = 1 km s −1 (the sound speed of the external, neutral gas). We compute a model with S * = 10 49 s −1 (the ionizing photon rate of an O7 main-sequence star). We initialize the spherical computational domain with a uniform, n = 10 7 cm −3 number density. Initially, we set n H I = 0 for R ≤ R S and n H I = n for R > R S , where R S = 4.52 × 10 15 cm is the Strömgren radius obtained with the chosen values of S * and n.
With these initial conditions, equations (12)- (15) are integrated in a spherical computational grid of 2000, equally spaced grid points extending from R = 0 to an outer radius R out = 10 18 cm. This outer radius is large enough to contain all perturbations within the computational domain. The gas-dynamical equations are integrated with a second-order implementation of the 'flux vector splitting' algorithm of van Leer (1982) , and the rate term in equation (14) is integrated with the semi-implicit method described by Raga, Navarro-González & Villagrán-Muniz (2000) . Finally, the spatial integral in equation (15) is computed as a direct sum over the radial grid points. Fig. 2 shows the (t, R) plane density stratification obtained from this simulation. The flow develops a low-density, ionized region with a decreasing expansion velocity. The ionized region reaches its maximum outer radius at t ≈ 5.5 × 10 4 yr, then its radius decreases slowly with time, and finally stabilizes at a constant value for t > 1.3 × 10 5 yr. Also shown in Fig. 2 Density stratification in the (t, R) plane of the numerical simulation described in the text. The low-density region corresponds to the photoionized gas which first expands, and then reaches a final radius (determined by the pressure equilibrium of the ionized and neutral regions). The solid line is the prediction from the analytic model (equation 9) for the motion of the ionization front, and the long dash line the corresponding prediction for the motion of the shock wave. The short dash line is Dyson's solution (equation 11). The density stratification is shown with the logarithmic scale given (in cm −3 ) by the top bar.
It is clear that the analytic solution (equation 9) reproduces reasonably well both the initial expansion and the final radius of the photoionized region. The analytic solution, however, fails to reproduce the 'overshoot' (i.e. the H II region with radius larger than the final radius) obtained in the numerical simulation for t ∼ 5 × 10 4 yr. Finally, in Fig. 2 we also show Dyson's solution (see equation 11). Interestingly, the fact that Dyson's solution has a faster expansion produces a better agreement with the numerical simulation at times <10 4 yr. At later times, Dyson's solution lies relatively close to the position of the shock wave driven by the H II region expansion into the neutral gas. This is probably just a coincidence.
T H E T I M E -S C A L E F O R C O N V E R G E N C E TO T H E P R E S S U R E E Q U I L I B R I U M C O N F I G U R AT I O N
The analytic model presented in Section 2 allows us to make a simple prediction of the time-scale for the expansion to attain the final, pressure equilibrium configuration. Equation (8) can be written in the form
with
where R f = R S /σ 2/3 is the final, pressure equilibrium radius of the H II region expansion (with R S given by equation 1) and x = R/R f is the spherical radius in units of R f .
In order to obtain a simple prediction of the relaxation time-scale of the H II region expansion, we now assume that σ = (c 0 /c i ) 2 1 (which is generally true for a ∼10 4 K H II region expanding into a ∼100 K neutral/molecular environment), and therefore set the lower limit of the I integral (equation 18) to zero. We can then evaluate the time t in which a given fraction R/R f of the final radius is attained from equations (17) For example, if we evaluate the I integral (equation 18, which has an analytic solution similar to the one given in equation 9), for R/R f = 0.8 we obtain I = I 8 = 0.7085 and for R/R f = 0.9 we obtain I = I 9 = 1.1353. Therefore, for obtaining an estimate of the time-scale t f in which the H II region attains ∼80-90 per cent of its final radius R f , we can set I ≈ 1 in equation (17) 
where in the second equality we have set c i = 10 km s −1 . Therefore, ultracompact H II regions (with radii of ∼0.1 pc) have reached the final, pressure equilibrium configuration in a t f ∼ 10 5 yr time-scale.
C O N C L U S I O N S
Ultra and hypercompact H II regions (Kurtz 2005) , which are embedded in molecular clouds with densities of ∼10 7 cm −3 and higher, relax to pressure equilibrium with the surrounding environment in time-scales of ∼10 5 yr. Therefore, they reach the equilibrium configuration well within the main-sequence lifetime of their central O stars.
This result motivates us to revisit models for the hydrodynamic expansion of H II regions. Spitzer (1968) and Dyson & Williams (1980) developed an analytic model for this expansion, which is appropriate for the early evolution of the expansion, but does not stop expanding when the H II region/surrounding environment pressure balance is attained. This was not judged to be a problem, because the lower density H II regions known ∼30 yr ago did not approach the pressure balance condition in time-scales comparable to the main-sequence lifetimes of the central O stars.
We have reanalysed the analytic model for the expansion of an H II region (in the clearer form presented by Dyson & Williams 1980) , and find that by replacing the condition of identical velocities for the ionization front and the shock wave (assumed in Dyson's solution) by equation (3) (see Section 2) it is possible to construct a model with a full analytic solution that does relax to the final, pressure equilibrium configuration. It is interesting that even though quite extensive work has been done on numerical (e.g. Mathews & O'Dell 1969; Tenorio-Tagle et al. 1982) and analytic (Franco, Tenorio-Tagle & Bodenheimer 1990; Shu et al. 2002) solutions to the expanding H II region problem, this particular analytic solution has been missed.
As it now stands, the analytic solution for the expansion of an H II region into a uniform medium has the following approximations: (i) the expanding H II region is considered as a rigid piston pushing the surrounding interstellar medium (i.e. the neutral material which goes through the ionization front to form part of the H II region is not considered; see equation 3);
(ii) perfect balance between the stellar ionizing photon rate S * and the recombination rate within the nebula is assumed (equation 7); (iii) a uniform pressure is assumed within the H II region; (iv) pressure balance between the shocked, neutral gas and the H II region is assumed and (v) the inertia of the expanding gas is neglected.
Items (i) and (ii) above are related. Spitzer (1968) presents a detailed discussion of these points, which appears to be not completely correct. However, it can be seen quite straightforwardly that the effect introduced by the shocked, neutral material which is then photoionized cannot be important.
As discussed by Dyson & Williams (1980) , the assumption of a uniform pressure within the ionized region (item iii above) is incorrect initially (when the H II region expands sonically), but soon becomes correct as the H II region expansion slows down. Also, the assumption of pressure balance between the ionized region and the shocked, neutral material is incorrect initially (when the ionization front is D-critical, and the pressure exerted on the neutral gas is equal to twice the thermal pressure of the ionized gas), but is correct at later evolutionary times (when we have a weak D-type ionization front). These two approximations are probably responsible for the fact that at early times the analytic solution does not expand as fast as the results obtained from a 'full' numerical simulation (see Fig. 2) .
Finally, the fact that the inertia of the gas is neglected (item iv, see above) results in a monotonic convergence to the final, pressure equilibrium radius for the analytic model. The numerical simulation shows an 'overshoot' (with radii larger than the pressure equilibrium radius) before convergence to the final configuration, which is a direct result of the inertia of the neutral material pushed by the expanding H II region.
That the overshoot indeed appears to be due to the inertia of the shocked, neutral material can be seen by analysing the pressure Figure 3 . Pressure (solid line) and H ionization fraction (dashed line) stratifications obtained from the numerical simulation for t = 5000 yr (top) and 10000 yr (bottom). The pressure is given in units of the pressure P 0 of the undisturbed environment. The H II region (i.e. the region with n H II /n H ≈ 1) has pressure fluctuations with strong space and time dependencies (these fluctuations being particularly strong close to the star, at R ≤ 10 16 cm). The shocked, neutral layer (i.e. the perturbed region with n H II /n H ≈ 0) has a systematic pressure gradient. stratification of the flow. Fig. 3 shows the pressure and H ionization stratifications of the flow at t = 5000 and 10 000 yr evolutionary times. From this figure, we see that the H II region has a complex pressure structure, with relatively strong fluctuations (the corresponding time and space density fluctuations can be seen in the t, R plane stratification shown in Fig. 2 ). We also see that at the two times (shown in Fig. 2 ), the shocked, neutral region has a systematic pressure gradient, with a post-shock pressure ∼30 per cent larger than the pressure of the H II region (this pressure gradient in the shocked, neutral layer being the direct result of the inertia of the material within this layer, which has to slow down as the H II region expansion brakes). The fact that the post-shock pressure is significantly higher than the H II region pressure results in a faster expansion than the one predicted by the analytic model (in which these two pressures are assumed to be identical).
In particular, if we assume that the pressure increase by a factor of ∼1.3 in the shocked layer is time-independent during the expansion of the H II region, we estimate an overshoot by a factor of ∼(1.3) 2/3 ≈ 1.2 (see equation 7) in the radius of the H II region. As seen in Fig. 2 , the numerical simulation produces an overshoot of ∼10 per cent of the final, equilibrium H II region radius, which is a factor of ∼2 smaller than the one obtained from the order of magnitude estimate described above.
It remains to be seen whether or not some of these effects can be incorporated into the model, and to still preserve an analytic approach. In this way, an improved version of the 'extended Dyson' solution presented above might be obtained. Direct measurements of the expansion of ultra and hypercompact H II regions at velocities as low as ∼1 km s −1 will become possible soon, and in combination with information of the star and the surrounding media, it will be possible to understand in detail the time evolution of these sources.
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