The prewndltlonlng pmcadure for generalized flnlterste chemistry and the proper premndltioning for the onedimensional Navler-Stoksr equatlons are presented. Elgenvalue 8tMmss Is r w l v e d and anvergemerate acwleratlon Is demonstrated over the entire Mach-number range from the lnmmpresslble to the hypersonlc. Specific benefits are realized at low and transonlc flow speeds. The extended preconditioning mablx acmunts for thermal and chemlcal non-equlllbrlum and Its Implementation Is explained for both expllclt and lrnpllclt U r n marching. Tho effect of hlgher4rder spatial accuracy and varlous flux spllttlngs Is lnvestlgated. Numerical analysis reveals the possible theoretical Improvements t o m uslng precondltlonlng at all Mach numbers. Numerical results mnflrm the expectatlonu from the numerical analysts. Represantatlve lest c a w Include fbws wlth previously troublesome embedded hlghcondltion-number reglons.
Introduction
The conservation equations for moderate and high Mach-number flows are well coupled, and standard numerical techniques perform adequately. However, in regions of low Mach-number flow, the energy and mw mentum equations decoupie, and the fluid dynamics become stiff. The condilion number quantifies the degree of stiffness and is the ratio of the largest to the smallest characteristic speed. When the smallest eigenvalue approaches zero (i.e. a t slow, essentially incompressible flow and at transonic flow >speeds), the condition number becomes prohibitively large. Characteristic time stepping or preconditioning eradicates this difficulty and allows us to simulate incompressible flows with compressible flow algorithms. Van Leer, et.o/. [l] recently developed an optimal, analytic preconditioning technique to reduce eigenvalue d stiffness over the full Mach-number range. They prcposed the method for first-order, perfect-gas flow simulations using explicit time integration and showed two-dimensional numerical results. Previously, preconditioning methods were proposed by among others Chorin [2], Turkel [3], Choi and Merkle [4] , and Viviand [5] . While effective in their scope, preconditioning methods before that of Van Leer lacked both the physical connection with the fluid dynamics and the necessary robustness for all Mach-number flows.
Van Leer adopted an approach based upon wave propagation. The two-dimensional Euler equations exhibit a four wave structure consisting of entropy, vorticity, and acoustic waves. At supersonic speeds these waves travel in predictable Mach-number-dependent directions. With an understanding of these propagation directions, a preconditioning matrix can be determined that normalizes each wave's speed [I] . However, at subsonic speeds the acoustic waves travel omnidirectionally, and in [l] Van Leer uses the structure of the supersonic preconditioning matrix to obtain the optimal subsonic matrix. By multiplying the flux-balance residual with the preconditioning matrix, we can scale the acoustic wave speeds so that all waves propagate at the same rate, an essential property to eliminate inherent eigenvalue stiffness.
The numerical elements of flows with thermal and chemical non- This paper synthesizes the thermo-chemical nonequilibrium flux-splitting of Grossman and Cinnella and the characteristic wave preconditioning of Van Leer into a powerful tool for implicitly solving two and threedimensional flows with generalized finite-rate chemistry. Proof of its effectiveness in a real-gas flow regime is given for a very-high-temperature diverging nozzle. However, the majority of our results are for the incompressible perfect-gas regime where the mast dramatic acceleration is attained.
The following section describes the stream-aligned coordinate system from which the preconditioning matrix and flux function are derived. In section 3 we describe the preconditioning matrix for generalized finite rate chemistry, the implicit formulation, and the nu-merical implementation of these ideas. Next, we explain the necessary modification to the flux function for preconditioning. In section 5 we provide insight into the implicit damping qualities of the one-dimensional Euler equations with and without preconditioning. In addition the penalty of using a standard flux formula with preconditioning is analytically illustrated. Next, we provide numerical results. An inviscid channel flow is used to determine the convergence-rate performance of the preconditioning at all Mach numbers and for several Courant numbers. For the transonic case, the effect of higher-order accuracy through MUSCL differencing is determined. Further results include a verylow-speed Eppler 387 airfoil. Space marching cases include a supersonic three-dimensional wedge and an axisymmetric nozzle with chemical reactions. Finally, in section 7 we describe the pitfalls and resolutions to preconditioning the one-dimensional Navier-Stokes equations. Viscous test cases include the internal structure of a normal shock. Conclusions and future work for the full Navier-Stokes equations appear in the closing section.
Stream-aligned Coordinate Systems
Before discussing the finite-rate extension of matrix preconditioning, the framework for analyzing the two-dimensional Euler equations is set. The uninitiated reader is referred to the earlier works by Van Leer, e t a / .
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Note that from Equ. (4) we can identify the Jaco- The Jacobian of the conservative variables with respect to the primitive variables assuming a perfect-gas law are
The converse Jacobian is simply the inverse of the above matrix, or
All of these transformation matrices are fairly trivial, and using them, the inviscid flux Jacobians transform into the matrices A' and B' of Equ. 
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A cos e + B sin e * X(8).
(16)
The angle @ is determined from the velocity cornponents as tan0 = u / u . w e also need to differentiate with respect to the strea-aligned coordinates. A P plying the chain rule to aU/az and aU/ay, the final metamorphosis of the Euler equations is complete. The The eigenvalues and underlying wave structure are evident in this simple form, and the flux Jacobians are now trivial. The derivations of the preconditioning matrix and modified flux function start with this stream aligned system. For numerical implementation, the preconditioning matrix must be transformed back to update the desired state variables which are usually the conserved variables with Cartesian velocities. Later, in this paper we document the preconditioning matrix for updating primitive variables. The artificial-viscosity matrix in the modified flux function must be transformed to a cell-face-aligned system with conservation variables for finite-volume implementation.
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In the stream-aligned system with symmetrization variables as determined in Section 2, the two- 
Precondnioning and implicit Formulation
The proper preconditioning matrix in two dimensions results from a wave analysis of the governing hyperbolic equations. Upon linearization, the eigenvalues derivation.
The three-dimensional preconditioning matrix must equalize all the acoustic waves in an identical way. This d P l ( P ) dp -(pa2/pz)dpz dp -(paZ/m)&w du dU = < dv dw dp -(pa2/pl)dpl -(pa2/en,)den,
waves grow closer together with increasing Mach number.
AQ = -----P---
knowns is variable in length. Therefore, the precouditioning matrix extended to generalized finite-rate chemistrv must accommodate a flexible system of moving At 8q
For implicit time integration, we move the preconditioning matrix of Equ. (18) t o the left hand side. Then, the system can be solved using any direct or indirect solver in the literature. Note that with very high time steps the effect of the preconditioning is canceled out. However, we can achieve significant improvements for low-speed flows and for simulations using approx--imate factorization. Standard Euler implicit time integration for the preconditioned equations yields the following formulation to update primitive variables:
Vo'aQp-l + -Aq = -R(q").
(27)
, , I " aq Appendix C documents P-l for generalized finite-rate chemistry in three dimensions. The matrices aQ/aq and 8q/aQ are given in Grossman and Cinnella [6].
Modified Flux Formulas
In developing flux formulas for the preconditioned Euler equations, the form of the numerical scheme must consistently represent the modeled partial differential equations. Therefore, the artificial viscosity for an approximate Riemann solver must be modified for preconditioning. For the original Roe algorithm, the artificialviscosity matrix is 
Numerical Analysis Euler lmpliclt Damping Characteristics
In this section, we retreat briefly to the onedimensional Euler equations. From within this simple framework, the deficiencies of a typical compressible code can be seen. We analyze Euler implicit time integration with the preconditioning algorithms prcposed above. Of course, we include the standard nonpreconditioned scheme as a comparison.
Recall that a discrete grid restricts the representative range of wavelengths and frequencies. The smallest wavelength and corresponding highest frequency that can be depicted on a finite discretization are X = 2Az and pz = 7r;respectively. The wavelength, wave number, and frequency are related through the following:
We are interested in the spectral radius at both long and short wavelengths, ( i . e . pz -+ 0 and p. -71) because typically, during convergence to the steady state, short waves decay quickly while long waves persist, expiring gradually.
,

Local Time Siepping
We want to determine the damping behavior of the implicit time operator over the entire Mach number range. The damping is determined by the gain matrix from a Von Neumann stability analysis. We want to determine the spectral radius, and thus the amplification factor, of the update matrix. This matrix is a function of the Mach number and the Fourier frequency.
Performing a Von Neurnann stability analysis of the Euler implicit procedure with Roe flux-difference splitting produces an amplification matrix whase inverse is given below.
The Courant number is defined as X E (u + a)Af/Az.
The smallest eigenvalue will be the inverse of the spectral radius. The three analytic eigenvalues of the inverse gain matrix are
) A carpet plot of the spectral radii over a Mach nu+ her range of to 10 and Fourier frequencies from lowest to highest is given in Fig. 2 . Notice that the spectral radius approaches unity in the limit of M + 0 for all wavelengths and equals unity at exactly Mach 1.
A nearly unitary gain results in minimal damping of a solution error in these flow regimes. Notice that significant damping occurs for supersonic and moderate subsonic Mach numbers for the high frequency waves. However, as the grid points in a simulation increase in number, longer wavelengths are numerically represented (i.e. 0. -0 ) and their gain approaches unity.
Characterisiic Time Stepping
Von Neumann stability analysis' with preconditioning and the modified Roe flux produces an amplification matrix whose inverse is
where u t uAf/Az. The three eigenvalues of the in- damping characteristics at all Mach numbers as the scalar wave equation. This is precisely our goal. A carpet plot of the gain for the range of frequencies and the same representative range of Mach numbers is illustrated in Fig. 3 . We see significant improvement from the damping shown in Fig. 2 
Numerical Results
Channel Flow
Objectives First, we demonstrate the abilities of the preconditioning to accelerate convergence using a simple geometry. The transonic flow through a channel with a circular-arc disturbance on the lower wall was the sub ject of a GAMM workshop in 1979 [ZO]. The transonic flow is slow to converge because the transonic shock which forms on the recompression side of the arc is reluctant to find its final steady state position.
Using this problem, we can determine the answers to many questions: How well does the preconditioning accelerate the convergence? What happens to convergence for different flux functions? What is the optimal Courant number to use with approximate factorization and, in particular, is this optimal value the same with and without preconditioning? What is the effective spectral radius of the iteration scheme? How does higher-order differencing change the performance of the preconditioned equations? How does the preeonditioning perform across the entire subsonic Mach number range? And, finally, how accurate are the computed incompressible solutions, which we can compare to the small-disturbance potential equation?
Numerical Synopsis
The circular arc is nestled in the lower wall and has unit chord. The in5ow and outfiow boundaries are two chords away from the leading and trailing edges, and the top wall is 2.073 chords above the lower wall. The curvature-corrected symmetry technique of Dadone and Grossman [23] is used as our tangency boundary condition on the upper and lower walls. At the inflow and outflow boundaries, the corresponding left and right states are set a t the free-stream value. A numerical 5ux is calculated at all boundaries which alleviates boundary condition stiffness from the newly modified Roe flux function, We integrate in time using approximate facw torization, and use both Van Leer 5ux-vector splitting and Roe flux-difference splitting. First, notice the typicaI behavior of the approximate factorization algorithm (i.e. gains that approach unity for both small and large Courant numbers and an optimal Courant number in the middle on the order of 10). The Courant number corresponding to the Pressure contours are shown in Fig. 7 , and the lower wall distribution is shown in Fig. 8 . The result from Rizzi's shock-fitting code (201 is included as a nearly exact solution. Careful examination will show that the peak pressure using the modified Roe algorithm is lower than for standard flux-difference splitting. This can be attributed to a larger artificial viscosity associated with the modified flux algorithm.
Numerical o r Effecfive Spectral Radius
In this sub-section, the residual histories of a gridconvergence cycle are used to determine the spectral radius of the numerical algorithm. After initial short wavelengths are smoothed, the residual history reflects the gain of the longest numerically achievable wavelength. The dominant long wave makes a residual history on a semi-log plot appear linear. The spectral radius for this one wave can be estimated strictly by examining the residual history of this final damping region. If the error at iteration number n is a fraction ( i e . the spectral radius) of the error at iteration numu ber n + l , or if P, c", < n + 1 = then the spectral radius over several bered n to N is (38) iterations num-A typical residual history for the transonic channel flow is shown in Fig. 9 ., and the corresponding spectral radii over several mesh refinements are shown in Fig. 10 . As the g i d spacing becomes finer, the long waves are linearly less damped, and consequently iterations and computational time increase. Note that the spectral radius for the characteristic time-stepping algorithm is lower for all mesh sizes in comparison to local time stepping. This indicates that a solution using preconditioning may be obtained on a grid with roughly twice as many points in each direction in the same number of iterations (Le. same spectral radius).
Mach-Number Study
In this sub-section we investigate the performance of the preconditioning algorithm over a range of subsonic Mach numbers. Performince for preconditioning and local time stepping using Roe's scheme is shown for first and higher order in Fig. 11 .
The preconditioning algorithm gives convergence in fewer iterations for all freestream Mach numbers. We have successfully run at Mach numbers as low as M = IO-' while the solution using the standard Roe algorithm with local time stepping was entirely inaccurate, as will be demonstrated in the next sub-section.
Performance for the flux-vector splitting scheme is shown for first and higher order in Fig. 12 . The mass splitting technique poorly models the Riemann prohlem for low Mach numbers and thus mathematically confuses the wavebased preconditioning matrix. Consequently, preconditioning with flux-vector splitting at low Mach numbers is unwise. The cross-over Mach -number appears to be around M x 0.5. of iterations divided by the iterations required without preconditioning. Preconditioning with higher-order interpolation is more efficient simply because the partialdifferential equations are modeled more accurately.
Vey-Low-Speed ( M = W3) Flow
An essential consideration for low Mach-number tio approaches infinity at low Mach numbers. To accuHowever, for a flow code which models both perfect-gas and finite-rate chemistry, a gauge energy is impractical and was not done in the present computations. The consequence of this is seen in the residual history shown in Fig. 14. For very small residuals the energy balance exceeds the machine's precision. Increasing the machine precision or using a gauge energy allows convergence to higher orders.
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C l w . lime stepping -61x31 mesh
The same channel geometry was run with a freestream Mach number of M = 0.001. The pressure coefficient on the lower wall is compared to the smalldisturbance solution in Fig. 15 . Thirty levels of pressure coefficient contours are shown in Fig. 16 . Notice the symmetry in the data and in the contours stemming from the curvature-corrected symmetry boundary technique. An alternative solution using precondition- ing with a standard Roe scheme is shown in Fig. 17 . Obviously the modified Roe flux is essential for reasons -of both accuracy and stability.
Eppler 387 Alrfoll
An Eppler 387 airfoil was simulated a t a freestream Mach number of M ~0 . 0 5 and angle of attack, a=2'. There is little hope of accurately and efficiently calculating this flow with a standard compressible Euler code without including the preconditioning technique. A predominant flow phenomenon of this airfoil is the laminar separation bubble over most of the upper surface at low Reynolds number. This case typifies where we are with preconditioning and where we want to go. At present, we cannot simulate the complete NavierStokes equations and the laminar separation bubble using preconditioning. The first step toward this goal is given at the end of this paper for one-dimensional Navier-Stokes equations.
The computation used the 61 x 41 mesh shown in Fig. 18 . To verify our inviscid results, we compared to a panel method. T h e pressure coefficient contours of the flow field are shown in Fig. 19 , and the surface pressure is compared to wind tunnel data in%ig. 20 . We obtained convergence of the normalized flux residual to a tolerance of six orders in 708 iterations and 81 V ' C P U seconds. We iterated using the mesh sequencing capabilities of GASP and three levels of grid refinement. Figure 18 . Close-up of the 61x41 0-mesh surrounding the Eppler 387 airfoil.
Space Marching
As a three-dimensional test case for the flux function and preconditioning matrix we simulate a skewed wedge that was proposed by Rumsey, el.al. [21] for their five-wave multi-dimensional Riemann solver. The inflow Mach number is 2.8, and the geometry with pressure contours is shown in Fig. 21 . The number of iterations required to converge an absolute residual by six orders per cross-flow plane is shown in Fig. 22 . A p proximate factorization is used in the cross flow plane with a non-linear residual update in the marching direction and a Courant number of five. Based on the condition numbers for three-dimensional M =2.8 flow, we would expect 1.97 times better convergence rate. In practice, the preconditioned case converges 0.93 to 1.33 times faster than without preconditioning depending upon the cross-flow plane.
The second marching case is the axi-symmetric reacting flow through a diverging nozzle. This case helps to determine the effect of precoiditioning for flow with equilibrium and finite-rate chemistry as well as nonequilibrium vibrational relaxation. Four cases are run with different assumptions upon the thermodynamics. All cases use a Courant number of ten.
The inflow temperature is a balmy 9000 I< and the inflow velocity is 3000 m / s yielding an approximately sonic inflow Mach number. We expect large benefits from preconditioning within this sonic flow regime. Perfect gas, equilibrium, and finite-rate chemistry with and without non-equilibrium vibration were run using the Kang and Dunn [28] the benefits of preconditioning decrease. Convergence rate is accelerated for all cases at the nearly sonic inflow condition.
Summary
The theoretical and actual convergence-rate acceleration for the above test cases is summarized in Table  2 .
Navier-Stokes Preconditioning
The idea behind characteristic time stepping is to transform as closely a s possible the behavior of a s y s tem of equations into that of a scalar equation. The terms which comprise the Navier-Stokes equations, the Fourier footprint becomes prohibitively skewed as the cell Reynolds number approaches zero, Reaz -0. This footprint is shown in Fig. 29 . Note that the axes are not one-to-one and that the footprints for high Reynolds numbers are nearly circular. The conclusion is that the convective and acoustic waves in the low Reynolds num- Figure 29 . Fourier footprint using the inviscid preconditioning on the one-dimensional Navier-Stokes equations with unit CFL, v = l .
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ber viscous limit cause more stiffness than the original equations. What do we want the footprint to look like? The one-dimensional heat equation yields a footprint which lies on the negative real axis with no imaginary part. -The footprint is bounded by zero and twice the Courant number. We would hope that as the cell Reynolds uumber approaches the viscous limit, the Fourier footprint would approach the footprint of the heat equation for all three waves in the system. To accomplish this, we must derive a new preconditioning matrix that is designed for the task.
TO determine the viscous preconditioning matrix, we adopt the symmetrization variables proposed by Abarbanel, el.al. [29] . These variables symmetrize both the inviscid and viscous flux Jacobians, which is beneficial because we can then determine a positive definite preconditioner. These variables are also known in differential form as For convenience we define matrices, A and A", which are non-dimensionalized by the velocity and kinematic viscosity, u and Y , respectively. These matrices are -i v, ~2 sin pZ.
(50) To control the growing negative real part, we must choose the viscous preconditioning to be
With this formulation, we recover the inviscid preconditioner in the inviscid limit of ReA, -00. The
Fourier footprint for this preconditioning matrix is shown in Fig. 30 for several representative cell Reynolds comes large, the footprint becomes circular. Also, notice the controlled behavior for decreasing cell Reynolds numbers. All three waves are slowly collapsing onto the negative real axis as totally dissipative waves. Finally, notice that the high-frequency acoustic and entropy waves are forced to meet at the real axis.
As an initial plausibility test case, we consider the simple damping of a 5% pressure disturbance in Notice how the performance of the inviscid preconditioner deteriorates as the cell Reynolds number decreases. The threshold is around Rea.,-2. We have observed the same behavior for the two-dimensional preconditioning. The viscous preconditioning holds true t o form for all cell Fkynolds numbers and converges the lowest Reynolds number case in 572 iterations. This is compared t o 5767 iterations without preconditioning. Running the inviscid preconditioning at the low end was impractical. We estimate convergence in more than 100,000 iterations for Rea, =0.01. Note that a Blasius profile simulation has cell Reynolds numbers on the order of those in this example.
To compute a more realistic problem, we consider the internal structure of a normal shock with upstream 
Conclusions
The formulation for extending to finite-rate chemistry the matrix preconditioning of Van Leer is p r e sented. Perfect-gas computations confirm convergence acceleration at all subsonic Mach numbers with significant improvement in the transonic and incompressible regimes. Inviscid incompressible flows are quickly and efficiently calculated using a compressible formulation and eigenmlue stiffness is effectively reduced. Results for marching a chemically reacting flow proves likewise beneficial at low supersonic speeds. Implementation is given for both explicit and implicit time integration. In addition, the one-dimensional Navier-Stokes equations are effectively preconditioned. Future work must robustly simulate all flow regimes, namely the realm of the complete Navier-Stokes equations.
