Recursive solution of Cauchy-Vandermonde systems of equations  by Heinig, Georg & Rost, Karla
NORTH- HOLLAND 
Recursive Solution of Cauchy-Vandermonde Systems of 
Equations 
Georg Heinig 
Kuwait University 
Department of Mathematics 
POB 5969 
Safat 13060, Kuwait 
and 
Karla Rost 
Technische Universitiit Chemnitz 
POB 964 Fachbereich Mathematik 
Chemnitz D-09009, Germany 
Submitted by Miroslav Fiedler 
ABSTRACT 
Recursive fast algorithms for the solution of linear systems AZ = b the co- 
efficient matrix of which consists of a Cauchy and a Vandermonde matrix part 
are presented. 
1. INTRODUCTION 
Throughout the paper, let ci (i = 1,. . . ,p) and dj (j = 1,. . . , q) be given 
pairwise different complex numbers satisfying ci # dj for all i and j, and let 
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c = (ci):, d = (dj)‘f. We associate the pair (c, d) with the Cauchy matrix 
C=C(c, d) := -& ; [ 1 Q . 2 3 2=lj=l 
Furthermore we introduce Vandermonde matrices 
h(c) := [cy];=l;=l. 
The subject of this paper is the investigation of matrices of the form 
and 
Al, = Ak(c, d) = [ccc, d) vk(c>] 
A-I, = A-k(c, d) = CCC, 4
[ 1 h(d)T 7 (1.2) 
(1.1) 
where k = 0, 1, . . . . We call them Cauchy-Vandermonde matrices (or CV 
matrices for short). Note that Ap _ q is a square matrix. We shall write A 
instead of Ap _ q. 
CV matrices appear, for example, in connection with the numerical 
solution of singular integral equations [6]. But the most natural background 
seems to be, as will be shown below, rational interpolation with fixed poles. 
The inversion problem for CV matrices was studied in [2, 31. In [3] an 
explicit inversion formula was presented, which shows that the inverse of a 
CV matrix is closely related to its transpose. This formula can be used in 
order to solve equations 
Ax=b (1.3) 
with a computational amount of O(n’), or even 0(nlog2 n) if the FFT is 
utilized, where n = max{p, q}. 
. In many practical situations, however, it is more natural to consider 
a family of nested CV systems rather than a single system, or it is asked 
how the inverse of a one-row and one-column extension of a CV matrix is 
obtained from the inverse of the original matrix. Therefore it seems to be 
of interest to have, besides the global inversion formula, recursions for the 
inverses of nested submatrices and of corresponding systems of equations. 
The construction of such recursions is just the goal of the present note. 
The resulting algorithms also have complexity 0(n2) at most and can there- 
fore be considered as fast ones. They generalize well-known procedures for 
Vandermonde matrices (see [7, 81). 
For the construction of the procedures we utilize a natural interpolation 
interpretation of the system (1.3). The interpolation background will be 
considered in Section 2. 
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Similar to other types of structured matrices and interpolation problems 
(see [l, 4, 51) th ere exists two types of recursive algorithms. The first 
one (type I or Levinson type) is a recursion of nested subsystems of (1.3) 
and involves inner-product calculations. The second one (type II or Schur 
type) avoids the inner-product calculations and replaces them by a recursive 
computation of certain residuals. It has the disadvantage, compared with 
type I, that its application requires knowledge of all parameters ci and d, in 
advance. The computational amount for both type I and type II is 0(n2) 
in sequential computation. In parallel processing the amount for type I 
cannot be reduced further than to O(n log n) in view of the inner-product 
calculations, but type II can be carried out with linear complexity, provided 
that n processors are available. 
A type-1 algorithm will be presented in Section 3. Type-II algorithms 
will be discussed in Section 4. 
In Section 5 we consider nonsquare systems Akx = b and show that the 
recursive algorithms can also be applied in this situation. 
For the sake of simplicity of the presentation we do not discuss stability 
issues, which are, however, decisive for the application of the algorithms in 
floating-point arithmetic. Apparently, the situation of CV matrices is very 
similar to that for classical Vandermonde matrices. The latter is discussed 
for example in [9] and [lo]. 
2. INTERPOLATION BACKGROUND 
Suppose that Al, is a CV matrix given by (1.1) or (1.2). We show that 
the equation 
Akx = b (k = 0, *1,. .) (2.1) 
admits an interpretation as an interpolation problem. 
First let us consider the case k > 0. We introduce the rational function 
(2.2) 
Then the vector x = (xj)y+ Ic is a solution of Equation (2.1) with b = (b,); 
if and only if the function F(X) meets the interpolation conditions 
F(Q) = b, (i = l,...,p). (2.3) 
Now we consider the case k I_ 0. Let us agree upon the following 
notation. If 4(X) is a rational function and Cj &X-j its Laurent series 
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expansion at infinity, then we denote by ($)j the coefficient 4j. Let F(X) 
denote the rational function 
F(X) = e 2. 
j=l x-dj 
Then z = (sj); is a solution of (2.1) with b = (bi)y- k if and only if F(X) 
meets the interpolation conditions 
F(Q) = bi (i = 1,. . . ) p) 
and for k < 0, in addition, 
(F)j = bp+j (j = 1,. . . , -k). 
As a consequence of the interpolation interpretation of CV equations 
we get the following 
THEOREM 2.1. Any CV matrix Ak(c, d) defined by (1.1) and (1.2) with 
pair-wise different ci and pair-wise different dj has full rank. In particular, 
all square submatrices of such a CV matrix are nonsingular. 
Proof We show that any square CV matrix A has a trivial kernel. 
Suppose that k = p - q > 0 and that u = (ui); ’ k belongs to the kernel of 
A. We introduce the function 
(In case k = 0, the second sum is taken to be equal to zero.) Then H is of 
the form 
H(X) = #; 
where h(X) = ng= ,(X - dj) and e(X) is a polynomial with degree p - 1 at 
most. According to the interpolation interpretation we have [(ci) = 0 for 
i=l,..., p. Hence < = 0 and consequently u = 0. That means the kernel 
of A is trivial. 
In case k < 0, we go over to the transpose AT and show with the same 
arguments that the kernel of AT is trivial. This proves the theorem. H 
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3. TYPE1 RECURSION 
In this and the subsequent two sections we consider square CV matrices. 
Let c = (ci);, d = (dj):, and let A = A,_, be defined by (l.l), (1.2). We 
introduce square matrices A”” defined by 
A mn := A,-,(c?, d”) (m=l,..., p; n=l,..., q), 
where 
cm := (q)?, d” := (d,):. 
Note that Amn is not always a submatrix of A. For parallelization purposes 
it is convenient to consider m, n for which A”” is not a submatrix of A. 
Our aim is to solve equations of the form Az = b, where b = (b,);, T = 
max{p, q}. For this we consider the “truncated” systems 
Amnzmn = bmn (m=l,..., p; n=l,..., q), 
where bmn = (by”“)!, k = max{m, n}, is defined by 
(3.1) 
by” = 
i 
;;’ i=l,...,?n, 
m+p, i=m+l,..., n (ifn>m). (3.2) z 
In (3.2) we put bi = 0 for i > T. 
We are looking for recursions for zmn. For this we use the interpolation 
interpretation of (3.1). As noted in Section 2, (3.1) is equivalent to the 
interpolation problem 
F,,(ci) = 
(%,)j = 
for the function 
h (i= l,..., m), 
b P+j (j= 1 T“‘, n-m, ifn>m) 
n ,mn m--7L 
Fmn(X) = c “j + c “~$~i-l, 
i=lX-di j=l 
(3.3) 
(3.4) 
where xmn = (XT)!. The second sum appears only if m > n. Recall that 
(F)i denotes the coefficient of X-j of the Laurent expansion at infinity. 
In order to find recursions for F,, we still need the rational function 
H,,(X) := lx 1(X - 4 
I-&,(~ -4)’ 
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which can be represented in the form 
The second sum appears only if m 2 n. Clearly H,, meets the interpola- 
tion conditions 
&n(ci) = 0 (i=l,...,m), 
(Knn)j = 0 (j=l,..., n-m-l, ifn>m+l), 
(%,A,-, = 1 (if n > m). 
Note that for n 5 m we have (H,,),_, = w,“+“~ (= 1). 
The coefficients wj” of the partial-fraction decomposition of the func- 
tion H,, can be characterized in terms of the CV matrix A,,, _ n _ 1, its 
the following proposition shows. Using the arguments of Section 2, the 
following can be easily verified. 
PROPOSITION 3.1. The vector wmn := (WY): = 1, where 1 = max{m + 
1, n}, spans the kernel of the matrix A, _ n + 1. 
We start with the recursion m -+ m+ 1. The following is easily checked. 
LEMMA 3.1. The functions F,, and Hmn fulfill the recursions 
H ,+1,,(X) = (A - cm+l)H4X), (3.6) 
F m+l,n(X) = Fmn(X) + amnHmn(Nr (3.7) 
where 
b 
cx ,,+I- F,,(c,+l) mn = 
H,,(c,+l) ’ 
Now we have to translate the recursions (3.6), (3.7) into vector language. 
Let wmn denote the vector with the components WY” (i = 1,. . . , 1, 1 = 
max{m + 1, n}) taken in the representation (3.5). 
THEOREM 3.1. The vectors~~+~l~ andwm+‘ln can be computedfrom 
xmn and wmn via the following formulas. 
(1) Case m > 72: 
m+l,n = xyLn 
xi z + a,,wy (i = 1,. . . , m + l), (3.8) 
(4 - %Z+ l)q” (i=l,...,n), 
m+l,n _ 
wi W 
mn - - c77L+1w,m;4, (i = n + l), (3.9) 
w”n ?nrI 2-l - cm+1wi (i = n + 2, . . . , m + 2), 
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where 
II 
W mn ._ c WV m* .- 3 ’ x,+1 := 0, 
j=l 
w,mn+z := 0, Qmn = 
b, - fTxmn 
fTwmn ’ 
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(3.10) 
and 
fT= l 
cm+1 -dl 
... c,,f_d 1 c;+1 . ..c.;;-‘I. 
n 
(2) Case m < n : 
xy+Ln 
z 
= xy + a,,wy (i= 1, . . . )  n), (3.11) 
m+l,n w i = (di - c, + ~)wz”” (i= 1 > “‘, 4, (3.12) 
and w*+~‘~ n+l = 1 if m + 1 = n, where cy,, is given by (3.10) with 
fT= 
Proof. The formulas (3.8) and (3.11) follow immediately from (3.7) 
taking into account (3.4), (3.5), and the fact that fTPn. = F(c,+ 1) and 
fTwmn = H(c,+r). The formulas (3.9) and (3.12) can be obtained from 
the representation 
m-n+2 
+ jgl (w:;j_l -Gn+lwnm;lj)~~-ll 
which is a consequence of (3.5) and (3.6). If m < n, one also has to take into 
account that in this case we have Cj”= i WY = (H,,)I = 0 for m + 1 < n 
andCjn=izo,mn=l form+l=n. W 
Next we look for the recursion n - n + 1. Again we describe first the 
recursion for the functions F,, and H,,. 
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LEMMA 3.2. The functions Fmn and H,, fulfill the recursions 
H ,,,+1(4 = x _; H,,(A), (3.13) 
n+l 
F ,,,+1(4 = Fmn(4 - PmnHm,n+1(4, (3.14) 
where 
Pmn = bp+n-m+l - (Fmn)n-m+l. 
The proof is a simple check of the interpolation conditions (3.3) for n 
replaced by n + 1. One has to take into account that (H,,), _ m = 1. 
Translating Lemma 3.2 into vector language, we obtain the following 
THEOREM 3.2. The vectors xmln+’ and wmln+ 1 can be computed from 
X mn and wmn via the following formulas. 
(1) Case m > n : 
xi 
m,n+l m,n+l = xyn _ pmnq (i=l, . . ..m). (3.15) 
where 
P mn= m9 X n (3.16) 
m,n+l 1 
wi 
mn 
= di -d,+lwi 
(i = 1, . . . , n), (3.17) 
wnm;nl+l = hTwmn, (3.18) 
with 
1 1 
n+l _d 1 ‘..d n+1- 
... 
d, 
1 d,+l d;;,n-’ 1 , 
and the WY’ n + ’ for i > n+ 1 can be computed with the help of the recursion 
m,n+l 
Wi-1 = wyn+d,+Iw”‘n+l, 
Wm,n+l = 1 
m (3.19) 
(2) Case m 5 n : 
m,n+l 
xi = xyn + pmnwm’n+ l (i = 1, . . . , n + l), 
(3.20) 
where 
prnn = bp+n_m+l - 2 zT”dj”-m (3.21) 
j=l 
and the wml n + ’ are given by (3.17), (3.18). 
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Proof. The formulas (3.15) and (3.20) follow from (3.14) taking into 
account that &, is given by (3.16) or (3.21), respectively. In order to get 
(3.17) and (3.18) we note that wpn is just the residue of the function H,, 
at the point di. Using now the elementary rules for residue evaluation and 
the fact that H,,(d,+l) = hTwmn, one gets the desired formulas. The 
recursion (3.19) is just the Horner scheme for the division of the polynomial 
part of H,, by A-d,+l. W 
Of course, it is possible to get formulas for the recursion (m,n) ---+ 
(m + 1, n + 1). For simplicity, we present them only for the case m = n, 
i.e. for the case of a Cauchy matrix. 
Let us agree upon replacing the double index (m, n) by n in case m = n. 
The following is easily verified. 
LEMMA 3.3. The functions F, and H,, fulfill the recursions 
where 
&+1(X) = ;;:+‘H,(x): 
n+l 
F,+l(X) = F,(A) + A _; H,(x), 
n+l 
b 
“ln = 
n+l - F,(c,+l) 
H,(c,+ I) 
(%+I -d,+l). 
THEOREM 3.3. The vectors xnfl and wn+’ can be computed from xn 
and wn via the following formulas 
XT+’ = xy+y, %+1- nfl 
d n 
di-c,+l wi 
(i=l, . . . . n + l), (3.22) 
&-c,+ 
wn+l _ 1 WY, di-&+ 1 i = 1, . . . . 72, 
z - 
(&+I - G+I)hTwn, i = nt 1, 
(3.23) 
where 
hT = 1 1 
d nfl -dl “’ d,+l-d, 1 
Of course, there are several possibilities to initialize and organize the 
recursion. The most natural way seems to be to start with m = n = 1 and 
to apply first the recursion of Theorem 3.3 up to m = n = min{p, q}. The 
remaining steps are all of type m - m + 1 or of type n - n + 1. It is 
also possible to start with m = 0, n = q. The initial vector w”q is given by 
w?q 1 z =glo’ (3.24) 
68 GEORG HEINIG AND KARLA ROST 
where 
g(X) = fi(A - d,) = 2 g&Q! (3.25) 
i=l k=O 
The initial vector ~‘4 equals zero if p > q. In the case p < Q one has to 
determine first the numerator polynomial z(X) = Cpl,“- ’ zJi of Feq(X) = 
z(X)Ig(X) via 
and then compute 
204 z(di) Z =g’(di). 
4. TYPE-II RECURSION 
The recursion in the previous section cannot be done in parallel with 
O(T) computational complexity, since at each step inner products have 
to be calculated which requires O(log r) operations. The inner product 
in interpolation interpretation is a residual and therefore can be precom- 
puted successively. 
The Horner-scheme calculation (3.19) remains a bottleneck. But this 
can be avoided by a suitable organization of the recursion. We introduce 
the numbers 
gn = &m(s), 4y = en,(s) (i=l, . . ..p). 
WY” = (Km)s (s = 0, *1, . .), 
17jmn = 
{ 
0, j = 1, . . . ) 72, 
H,,(dj), j=n+l, . . . . q. 
In case m = n we omit one of the indices. 
Prom Lemmas 3.1, 3.2, 3.3 we get immediately the following. 
THEOREM 4.1. The following recursions hold true: 
Em+lvn = (ci -c,+,)timn, 7i;m+1vn = (dj -~m+l)rljmny (4.1) 
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(4.2) 
wm+Ln = Wmn 
s sfl - Gn + 1wy (s = 0, +1, . .); (4.3) 
and 
(4.4 
(4.5) 
Note that the recursions described in Theorem 4.1 can be carried out 
in a small number (not depending on m and n) of parallel steps. Hence 
the recursions in Theorem 3.1 and Theorem 3.3 can also be completely 
parallelized, since 
b m+l 
Q 
-Kt1 
mn = (” , wmn =wyn, 
n+l 
and 
Obviously, it is sufficient to compute ~7”” for s = 1, . . , p. 
Let us remark that similar formulas for the quantities <pn, 7]jmn, 4?““, 
and C,“” := (F,,), of th e recursion n - n + 1 can be obtained. We 
refrain from presenting them because they are not very convenient for par- 
allel computation. 
We get an O(r)-complexity parallel algorithm (for T processors) if we 
start with m = 0, n = q. For this choice we have (3.24) and 
s? = &j (i=l, . . ..p). wp =o (s= 1, . . . . q-l), 
and in case p 2 q the w, for s = q, . , p can be computed by solving the 
triangular Toeplitz system 
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where g(J) is given by (3.25). 
5. NONSQUARE SYSTEMS 
In this section we consider linear systems (2.1) with a nonsquare coef- 
ficient matrix Ak of the form (1.1) or (1.2). 
First we discuss the case of an underdetermined system with a coefficient 
matrix Ak of type (1.1) , q + k > p. Using the notation of Section 3, we 
get, in view of Theorem 2.1, that Af’q is nonsingular. Hence 
Apqx = b (5.1) 
is solvable, and the algorithms presented above can be applied. Clearly, 
[XT W]’ 
q+k-p 
is a particular solution of (2.1). 
It remains to find the general solution of the homogeneous equation 
AkU = 0. (5.2) 
By analogous arguments to those in Section 2, this system is equivalent 
to the interpolation conditions 
@(Ci) = 0 (i= l,...,p) (5.3) 
for a rational function Q(X) of the form 
@(A) = f: “j + & uj+qx? 
j=l x-4 j=l 
Clearly, the function 
H(X) = rIL 1(X - ci) 
l-I;&-dJ 
(5.4) 
(5.5) 
meets the conditions (5.3) and can be written as (5.4) with coefficient vector 
w = (%)I k+q of the form 
w = [VT u IT. 
q+k--P- 1 
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Moreover, a basis of the solution set is provided by 
XjH(X) (j=O,..., q-p+k-1). 
Since, obviously, 21 is a solution of 
A,-,+IU = 0, 
it will be computed if the algorithms described above are applied to solve 
the system (5.1). 
We denote by Sk the forware shift matrix 
Sk := [&,j+l]: 
with Kronecker’s delta 6ij, and we translate all these facts into vector lan- 
guage. 
THEOREM 5.1. Let Ak be the matrix (l.l), q + k > p, and U defined by 
where l* = [l . . . 11, ey = [l 0 . . . 01. Then the vectors w, Uw,. . . , 
UQ-*+“- lw form a basis of the solution set of (5.2). 
Proof. If Q, is of the form (5.4) then 
This leads to our assertion. ??
Analogously the following becomes clear. 
THEOREM 5.2. Let A_ k be the matrix (1.2), p+k < q, w be a solution of 
A,-,+IW =O, 
and U = diag (dj);, Then the vectors w, Uw, . . , Uq- *- Ic - ‘w form a 
basis of the kernel of A- k. 
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Let W denote the matrix with the columns Ujw (j = 0,. . , q-p f /c-l). 
Note that in the case of Theorem 5.2 W = diag (wj): V, _ p- k _ l(d). In 
the case of Theorem 5.1 the first part of W is of this form, and the second 
part is a Toeplitz matrix. 
Concerning the case of an overdetermined system (5.2) we remark that 
one can evaluate a matrix w the columns of which span the kernel of AT. 
Now a criterion of solvability of (5.2) is WTb = 0. In case of solvability 
the solution is determined by solving a square system which is obtained by 
omitting the last rows of Ak. 
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