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Abstract
Mobile robots are becoming increasingly common for applications such as logistics and
delivery. While most research for mobile robots focuses on generating collision-free paths,
however, an environment may be so crowded with obstacles that allowing contact with
environment boundaries makes our robot more efficient or our plans more robust. The robot
may be so small or in a remote environment such that traditional sensing and communication
is impossible, and contact with boundaries can help reduce uncertainty in the robot’s state
while navigating. These novel scenarios call for novel system designs, and novel system design
tools. To address this gap, this thesis presents a general approach to modelling and planning
over interactions between a robot and boundaries of its environment, and presents prototypes
or simulations of such systems for solving high-level tasks such as object manipulation.
One major contribution of this thesis is the derivation of necessary and sufficient conditions
of stable, periodic trajectories for “bouncing robots,” a particular model of point robots
that move in straight lines between boundary interactions. Another major contribution is
the description and implementation of an exact geometric planner for bouncing robots. We
demonstrate the planner on traditional trajectory generation from start to goal states, as
well as how to specify and generate stable periodic trajectories. In addition, we demonstrate
the utility of the planner for environment geometry analysis, with respect to the role of
environment geometry and system design constraints on the reachability and stability of
bouncing robot trajectories.
We propose a general approach for the design of bouncing robot systems, as well as more
general classes of wild robots. We start by identifying useful, robust open-loop motion
strategies, then integrate sensors and information space reasoning to determine conditions
for switching between these open-loop behaviors. This approach is demonstrated on the
task of “cart-on-track” object manipulation, motivated by design constraints for robots at
the micrometer length scale. We identify the parts of this approach most amenable to
automation, and provide a collection of supporting software tools.
The final contribution of the thesis is a chapter including qualitative design principles
for automated robot design systems, as well as an example of a live-coding interface for the
design of mobile robot motion patterns demonstrating some of these principles. We conclude
with an outline of our vision for this area of research in the future.
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Chapter 1: Introduction
Robots today mostly follow precomputed trajectories to reliably move or manufacture
goods, and a great deal of robotics research concerns how to compute those trajectories to
avoid collisions. However, advances in hardware design, materials science, and now algorithm
design have led to a recent surge of interest in robots that deliberately make contact with their
surroundings. Especially in settings where computer vision or laser scanning are not reliable
sensing modalities, a new class of robots is beginning to emerge. One of the first successful
commercial specimens of this new class was the Roomba, released in 2002 for under $200,
an incredible price point for the time that was enabled by its minimalist design. The basic
algorithm driving the original Roomba was to move forward blindly in space until reaching
a barrier, detected by a bump sensor. It then used random reorientations and some basic
wall-following capabilities to effectively complete its task of cleaning the room. Instead of
trying to create an exact map representation of its environment, the original Roomba relied
on the long-term statistical properties of its random motion strategy. While this approach
may not be as fast as a human vacuumer who can clearly see everything, it is remarkably
robust and efficient with respect to the required sensing and computational capabilities.
A similar approach can be imagined for many different environments and tasks. Already,
drifters float along ocean currents, tracking temperature, salinity, pH, and various other
metrics of ocean ecosystem health. They largely rely on currents to guide them, sometimes
moving up and down in the water column [3]. Similar low-complexity drifting robots could
be used to tackle problems such as oil spills or plastic cleanup. Someday, small, simple
robots may move through our bodies, aiding our immune systems in fighting off cancer and
other threats to our health. Before that, we will see micro-robots in biology labs, helping
scientists interact with and study living cells, or helping us build other tiny machines.
However, for these new robots to be effective, they need to be able to compete with more
complex robots that can fully map their environment or keep track of their precise location.
New paradigms are needed; just as termites do not construct their buildings the same way
humans do, our robots need not have the centralized processing and high-fidelity world
representations. This thesis adds to the growing field of researchers working toward more
robust, decentralized, “emergent” solutions for robotic systems.
There are also many beautiful and intriguing results to be found in the quest for more
“minimal” solutions in robotics. For example, the work on Gap Navigation Trees showed
that if you have a robot capable only of sensing discontinuities (aka gaps) on the boundary
of its environment, it is possible to construct a “navigation map” that allows the robot to
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(a) An Atlas robot demonstration with a tradi-
tional vacuum cleaner. From The Institute for
Human and Machine Cognition [1].
(b) Time lapse of a Roomba vacuum cleaner
trajectory. Image from Chris Bartle, Wikipedia
[2].
Figure 1.1: Two examples of solutions to the task of automated vaccuuming, from opposite
ends of the complexity spectrum.
execute the shortest path between different points in the environment without ever com-
puting the exact geometry of the space [4]. I am motivated partly by my preference for
elegant mathematical results, but moreso by a gut feeling, which I will blame on my physics
education, that simplifying our models and examples can lead to very useful insights into
seemingly complex physical systems.
1.1 ROADMAP: MOVING UP THE ABSTRACTION “STACK”
In robotics, as in traditional computer science, imagining a hardware/software stack is
quite useful. At each level in the stack, we have some guarantees on behavior at the lower
levels; for example, a Python program assumes that the provided mathematical and pro-
grammatic operators “just work.” Likewise, in my research, I assume sometimes that if we
tell the robot to move forward in a straight line, it will do so. Of course, no robot is perfect,
and we must always reckon with the “unknown unknowns.” Thus, in my research, I often
assume from the beginning that the system will include some nondeterminism or unexpected
behavior. Assuming imperfect robots allows us to capture a wide range of possible behaviors,
and makes the assumptions at each level of abstraction more robust. This thesis provides
methods for designing boundary interactions for simple mobile robots; here I will overview
how I have attacked this problem from several directions, at multiple levels of abstraction.
First, I consider different models and representations for the physical robotic system:
what are the key features of the system that must be represented, and what parts of reality
can safely be ignored? This step also involves performing experiments, physically or in
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simulation, and use the results to inform my models. How does the robotic system move? Are
there periodic motions? Does the motion seem entirely unpredictable? Does the system tend
to act one way under certain conditions but completely differently once a system parameter
passes a threshold? These dynamical properties are our bread and butter if we wish to
control an underactuated or highly complex robot (or group of robots).
Next, using our observations, intuitions, and mathematical analysis of the models, we set
out to describe and analyze various useful autonomous behaviors that can become subrou-
tines or “skills” in a high-level control system. In this thesis, I apply various mathematical
tools from dynamical systems, combinatorics, computational geometry, and control theory to
provide formal guarantees on bouncing robots. For other platforms, such as regular differen-
tial drive robots or wild bodies, I rely on already-implemented reliable low-level motion and
behaviors. For example, we can rely on wild bodies to perform ergodic motion, eventually
visiting every part of their environment given enough time.
How do we know what we are trying to prove about these robots? The answer to that
question depends largely on the task intended for the robots. If we are trying to create
robots that can reliably navigate a known environment, we try to prove statements about
reachability under our proposed controller, given assumptions on possible sources of nonde-
terminism. If we are trying to create robots that can navigate in a known environment, we
would like to be able to prove statements such as, ”from any starting state in this region of
the environment, applying a constant control signal will drive the system into a single known
state.” If we are trying to collect data from an unknown environment, we should provide
guarantees on the time evolution of the robot’s coverage of the space, and some guarantees
about not getting stuck.
The advantage of such a research approach is that guarantees on the low-level control
of robot components lead to guarantees on motion strategies that lead to guarantees on
task success. Moreover, we work to make this process more streamlined and automated,
leading to more safe and successful robot platforms that aid humans in all our various
industries. However, robotics is currently undergoing a sea change where it appears that
inference techniques may largely replace the quest for such formal guarantees. Why spend
years proving statements about abstract models that may or may not translate into real-
world guarantees? The question is harsh, but must be reckoned with, given the remarkable
success of data-driven techniques.
The truth, as always, lies in between these two seemingly disparate mindsets. After a
Cambrian explosion of robot learning projects over the last five years, “safe learning” is
emerging as a vital part of the research landscape. Different settings have different toler-
ances for safety; a learned controller may be appropriate for a $100 robotic cat toy, but
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inappropriate for a billion dollar space exploration vehicle. There will always be settings,
such as aerospace or space travel, where the lives or dollars lost will lead researchers and
engineers to be constantly pushing for more safety and more guarantees on performance.
Finding setting-appropriate discretizations helps us decompose complex systems according
to natural regimes in their geometry, dynamics, or other physical representations. As Plato
supposedly said, and as I heard in this setting in a talk by Dr. Leslie Kaelbling, we wish to
“carve nature at the joints.” This carving may be done automatically, such as with cluster-
ing algorithms or algorithms to identify topolgical structures of a workspace or configuration
space, or it may be done by analytic identification of equivalence classes and characterization
of the robot’s dynamics, as this thesis has done.
In addition, it seems that a little structure goes a long way ; efficiency and quality of
learned solutions can be dramatically improved by the inclusion of some structured models,
constraints, or learning strategies. The questions of how to best structure machine learning
approaches, where to include inference subsystems in a larger engineered system, and what
guarantees we can get by introducing structure are still open and exciting areas of research.
The final, and perhaps most important, layer in the robotics stack is the interface between
the robot and the human planning to use it to automate a task. The toil of researchers
to produce mathematical guarantees will be wasted if the scope and limitations of those
guarantees are not made clear to the end-user, or if the system is impossible to use. In
addition, especially as robots begin to move in human-inhabited spaces, there are often
multiple ways for a robot to solve a task and some will be more appropriate than others,
based on qualities that are difficult to encode into a digital system. Especially when a
robot uses an internal representation of the world that does not map cleanly to a human’s
understanding, it is important to find ways to provide feedback to users quickly and easily,
such as visualizing resulting trajectories.
Chapters are arranged following a sense of their level of abstraction, beginning with how
we model physical interactions and movement, and ending with applications to general tasks
and the consequent user interfaces.
1.2 CONTRIBUTIONS
The major contributions of this thesis are:
• Derivation and analysis of dynamical properties of bouncing robots in nonconvex poly-
gons.
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• An exact, nondeterministic planning method for bouncing robots. This planner inte-
grates the dynamical properties of bouncing robots to construct plans that are stabi-
lizing (reduce uncertainty in robot’s position) and safe (guaranteed to succeed under
bounded nondeterminism).
• Explorations of the applicability of bouncing robots to tasks such as environment
patrolling and object manipulation.
As well as providing formal guarantees for planning with robots that fit the bouncing
robots model, this thesis has broader impacts:
• Inspiration for more general techniques for task and motion planning for “wild bod-
ies,” including promising directions for computing “coarse” or “fan-out” hierarchical
controllers for the multi-robot setting.
• A glimpse toward novel user interfaces for mobile robot design and control, using novel
discretization and visualization techniques.
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Chapter 2: Background and Related Work
This thesis builds on and integrates several lines of work in robotics and applied math-
ematics. Here we will summarize the related work, and contextualize the contributions of
this thesis.
2.1 HANDLING UNCERTAINTY IN ROBOTICS, CONTROL THEORY AND
ARTIFICIAL INTELLIGENCE
Robotics is unique among computer science areas in that we must consider the physical
reality of our agents as we develop algorithmic techniques for reasoning, planning, and
control. In particular, we must integrate methods from dynamical systems, sensor modelling,
and high-level artificial intelligence (AI) reasoning methods.
2.1.1 Control Theory
Traditional control theory as one may find in an introductory course is often inadequate
to deal with robotic systems, which are often nonlinear, nonsmooth, and underactuated
or underobserved dynamical systems. A multitude of approaches have been developed to
extend our theoretical grasp of such systems. One common abstraction method is hierarchical
control [5], where different methods are used for control at different levels of abstraction,
from the lowest-level motor drivers all the way up to semantic reasoning. Another very useful
concept is the idea of funnel-based control : using a switching controller to chain together
attraction regions of a dynamical system to guide states into a goal region [6]. The overall
idea is to find motion strategies for robots that take advantage of system dynamics to succeed
despite intrinsic uncertainty. Sequential action control is another approach with some strong
optimality guarantees for nonlinear, nonsmooth systems such as the robotic systems I am
interested in [7].
2.1.2 Information Spaces
Information spaces, or I-spaces, are a method for reasoning that arose from game theory
and emphasize a focus on the information available to a robot as it executes a policy [8].
I-spaces can be used to formally compare the power of robots with completely different
hardware and software designs [9]. The method is based on analyzing the history I-space, the
collection of all possible sequences of actions and sensor readings for a given robot. We then
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construct derived I-spaces by defining mappings from the history I-space to a useful derived
space. The key insight lies in distilling the minimal information requirements for a given
task and expressing them in an appropriately chosen information space for the task. Then,
as long as we are capable of mapping the individual information histories of different robot
designs into the task information space, the performance and relative capabilities of robots
may be analyzed and compared. Derived I-spaces can also be quite useful for the design
of filters and state estimation techniques, especially in settings where sensor information is
coarse-grained [10, 11].
A recent line of work has aimed at automated construction, manipulation, querying and
reducing a related data structure, the combinatorial filter, a graph representation of an
event-driven robotic system [12, 13]. These filters can be used to solve planning, estimation,
and control tasks. Of course, we choose our discrete representations of robotic systems as
carefully as we can, and a large chunk of this thesis deals with how to choose and construct
these representations in order to plan over naturally stabilizing (and therefore uncertainty
reducing) actions. In Chapter 6 we will show some task-level applications of our representa-
tions that would be particularly amenable to this formalization approach.
2.1.3 Lessons from Manipulation
Principles used in this thesis such as compliant motion, fine-motion strategies, and pre-
image backchaining have been developed in the context of manipulation and fine motion
control by Whitney [14], Mason [15], Erdmann [16], Goldberg [17], Lozano-Pérez, Mason,
and Taylor [18], Lynch and Mason [19], and Burridge, Rizzi, and Koditschek [20], among
many others. A related concept is conformant planning [21], where given a set of possible
initial configurations, a set of nondeterministic actions, and a set of goal configurations, the
planner should find a sequence of actions guaranteed to bring the system into the goal.
Our work on geometric analysis is very similar to, and inspired by, work by Rimon on con-
tact planning for polygonal objects. We use similar techniques for discretizing and planning
over the polygon boundary as seen in [22]. This line of work also has a similar empha-
sis on minimalism, attempting to find lower bounds on required computational or actuator
complexity needed to achieve their grasp tasks.
2.2 FORMAL METHODS IN ROBOTICS
In software engineering, formal methods is an established field, involving the develop-
ment of mathematical specifications for computer program behavior, the verification of
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program behavior relative to its specification, and even automating synthesis of correct-
by-construction programs.
In robotics, it is not immediately apparent where formal methods techniques can be most
fruitfully brought to bear. The promise is great; what if we could write a specification
of what behaviors we do and do not want our robots to have, and automatically design
“correct” robots or verify existing designs? Such a promise seems almost too good to be
true, and indeed, even in pure software applications formal methods techniques are often
too complex and expensive to be worthwhile.
Figure 2.1: A humorous take on the gap between formal specification promise and reality,
from the webcomic CommitStrip [23].
However, as robots become more practical and investment increases, the effort required to
formally guarantee robot safety and behaviors is becoming worthwhile. Industrial accidents
for automated transport systems such as planes, trains, or individual automobiles are high-
profile and expensive. Additionally, the meteroric rise of machine learning technologies has
spurred a strong interest in research into guaranteeing the safety and predictable behavior
of systems using learned components, as well as verifying the learned systems themselves
[24, 25, 26, 27, 28].
Temporal logic based techniques have enjoyed probably the most success in robots of
all formal methods techniques, unsurprisingly for a field that is based on agents moving
through time and space. Temporal logics can be integrated into reactive (sensor-based)
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strategy planning [29], and can even serve as a bridge between structured natural language
and robot instructions [30]. Discrete, continuous, or reactive (switching) controller synthesis
is another active area in robotics and formal methods at large [31].
One particular challenge in bridging the gap between formal methods and robotics is
the common assumption by formal methods techniques that all the relevant system state
is readily available. This is true when analyzing a human-designed programming language
where system state can be directly inspected; however, a robotic system may not be able to
directly measure all the environment state variables due to sensing limitations. Even with
high-fidelity sensors such as cameras and Lidar, there is always a chance of misclassification
or sensor failure. There are two ways around this challenge: first, in some settings, we may
develop systems that provide an extremely high level of state tracking (such as motion cap-
ture systems). This allows nearly direct translation of techniques from verification of hybrid
systems that rely on known system dynamics such as hybrid automata [32]. Alternatively, if
the exact continuous dynamics are unknown but can be simulated, data-driven verification
tools have been developed that are able to learn properties of the continuous trajectories
and perform bounded reachability analysis of complex systems such as automobiles [33].
Another option is to develop a runtime monitoring system that tracks only certain safety
requirements, abandoning the quest to verify the entire system [34].
My research avoids this choice by rejecting the assumption that all of this state tracking is
necessary in the first place. We aim to identify tasks and classes of robot designs that have
robust low-level dynamics, enabling coarse discrete representations of high-level behavior.
These discrete representations often dramatically reduce state-space size and are much more
amenable to techniques such as model checking or strategy synthesis. Of course, we must
take care to ensure our abstractions are not so general as to lose fidelity with respect to
the real world. This approach does not necessarily apply to safety-critical systems where
very strong guarantees on behavior are required, but is better suited for situations where
the system may be imprecise, yet robust. For example, in a flock of birds, a few may
accidentally contact each other, but due to the robustness of their low-level flying dynamics
these collisions do not impact the overall success of the flock.
2.2.1 Programming Languages and Interfaces
Research into new programming languages is often grouped with formal methods. As
human-in-the-loop systems become more common, such as with autonomous vehicles, the
human-machine interface and the programming language decisions around this interface are
becoming more important for safety [35] and for exacting guarantees about systems at design
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time. Research and development in programming languages has led to the proliferation of
domain-specific languages (DSLs), or programming languages developed with a singular
task in mind. DSLs trade generality for stronger performance in their specific domain. For
example, Scenic is a new DSL aimed at the design and analysis of perception systems, and
allows the user to generate probabilistic models of training and testing environments for
robots and other cyber-physical systems [36]. These efforts aim to improve reproducability
and reduce the length and cost of testing cycles in robotics development. My particular
interest in this area borders more on the subfield of Human-Computer Interaction; I aim to
develop abstractions and resulting software tools that both allow for formal guarantees on
the behavior of the robotic system without sacrificing usability and interpretability for users
[37].
2.2.2 Toward a Formalization of Robot Design
I am especially interested in formal methods for robot design, with the goal of augmenting
the human designers of robotic systems and minimizing the number and cost of hardware
development cycles. When civil engineers build bridges, they model their design, compute
its behavior over a range of possible inputs (wind, cars, earthquakes, etc), and are thus
reassured of the safety and feasibility of their design. However, due to the complexity of
robotic systems, engineers and designers struggle even to systematically test their software
and prototypes, let alone have formal guarantees on behavior from the drawing board [38].
However, a new body of work aims to extend computational design tools into end-to-end
automated systems for design and fabrication of robots, often enabled by new hardware
designs such as origami robots [39].
2.3 MOBILE ROBOTS
In this section, I will first give an overview of the body of work on minimalist, collision-
based planning that uses models and assumptions very close to the work in this thesis. Then
I will venture slightly further afield to summarize other efforts in mobile robots that have
similar goals, methods, or design principles.
2.3.1 Minimalist Contact-Based Strategies
Our intentional use of collisions with environment boundaries is enabled by the advent
of more robust, lightweight mobile robots. Instead of avoiding collisions at all costs, robots
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are now able to directly contact boundaries of their environment. Additionally, “virtual”
collisions have been enabled through a multitude of new sensing modalities, such as buried
wires or virtual walls included for commercial robots such as vacuums or lawnmowers. In
the last decade, research into motion strategies that leverage such boundary interactions has
proliferated.
The first-class study of the dynamical properties of bouncing robots was proposed in [40]
by Erickson and LaValle at the 2013 IEEE International Conference on Robotics and Au-
tomation (ICRA), inspired by the motion patterns of commonly available platforms such as
the iRobot Roombas. This first foray classified the boundary of a polygonal environment
into persistent or transient states for a single repeated fixed bounce rule using an iterative
algorithm. In [40], the authors characterized some of the long-term dynamics of this dynam-
ical system. They showed that the robot will have an orbit of period two between parallel
edges, and the robot will move monotonically “outward” from acute vertices or edges that
would meet in an acute vertex if extended to their intersection. The authors in [40] de-
fined distance- and link-unbounded segments as regions of the boundary where the robot
may travel an unbounded distance or bounce an unbounded number of times. That work
describes an algorithm for classifying the boundary of an arbitrary polygon into distance-
and link-unbounded segments. However, the algorithm will not terminate when the robot’s
trajectory converges to a periodic orbit, since in this case the distance- and link-unbounded
regions shrink to points on the polygon boundary, such as in Figure 4.1. One purpose of this
thesis is to identify cases where the dynamical system’s attractor is a set of separate points,
not intervals, on the environment boundary. The algorithm in [41] can be used only for
environments with attractors that are segments on the boundary, for which the algorithm is
guaranteed to terminate.
Work by O’Kane and Lewis used the bouncing robot model in the context of navigation
and coverage. For navigation, they used a very similar model, but handled uncertainty by
setting a fixed maximum bound on actuator uncertainty as an input to the algorithm [42].
A similar approach has been successfully used to solve the interior coverage problem [43],
a task we do not address in this thesis due to its comprehensive treatment by Lewis and
other researchers. The major difference between this line of work and my own is the focus
on different tasks, as well as the treatment of uncertainty; my nondeterministic planner
does not assume any maximum or minimum uncertainty in the robot’s actuation, but rather
outputs the environmentally-determined actuator precision constraints with the computed
nondeterministic plans. This gives us a very general start to the planning problem that
allows more detailed constraints to be added on a case-by-case basis.
Bobadilla and Alam have pursued a line of closely related research by using a grid-based
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discretization of the configuration space to create and analyze discrete dynamical systems
arising from simple bouncing robots [44]. They focus nearly entirely on what we call the rel-
ative bounce rule, where the robot moves in straight lines until encountering an environment
boundary, at which point the control input determines how much the robot rotates relative
to its previous heading. Along with collaborators, they have tackled the tasks of navigation,
coverage, and localization [45], and the multi-robot case for coverage and persistent moni-
toring [46]. Due to their thoroughness on this line of work, my thesis considers mainly fixed
and monotonic bouncing rules. Relative bouncing rules are also less amenable to the type of
geometric analysis I consider, as the dynamics of the robot under relative bouncing depends
heavily on its previous heading, while fixed and monotonic bounces are more influenced by
local geometry. Despite a lack of analytic characterization of the behavior of attractors for
these relative bouncing robot systems, the generic dynamical analysis in configuation space
by Bobadilla and Alam has proven to be quite practical. In practice, limit cycles can be
found efficently in many common environment geometries, and chained together to create
robust feedback plans for these simple robots [47].
The final line of work that I will mention here that uses a very bouncing-robots-esque model
is on localization. By giving robots a plan in the form of a sequence of global orientations
that should be followed as far as environment geometry allows, we are able to localize
and aggregate robots or parts with very little required sensing, in polygonal and curved
environments, a line of work going back to Erdmann’s thesis on part orientation through
tray-tilting [48, 49, 50].
2.3.2 Emergent Behavior and “Robophysics”
As seen in the previous section, robot-boundary interactions are beginning to show poten-
tial as a control input for generating reliable and robust robot behaviors. However, in the
case where we do not know how to tune and control such interactions to achieve a certain
task, there are still strong indications that simple low-level rules can create organized high-
level behavior, especially in the multi-robot case. In the physical sciences, this disconnect
between behavior at different scales is known generally as emergence, though this term is
somewhat overloaded [51].
Using very simple robots that collide with each other and/or objects in their environ-
ment, along with simple range- or photo-sensors, can lead to interesting phenomena such
as emergent locomotion [52] and self-organized agglomeration [53]. In 2015, Kim and Shell
characterized how robot-boundary interactions can be designed to create a self-organizing
object clustering system by controlling the time-averaged spatial densities of the robots as
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they incidentally push objects [54]. Egerstedt and his (now-graduated) student Mayya have
been investigating collisions as an information source in high-density robot swarms; given
an initial density distribution in a known environment, collision frequency can give a coarse
indication of robot location [55, 56]. Statistical mechanics looks to be a promising framework
for starting to understand how to predict and control spatial robot density in such situations,
especially for robots with relatively simple locomotion and boundary interactions [57]. Sim-
ilar platforms and approaches have been investigated for the task of collective construction
[58].
Recently, a subfield known as locomotion robophysics has emerged, aimed at understanding
how to design and control systems where precise analytic control fails, such as legged or
snake robots moving on soft sandy surfaces [59]. This area shares a common thread with
my work on robust dynamics for periodic bouncing robot trajectories, since the aim is often
to generate a periodic gait that is robust to small perturbations in the environment.
In [60], the authors describe a controller which generates chaotic dynamics in the heading
of a mobile robot, guaranteeing that it will scan an entire connected workpace. Similarly to
this work, their implementation requires a measurement of the local normal of boundaries
upon contact. While the underlying dynamics are different, this work also treats the robot
as a dynamical system over the workspace and leverages the results for useful patrolling
behavior.
2.4 MICRO-ROBOTICS
The development of micro-electro-mechanical systems (MEMS) in recent decades has ac-
celerated, enabling technologies such as inkjet printers, low-cost inertial measurement units,
micro-fluidics for “lab-on-a-chip” systems, and unique energy harvesting technologies at
micro- and nano- scales [61, 62].
For roboticists, these technologies are simultaneously an opportunity and a challenge. New
sensing and actuation technologies allow for robotics to assist with potentially revolutionary
applications such as drug delivery [63] minimally-invasive surgery, or even micro-scale con-
struction [64, 65]. However, traditional robot designs that rely on full-state observability or
realtime feedback controllers may be impossible to implement at small scales. The challenge
for roboticists is to design systems that can robustly accomplish their goals under the unique
constraints on sensing and control.
Robot-boundary interactions give us a unique control mode for micro-robots. Microor-
ganisms such as Chlamydomonas algae cells have flagella-surface interactions such that the
swimmers reliably scatter from surfaces at an angle determined by their body shape [66].
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This is enormously exciting for the potential of the robot-boundary interactions described
in this thesis to be a practical control mode for micro-robots, as developments in self-
propelled micro-swimmer body morphologies and technologies continue at a breathtaking
pace [67, 68, 69].
As development of propulsion and control mechanisms continues, it is becoming increas-
ingly clear that sensing and information processing is inextricably linked to robot body
design, even more at the micro-scale than usual robot design. Generally termed embodied
intelligence, or more broadly hardware-software co-design, there is a growing paradigm in
robotics that aims to integrate the design of hardware and policy, especially in contact-rich
tasks such as manipulation [70, 71]. The design tradeoffs of micro-scale latch-based actua-
tors [72], and developments from soft- or spring-based robotics, are also very relevant in this
area [73].
At these scales, we cannot investigate robot-boundary interactions as a control mode
without investigating the role of environment boundary geometry on system behavior. At
small scales or in fluid-mediated environments, physics acts much differently than traditional
mobile robot algorithms presume. Most micro-robots operate in regimes of high Reynold’s
number, so their individual momentum does not affect their trajectories nearly as much
as the direction of propulsion force. Thus, when they incidentally propel themselves into
obstacles, the physical interaction between their own body and the boundary determines
the resulting behavior. Often, we see a period of “jamming” or becoming stuck or sliding
at environmental boundaries, and tuning robot body shape or environment geometry can
lead to interesting collective dynamics. Many researchers are investigating how to design
environment geometry for directed transport, control, and rectification of micro-robot mo-
tion [74, 75, 76]. Understanding boundary interactions is especially crucial for enabling
micro-robots in complex and crowded environments [77]. For example, adding “step-like
submicrometer topographical features” to a micro-scale environment can lead to reliable
and robust directed movement and docking for self-propelled Janus particles [78].
Roboticists have begun to investigate minimal control modes such as uniform control of
a massive number of active particles [79] and using such uniform controls to aggregate and
localize very simple robots using contact with environment boundaries [50]. Uniform control
uses the same signal to control all agents in the environment at the same time; this uniform
approach is highly practical in the micro- setting where individually tracking and controlling
each agent is prohibitively complicated. This approach has the advantage of only requiring
knowledge of environment geometry, and perhaps some information on the starting states
of the agents, but does not always require precise tracking and control of each individual
agent. One aim of my research is to create planners and controllers that enable uniform or
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switching control methods, because they are easier to implement in our settings of interest.
2.4.1 Janus particles and “synthetic cells”
A particular type of micro-particle has been developed by materials scientists in the last
few decades that is of particular relevance to roboticists due to its potential to be used as
an “synthetic cell.” Janus particles are micro-scale particles, made of various materials and
in various shapes and sizes, that are coated on one part with a material that catalyzes a
chemical reaction with the fluid they are suspended in. This chemical reaction then propels
the Janus particle through its environment, depending only on the orientation of the particle
and the concentration of reactant in its environment.
These particles are relatively easy to manufacture and augment; they can even be man-
ufactured as vesicles or with simple onboard sensors such as photodiodes, or even limited
nonvolatile memory [77, 80]. They can be manipulated by external magnetic fields, caus-
ing self-assembly, chaining, flagellating dynamics, and even can be used to “heal” cracks in
conductive surfaces [81, 82].
Most remarkably, they bear a strong resemblance in dynamics to off-the-shelf robotic
platforms, such as the weaselballs that will be further described in this thesis. Given the
still difficult process of manufacturing, controlling, and observing agents at the micro-scale,
I was inspired to develop a macro-scale testbed that will be described in Chapter 6 to study
different control paradigms for such systems. With this work, I am to develop minimalist,
event-driven approaches to enable effective use of these novel micro-scale platforms.
2.5 RELATED MATHEMATICAL PROBLEMS
As we are mainly concerned with mobile robots moving on a plane, we employ many
techniques from computational geometry, such as visibility [83] and the edge visibility graph,
analyzed in [84], which considers which edges of a polygon are visible from which other edges.
Our work is also related to problems that consider what parts of a polygon will be illuminated
by a light source after multiple reflections (as if the edges of the polygon are mirrors) [85],
or with diffuse reflections [86], which are related to our nondeterministic bounces.
Our robot motion model is related to dynamical billiards [87]. In billiards, an agent travels
in a straight line until contacting a boundary of its environment, then bounces so that the
incident angle θi is related to the outgoing angle θo by θo = −θi (specular bouncing, such as
how a laser beam reflects off mirrors). Our system generalizes this model by allowing the
robot to control the angle of reflection.
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There has been significant progress in generalizations of the billiards model: for example,
pinball billiards is a model where the agent is deflected toward the normal with each bounce,
θo = −γθi for 0 ≤ γ ≤ 1. If the agent always bounces at the normal vector (γ = 0), this
is called slap billiards. Work in this area focuses on analyzing the existence and structure
of attractors [88] [89]. Additionally, [90] looks at the knots formed by periodic billiards in
rectangular prisms. They generalize the idea of a constant-angle bounce to three dimen-
sions, motivated by the behavior of Paramecium. They show that knots formed by constant
bounces of π/4 in a rectangular prism are equivalent to billiard knots in a cube. Our study
is in two dimensions and focuses on the necessary conditions for periodic orbits.
One similar work was inspired by the dynamics of microorganisms; in [91], the authors
show that Chlamydomonas reinhardtii “bounce” off boundaries at a specific angle determined
by their body morphology. They characterize periodic and chaotic trajectories of such agents
in regular polygons, planar curves, and other environments.
We are also inspired by work on map dynamics in polygons such as [92] and [93]. Also
related is work on the combinatorial complexity of the region visited by specular bouncing
(“visibility with reflection”) in simple polygons [85]. There, the authors show the combinato-
rial complexity of the region touched after k bounces and provide a near-optimal algorithm
for computing the region. Our work differs by analyzing non-specular bouncing and the
effects of environment geometry. Specifically, we focus on determining the environment re-
gions visited by simple, easily realized controllers for robots whose motion is well-described
by the bouncing robot model.
Unfortunately, results from mathematical billiards are often not directly applicable to our
robotic systems of interest. The main problem is that robotic systems are not conservative:
we are constantly adding energy into the system, and not preserving any invariants such as
momentum during our interactions with the boundary. Regardless, if we are careful, we are
able to apply machinery such as contraction mappings or Poincare maps.
2.6 CONCLUSION
My thesis was inspired by the questions raised by this body of work; namely, what kind of
tasks are bouncing robots with extremely simple control laws capable of performing? What
is the relationship between environment geometry and control law complexity? How can
we best analyze and discretize environments to make this highly constrained form of robot
movement amenable to motion planning?
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Chapter 3: Modelling
This thesis is on mobile robot motion strategies for interacting with environment bound-
aries. As the previous chapter established, this is a relatively new area of algorithmic re-
search, and we do not have canonical models for robot-environment interaction the way we
do with mobile robots in free space. Models such as the Dubin’s car or differential drive are
simple enough to be tractable for real-time control of robots, yet general enough to cover
many possible physical realizations. They save us from having to model the kinematics
of each robot from scratch. My research aims to establish some similar models for robot-
boundary interactions. The modelling goal is to cover large classes of physically realizable
designs, while admitting robust problem solutions. While data-driven methods are highly
useful, especially for fine-tuned control of a specific platform, they do not lend themselves
well to the kind of trajectory-level analysis pursued by this thesis.
I am interested in the control of wild bodies : take nearly uncontrollable robots, and gener-
ate simple rules for interacting with boundaries of their environment or other robots, in order
to accomplish some useful task. Since we are a priori not interested in controlling the motion
of the robot between boundary interactions, we require a reasonable model of this motion.
In this thesis, I chose to focus on two types of baseline freespace motion: straight lines, and
directed random walks. Of course, many other types of motion are possible. In particular,
this approach neglects curved paths, which are common in situations such as a differential
drive with unequal motor power or microswimmers that can move along curved arcs due to
chirality in their design or from the influence of electromagnetic fields [77]. However, the
two classes of motion that I consider cover a broad array of possible robot implementations,
and even after this thesis there is still much to be understood about the systems I have
investigated.
The first model, bouncing robots, assumes straight-line motion between “collisions” but
does not necessarily assume perfect reorientation at the boundary. Bouncing robots are
inspired by the behavior of mobile robots such as Roombas, as well as by behavior of micro-
scale agents such as E. Coli and Clamydomonas [91]. I envision this model being most useful
in situations where precise motion tracking and control of a mobile robot is impossible
or undesired for cost or other reasons. Another setting where this model is particularly
applicable is when the environment is so crowded with static obstacles that trajectories
including deliberate contact will be more efficient to perform.
The second model, wild bodies, is a model based on trajectory behavior. Agents are
wild if, given enough time in their environment, they will eventually strike every open set
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of the environment boundary. This behavior can be seen in many accessible and low-cost
platforms, such as HexBug Nanos and weaselballs, and also by highly complex “platforms”
such as bacteria or insects. It is important to note that bouncing robots can display wild
behavior under certain controllers (for example see Chapter 4.5 or results on ergodicity of
dynamical billiards cited in Chapter 2.5). Robots making use of wild behavior tend to be
useful for tasks such as environmental monitoring, and our task specifications for them may
require them to move through different regions of the environment or aggregate when data
collection is complete.
The rest of this chapter will detail my modelling choices, the assumptions therein, and
will hint at the effects representation choice has on planning and control (though this will
be explored in more depth in Chapter 5).
3.1 BOUNCING ROBOTS
Here we present the basic modeling of the addressed problem, providing a mathematical
description of the robotic system and the type of used environments. In addition, the
concept of bounce rule is introduced, which is further used to formulate the concept of a
bounce strategy.
We consider the movement of a point robot in a simple polygonal environment, poten-
tially with polygonal obstacles. All index arithmetic for polygons with n vertices is mod
n throughout this thesis. We do not require polygons in general position. We do not con-
sider trajectories that intersect polygon vertices. We define our robot to move forward in a
straight line, until encountering an environment boundary (such as when a bump or range
sensor is triggered). Once at a boundary, the robot is able to rotate in place. More formally,
the model is:
• The configuration space X = ∂P × S1. P is a simple polygon, potentially with holes.
P has boundary ∂P , the union of external and obstacle boundaries. S1 is the robot’s
orientation in the plane. Let s refer to a point in ∂P without an associated robot
orientation.
• The action space U = [0, π], where u ∈ U is the orientation the robot takes when
it reaches an environment boundary, before moving forward again. u is measured
counterclockwise relative to the boundary tangent.
• The state transition function f : X ×U → X, which describes how actions change the
state of the robot. We will often lift this function to act nondeterministically over sets
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of states and actions, propagating each state forward under each possible action, and
unioning the resulting set of states.
• We model time as proceeding in stages; at each stage k, the robot is in contact with
the environment boundary, executes an action uk, and then moves forward until the
next contact with the boundary at stage k + 1.
Definition 3.1. Let α ∈ (0, π) be the robot’s incoming heading relative to the environment
boundary at the point of contact. Let θ ∈ (0, π) be a control parameter. A bounce rule
b maps α and θ to an action u, and determines how the robot will reorient itself when it
collides with a boundary. Bounce rules are defined in the frame in which the environment
normal is aligned with the positive y axis and the robot’s point of contact with the boundary
is the origin.
For example, a specular bounce (laser beams, billiard balls) has bounce rule b(α, θ) = π−α.
See Figure 3.1 for more examples of bounce rules.
Figure 3.1: The three types of bounce rules considered. In the first row, b(α, θf ) = θf , which
we refer to as a fixed bounce rule. In the second row, we have a monotonic bounce rule,
where b(α, θm) = θm or π − θm, depending on what is necessary to preserve monotonicity
of travel direction along the x axis. In the third row, we have a relative bounce rule,
b(α, θr) = α−θr, rotating α through θr in the clockwise direction. If this rotation causes the
heading of the robot to still be facing into the boundary, the robot performs the rotation
again until its heading points into the free space.
Of course, robots rarely move perfectly, so our analysis will assume the robot has some
nondeterminism in its motion execution. Instead of modelling explicit distributions, we
assume the robot may execute any action in a set. Planning over such nondeterminism can
result in design constraints for robots; for example, if a robot has an uncertainty distribution
over its actions in the range u± ε, the largest allowable ε will be half the angle range of the
smallest convex bounce rule interval in a strategy. More formally, we have the definition:
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Definition 3.2. A nondeterministic bounce rule is a bounce rule lifted to return a set
of actions. We will restrict nondeterministic bounce rules to return a convex set of actions
(a single interval in (0, π)).
Definition 3.3. A bounce strategy is a sequence of bounce rules, possibly with conditional
branching execution based on sensor feedback.
When a single bounce rule is iterated k times, we write bkα,θ. When multiple different
bounce rules are composed into a strategy, we use the uppercase B, along with any necessary
subscripts, to denote the strategy. Note that B can be used as a transition function when
applied to points along the environment boundary to propagate them in spacetime.
A sequence of points [p0, . . . , pk] is a flow of a strategy B if pi = B(pi−1) for 1 ≤ i ≤ k.
A flow is an orbit with period k if B(pk−1) = p0. A limit cycle is an orbit where nearby
flows tend asymptotically toward or away from the orbit [94].
Figure 3.2 shows a sample bounce, at angles θ+ and θ−.
Figure 3.2: A sample bounce, showing θ measured clockwise from the normal. The other
labels show the geometric meaning of the bounce map defined in Lemma 4.1.
3.1.1 Discussion of Assumptions
Bouncing robots are the primary model investigated in this thesis. We assume point
robots that move forward in straight lines, until encountering a boundary, at which point
they reorient themselves and continue forward in a straight line again.
We will not consider sliding along the boundary. We will, in some cases, consider nondeter-
ministic error during the reorientation event. We will consider environments with boundaries
that form simple closed polygons or polygons with holes.
Let us consider the motivations, strengths and weaknesses of each assumption.
Point Robots It is a subtle but important point that any robot can be represented as a
point in a configuration space; however, many of the algorithms developed here rely on char-
acteristics of specifically straight-line polygons or the 2D plane. Limit cycles and other useful
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dynamical properties can be automatically or manually identified in many other spaces; ex-
tending these results to more complex robot bodies is an important and potentially fruitful
area of future research.
Straight Line Motion in Free Space The straight-line motion assumption here is a
strong one, and is integral to the discretization choices made in Chapter 5. Small per-
turbations to this assumption can be included in the error-cone model of nondeterminism,
however, extensions beyond this will require a reimagining of the model and the implications
for resulting dynamics.
Polygonal Environments The assumption of polygonal environments is also a strong
one, as it allows us to linearize the dynamics of bouncing robots along edges of the polygon.
However, nothing in our assumptions requires general position of polygons, and we are also
able to include polygons with holes. Many environments, especially in biological settings,
will require curved environment models. However, many settings will allow for exact or
approximate modelling with polygonal maps.
Slip-Free Reorientation We assume here that the robot is able to detect the boundary
and stop instantly, with no slipping or sliding along the boundary during reorientation. In
practice, some sliding will be expected, especially in fluid-mediated micro-scale settings.
Work by Thiffeault has begun to address this limitation, and has begun to investigate the
role of agent shape in boundary interactions [91, 95].
What if the robot strikes a corner? We will not consider trajectories that reach a
vertex. In the case where the robot is modelled as a point, the trajectories that reach a
vertex are usually a measure-zero set. However, when the robot shape is taken into account,
this is no longer true. In fact, using corners to reduce uncertainty can be quite practical,
however we do not focus on this strategy in this work.
3.1.2 Bounce Rules
Figure 3.1 shows the three types of bounce rules that we define for this thesis. They
are intentionally chosen to be implementable by different types of robot designs; each rule
requires a different type of state-tracking to implement. The fixed bounce rule can be
implemented by a system such as a differential-drive robot with a simple range finder, as
shown in [42]. The monotonic bounce rule is inspired by the behavior of self-propelled
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swimmers, where the scattering angle is determined largely by the shape and speed of the
swimmer. Relative bounce rules require either some proprioceptive sense of how far the
robot has rotated, or a guarantee of constant rotation speed and a clock.
3.2 WILD BODIES
A line of work in our lab has addressed the guidance and tracking of wild bodies, agents
that are only described by the guarantee that they will eventually visit every open set of
their environment, given enough time. Many different implementations may admit this
model, including traditional robot platforms under a random controller, or nontraditional
applications such as herds of animals or insects. Such agents may be distinguishable or not;
they may be given environments with programmable gates that allow directed or undirected
transitions between environment regions; in the last case, frameworks such as linear temporal
logic have been employed to synthesize controllers [96].
My particular interest in this area is in self-assembly and collective construction; how can
we guide a collection of agents that are essentially uncontrollable on the individual level,
and have them successfully and robustly arrange themselves or objects in space according
to an input specification?
Finally, here I will describe a particular model of active Brownian motion that is used
often in the micro-robot setting, and which I will reference in the following chapters.
3.2.1 Active Brownian Agents
Active Brownian particles can be thought of as bouncing robots with the addition of
Brownian motion during the straight runs between boundary collisions. This model describes
the behavior of many microswimmer designs, such as Janus particles [77]. Advances in the
last few decades of materials science and micro-robot design have led to a plethora of new
designs, but comparatively little work on corresponding controllers, algorithms, and the
theory thereof. My work aims to help fill this gap, while at the same time continuing to
develop general tools for formal reasoning about robotic tasks, hardware and information
requirements, and system designs.
The active Brownian particle model has surged in recent interest due to its extreme rele-
vance to many new micro-robot and micro-swimmer designs. For example, Janus particles
are a general class of micro- or nano-particle whose surfaces have two or more distinct
physical properties. One part of the surface can enable propulsion, for example through a
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chemical reaction with the particle’s medium. The other parts of the surface can be mod-
ified for specific properties such as fluorescence, magnetism, binding materials, etc. They
may even contain simple sensors and memory [80], inspiring research into control policy
synthesis for these platforms [97]. I am currently collaborating with the authors of [97] to
investigate how boundary interactions can be used as a low complexity control mechanism
for systems consisting of active Brownian particles or a mixture of active Brownian particles
and bouncing robots.
clustering from dynamic, 





















Figure 3.3: Three interesting behaviors of Janus particles of possible use to roboticists.
Including inter-agent clustering, the active Brownian motion profile, and mechanical inter-
actions with the environment.
From [77], the two dimensional dynamical model I use for these particles is the stochastic
equations of motion
ẋ = v cos(φ) +
√
2DT ξx (3.1)






where x, y, and φ are the position and orientation of the particle, v its velocity, and ξx, ξy
and ξφ are independent white noise stochastic processes with zero mean and correlation
δ(t). DT and DR are the translational and rotational diffusion coefficients, dependent on
properties of the medium and temperature.
These equations differ from the equations of motion of a passive Brownian particle by the
velocity term along the robot’s heading φ, since the particle is self-propelling. Interestingly,
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the velocity v may be influenced, such as by changing the concentration of hydrogen peroxide
in the robot’s local environment [77].
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Chapter 4: Trajectories as Dynamical Systems
One major contribution of this thesis is the representation of bouncing robot trajectories
as one-dimensional discrete dynamical systems, where the dynamical variable is the robot’s
location on the environment boundary at each successive boundary interaction. This chap-
ter will focus on why we would want to compute the dynamical properties of the robot’s
trajectory, as well as how we model trajectories and compute properties such as stability,
regions of attractions, and convergence rates. The results in this section have been previ-
ously published [98, 99]. However, some text has been modified to unify notation and ease
readability.
4.1 WHAT BEHAVIORS ARE USEFUL?
For such strange robots, what makes a particular motion pattern useful to a roboticist?
Given that a useful minimalist robot design is able to tolerate large amounts of uncertainty
in initial conditions or sensing or actuation, useful movements should reduce uncertainty in
the robot’s current state. Thus, finding attractors or terminal states in the robot’s transition
system can be used to improve estimates of the robot’s state. Luckily, when bouncing robots
perform the same boundary interaction over and over again, they often end up in limit cycles
and we can analyze and use the resulting trajectories for state estimation and high-level
strategy construction. Getting stuck in corners is similarly useful. We can also use limit
cycles directly for tasks such as patrolling a space or manipulating objects [100].
But of course, chaos is useful too! When bouncing robots are not ending up in limit cycles,
their trajectories display all the hallmarks of a chaotic system (Lyapunov exponents, period
doubling, etc). Active Brownian particles also display ergodic motion, nearly uniformly
covering any environment given enough time (with a slight bias toward walls and corners).
This behavior can be useful for applications such as vacuuming, mixing, and monitoring.
The following sections, unless explicitly stated, assume a fixed bounce rule. We have
found the fixed bounce rule to be the most amenable to geometric analysis, largely due
to it being the least “stateful” bounce rule. The only necessary dynamical variable is the
position of the robot along the boundary of the polygon, from which the next position is
immediately computable. By contrast, monotonic bounce rules require knowledge of the
robot’s previous heading (at least the direction of the tangential component), and relative
bounce rules require full knowledge of the robot’s previous heading.
Relative bounce rules also have the complication that it is possible for a single application
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of a relative bounce rule to result in the robot’s heading still pointing into the environment
boundary, requiring a second application of the bounce rule, or some other appropriate fall-
back depending on the sensors and actuators available. Approximate numerical techniques
have shown good success at characterizing the dynamics of such bounce rules for a given
environment [44]. We will present some further characterization of relative bounce dynamics
in Chapter 6 in the particular context of object manipulation in a long hallway, while the
following characterization aims to be more general.
4.2 TRAJECTORIES IN REGULAR POLYGONS
In a simple domain (environments consisting of regular polygons) we established that when
the robot repeatedly applies the same bounce rule at every collision, the resulting trajectories
are often highly robust limit cycles [98], presented at the 2017 International Conference
on Intelligent Robots and Systems (IROS). We also derived the necessary conditions for
these trajectories. Figure 4.1 shows some example trajectories for different single-instruction
control strategies, where the robot always departs the environment boundary at the same
angle θ.
Figure 4.1: Examples of well-characterized limit cycles (subfigures (a),(b), and (d), with
circles indicating the predicted impact points of the limit cycles). Subfigure (c) shows an
example of a nonperiodic motion regime.
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In [99] we extended this work on iterated fixed bounce rules and derived equations for the
location of limit cycles that contact each edge sequentially of any convex polygon. We also
proved the existence of limit cycles in all polygons and provided conditions on the bounce
rules that are guranteed to produce a stable limit cycle.
The main question addressed by this work is: can we guarantee that the robot patrols a
space on a repeatable, periodic path? If so, what are the sensing and actuation requirements
of this task? A better understanding of this common robotic task could lead to robots that
are robust in the face of noise and complicated environments. Robots with robust patrolling
behavior have applications such as monitoring environmental conditions in labs, warehouses,
or greenhouses, where a few fixed sensors may not give adequate information.
Existing techniques for producing repeatable motion patterns for mobile robots involve
equipping the robots with high-resolution sensors such as cameras, and using algorithms
such as simultaneous localization and mapping (SLAM) to compute a map of the space
and estimate the robot’s state [101, 102, 103]. However, these robots can be expensive,
require a large amount of computational and electrical power, and their accuracy can be
impacted by changing environmental conditions (such as low light). In situations which
require high-resolution mapping and localization in dynamic environments these tradeoffs
are clearly worthwile. However, tasks such as monitoring humidity or temperature in a
warehouse require only repeatable orbits in a relatively simple space, and some guarantees
about what parts of the space will be covered. Robots with minimal sensing, actuation and
control requirements will be more reliable and efficient at such tasks. Our approach requires
precise knowledge about the structure of the environment, but does not require observation
or calculation of the exact position of the robot. Such tradeoffs are common in robots, and
allow us to optimize robotic designs for specific tasks and constraints.
The key approach of this work is treating the robot as a dynamical system defined by
its motion primitives, independent of the hardware implementation. In this section, we will
1) prove the existence of periodic orbits in n-sided regular polygons, and show the range
of bounce angles that will produce periodic orbits; 2) analyze these orbits, showing their
stability and robustness; and 3) derive an analytic solution of the locations where the robot
collides with the environment while in these orbits.
4.2.1 Simple Case: Bouncing to Adjacent Edge
Take a regular n-gon with boundary δP , each side of length l, and each interior angle of
φ = (n − 2)π/n radians [104]. In simulation, for some values of θ we observe stable orbits
that bounce off each adjacent edge (Figure 4.1 (a) and (d)). To analyze these orbits, we
27
imagine that Bθ is constrained to send the robot from edge vivi+1 to edge vi+1vi+2 for all
bounces, and then solve for the conditions necessary to guarantee this behaviour.
We begin our analysis by presenting a trigonometric function (Lemma 4.1) that is used
to determine the existence and location of a periodic path. Lemma 4.2 establishes the
conditions under which that function is a contraction mapping with a unique fixed point. A
fixed point of this mapping function corresponds to a stable orbit that has the shape of a
regular n-gon, inscribed in δP . Finally, Proposition 4.1 presents a closed form solution for
the fixed point that allows us to locate where the robot collides with the polygon in these
stable orbits.
Lemma 4.1. Assume that the robot bounces at angle θ to the next adjacent edge in a
counterclockwise (positive) direction. Under this condition, define the constrained bounce
map b+θ : (0, l) → (0, l) which takes x, the robot’s distance from vertex vi, and maps it to
b+θ (x), the resulting distance from vertex vi+1. This mapping function is given by
b+θ (x) = c(θ)(l − x), (4.1)
in which c(θ) = cos(θ)/cos(θ − φ).
Proof. Using the triangle formed by two adjacent edges and the robot’s trajectory between




sin(π − (π/2− θ)− φ) (4.2)
which we can rewrite as
b+θ (x) =
cos(θ)
cos(θ − φ)(l − x) = c(θ)(l − x). (4.3)
QED.
Lemma 4.2. If |c(θ)| < 1, then b+θ (x) is a contraction mapping and has a unique fixed
point.
Proof. We take (0, l) to be a metric space with metric d(x, y) = |y− x|. To be a contraction
mapping, b+θ must satisfy
d(b+θ (x), b
+
θ (y)) ≤ kd(x, y) (4.4)
for all x, y ∈ (0, l) and some nonnegative real number 0 ≤ k < 1.




θ (y)) = |c(θ)(l − y)− c(θ)(l − x)| (4.5)
= |c(θ)(x− y)| (4.6)
= |c(θ)|d(x, y). (4.7)
Thus if |c(θ)| < 1, then b+θ is a contraction mapping, and by the Banach fixed-point
theorem, it has a unique fixed point [105]. QED.
Corollary 4.1. At the fixed point, b+θ represents the robot bouncing from a point that is
distance xFP from vertex vi, to a point that is distance xFP from vertex v(i+1)mod n, for all
i ∈ [0, . . . , n− 1]. Thus, a fixed point of b+θ implies an orbit of Bθ.
Remark 4.1. Note that the proof of Lemma 4.2 holds for all x, y ∈ (0, l), so it does not
matter where the robot starts bouncing, implying that this orbit is a stable limit cycle of
the dynamical system, with the largest possible region of stability.
Proposition 4.1. In every regular n-sided polygon with side length l and interior angle
φ, there exists a range for θ such that iterating Bθ(x) on any x ∈ δP results in a stable
limit cycle of period n, which strikes the boundary at points that are distance xFP from the







φ/2 < θ < π/2
l
1+c(θ)
−π/2 < θ < −φ/2
(4.8)
in which c(θ) = cos(θ)/cos(θ − φ).
Proof. In a regular n-sided polygon with side length l, let the robot begin its trajectory at a
point p ∈ P which is at a distance x from the nearest vertex in the clockwise direction. We
will begin by constraining the robot to bounce counterclockwise, at an angle 0 < θ < π/2
such that it strikes the nearest adjacent edge, such as in Figure 3.2. The function b+θ given
in Lemma 4.1 describes such bouncing behaviour.
By Lemma 4.2, b+θ (x) has a unique fixed point, which is an orbit of Bθ since the robot
is contacting each edge at the same distance from the vertex at each bounce. By iterating
the map b+θ , we can explicitly find the value of the fixed point, and thus the points on δP








(−l)(−c(θ))i + (−c(θ))kx (4.10)
and taking the limit as k →∞ and shifting the index gives
b+θ
∞





Note that the starting position, x, drops out when the limit is taken - the orbit converges
regardless of starting position. The sum is geometric, and since |c(θ)| < 1 (the condition







So the trajectory of a robot with bounce angle θ satisfying |c(θ)| < 1 converges to a limit
cycle in the shape of an inscribed n-gon, with collision points xFP at distance (lc(θ))/(1+c(θ))
from the nearest vertex in the clockwise direction. When this calculation is redone for
bounces in the counterclockwise direction (−π/2 < θ < 0), the resulting fixed point xFP is
l/(1 + c(θ)). Moreover, since c(θ) ∈ (0, 1) for stable orbits, and considering the past two
expressions for xFP , we find that the fixed point xFP for bounces can take all values in (0, l)
except for l/2, which would require c(θ) = 1.
Next, we examine the stability condition, | cos(θ)
cos(θ−φ) | < 1. Since 0 < θ < π/2 for b+θ , cos(θ)
is always positive, then we must have | cos(θ − φ)| > cos(θ), from where we can obtain
the range φ/2 < θ < π/2. Likewise, in the clockwise direction, −π/2 < θ < 0 yields
−π/2 < θ < −φ/2. Thus, we have a guarantee on the range of bounce angles that will result
in periodic orbits, starting from any point on the polygon’s boundary. QED.
Remark 4.2. Note that calculating the Lyapunov exponent [94] for the map bθ(x) gives the
same result: |dbθ(x)/dx| = |c(θ)|, which implies that |c(θ)| < 1 gives a stable fixed point.
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Figure 4.2: Simulated orbits for adjacent edge bouncing in regular polygons. Predicted
collision points are indicated by circles. Both simulations are of the trajectory after 300
bounces from an arbitrary start point.
4.2.2 Bouncing While Skipping Edges
Instead of bouncing between adjacent edges, we may ask what happens when the robot
bounces between edge v0v1 and edge vmvm+1, “skipping” m − 1 edges, such as in Figure
4.1(b) where the robot bounces off every other edge.
Proposition 4.2 states the existence of a stable limit cycle with period k in every regular
n-sided polygon, in the particular case where k|n. Then, following a similar approach as
in Section 4.2.1, we prove in Lemma 4.4 that the trigonometric function of Lemma 4.3 is a
contraction mapping with a unique fixed point, and conclude with Theorem 4.1 presenting
a closed form solution for the fixed point (hence the location of the stable orbit) when the
robot bounces skipping m− 1 edges.
Proposition 4.2. In every regular n-sided polygon, there exists a stable limit cycle with
period k for all k such that k > 2 and k|n.
Proof. For all prime n ≥ 3, the statement is true by Proposition 4.1, since k = n for k|n,
and Proposition 4.1 guarantees a stable limit cycle that strikes each edge sequentially.
Now consider any non-prime n > 3, and assume k > 2 to avoid trajectories between
parallel edges (addressed in [41]). Proposition 4.1 guarantees a stable limit cycle that strikes
each edge of an n-sided polygon sequentially. For all k such that k|n, we can choose k edges
of the n-gon such that the edges are equally spaced. We can then imagine extending these
edges to their intersection points, forming a regular k-gon. By Proposition 4.1, the bounce
map in this regular k-gon is guaranteed to induce a stable limit cycle, with collision points
at parameter xFP on the edge for all xFP except the very center point of the edge. Thus θ
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can be chosen such that the bounce map sends the robot to every (n/k)- th edge such that
the trajectory will converge to a stable cycle with period k. The result follows. QED.
Figure 4.3: A bounce from edge v0v1 to edge vmvm+1. The other edges of the polygon are
not drawn, and the distance between the edges is not to scale.
Lemma 4.3. Assume that Bθ is constrained so the robot “skips” m − 1 edges with each
bounce in a counterclockwise direction. This constrained bounce map b+θ,m : (0, l) → (0, l),
which takes x (the robot’s distance from vertex vi) and maps it to b
+
θ,m(x) (the resulting
distance from vertex vi+m) is given by
b+θ,m(x) = c(θ)(A− x) + l − A, (4.13)
in which c(θ) is generalized to
c(θ) = cos(θ)/ cos
(

















Proof. Let m ≤ bn/2c - the robot bounces counterclockwise. Without loss of generality
assume that we start on edge v0v1. Extend the line segments v0v1 and vmvm+1 to their
point of intersection q, forming the triangle v0vm+1q. Let a = ∠qvm+1v0 = ∠qv0vm+1, by
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symmetry. Let b = ∠vm+1qv0. Let A = |qvm+1| = |qv0| and B = |vm+1v0| (see Figure 4.3).
Each of the sides of the polygon has length l, and the robot begins its trajectory at a point
which is distance x from v0. We wish to find b
+
θ,m(x), the distance from the endpoint of the
bounce to point vm.





We can then form the triangle from the points v0, vm+1, and the center of the regular n-gon.
The distance from the center of a regular n-gon to any of its vertices is l/(2 sin(π/n)) [104].





The angle a can be found by considering the polygon formed by edges v0v1 through vmvm+1,
closed by edge vm+1v0. This polygon has m+ 2 vertices, so its angle sum is mπ. m of these
vertices have the vertex angle of the regular n-gon, (n− 2)π/n. The remaining two vertices













Using the triangle formed by the the bounce of the robot and vertex q, the law of sines
states
A− x
sin(θ − π/2 + (2πm)/n) =
A− l + b+θ,m(x)
sin(π/2− θ) , (4.19)






+ l − A (4.20)
= c(θ)(A− x) + l − A. (4.21)
QED.
Lemma 4.4. If |c(θ)| < 1, then b+θ,m(x) is a contraction mapping, and therefore has a unique
fixed point.
Proof. We take (0, l) to be a metric space with metric d(x, y) = |y− x|. To be a contraction
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mapping, b+θ,m must satisfy
d(b+θ,m(x), b
+
θ,m(y)) ≤ kd(x, y) (4.22)
for all x, y ∈ (0, l) and some nonnegative real number 0 ≤ k < 1.
When we check this property, we see that
d(b+θ,m(x), b
+
θ,m(y)) = |b+θ,m(x)− b+θ,m(y)| (4.23)
= |c(θ)(A− x) + l − A−
c(θ)(A− y)− l + A| (4.24)
= |c(θ)(y − x)| (4.25)
= |c(θ)|d(x, y). (4.26)
Thus if |c(θ)| < 1, then b+θ,m is a contraction mapping, and by the Banach fixed-point
theorem has a unique fixed point [105]. QED.
Theorem 4.1. In every regular n-sided polygon with side length l and interior angle (n−
2)π/n, there exists a range for θ such that iterating Bθ(x) on any x ∈ δP , results in a stable
limit cycle that strikes the boundary skipping m − 1 edges, and strikes at points that are















< θ < −φm
2
(4.27)




Proof. Consider an n-sided polygon with side length l and let the robot begin its trajectory
at a point p ∈ δP which is at a distance x from the nearest vertex in the clockwise direction.
We begin by assuming the robot bounces in the conterclockwise direction, at an angle θ
such that instead of bouncing between adjacent edges the robot “skips” m − 1 edges. The
function b+θ,m(x) in Lemma 4.3 obeys such bouncing behaviour.
By Lemma 4.4, the map b+θ,m(x) has a unique fixed point, which implies an orbit of Bθ.
By iterating the map b+θ,m(x), we explicitly find the value of the fixed point xFP , and thus







(−c(θ))i(l − A(1− c(θ))) + (−c(θ))kx (4.28)
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Figure 4.4: Simulated orbits for generalized edge bouncing in regular polygons, with n =
9,m = 4, θ = −0.8 rad and n = 11,m = 2, θ = 0.4 rad. Predicted collision points are
indicated by circles. Both simulations are of the trajectory after 300 bounces from an
arbitrary start point.
and after taking the limit as k → ∞, and considering |c(θ)| < 1 (the condition stated in




l − A(1− c(θ))
1 + c(θ)
(4.29)
So we expect every converging counterclockwise periodic orbit which skips m − 1 edges,
m ≥ 1, to collide with the environment at distance l−A(1−c(θ))
1+c(θ)
from the nearest clockwise
vertex.
The clockwise case can be found by reflecting the polygon and the bounce over the y-axis,
so the clockwise fixed point is given by lc(−θ)+A(1−c(−θ))
1+c(−θ) , which is the second expression in
Equation 4.27.
Next, examining the stability condition, |c(θ)| < 1, with c(θ) given by Equation (4.14),
and considering that 0 < θ < π/2 for b+θ , we can obtain the range π(n − 2m)/2n < θ <
π(n−2(m−1))/2n. Likewise, in the clockwise direction, −π/2 < θ < 0 yields −π(n−2(m−
1))/2n < θ < −π(n − 2m)/2n. Thus, we have a guarantee on the range of bounce angles
that will result in periodic orbits, starting from any point on the polygon’s boundary.
QED.
Remark 4.3. When m = 1 (agent skips no edges while bouncing around polygon), A
reduces to l, and the expression for b+θ,1(x) reduces to b
+
θ (x) as in Equation 4.1, so Equation
4.1 is a special case of Equation 4.13. Furthermore, the bounds on θ also reduce to the
bounds φ/2 < θ < π/2 and −φ/2 < θ < −π/2, where φ = π(n− 2)/n.
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4.2.3 Implications for Uncertainty in Implementations
All physical implementations of the required motion primitives will be imperfect - for
example, differential drive robots can have asymmetries in the motors powering each wheel,
which can result in a curved path through the interior of the environment, or an inaccurate
rotation while aligning to θ. These differences between the model and the implementation
produce a constant offset in the bounce angle, θ + ε. Theorem 4.1 gives a bound on the
maximum allowable error in this situation, and suggests that random errors within this
bound will still result in near-periodic orbits.
For each stable orbit in a given environment, we can use the bounds on c(θ) to determine
the range of angles that will result in that orbit. Thus, when designing a “patrolling” robot
in an environment with regular polygonal geometry, a robot designed to bounce at an angle
θ in the center of one of these ranges (φm/2 < θ < φm−1/2 or −φm−1/2 < θ < −φm/2)
will be maximally robust to actuator or sensor errors. The resulting maximum allowable
error, εmax, will be ±|(φm − φm−1)/2|. Bounces with error within this range will still result
in stable orbits of the workspace, because the bounce still acts as a contraction mapping on
the edge intervals.
However, these orbits will impact the boundary at different locations than expected. If
there is a constant error in the bounce angle, so that the effective bounce angle is θ+ ε, with




4.2.4 Summary of Results Thus Far
We first presented the case of stable orbits that bounce off each adjacent edge. We proved
the existence of periodic orbits in n-sided regular polygons, and showed the range of bounce
angles that will produce such orbits along with an analysis of their stability and robustness
to modeling errors. We generalized our results to the case where the robot skips m−1 edges.
In both cases we present a closed form solution for the locations where the robot collides
with the environment boundary while patrolling.
The existence of periodic orbits along with the presented closed form solutions for xFP
show that it is possible to design a robust patrolling path for a given environment, using
limited motion and sensing capabilities. These orbits have the useful properties of being
robust to modelling errors and appearing to have large basins of attraction.
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4.2.5 Checking Proofs Via Simulation
The figures and experimental simulations for this paper were computed using a Haskell
program which heavily used the Diagrams library [106]. The simulator can also be used for
specular bouncing simulations, and could be of use to those studying classical billiards, or
variants such as pinball billiards. It is also capable of simulating random bounces, or random
noise on top of deterministic bouncing. Code is open source and on GitHub 1.
The purpose of the simulations is to confirm experimentally the theoretical results obtained
in previous sections. Figure 4.2 depicts simulated orbits for adjacent edge bouncing after 300
bounces. Predicted collision points xFP are indicated by circles. Figure 4.3 shows simulated
orbits for two pairs of n and m values in the case where the robot bounces skipping m− 1
edges. The trajectories after 300 bounces are displayed.
Note that the simulated orbits were computed by iteratively bouncing the robot in the
environment from an arbitrary start point rather than just plotting the resulting orbit from
the predicted collision points. In all simulations, the simulated collision points (tips of
arrows) and the theorized collision points xFP (circles) coincide.
Figure 4.5a shows three orbits simulated from different start points but with the same
bouncing angle θ. Regardless of starting position, the same bouncing angle θ produces
trajectories which converge to the same limit cycle, as stated in Remark 4.1.
As stated in Theorem 4.1 there exist ranges of θ that produce stable orbits when the
robot skips m − 1 edges with m ≥ 1. For regular hexagons, π/3 is the lower bound on θ
such that the robot strikes every edge sequentially, and the upper bound on θ such that
the robot strikes every other edge. The orbits shown in Figure 4.5b were generated setting
θ = π/3± 0.05. As predicted, one orbit bounces off every other edge, while the other strikes
every sequential edge.
4.3 NONDETERMINISTIC TRAJECTORIES
Many robot tasks can be specified in terms of dynamical properties of the path the robot
takes through space, such as stability, ergodicity, and reachability. Our motion strategy
allows us to disregard the robot’s motion in the interior of P . Instead, the robot’s state is an
interval along the boundary ∂P , and we can formulate transitions as a discrete dynamical
system under the transition function f . The properties of this dynamical system can be
used to engineer paths corresponding to different robot task requirements.
One generally useful property of mapping functions is contraction: when two points under
1https://github.com/alexandroid000/bounce
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(a) Three orbits simulated with different
start points - the three circles - but same
bouncing angle θ. The limit cycle is the
same.
(b) Two simulated orbits with the same start
point but θ set to π/3+0.05 (blue) and π/3−
0.05 (red). One skips no edges and the other
skips one edge.
Figure 4.5: Evidence from simulation that (a) limit cycles are independent of start position,
and that (b) our predicted “transition angle” between striking every edge and every other
edge is correct.
the function always become closer together. We can use this property to control uncertainty
in the robot’s position.
We now proceed as follows. Definition 4.1 presents some notation useful for the remainder
of this section. Definition 4.2 recalls the general concept of a contraction mapping that is
useful to model the dynamical properties of paths to be followed by the robot. Based on
the already introduced notation, Lemma 4.5 establishes bounce angles for which function
f—transition function that models bounces between edges in P—is a contraction mapping.
Corollary 4.2 extends Lemma’s 4.5 results for specific types of pairs of edges. Alternatively,
a mapping can be identified as a contraction mapping by analyzing what is known as the
contraction coefficient. Definition 4.3 formally introduces such concept of a contraction co-
efficient, and Definition 4.4 expands that concept for the case of a composition of transitions
between a sequence of edges. Such composition, when it comes to a contraction mapping,
is used in following subsections to model limit cycles, namely, paths that eventually return
the robot to its start position.
Definition 4.1. Let φi,j be the interior angle between two edges ei, ej ∈ ∂P .
Definition 4.2. A function g that maps a metric space M to itself is a contraction map-
ping if for all x, y ∈M , |g(x)− g(y)| ≤ c|x− y|, and 0 ≤ c < 1.
Lemma 4.5. If the transition from segment ei to segment ej is a left transition, then the
transition function f(x, θ) between segments ei and ej is a contraction mapping if and only
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Figure 4.6: The two cases for computing contraction mapping conditions.





; if a right transition, the transition function f(x, θ) is a contraction mapping





Proof. We consider the two cases of transition separately:








sin(θ−φi,j) . The transition will be contraction if and
only if |f(x,θ)−f(y,θ)||x−y| < 1 ⇐⇒ sin(θ) < sin(θ−φi,j). If θ < π2 , then sin(θ) > sin(θ−φi,j).
Thus we need θ > π
2
. If θ − φi,j > π2 , then sin(θ) < sin(θ − φi,j) and we are done;
otherwise we need π − θ < θ − φi,j ⇒ θ − φi,j2 > π2 . Combining all conditions, we have






2. Similarly, for a right transition shown in the right diagram of Figure 4.6, xf(x, θ) ‖







. The transition will be
contraction if and only if |f(x,θ)−f(y,θ)||x−y| < 1 ⇐⇒ sin(θ) < sin(θ + φi,j). If θ > π2 , then
sin(θ) > sin(θ + φi,j). Thus we need θ <
π
2
. If θ + φi,j <
π
2
, then sin(θ) < sin(θ + φi,j)










Corollary 4.2. For all pairs of adjacent segments with internal angle less than π, there
exists a range of actions for which f is a contraction mapping.
Definition 4.3. The contraction coefficient of a mapping is the ratio of the distance
between points before and after the mapping is applied. Let C(θ, φi,j) be the contraction
coefficient of a transition from ei to ej in ∂P For a left transition, C(θ, φi,j) = | sin(θ)sin(θ−φi,j) |;
for a right transition, C(θ, φi,j) = | sin(θ)sin(θ+φi,j) |.
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Given C from Definition 4.3, for a sequence of transitions f0, . . . , fk, we can construct the
overall mapping from the domain of f0 to the range of fk through function composition.
Since f is a linear mapping, the contraction coefficient of a composition of multiple bounces
can be determined by multiplying the contraction coefficients of each bounce.
Definition 4.4. Given a sequence of m feasible transitions F = {f0, f1, . . . , fm−1}, at stage k
the robot will be located on edge e(k) and will depart the edge with action θk; the contraction
coefficient of the overall robot trajectory fm−1 ◦ . . . ◦ f0 is C(F ) =
∏m−1
k=0 C(θk, φe(k),e(k+1)).
If C(F ) < 1, the composition of F is a contraction mapping. This is true even if some
transition along the way is not a contraction mapping, since C(F ) is simply the ratio of
distances between points before and after the mapping is applied. Furthermore, the value
of C(F ) tells us the exact ratio by which the size of the set of possible robot states has
changed.
4.3.1 Limit Cycles
A contraction mapping that takes an interval back to itself has a unique fixed point, by
the Banach fixed point theorem [105]. By composing individual transition functions between
edges, we can create a self-mapping by finding transitions which take the robot back to its
originating edge. A fixed point of this mapping corresponds to a stable limit cycle.
The usefulness of the limit cycles is that it is possible to find bounce strategies that make
the robot’s trajectory converge to a limit cycle. Those bounce strategies can be used to
delimit the possible positions the robot might be in, for example, to localize the robot, or
even to make the robot move repetitively along a trajectory, as it is desirable in a patrolling
task. Such trajectories in regular polygons were characterized in [98]. Here, we present a
more general proof for the existence of limit cycles in all convex polygons.
More precisely, Theorem 4.2 characterizes the limit cycles in convex polygons, that is, it
provides the exact location of such a cycle in terms of its contact points in ∂P . For achieving
that goal, Definition 4.5 introduces some notation, followed by Lemma 4.6 that describes
sufficient conditions on the bounce angles for a limit cycle to exist in any convex polygon. We
conclude the subsection with Proposition 4.3, which establishes the existence of a particular
bounce strategy that makes the robot to enter a limit cycle.
Definition 4.5. φP,min is the smallest interior angle in a polygon P .
Lemma 4.6. Consider θ ∈ (0, π
2
], if












Figure 4.7: The notation setup for the proof of contracting cycle in a convex polygon.
then the fixed bounce rule b(α, θ) = θ leads to a convex cycle that visits each edge of P
sequentially, regardless of the robot’s position. For all convex polygons with n edges, there
exist constant fixed-angle bouncing strategies which result in a period n limit cycle regardless
of the robot’s start position.
Proof. See Figure 4.7 for the geometric setup.
Without loss of generality, assume θ ∈ (0, π
2
]. The robot will always bounce to the next
adjacent edge if and only if θ ∈ (0,mini(∠vi+2vivi+1)).
Suppose we have two start positions s1 and s2 on edge e0 and a constant fixed bounce rule
b(α, θ) = θ. At stage k, s1 and s2 will be located at f
k(s1, θ) and f
k(s2, θ).





i=0 C(θ, φi,i+1). If this ratio is less than one, then f
n(s, θ) has
a unique fixed point by the Banach fixed-point theorem [105]. By Lemma 4.5, this constraint




for all i. We can guarantee that this condition holds for the orbit
by requiring











in which case the fixed-angle bouncing strategy with b(α, θ) = θ leads to a convex cycle
which visits each edge of P sequentially, regardless of the robot’s start position. Symmetry
applies for orbits in the opposite direction. QED.
So now we know that such cycles must exist in convex polygons, and we know the con-
ditions on fixed bounce laws that will create them, but we can also compute exactly where
these cycles would be located (in the asymptotic limit).
For ease of notation, Theorem 4.2 will compute the location of counterclockwise limit cycle
trajectories as a fixed point of the return map of the trajectory starting on edge e0. The rest
of the points of the limit cycle can be computed from forward projection of the trajectory,
or from reindexing the vertices and computing this distance for each edge. Clockwise limit
cycles can be computed through symmetry (flipping the polygon in the plane and computing
the cycle, then flipping back).
Theorem 4.2. Under a fixed bounce rule b(α, θ) = θ in a convex polygon with n edges, if θ
satisfies the conditions in Lemma 4.6 such that the trajectory will converge asymptotically
to a limit cycle striking each sequential edge of the polygon in counter-clockwise order, then






1− (−1)n∏n−1k=0 C(θ, φk,k+1)
, (4.32)
from vertex v0.
Proof. Define a distance function, d, which measures the robot’s linear distance along the
polygon boundary from the nearest clockwise vertex. If the robot bounces at angle θ between




(`0 − d(x)) = C(θ, φ0,1)(`0 − d(x)). (4.33)
Now we define the return map, fr, corresponding to bouncing n times around an n-sided
polygon until the robot returns to the originating edge. The new distance of the returning
robot from v0 can be computed by composing the distance functions of each transition, of
the form in Equation (4.33). This return map will take the form
d(fr(x, θ)) = C(θ, φn−1,0)(`n−1 − (C(θ, φn−2,n−1)(`n−2 − . . .
− C(θ, φ0,1)(`0 − d(x)) . . .))),
(4.34)
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Figure 4.8: The blue arrows indicate an example trajectory for a constant fixed bounce rule.
Yellow circles indicate the predicted collision points of the asymptotically stable limit cycle
for this bounce rule and polygon.













And to find the fixed point of this return map (corresponding to the stable limit cycle of






1− (−1)n∏n−1k=0 C(θ, φk,k+1)
, (4.36)
which in turn yields the expression for the the distance dFP from vertex v0 that defines
the fixed point. QED.
While Equation (4.32) might look cumbersome, it is easy to compute (linear in the number
of sides of the polygon). See Figure 4.8 for an example of the predicted locations of the limit
cycle in a convex polygon. The trajectory begins on the left hand side of the polygon and
quickly converges to the predicted limit cycle.
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4.3.2 Leveraging Cycles to Reduce Uncertainty
Next, we will detail how such cycles can be used to decrease uncertainty in the robot’s
position. More precisely, if the robot utilizes a controller as the one depicted in Proposi-
tion 4.3, then its path converges to a limit cycle and, as a consequence, the uncertainty on
the knowledge of the robot’s whereabouts decreases.
Recalling that the fixed point of a cycle’s transition function represents the location of the
respective limit cycle in ∂P , then Corollary 4.3 provides a bound on the distance between
the robot’s position and the cycle’s fixed point as the robot iterates F , that is, as the robot
keeps moving according to F . Finally, Corollary 4.4 provides the number of cycles that the
robot needs to traverse to find itself within a distance ε from the fixed point.
Corollary 4.3. Choose a sequence of transitions F that begins and ends on edge ei. Let
the contraction coefficient of this trajectory be C, and let the length of edge ei be `i. After
k iterations of the cycle, the distance between the robot’s position and the fixed point of the
cycle’s transition function must be less than Ck`i.
Proof. The initial distance between the robot’s position and the fixed point of the cycle,
|x0 − xFP |, is upper bounded by `i. After F has been executed once, the contraction ratio
C = |F (x0)−F (xFP )||x0−xFP | =
|F (x0)−xFP |
|x0−xFP |
, which implies |F (x0) − xFP | = C|x0 − xFP | ≤ C`i. When
F is iterated k times, this expression becomes |F k(x0)− xFP | ≤ Ck`i. QED.
Corollary 4.4. If we assume the robot’s initial location lies in an interval on edge ei, and
the robot performs a sequence of transitions F that creates a cycle returning to ei with
contraction coefficient C, the size of the set of possible locations of the robot on edge ei will
become less than ε after dlog(ε/2`i)/ log(C)e iterations of the cycle.
Proof. From Corollary 4.3, after k cycles the distance between the robot’s position and the
fixed point will be less than Ck`i. Thus, if we wish for the size of the interval of possible
positions to be less than ε, we must have that Ck`i = ε/2. Solving for k yields the expression
above.
QED.
4.4 TRAJECTORIES IN NONCONVEX POLYGONS
While most of our efforts have focused on convex spaces, the results hold for convex sub-
spaces in nonconvex polygons, and we have managed to realize an existence and reachability
proof for limit cycles in nonconvex polygons.
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Proposition 4.3. For all points s on the boundary of all polygons, a constant fixed-angle
controller exists which will cause the robot’s trajectory to enter a stable limit cycle.
Proof. First we observe that by Proposition 5.3, for every segment e ∈ ∂P ′, safe actions
always exist for two action intervals. These intervals are the ones bordering the segment
itself: by staying close enough to the boundary, the robot may guarantee a safe transition.
By Lemma 4.5, these safe actions will also admit contraction mappings. Thus, we may choose
a constant fixed-angle controller such that it results in safe, contracting transitions from all
segments in P ′. Since there are a finite number of segments in P ′, this controller must result
in limit cycle from every point in P . If s is on a hole of the polygon, this procedure will
cause the robot to leave the hole and enter a cycle on the exterior boundary. QED.
4.5 ERGODIC AND CHAOTIC TRAJECTORIES
Recall from earlier that the contraction coefficient of the bounce transition function is
exactly the Lyapunov exponent of the dynamical system described. The vast majority of
our efforts have focused on regimes in phase space where the robot’s trajectory is stable and
converges to a known limit cycle; however, in practice, there are plenty of controllers and
initial conditions that lead to Lyapunov exponents above 1 and observably chaotic behavior.
What is interesting is that these trajectories do not appear to be uniform in their coverage
of the space; the geometry of the environment and the control laws still add some structure
to the dynamics, as can be seen in Figure 4.1(c). The full characterization of these chaotic
trajectories is still an open problem.
A related open question is how to integrate this bouncing robot motion model with con-
trollers for nonlinear, nonsmooth systems, such as sequential action control. Another open
question is how to determine a controller that causes the robot’s spatial distribution to con-
verge over time to a target coverage distribution; such a controller would be quite useful for
tasks such as environmental monitoring. Techniques such as ergodic control [107] offer one
possible path, but require more research efforts to be successfully brought to bear in this
domain.
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Chapter 5: Motion Planning for Bouncing Robots
The general motion planning problem in robotics is to determine a feasible trajectory
through configuration space that brings the robot from a given starting configuration to a
given goal configuration. In this thesis, since we assume our robots are small relative to their
environment and can be represented as a point, the planning problem is simplified so the
configuration space includes only the two dimensional position and orientation of the robot.
We also consider only motion within polygonal environments; many environments can be
well-approximated as polygons, and as shall be seen in this chapter, these environments
lend themselves well to discrete reasoning approaches. However, curved environments occur
often, especially in applications such as controlling micro-robots in biological contexts, and
O’Kane et. al. have some promising insights into this line of research for aggregation and
localization tasks [108].
The results in this section have been previously published and presented at the 2018
Workshop on the Algorithmic Foundations of Robotics (WAFR) [99] and in a corresponding
lengthened journal paper in The International Journal of Robotics Research (IJRR) in 2020
[109].
5.1 PLANNING FOR A PERFECT ROBOT
For the most basic version of our planning problem, we have a point robot, in a polygonal
environment, with perfect actuation and given start and goal points. The robot may only
move forward in straight lines until it reaches an environment boundary, and then may rotate
in place and set off forward again. Our planning problem is to develop a sequence of bounce
rules that takes the robot from the start point to the goal point. Clearly, if the environment
is connected, such a path will always exist.
If we wish to find the minimum distance path from start to goal in this setting, with no
other constraints, this problem is a type of link distance problem [110], with the particular
constraint that each link is constrained to begin and end on the boundary of the polygon. To
my knowledge, no one in the computational geometry community has formally characterized
the complexity of this problem. Due to similarity to link distance problems and the rela-
tive impractability of assuming perfect actuation, we do not develop an exact deterministic
planning algorithm here.
It is also natural to ask about sampling-based motion planners in this setting. However,
a naive implementation of a sampling-based planner in this setting would potentially return
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fragile solutions, with no domain-specific knowledge of the properties of the robot’s path.
Additionally, the main advantage of sampling-based planners is their ability to scale well
to high-dimensional configuration spaces. Here, we deal only with two-dimensional paths
through a given map, so we do not necessarily require the machinery of a sampling-based
planner. How to combine the dynamical properties included in this planner with a sampling-
based planner to scale the approach to higher dimensions is still an open question.
5.2 PLANNING FOR AN IMPERFECT ROBOT
In [99] we broadened our model to assume that there is always some nonzero, nonde-
terministic uncertainty when we reorient the robot at the boundary of its environment.
Under this assumption, we developed an exact planning algorithm that can be used with
any polygonal environment, including ones with polygonal obstacles. The planner uses a
visibility-based approach to discretize the environment boundary into segments where each
point in a segment has the same combinatorial visibility properties.
The planner then creates a roadmap graph where each node represents a discretized portion
of the environment boundary, and edges represent feasible transitions between these parts of
the environment. The planning task becomes a graph search between the node(s) containing
the start state of the robot and the node(s) containing the goal state.
Searches through the graph can be constructed for different objectives. For example,
we can search for strategies that use only a single fixed bounce law, or we can search for
strategies (up to a bounded length) that admit the largest amount of uncertainty.
It is important to note that this planner is not complete: feasible plans may exist that are
not found by the planner, mainly due to the nature of the discretization. I am continuing
work on modifying the discretization to take into account initial conditions of the robot, as
well as a better characterization of exactly what paths cannot be found by this approach. The
planner only admits transitions that keep the robot state contiguous along the environment
boundary; allowing the state estimate to split as the plan is built can allow for more plans
to be found, but at the cost of a much larger search space. In practice, however, the planner
is able to find many reasonable paths in most environments.
5.3 VISIBILITY-BASED BOUNDARY PARTITIONING
In this section, the bounce visibility graph is introduced. Such graph is a combinatorial
structure that is queried to obtain plans in the form of sequences of bouncing rules, namely,
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queried to obtain bounce strategies. To introduce the bounce visibility graph, we start
by recalling the definition of the visibility polygon, which is used to define a partial local
sequence of points on the environment boundary at which the visibility polygon changes
structure. The partial local sequence, whose computation is summarized in Algorithm 5.1,
is then used to define the edge visibility graph. The bounce visibility graph is defined as the
directed version of the edge visibility graph. We now proceed to provide the specifics.
Given a polygonal environment (such as the floor plan of a warehouse or office space), we
would like to synthesize bounce strategies that allow a robot to perform a given task (such
as navigation or patrolling). To do so, we first discretize the continuous space of all possible
transitions between points on ∂P . We find a visibility-based partition that encodes the idea
of some points on ∂P having different available transitions.
Definition 5.1. The visibility polygon of a point s in a polygon P is the polygon formed
by all the points in P that can be connected to s with a line segment that lies entirely within
P .
Imagine a robot sliding along the boundary of a polygon, calculating the visibility polygon
as it moves. In a convex polygon, nothing exciting happens. In a nonconvex polygon, the
reflex vertices (vertices with an internal angle greater than π) cause interesting behavior. As
the robot slides, its visibility polygon mostly changes continuously. Edges shrink or grow,
but the combinatorial structure of the polygon remains the same, until it aligns with a reflex
vertex r and another vertex v (visible from r). At this point, either v will become visible to
the robot, adding an edge to the visibility polygon, or v will disappear behind r, removing
an edge from the visibility polygon.
To compute all such points at which the visibility polygon changes structure, we compute
the partial local sequence, defined in [84]. These are, equivalently, the points where the
combinatorial visibility vector changes, as defined in [111]. Each point in the partial local
sequence marks the point at which a visible vertex appears or disappears behind a reflex
vertex. The sequence is constructed by shooting a ray through each reflex vertex r from
every visible vertex and keeping the resulting sequence of intersections with ∂P . See Figure
5.1 for an example of the vertices in the partial local sequence of v0.
Once all the partial local sequences have been inserted into the original polygon, the
resulting segments have the property that any two points in the segment can see the same
edge set of the original polygon (though they may see different portions of those edges).
See Algorithm 5.1 for a pseudocode description of this partitioning process. Algorithm 5.1
applies to polygons with or without holes; holes require more bookkeeping to correctly find
visible vertices and shoot rays. See Figure 5.2 for an example partition of a polygon with
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holes. Let P ′ be the polygon P after application of Algorithm 5.1.
Algorithm 5.1: PartitionPoly(P)
Data: A polygon P as a list of vertices in counterclockwise order.
Result: P ′: P with all partial local sequence points added as new vertices.
vsnew ← {}
vsreflex ← GetReflexVerts(P)
for r in vsreflex do
for v in VisibleVerts(P , r) do
vsnew ← vsnew ∪ ShootRay(v, r)
end
end
P ′ ← InsertVerts(vsnew, P)
return P ′
The ShootRay function takes two visible vertices v1 and v2 and compute the first in-
tersection of ∂P and ray v1v2. This operation will take O(log n) time after preprocessing
the polygon P in O(n) [112]. The VisibleVerts function computes all visible vertices in
the polygon given an input query vertex, and takes O(n) [113]. So the total runtime of
Algorithm 1 is O(n2 log n).
Definition 5.2. The edge visibility graph of a polygon P has a node for each edge of
P , and has an arc between two nodes (ei, ej) if and only if there is a point si in the open
edge ei and a point sj on the open edge ej such that si and sj can be connected with a line
segment which is entirely within the interior of P .
Let the bounce visibility graph be the directed edge visibility graph of P ′. Although
visibility is a symmetric property, we use directed edges in the bounce visibility graph so that
we can model the geometric constraints on the visibility from one edge to another, which
are not symmetric and govern what actions allow the robot to accomplish that transition.
See Section 5.4 for further exploration of this idea.
Proposition 5.1. The bounce visibility graph for a polygon with n vertices has O(n2)
vertices and O(n4) edges.
Proof. Consider a polygon P with n vertices operated on by Algorithm 5.1 to form P ′. Each
convex vertex will not add any new vertices; however, a reflex vertex can add O(n) new
vertices. Up to half of the vertices in the polygon can be reflex, so the number of vertices
















































Figure 5.1: On the left, the partial local sequence for v0. On the right, an example polygon
for which the bounce visibility graph has O(n4) edges.
P ′ may be visible to all other vertices, so in the worst case, the bounce visibility graph will
have O(n4) edges.
QED.
Worst Case Example for Algorithm 5.1 We might hope that if r is large, then not
all of the reflex vertices will produce a large number of new vertices, and we may bound the
size of the edge set in the visibility graph. Unfortunately, the number of reflex vertices, the
new vertices produced in their partial local sequence, and the new vertices’ visibility can be
large at the same time. We will present a family of input polygons with bounce visibility
graph edge-set size of O(n4).
Let n = 4t + 2, in which t is a positive integer. We design a polygon with r = 2t reflex
vertices. The polygon is symmetric with respect to its medium horizontal line. In the top
half, the reflex vertices are uniformly located on a circle and thus they are visible to each
other; the convex vertices are chosen so that they are outside the circle and the line through
an edge will not intersect other edges. Each reflex vertex will have at least t−1 new vertices
in its partial local sequence. There will be 2t(t − 1) + n vertices in the polygon after we
insert all new vertices in the partial local sequence for all reflex vertices. Each of them can
see at least t(t− 1) + n/2 other vertices. Thus the number of edges in the transition graph
for the polygon with inserted vertices is O((2t(t− 1) + n)(t(t− 1) + n/2)) = O(t4) = O(n4).
Fig 5.1 shows the polygon for t = 4 with all the vertices in the partial local sequences.
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Figure 5.2: An example partition for a polygon with holes; our discretization scheme extends
naturally to handle visibility events caused by static obstacles.
5.4 SAFE ACTIONS
To characterize some families of paths, we will use the boundary partition technique
defined in Section 5.3, then define safe actions between segments in the partition that are
guaranteed to transition to the same edge from anywhere in the originating edge. Such
actions define transitions which keep the robot state in one partition under nondeterministic
actions.
Definition 5.3 establishes a notion of visibility between two edges in a polygon. Later,
Definition 5.4 formally introduces the safe actions. Through Definitions 5.3 and 5.4, Propo-
sition 5.2 provides bounce angle intervals that describe safe actions. Lemma 5.1 and Corol-
lary 5.1 exhibit scenarios for which safe actions exists between two edges of a polygon.
Finally, Proposition 5.3 establishes a result on the existence of at least two safe actions for
every edge in a polygon that was partitioned with Algorithm 5.1 (see Section 5.3). Propo-
sition’s 5.3 proof makes use of some auxiliary definitions presented in Definition 5.5.
Definition 5.3. Two edges ei, ej of a polygon are entirely visible to each other if and only
if every pair of points si ∈ ei and sj ∈ ej are visible (the shortest path between si and sj lies
entirely within P ).
Definition 5.4. A safe action from edge ei to edge ej in a polygon is an action u such
that f(s, u) ∈ ej for any s ∈ ei and u in some interval of actions θ̃ ⊆ (0, π).
Proposition 5.2. Given two entirely visible line segments ei = (vi, vi+1) and ej = (vj, vj+1)
in ∂P ′, if a safe action exists from ei to ej, the maximum interval of safe actions is θ̃ = [θr, θl]
such that θr = π − ∠vjvi+1vi and θl = ∠vj+1vivi+1.
Proof. Let edge ei = (vi, vi+1) be aligned with the positive x axis with the clockwise endpoint
at the origin, without loss of generality. Due to the edges being entirely visible, ej = (vj, vj+1)
must be in the top half of the plane, above ei.
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Figure 5.3: Angle range such that a transition exists for all points on originating edge (left:
such a range exists, right: such a range does not exist)
Take the quadrilateral formed by the convex hull of the edge endpoints. Let the edges
between ei and ej be el = (vi, vj+1) and the right-hand edge er = (vi+1, vj). Let θl be the
angle between el and the positive x axis (0 < θl < π); similarly for er and θr. See Figure 5.3
for an illustration of the setup.
There are three cases to consider: if el and er are extended to infinity, they cross either
above or below edge ei, or they are parallel.
Case 1: el and er meet below edge ei. In this case, θl > θr and if a ray is cast from any
point on ei at angle θ ∈ [θr, θl], the ray is guaranteed to intersect ej in its interior.
Case 2: el and er meet above edge ei. In this case, θl < θr, and there is no angle θ such
that a ray shot from any point on ei will intersect ej. To see this, imagine sliding a ray
at angle θl across the quadrilateral - at some point before reaching vi+1, the ray must stop
intersecting ej, else we would have θl > θr.
Case 3: el and er are parallel. This implies that θl = θr, which is the only angle for which
a transition from any point on ei is guaranteed to intersect ej, and θ̃ is a singleton set.
Thus, for each case, we can either compute the maximum angle range or determine that
no such angle range exists.
QED.
Note that this definition of a safe action is similar to the definition of an interval of
safe actions from [42]; the main differences in approach are the generation of boundary
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segments, methods of searching the resulting graph, and how we generate constraints on
robot uncertainty instead of assuming uncertainty bounds are an input to the algorithm.
Lemma 5.1. If two edges in ∂P ′ are entirely visible to each other, then there will be at
least one safe action between them.
Proof. From the proof of Proposition 5.2, we can see that if case one holds in one direction,
case two will hold in the other direction, so a safe action must exist from one edge to the
other in one direction. If case three holds, there is a safe action both directions but θ̃ is a
singleton set. QED.
Corollary 5.1. If two edges in ∂P ′ share a vertex that is not reflex, and the two edges are
not collinear, then there exist safe actions from one to the other in both directions.
For a proof of Corollary 5.1, see Figure 5.4a. Algorithm 5.1 guarantees that such neigh-
boring segments are entirely visible.
Definition 5.5. Given two entirely visible segments ei and ej, rotate frame such that ei
is aligned with the x−axis with its normal pointing along the positive y−axis, such that
segment ej is above segment ei. If the intersection of segment ei and ej would be on the
left of segment ei, then call the transition from ei to ej a left transition; if the intersection
would be on the right of segment ei, then call the transition a right transition.
Proposition 5.3. For every polygon P and the resulting partitioned polygon P ′ under
Algorithm 5.1, each edge e ∈ P ′ has at least two safe actions which allow transitions away
from e.
Proof. Let ei = (vi, vi+1). Consider right transitions from ei to some ek, where the safe
action interval θ̃ = (0, θl) for some nonzero θl. We will show that such a transition must
exist.
By Corollary 5.1, if an edge ei has an adjacent edge ei+1 which is not collinear or separated
by a reflex angle, ek = ei+1 and a safe transition exists between ei and ei+1 with θl =
∠vi+2vivi+1. See Figure 5.4a.
If the adjacent edge is at a reflex angle, Algorithm 5.1 will insert a vertex in line with
ei on the closest visible edge, forming edge ek. If vi is an original vertex of P , ek will be
entirely visible from ei, since Algorithm 5.1 will otherwise insert a point in vi’s partial local
sequence.
If vi is itself inserted by Algorithm 5.1, ek will still be entirely visible. There must be some










Figure 5.4: Examples of geometrical setup for some guaranteed safe actions.
to ei through Algorithm 5.1 if there were any reflex vertices blocking transitions to ek. See
Figure 5.4b for an example of the geometry.
If the adjacent edge ei+1 is collinear with ei, apply the above reasoning to the first non-
collinear edge to find ek. The above arguments extend symmetrically to left transitions,
which will have safe actions of the form θ̃ = [θr, π). Thus, each edge will have two guaranteed
safe actions leading away from it. QED.
5.5 NONDETERMINISTIC PLANNING
Here, we define the planning task, assuming that the robot has unavoidable uncertainty
in its actuation. We make no assumptions on the distribution or size of uncertainty, only
that it is bounded, so we can plan over “cones” (intervals of possible actions, which cause
the robot’s state uncertainty to spread linearly as it moves through the interior). A resulting
strategy is should take a robot from any point in a starting set to some point in a goal set,
as long as some action in the bounce rule set is successfully executed at each stage.
First we will address the problem of safe planning using only geometric information,
without incorporating the dynamical properties of the system, and show the limitations
of this approach. Then, we will show several methods and heuristics for improving this
situation using the dynamical properties described in Chapter 4.
Definition 5.6. Safe Planning Problem: Given a polygonal environment P , a convex
starting set S ⊂ ∂P of possible robot positions along the environment boundary, and a
convex goal set G ⊂ ∂P , determine a strategy π which will be guaranteed to take the robot
from any point in S to a point in G, or determine that no such strategy exists.
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Figure 5.5: A polygon after Algorithm 5.1 and its safe bounce visibility graph BV Gsafe.
Using the formalisms built up so far, we can tackle this problem by searching over the
bounce visibility graph, using it as a roadmap. Shortest paths in the graph will correspond
to paths with the fewest number of bounces. It is important to note that an arc ei → ek
in the bounce visibility graph only implies that for each point x ∈ ei there exists an action
taking x to some point in ek. For our task, we require a range of angles which can take any
point in ei to a point on ek, so we restrict the arcs of the bounce visibility graph to those
corresponding to safe actions only. As may be expected, not all edges of ∂P ′ are reachable
using safe actions.
Proposition 5.4. There exist simple polygons such that under Algorithm 5.1, there exist
edges in the partitioned polygon P ′ that are not reachable by a safe action from any other
edge in P ′.
Proof. The only such edges will be edges for which both endpoints are reflex vertices or
vertices inserted by Algorithm 5.1, since by Corollary 5.1, edges adjacent to other vertices
of P will be reachable by a safe action. Thus, planning in Gsafe is not complete: we cannot
get everywhere safely, at least under this partitioning of ∂P .
Figure 5.5 is an example where the edge v10v11 is not reachable via safe actions. Equiva-
lently, node 10 in Gsafe has no incoming arcs. QED.
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5.5.1 Constant Strategy Search
Despite a lack of complete reachability, we would like to have a tool to compute safe non-
deterministic controllers of minimal complexity, for applications such as micro-scale robotics.
Here, we will show how to search for a constant fixed-angle bounce controller, where at every
stage the robot executes a fixed-angle bounce in some range θ̃. This is an extension of the
controllers analyzed in [98] for regular polygons. We define the functions:
• mkBVG: Uses the visibility information generated in Algorithm 5.1 to generate the
bounce visibility graph in O(n4) time.
• mkSafeBVG: Using Definition 5.4 and Proposition 5.2, we can create a safe roadmap,
Gsafe, out of the bounce visibility graph by traversing all edges and removing edges
with an empty θ̃, and labelling the remaining edges with the interval of safe actions.
• SearchConstantFixedStrats: performs breadth-first search from start to goal,
starting with θ̃ = (0, π) and intersecting θ̃ with the safe action intervals along each
path, terminating when the path reaches the goal state with nonzero θ̃ intervals, or
when all branches yield empty safe action intervals before reaching the goal. Returns
the bounds of the resulting nondeterministic fixed bounce rule θ̃, or None if no such
strategy is possible.
Algorithm 5.2: SafeConstantFixedNavigate(P , S, G, k)
Input: A polygon P , intervals S and G in ∂P , and an integer bound k.
Output: A nondeterministic bounce rule, or None if no strategy can be found.
P ′ ← PartitionPoly(P)
BV G ← mkBVG(P ′)
BV Gsafe ← mkSafeBVG(BV G)
θ̃ ← SearchConstantFixedStrats(BV Gsafe, S, G, k)
return θ̃
5.5.2 Examples
Here we provide an example of strategies that can be generated with different types of
search in the safe bounce graph. We will use an example environment consisting of two
convex “rooms” connected with a corridor. The corridor does not have parallel sides, in
order to make the problem more geometrically interesting.
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Using the SafeConstantFixedNavigate strategy in the environment shown in Figure
5.6a, we can show that you cannot reach either “room” from the other under a constant
strategy. An example feasible constant strategy was generated from edge e5 to edge e4, with
the action interval θ̃ = (0.0363, 0.1767). This strategy causes the robot to bounce around
the right room, and was validated by choosing random angles in the interval (0.0363, 0.1767)
as seen in Figure 5.6b. In the figure you can see that while the agents can escape the room
and enter the “hallway,” the constant controller will immediately return them to the room
on the right.
When we search for the path using the fewest number of transitions from a start point on
segment e0 to e16, we compute the plan seen in Table 5.1.
Stage Start Edge Next Edge θ̃
1 0 17 (0.3217, 0.3419)
2 17 6 (2.4668, 2.6949)
3 6 16 (1.0382, 1.3940)
Table 5.1: Example of nondeterministic fixed bounce rules for a three-stage plan, pictured
in Figure 5.6c.
and we can see in Figure 5.6c that when a random start state is chosen in edge e0, and a
random action from set θ̃ is chosen at each stage, that all trajectories successfully reach the
goal.
However, we notice that the action intervals at each stage are quite small, requiring ac-
curacy from the robot of 0.02 radians, or about 1.15 degrees. To address this and improve
tolerance for uncertainty, there are several options. For example, we can set a minimum
uncertainty (size of action set) and search for paths until we find one with at least that size.
We may also search for the path (of under a certain bounded number of transitions) with
the largest minimum action set.
5.5.3 Reachability and Environment Characterization
Proposition 5.4 states that there exist simple polygons containing edges unreachable via
safe actions from any other edge in P ′. At first glance, this appears to be a major flaw of the
proposed approach. Here, we present results of our investigations into the scope and impact
of this property of the discretization.
First we examine irregular star polygons, generated by a psuedorandom program [114] that
places vertices at random distances from the origin with random angular intervals between
them. We use two heuristic parameters, irregularity and spikiness, to generate a range of
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(a) The example environment, discretized by Al-
gorithm 1.
(b) A trajectory from edge e5 to edge e4,
generated such that the same action set is
used at each stage.
(c) A trajectory from edge e0 to edge e16 gen-
erated with the fewest number of bounces.
Figure 5.6
Figure 5.7: An example of how contraction properties can be used to control robot state
uncertainty enough to navigate the robot through a narrow doorway with nondeterministic
actions.
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Figure 5.8: The fraction of the polygon that is unreachable under safe actions from any
other starting segment. The results were computed for 10 random polygons at each pair of
(spikiness, irregularity) parameters.
these polygons. A larger irregularity parameter increases the range of random values for the
angular distances between vertices, and a larger spikiness parameter increases the range of
random values for the linear distance between vertices and the origin.
It is important to note that this family of polygons is “easy” for a visibility-based dis-
cretization, for the simple reason that there is at least one point in the polygon (the origin)
that is visible to all boundary points. Related concepts such as the art gallery problem
or link distance [115] can be used to quantify the “complexity” of a polygon in terms of
visibility decompositions.
Figure 5.8 shows a heatmap of the proportion of unreachable area along the polygon
boundary, averaged over ten random polygons for each pair of irregularity/spikiness param-
eters. We have also included representative examples from the extremes of the parameter
space. The measure of the unreachable segments of the polygon boundary was found by first
finding all the nodes of the safe bounce visibility graph with no incoming edges. These nodes
correspond to segments in the discretized polygon P ′ that cannot be reached from any other
segments under safe actions. The fraction of unreachable polygon boundary was computed
as the sum of the length of these unreachable segments divided by the total perimeter length
of the polygon.
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Nearly all polygons contain at least some fraction of the boundary that is unreachable
under safe actions; however, this fraction is often very small. In all cases, an average of at
least 95% of the polygon is reachable via safe action from somewhere else in the polygon
under our discretization. As expected, the most spiky and irregular polygons contain the
highest proportion of unreachable boundary (though still usually less than 5%).
5.5.4 Connectivity
Of course, this simple measure does not take into account overall connectivity of the
discretized boundary space; however, the bounce visibility graph naturally allows for further
inquiries into the connectivity of the environment under our discretization. The strongly
connected components of the safe bounce visibility graph represent a partition where in each
subgraph, every boundary segment can reach every other boundary segment. Additionally,
the number of weakly connected components in the safe bounce visibility graph indicates the
number of boundary regions that cannot reach each other under safe actions. It is possible
that for some environments, subsets of the space are entirely unreachable from each other.
The directed transitions between strongly connected components indicate which transitions
are not reversible.
The number of strongly and weakly connected components in the safe bounce visibility
graph were analyzed for the same family of randomly generated polygons described in the
previous section. Results can be seen in Figure 5.9. The results indicate that irregularity
and spikiness have a strong influence on connectivity of the planning roadmap, especially
for strongly connected components. However, the number of weakly connected components
is low even when the number of strongly connected components is high. This indicates that
while our planning method does not result in complete reachability (cannot reach any goal
from any start), overall connectivity of the space is still good. Indeed, these results raise the
possibility that our planner may also be well-suited as a tool to analyze and design environ-
ments for resource-constrained robots that use bouncing strategies as their motion primitive.
For example, it may be desirable to build an environment that “funnels” micro-swimmers
into a desired region. The safe bounce visibility graph for such an environment should have
exactly one weakly connected component along with a node or strongly connected component
reachable from all possible starting states.
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Figure 5.9: Average number of strongly and weakly connected components in the safe bounce
visibility graph for random polygons. The results were computed for 10 random polygons
at each pair of (spikiness, irregularity) parameters.
5.6 CONCLUSION
The main contribution of this chapter was the presentation of an exact geometric planner
for generating strategies in the form of nondeterministic bounce rule sequences. We also
emphasize that this algorithm is useful not just for traditional motion planning, but also for
analyzing reachability and connectedness in polygonal environments. We see this tool as a
step toward software tools for automating robust system design for micro-robots or similarly
constrained systems.
The planner is certainly limited, and it very well may be true that a sampling-based or
probabilistic planner may be more effective for specific applications. However, the advantage
of this planner is that solutions returned are guaranteed correct, and by nature of the planner
they give a quantitative description of the maximum amount and nature of uncertainty
tolerated by the plan. In the bouncing robot setting, where small control perturbations may
dramatically change the resulting trajectory, this guarantee is quite important.
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Chapter 6: Behaviors and Tasks
6.1 INTRODUCTION
Beyond general motion planning, my research has included algorithm design and system
characterization for a variety of generalized robot tasks or behaviors. These tasks have been
chosen and formalized because they are both generally useful for high-level tasks such as
cargo delivery or environmental monitoring, as well as particularly well-suited to bouncing
robots and/or more general wild body models. Clearly, we would not design a self-driving
car to depend on physically bumping into obstacles in its surroundings, but with tasks like
assembly or monitoring a space, these structured boundary interactions are sufficient to
solve the task. Indeed, the designs presented often have more relaxed requirements on the
sensing and actuation capabilities of the robot platform than a design that has complete
state controllability in the workspace.
One task I have investigated is patrolling, defined as a motion plan that moves the robot
through a sequence of locations in a repeatable trajectory. This task can be solved either by
direct construction of a limit cycle that visits all the locations in order, or by a search using
the planner in [99] that constructs a series of safe actions to take (may or may not result in
a limit cycle, but will be guaranteed to be safe under bounded uncertainty.
A related task, presented at the 2020 March Meeting of the American Physics Society
(APS) [116], is corralling : another use of limit cycles, aimed at containing a group of agents
using a group of bouncing robots. We found that when a collection of bouncing robots
and active Brownian particles are placed randomly in an environment and the bouncing
robots converge to a limit cycle, corralling behavior emerges, trapping more active Brownian
particles inside the cycle formation than would be expected without the presence of the
bouncing robots.
A third task I have investigated is object manipulation. Our work at WAFR 2020 [100]
presents strategies for bouncing robots to use limit cycle behavior to manipulate an object
modeled as a “cart on track.” Again, we leverage emergent behavior — the incidental
collisions of the robots with the object push it in the desired direction. We performed
a task-centered formal analysis of the relative power of several robot designs for the same
task. Using an information space framework and a hierarchical controller, we compare several
robot designs, emphasizing the information requirements of goal completion under different
initial conditions, as well as what is required to recognize irreparable task failure. Finally, we
present a physically-motivated model of boundary interactions, and analyze the robustness
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and dynamical properties of resulting trajectories. See Figure 6.1 for an illustration of the
system and the solution trajectory.
Figure 6.1: (a) The simplified object manipulation task explored in [100]. (b) A demon-
stration of how a triangular periodic motion pattern could be used to solve the object
manipulation task.
Finally, we will leave behind the limit cycle behavior of bouncing robots, and investigate
what high-level tasks can be completed by wild bodies in general. In particular, we examine
self-assembly, object manipulation, and region-level environmental monitoring in a setting
with programmable gates.
6.2 MONITORING OR PATROLLING A SPACE
In Section 4.3.1, we detailed results on the existence and structure of convex limit cycles
in convex polygons, as well as how cycles can be used in general to reduce uncertainty in
robot position. However, when considering how to plan trajectories including cycles, it is
important to note that there are exponentially many possible limit cycles (in the size of the
polygon), even if we restrict our controller to a fixed bounce rule. The main reason for this
is that a cycle may contain transitions which are not contraction mappings, as long as the
overall contraction coefficient is less than one.
However, it is possible to take any given sequence of edges in a polygon and check if
the sequence admits a stable limit cycle, by searching over the bounce rules at each stage
for rules that cause an overall contraction coefficient to be less than one and satisfy the
geometric constraints. As more becomes understood about the structure and robustness of
the limit cycles, we can begin to formalize robotic patrolling tasks as a search over possible
cycles. Here, we will outline the general form of the patrolling problem.
Definition 6.1. Given an environment P , a set of possible starting states S, and a sequence
of edges of the environment E = {e1, . . . , ek}, determine a strategy which causes the robot
to enter a stable cycle visiting each edge of the sequence in order from any point in S.
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This task is related to the Aquarium Keeper’s Problem in computational geometry [117].
It may be solved by coloring nodes in the bounce visibility graph by which edge of P they
belong to, and then searching for cycles which visit edges in the correct order. If a cycle is
contracting, it will result in a converging stable trajectory. Interesting open questions remain
on how to incorporate other useful properties of a patrolling cycle, such as coverage of a space
with certain sensors, or guarantees about detecting evaders while patrolling. We are also
interested in how to use heuristics and approximate methods to more efficiently search for
such cycles, since it is equivalent to the travelling saleman problem and is therefore NP-hard.
6.3 CORRALLING
This section presents a somewhat truncated account of work that was to be presented at
the 2020 March Meeting of the American Physical Society. Unfortunately, pandemic-related
chaos prevented a full treatment of the project, but I include it here for completeness and
to inspire future work on the subject. This was joint work with Ana Pervan and Tommy
Berrueta of Northwestern University.
We created an octagonal simulation environment and introduced mixtures of active Brow-
nian and “active billiard” agents (bouncing robots), and observed the spatial distribution of
the active Brownian agents. As this was presented to physicists, our interest was whether
we would see emergent behavior in this heterogenous active matter system.
Each trial had 300 total particles and ran for 400 time steps. We used a simulator that I
developed that used an inverse square repulsive force between agents, a common assumption
in micro-robot settings. We examined three different bouncing strategies, seen in Figure 6.2.
The results, measured by the average distance of the Brownian agents from their population’s
centroid, can be seen in Figure 6.3.
We define corralling as system configurations where the billiard particles converge to a
stable periodic orbit with a greater density of active Brownian particles within the convex
hull of the orbit than its complement. We confirm that corralling behavior occurs in our
model active matter system, in simulation.
6.4 OBJECT MANIPULATION
The following section is to be published at WAFR 2021 [100], and was a collaboration
with Ana Pervan and Tommy Berrueta at Northwestern University under the supervision of
Dr. Todd Murphey and Dr. Steve LaValle.
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Figure 6.2: The three motion patterns examined for bouncing robots in the corralling ex-
periments.
Figure 6.3: A time series of population-averaged distance from centroid (a measure of aggre-
gation), for different ratios of bouncing and brownian agents as well as different bouncing
strategies. The results hint that having a larger fraction of bouncing robots can lead to
noticeable clustering or corralling of the brownian agents.
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6.4.1 Introduction
Robots at the micro-scale have unique constraints on the amount of possible onboard infor-
mation processing. Despite this limitation, future biomedical applications of micro-robots,
such as drug delivery, tissue grafting, and minimally invasive surgery, demand sophisticated
locomotion, planning, and manipulation [64, 118]. While certain robotic systems have suc-
ceeded at these tasks with assistance from external sensors and actuators [119], the minimal
sensing and actuation requirements of these tasks are not well-understood.
Ideally, designs at this scale would not require fine-grained, individual motion control,
due to the extreme difficulty in observing and communicating with individual agents. In
fact, micro-scale locomotion is often a direct consequence of the fixed or low degree-of-
freedom morphology of the robot, suggesting that direct co-design of robots and their motion
strategies may be necessary [120]. The work presented in this manuscript provides the
beginning of a theory of task-centered robot design, used to devise micro-robot morphology
and propulsion mechanisms. In order to inform the design of task-capable micro-robotic
platforms, we analyze the information requirements of tasks [121].
We focus on the task of micromanipulation with micro-robots, a fundamental task under-
lying more complex procedures such as drug delivery and cell transplantation [63]. In this
section, we investigate micro-robot motion strategies that explicitly use boundary interac-
tions: the robot’s action when it encounters an environment boundary. Identifying minimal
information requirements in this setting is essential for reasoning about robot performance,
and is also a first step toward automating co-design of robots and their policies. In Section
6.4.3, we define abstract yet physically motivated models, aiming to roughly cover an inter-
esting set of possible micro-robot realizations. Section 6.4.4 motivates our task of interest
and our assumptions. In Section 6.4.5, we compare several robot designs and state results on
requirements for task completion, with respect to controller complexity, sensor power, and
onboard memory. Finally in Section 6.4.7 we state results for the robustness of the periodic
trajectories used in the hierarchical controller.
6.4.2 Background and Related Work
The scientific potential of precise manipulation at microscopic scales has been appreciated
for close to a century [122]. As micro/nano-robots have become increasingly sophisticated,
biomedical applications such as drug delivery [63] and minimally-invasive surgery [64] have
emerged as grand challenges in the field [65].
To formally analyze the information requirements of planar micromanipulation, we delib-
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erately abstract many physically-motivated actuators and sensors, such as odometry, range-
sensing, differential-drive locomotion, and others. Additionally, similar to the work in [121],
we avoid tool-specific manipulation by purposefully abstracting robot-object contacts in an
effort to be more general. However, we focus on collision-based manipulation instead of
push-based. Recent publications have illustrated the value of robot-boundary collisions in
generating reliable and robust robot behaviors [52, 54, 99]. Thus, through deliberate ab-
straction we develop and analyze a model of collision-based micromanipulation that can
serve as a test-bed for micro-robotic designs.
Despite substantial advances in micro-robotics, agents at micro/nano length-scales face
fundamental difficulties and constraints. For one, as robots decrease in size and mass,
common components such as motors, springs and latches experience trade-offs in force/ve-
locity generation that limit their output and constrain the space of feasible mechanical
designs [123]. Furthermore, battery capacities and efficiencies [124], as well as charging and
power harvesting [125], experience diminishing performance at small scales, which restrict
electrical designs of micro-machines. These limitations collectively amount to a rebuke of
traditionally complex robotic design at the length-scales of interest, and suggest that a min-
imalist approach may be necessary. The minimal approach to robot design asks, “what is
the most simple robot that can accomplish a given task?”
Minimalist approaches to microrobot design often exploit the close relationship between
morphology and computation. For example, a DNA-based nano-robot is capable of capturing
and releasing molecular payloads in response to a binary stimulus [126]. The inclusion of a
given set of sensors or actuators in a design can enable robotic agents to sidestep complex
computation and planning in favor of direct observation or action. Alternatively, in top-
down approaches the formulation of high-level control policies can guide the physical design
of robots [127]. While many approaches have seen success in their respective domains, the
problem of optimizing the design of a robot subject to a given task has been shown to be
NP-hard [128].
Due to information constraints, designing control policies for minimal robots remains
a challenge. In order to achieve complex tasks, controllers are often hand-tuned to take
advantage of the intrinsic dynamics of the system. For example, in [44, 129] the authors
show that one can develop controllers for minimal agents (solely equipped with a clock and
a contact sensor) that can achieve spatial navigation, coverage, and localization by taking
advantage of the details of the agents’ dynamics. Hence, in order to develop control strategies
amenable to the constraints of such robots, one requires substantial analytical understanding
of the capabilities of minimal robots.
A unifying theory of robotic capabilities was established in [9]. The authors develop an
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information-based approach to analyzing and comparing different robot designs with respect
to a given task. The key insight lies in distilling the minimal information requirements for
a given task and expressing them in an appropriately chosen information space for the task.
Then, as long as we are capable of mapping the individual information histories of different
robot designs into the task information space, the performance of robots may be compared.
Our main contribution to this body of work is a novel demonstration of the approach in [9]
to an object manipulation task. Additionally, we use a hierarchical approach to combine the
resulting high-level task completion guarantees with results on the robustness of low-level
controllers.
6.4.3 Model and Definitions
Here we introduce relevant abstractions for characterizing robots generally, as well as their
capabilities for given tasks. We largely follow from the work of [9, 130].
Primitives and Robots In this work, a robot is modelled as a point in the plane; this
model has obvious limitations, but captures enough to be useful for many applications,
especially in vitro where the robot workspace is often a thin layer of fluid. Hence, its
configuration space is X ⊆ SE(2), and its configuration is represented as (x, y, θ). The
robot’s environment is E ⊆ R2, along with a collection of lines representing boundaries;
these may be one-dimensional “walls” or bounded polygons. The environment may contain
objects that will be static unless acted upon.
Following the convention of [9], we define a robot through sets of primitives. A primitive,
Pi, defines a “mode of operation” of a robot, and is a 4-tuple Pi = (Ui, Yi, fi, hi) where Ui is
the action set, Yi is the observation set, fi : X×Ui → X is the state transition function, and
hi : X × Ui → Yi is the observation function. Primitives may correspond to use of either a
sensor or an actuator, or both if their use is simultaneous (see [130] for examples). We will
model time as proceeding in discrete stages. At stage k the robot occupies a configuration
xk ∈ X, observes sensor reading yik ∈ Yi, and chooses its next action uik ∈ Ui for each i
primitive in its set. A robot may then be defined as a 5-tuple R = (X,U, Y, f, h) comprised
of the robot’s configuration space in conjunction with the elements of the primitives 4-tuples.
With some abuse of notation, we occasionally write robot definitions as R = {P1, ..., PN}
when robots share the same configuration space to emphasize differences between robot
capabilities.
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Information Spaces A useful abstraction to reason about robot behavior in the proposed
framework is the information space (I-space). Information spaces are defined according to
actuation and sensing capabilities of robots, and depend closely on the robot’s history of
actions and measurements. We denote the history of actions and sensor observations at
stage k as (u1, y1, . . . , uk, yk). The history, combined with initial conditions η0 = (u0, y0),
yields the history information state, ηk = (η0, u1, y1, . . . , uk, yk). In this framework, initial
conditions may either be the exact starting state of the system, or a set of possible starting
states, or a prior belief distribution. The collection of all possible information histories is
known as the history information space, Ihist. It is important to note that a robot’s history
I-space is intrinsically defined by the robot primitives and its initial conditions. Hence, it is
not generally fruitful to compare the information histories of different robots.
Derived information spaces should be constructed to reason about the capabilities of differ-
ent robot designs. A derived I-space is defined by an information map κ : Ihist → Ider that
maps histories in the history I-space to states in the derived I-space Ider. Mapping different
histories to the same derived I-space allows us to directly compare different robots. The
exact structure of the derived I-space depends on the task of interest; an abstraction must
be chosen that allows for both meaningful comparison of the robots as well as determination
of task success.
In order to be able to compare robot trajectories within the derived I-space, we introduce
an information preference relation to distinguish between derived information states [9].
We discriminate these information states based on a distance metric to a given goal region
IG ⊆ Ider which represents success for a task. Using a relation of this type we can assess
“preference” over information states, notated as κ(η(1))  κ(η(2)) if an arbitrary η(2) is
preferred over η(1).
Robot Dominance Extending on the definition of information preference relations in the
previous section, we can define a similar relation to compare robots. Here, we define a
relation that captures a robot’s ability to “simulate” another given a policy. Policies are
mappings π from an I-space to an action set: the current information state determines the
robot’s next action. We additionally define a function F that iteratively applies a policy to
update an information history. The updated history I-state is given by ηm+k = F
m(ηk, π, xk),
where xk ∈ X.
Definition 6.2. (Robot dominance from [9]) Consider two robots with a task specified
by reaching a goal region IG ⊆ Ider:
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Figure 6.4: (a) A rectangular object in a long corridor that can only translate to the left
or right, like a cart on a track. The robot’s task is to move the object into the green goal
region. (b) The robot, shown in green, executes a trajectory in which it rotates the same
relative angle each time it collides.
R1 = (X
(1), U (1), Y (1), f (1), h(1)) (6.1)
R2 = (X
(2), U (2), Y (2), f (2), h(2)). (6.2)
Given I-maps κ1 : I(1)hist → Ider and κ2 : I
(2)
hist → Ider, if for all: η(1) ∈ I
(1)
hist and η
(2) ∈ I(2)hist for
which κ1(η
(1))  κ2(η(2)); and u(1) ∈ U (1); there exists a policy, defined as π2 : I(2)hist → U (2),
generating actions for R2 such that for all x
(1) ∈ X(1) consistent with η(1) and all x(2) ∈ X(2)
consistent with η(2), there exists a positive integer l such that
κ1(η
(1), u(1), h(1)(x(1), u(1)))  κ2(F l(η(2), π2, x(2))) (6.3)
then R2 dominates R1 under κ1 and κ2, denoted R1 ER2. If both robots can simulate each
other (R1 ER2 and R2 ER1), then R1 and R2 are equivalent, denoted by R1 ≡ R2.
Lastly, we introduce the following lemma:
Lemma 6.1. (from [9]) Consider three robots R1, R2, and R3 and an I-map κ. If R1 E R2
under κ, we have:
1. R1 ER1 ∪R3 (adding primitives never hurts);
2. R2 ≡ R2 ∪R1 (redundancy does not help);
3. R1 ∪R3 ER2 ∪R3 (no unexpected interactions).
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6.4.4 Manipulating a Cart in a Long Corridor
We begin our analysis of the information requirements of micro-scale object manipulation
by introducing a simple, yet rich, problem of interest. Consider a long corridor, containing a
rectangular object, as shown in Fig. 6.4(a). The object may only translate left or right down
the corridor, and cannot translate toward the corridor walls or rotate. We can abstract this
object as a cart on a track; physically, such one-dimensional motion may arise at the micro-
scale due to electromagnetic forces from the walls of the corridor, from fluid effects, or from
direct mechanical constraints. The task for the robot is then to manipulate the object into
the goal region (green-shaded area in Fig. 6.4(a)). We believe that this simplified example
will illustrate several interesting trade-offs in the sensing, memory, and control specification
complexity necessary to solve the problem. On its own merits, this task solves the problem
of directed transport, and can be employed as a useful component in larger, more complex
microrobotic systems.
To break the symmetry of the problem, we assume that the object has at least two
distinguishable sides (left and right). For example, the two ends of the object may emit
chemical A from the left side and chemical B from the right side. The robot may be equipped
with a chemical comparator that indicates whether the robot is closer to source A or source
B (with reasonable assumptions on diffusion rates). The object may have a detectable,
directional electromagnetic field. All these possible sensing modalities are admissible under
our model. We also assume that the dimensions of the corridor and the object are known
and will be used to design the motion strategy of the robot—often a fair assumption in
laboratory micro-robotics settings.
Here, we investigate the requirements of minimal strategies for object manipulation, given
the constraints of micro-robotic control strategies. In the spirit of minimality, we aim to
tailor our low-level control policies to the natural dynamical behaviors of our system prior
to the specification of increasingly abstract control policies. To this end, we have chosen to
study “bouncing robots,” which have been shown to exhibit several behaviors, such as highly
robust limit cycles, chaotic behavior, and large basins of attraction [44, 109, 131]. Once
discovered, these behaviors can be chained together and leveraged towards solving robotic
tasks such as coverage and localization without exceedingly complex control strategies [47].
The key insight in this work is that by taking advantage of spontaneous limit cycles in the
system dynamics, trajectories can be engineered that, purely as a result of the incidental
collisions of the robot, manipulate objects in the robot’s environment. Figure 6.4(b) shows
an example of such a trajectory constructed from iterative executions of the natural cyclic
behavior of the bouncing robots. A detailed analysis of this dynamical system and its limit
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cycles are presented in Section 6.4.7.
6.4.5 A Formal Comparison of Several Robot Designs
In order to achieve the goal of manipulating an object in a long corridor, we will introduce
several robot designs and then construct policies that each robot might use to accomplish the
task. Particularly, these robots were designed to achieve the limit cycle behavior of bouncing
robots, and to use this cyclic motion pattern to push the object in a specified direction.
Prior to describing the robot designs, we introduce the relevant primitives that will be
used to construct the robots. Figure 6.5 shows four robotic primitives taken directly from [9]
(PA, PL, PT , and PR) and two additional primitives defined for the proposed task (PB and
PY ). The primitive PA describes a rotation relative to the local reference frame given an
angle uA. PL corresponds to a forward translation over a chosen distance uL, and PT carries
out forward translation in the direction of the robot’s heading until it reaches an obstacle.
In addition to these actuation primitives, we define PR as a range sensor where yR is the
distance to whatever is directly in front of the robot. For the 4-tuple specification of these
primitives we refer the reader to [9]. The chosen primitives were largely selected based
on their feasibility of implementation at the micro-scale, as observed in many biological
systems [66, 131].
To differentiate different facets of the object being manipulated, we employ two primitives
that are sensitive to the signature of each side of the target. PB is a blue sensor that measures
yB = 1 if the color blue is visible (in the geometric sense) given the robot’s configuration
(x, y, θ), and PY is a yellow sensor outputting yY = 1 if the color yellow is visible to the
robot. More formally, we define PB = (0, {0, 1}, fB, hB) and PY = (0, {0, 1}, fY , hY ), where
fB and fY are trivial functions always returning 0, and the observation functions hB and
hY return 1 when the appropriate signature is in front of the robot. We deliberately make
the “blue” and “yellow” sensors abstract since they should be thought of as placeholders for
any sensing capable of breaking the symmetry of the manipulation task, such as a chemical
comparator, as discussed in Section 6.4.4.
These six simple primitives, shown in Fig. 6.5 can be combined in different ways to pro-
duce robots of differing capabilities. Notably, here we develop modular subroutines and
substrategies that allow us to develop hierarchical robot designs, enabling straightforward
analysis of their capabilities. The corresponding task performance and design complexity
trade-offs between our proposed robots and their constructed policies are explored in the
following subsections.
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Figure 6.5: Simple robotic behaviors called primitives. PA is a local rotation, PT is a forward
translation to an obstacle, PL is a forward translation a set distance, PR is a range sensor,
PB senses the color blue, and PY senses the color yellow.
Robot 0: Omniscient and Omnipotent In many reported examples in micro-robot
literature, the robots—as understood through the outlined framework—are not minimal.
Often, instead of grappling with the constraints of minimal on-board computation, designers
make use of external sensors and computers to observe micro-robot states, calculate optimal
actions, and actuate the micro-robots using external magnetic fields, sound waves, or other
methods [63, 119, 132]. Given the prevalence of such powerful robots in the literature, we
introduce a “perfect” robot to demonstrate notation and compare to the minimal robots we
present in the following sections.
We can specify the primitive for an all-capable robot as PO = (SE(2), SE(2)×SE(2), fO, hO),
where the action set UO is the set of all possible positions and orientations in the plane, and
the observation set YO is the set of all possible positions and orientations in the plane of
both the robot and the object. The state transition function is fO(x, u) = (x+ uOx∆tk, y +
uOy∆tk, θ + uOθ∆tk) where uOx , uOy , uOθ ∈ R, and ∆tk ∈ R+ is the time step corresponding
to the discrete amount of time passing between each stage k. The observation function
outputs the current configurations of the robot and object. A robot with access to such a
primitive (i.e., through external, non-minimal computing) would be able to simultaneously
observe themselves and the object anywhere in the configuration space at all times and dex-
terously navigate to any location in the environment. Given that the configuration space
of the robot is some bounded subset X of SE(2), the robot definition for this omniscient
robot is R0 = (X,SE(2), SE(2) × SE(2), fO, hO). Since all robots employed in the task
of manipulating the cart in the long corridor share the same bounded configuration space
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Figure 6.6: The Limit Cycle strategy uses the primitive PT , which moves forward until
coming into contact with an object, and PA, which rotates relative to the robot heading.
Once a limit cycle is completed, the count variable is incremented.
X ⊆ SE(2), we also can define this robot using R0 = {PO}. We use this alternative notation
for robot definitions as it is less cumbersome and highlights differences in capabilities. While
it is clear that such a robot should be able to solve the task through infinitely many policies,
we provide an example of such a policy π0 that completes the task in Algorithm 6.2.
Robot 1: Complex The underlying design principle behind each of the following minimal
robotic designs is modularity. We use a hierarchical control approach: at the highest level,
we have a few spatio-temporal states (see Fig. 6.7). In each state, we use our available
primitives to develop subroutines corresponding to useful behaviors such as wall following,
measuring distance to an object, and orienting a robot in the direction of the blue side of
the cart. These subroutines are specified. Moreover, through these subroutines we construct
substrategies that transition the robots between states, such as moving from the right hand
side of the object to the left hand side. We represent the complete robot policy πi as a
combination of these substrategies in the form of a finite state machine (FSM).
The key substrategy that enables the success of our minimal robot designs is the Limit
Cycle substrategy (shown in Fig. 6.6), which requires two primitives, PA and PT , to perform.
This substrategy is enabled by the fact that these bouncing robots converge to a limit
cycle for a non-zero measure set of configurations (as shown in Section 6.4.7). All other
substrategies employed in the design of our robots serve the purpose of positioning the robot
into a configuration where it is capable of carrying out the limit cycle substrategy.
Hence, we define our robot as R1 = {PA, PT , PB, PR, PL, PY }, which makes use of all six
of the primitives shown in Fig. 6.5. Its corresponding policy π1, as represented by an FSM,
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Figure 6.7: (Left) A complex robot (composed of 6 primitives) can successfully achieve its
goal no matter its initial conditions. (Middle) A simple robot (composed of 4 primitives)
can only be successful if its initial conditions are on the left side of the object. (Right) A
minimal robot (composed of 3 primitives) can only be successful if its initial conditions are
within the range of the limit cycle.
is shown in Fig. 6.7. The details describing this policy are in Algorithm 6.3 and Algorithm
6.4. We highlight that through this policy the robot is capable of succeeding at the task
from any initial condition. The substrategy structure of the FSM—containing Initial, Left,
Right, Middle and Limit Cycle states—corresponds to different configuration domains that
the robot may find itself in as represented by the shaded regions in Fig. 6.7. Due to the
structure of the FSM and the task at hand, if the robot is in the Limit Cycle state it will
eventually succeed at the task. Finally, although we allocate memory for the robot to track
its success through a variable count (as seen in the substrategy in Fig. 6.6) the robot does
not require memory to perform this substrategy and we have only included it for facilitating
analysis.
Robot 2: Simple Robot 2, defined as R2 = {PA, PT , PB, PR}, is comprised of a subset
of the primitives from R1. As a result, it is not capable of executing all of the same motion
plans as R1. As Fig. 6.7 shows, R2 can enter its Limit Cycle substrategy if it starts on the
left side of the object, but otherwise it will get lost. The Initial state uses sensor feedback to
transition to the substrategy the robot should use next. The Lost state is distinct from the
Initial state—once a robot is lost, it can never recover (in this case, the robot will move until
it hits a wall and then stay there for all time). More details on policy π2 and the specific
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substrategies that R2 uses can be found in Algorithm 6.5.
Robot 3: Minimal Robot 3, R3 = {PA, PT , PB}, contains three robotic primitives, which
are a subset of the primitives of R1 and R2. Under policy π3 (detailed in Algorithm 6.6), this
robot can only be successful at the task if it initializes in the Limit Cycle state, facing the
correct direction. Otherwise, the robot will never enter the limit cycle. Such a simple robot
design could be useful in a scenario when there are very many “disposable” robots deployed
in the system. Even if only a small fraction of these many simple robots start out with
perfect initial conditions, the goal would still be achieved. Despite the apparent simplicity
of such a robot, we note that R3 (along with all other introduced designs) is capable of
determining whether or not it is succeeding at the task or whether it is lost irreversibly.
Such capabilities are not by any means trivial, but are included in the robot designs for the
purposes of analysis and comparison.
6.4.6 Comparing Robots
We will compare the four robots introduced in this section, R0, R1, R2, and R3. In order
to achieve this we must first specify the task and derived I-space in which we can compare
the designs. The chosen derived I-space is Ider = Z+∪{0}. Specifically, it consists of counts
of the Limit Cycle state (the count variable is shown in Fig. 6.6 and in the algorithms). If
we assume that after each collision the robot pushes the object a distance ε, task success is
equivalently tracked in memory by count up to a scalar.
We express the goal for the task of manipulating the cart in a long corridor as IG ⊆ Ider,
where IG is an open subset of the nonnegative integers. In this set up, as illustrated in
Fig. 6.4(a), the robot must push the object some N times, corresponding to a net distance
traveled, to succeed. More formally, we express our information preference relation through
the indicator 1G(η) corresponding to whether a derived information history is within the goal
region IG, thereby inducing a partial ordering over information states. Hence, the likelihood
of success of any of the proposed robot designs (excluding R0) is solely determined by their
initialization, and the region of attraction of the limit cycle behavior for the bouncing robots,
which will be explored in more detail.
Comparing R1, R2, and R3 The comparison of robots R1, R2, and R3 through the lens
of robot dominance is straightforward given our modular robot designs. Since R1 and R2 are
comprised of a superset of the primitives of R3, they are strictly as capable or more capable
than R3, as per Lemma 6.1.1. Therefore, we state that R1 and R2 dominate R3, denoted by
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R3ER1, and R3ER2. Likewise, using the same lemma, we can see that R2ER1. This is to
say that for the task of manipulating the cart along the long corridor R1 should outperform
R2 and R3, and that R2 should outperform R3.
While the policies for each robot design are nontrivial, Fig. 6.7 offers intuition for the
presented dominance hierarchies. Effectively, if either R2 or R3 are initialized into their Lost
state they are incapable of executing the task for all time. Hence, it is the configuration space
volume corresponding to the Lost state that determines the robot dominance hierarchy.
Let η(1) ∈ I(1)hist, η(2) ∈ I
(2)
hist, η
(3) ∈ I(3)hist, and define I-maps that return the variable count
stored in memory for each robot. The information preference relation then only discriminates
whether the information histories correspond to a trajectory reaching IG ⊆ Ider—in other
words, whether a robot achieves the required N nudges to the object in the corridor. Note
that since there is no time constraints to the task, this number is arbitrary and only relevant
for tuning to the length-scales of the problem. Thus, the dominance relations outlined
above follow from the fact that for non-zero volumes of the configuration space there exists
no integer l for which κ1(η
(1))  κ2(F l(η(2), π2, x)). On the other hand for all x ∈ X,
κ2(η
(2))  κ1(F l(η(1), π1, x)). Through this same procedure we can deduce the rest of the
hierarchies presented in this section.
Comparing R0 and R1 To compare R0 and R1 we may continue with a similar reachability
analysis as in the previous subsection. We note that from any x ∈ X, R1 and R0 are
capable of reaching the object and nudging it. This means that given that the domain X
is bounded and information history states η(0) ∈ I(0)hist, η(1) ∈ I
(1)
hist corresponding to each
robot, there always exists a finite integer l such that κ0(η
(0))  κ1(F l(η(1), π1, x)), and
κ1(η
(1))  κ0(F l(η(0), π0, x)). So we have that R1 ER0 and R0 ER1, meaning that R1 ≡ R0.
Thus, R0 and R1 are equivalently capable of performing the considered task.
It is important to note that despite the intuition that R0 is more “powerful” than R1 in
some sense, for the purposes of the proposed task that extra power is redundant. However,
there are many tasks where this is would not be the case (e.g., moving the robot to a specific
point in the plane).
Comparing R0, R2 and R3 Lastly, while the relationship between R0 and the other robot
designs is intuitive, we must introduce an additional lemma.
Lemma 6.2. (Transitive property) Given three robots R0, R1, R2, if R2 ER1 and R1 ≡ R0,
then R2 ER0.
Proof. The proof of the transitive property of robot dominance comes from the definition of
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Figure 6.8: (a) The three types of bounce rules considered. The top row depicts fixed
bounce rules, where the robot leaves the boundary at a fixed angle regardless of the incoming
trajectory. The second row shows fixed monotonic bounce rules preserving the horizontal
direction of motion but keep the absolute angle between the boundary and the outgoing
trajectory fixed. The third row shows relative bounce rules rotating the robot through an
angle relative to its previous heading. (b) The geometric setup for analyzing dynamics of
triangular trajectories formed by repeated single-instruction relative bounce rules.
equivalence. R1 ≡ R0 means that the following statements are simultaneously true: R1ER0
and R0 ER1. Thus, this means that R2 ER1 ER0, which implies that R2 ER0, concluding
the proof. QED.
Using this additional lemma, we see that R2 E R0, and R3 E R0, as expected. Hence, we
have demonstrated that minimal robots may be capable of executing complex strategies de-
spite the constraints imposed by the micro-scale domain. Minimality in micromanipulation
is in fact possible when robot designs take advantage of naturally occurring dynamic struc-
tures, such as limit cycles. In the following sections we discuss the necessary conditions for
establishing such cycles, as well as the robustness properties of limit cycle behavior, which
are important for extending this work to less idealized and deterministic settings.
6.4.7 Feasibility and Dynamics of Cyclic Motion Strategies
In this section we will derive and analyze limit cycle motion strategies that can be used to
manipulate objects through incidental collisions. The goal is to engineer robust patterns in
the robot’s trajectory that are useful for this task. When looking to move an object down
the corridor, three boundaries are present: the two walls of the corridor, and the object
itself. An ideal motion strategy would use collisions with the two walls to direct the robot
to collide with the object in a repeatable pattern. Is it possible to do so with a single
instruction to the robot that it repeats indefinitely, every time it encounters a boundary?
This single-instruction strategy would lend itself well to the design of a micro-robot, so that
the robot robustly performs the correct boundary interaction each time.
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We consider three types of boundary actions, as seen in Fig. 6.8(a). The first and sec-
ond types (fixed bounce rules) could be implemented through alignment with the boundary
(mechanical or otherwise) such that forward propulsion occurs at the correct heading. This
measurement and reorientation can be done compliantly, and does not necessarily require tra-
ditional onboard measurement and computation. See, for example, similar movement profiles
of microorganisms resulting from body morphology and ciliary contact interactions [66, 131].
The third type of boundary interaction (relative bounce rule) requires a rotation relative to
the robot’s prior heading, implying the need for rotational odometry or a fixed motion
pattern triggered upon collision.
Here, we analyze the relative power of these actions for the task of pushing an object
down a hallway, without considering the broader context of initial conditions or localization,
which were considered in Section 6.4.5. Particularly, we consider the system of the robot,
hallway and object as a purely dynamical system, to establish the feasibility of trajectories
resulting from minimal policies.
For the rest of this section, suppose that the bouncing robot navigates in a corridor with
parallel walls and a rectangular object as described in Section 6.4.4.
Proposition 6.1. For all bouncing robot strategies consisting of a single repeated fixed
bounce rule, there does not exist a strategy that would result in a triangular trajectory that
makes contact with the rectangular object.
Proof. A fixed bounce rule in this environment will result in the robot bouncing back and
forth between the two parallel walls forever after at most one contact with the object. A
monotonic fixed bounce rule would result in the robot bouncing down the corridor away
from the object after at most one contact. QED.
Remark 6.1. The feasibility of fixed (monotonic) bounce rule strategies in environments
without parallel walls is unknown and possibly of interest.
Proposition 6.2. There exist an infinite number of strategies consisting of two fixed bounce
rules that each result in a triangular trajectory that makes contact with the rectangular
object. The robot must also be able to distinguish the object from a static boundary, or
must know its initial conditions.
Proof. Geometrically, an infinite number of triangles exist that can be executed by a robot
with the choice between two different fixed bounce rules. It is necessary that the robot be
able to determine when it has encountered the first corridor wall during its cycle, in order
to switch bounce rules to avoid the situation described in the proof of Proposition 6.1. One
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sufficient condition is that the robot knows the type of boundary at first contact, and has
one bit of memory to track when it encounters the first corridor wall and should switch
actions. Equivalently, a strategy could use a sensor distinguishing the object from a static
boundary at collision time, along with one bit of memory. QED.
Proposition 6.3. There exists a strategy consisting of a single repeated relative bounce
rule that results in a triangular trajectory that makes contact with the rectangular object.
Moreover, this strategy is robust to small perturbations in the rotation θ and the initial
angle α.
Proof. See Fig. 6.8(b) for the geometric setup. Here we will provide exact expressions for
the quantities x, y and z as a function of the initial conditions, position, and orientation of
the robot on its first collision with the object.
First assume xk is given, as the point of impact of the robot with the object at stage k.
Let α be the angle indicated in Fig. 6.8(b), the angle between the incoming trajectory at xk
and the object face. Then, using simple trigonometry, y = (`− xk) tan(π − θ − α) where θ
is the interior angle of the robot’s rotation. To create an equiangular triangle, θ = π
3
, but
we will leave θ symbolic for now to enable sensitivity analysis. To compute z, we consider
the horizontal offset due to the transition from the top to the bottom of the hallway. This
leads to z = y + ` cot(3π
2
− 2θ − α). Finally, we can compute the coordinate of where the
robot will return to the object, xk+3 = z tan(
3π
2
−α− 3θ). Solving for the fixed point of this
dynamical system, xFP = xk = xk+3 gives
xFP = `
(
tan(α + θ)− tan(α + 2θ)
tan(α + θ)− tan(α + 3θ)
)
. (6.4)
Note that this xFP expression is not valid for all values of (α, θ), but only for values leading
to inscribed triangles in the environment such that xFP > 0.
For θ = π
3
, Fig. 6.9 (Left) shows the location of the fixed point as a function of the angle α,
indicating that an infinite number of stable cycles exist for this motion strategy, and every
point of the object in the bottom half of the corridor is contactable with counterclockwise
cycles. The top half of the object can be reached using clockwise cycles.
QED.
Since xk+3 = F (xk, α, θ) is linear in xk, the Jacobian is J = − tan(α+ θ) tan(α+ 3θ− π2 ).
Figure 6.9 (Right) shows the value of the Jacobian as a function of α and θ. All the shaded
regions have an absolute value less than one, indicating robustness to small perturbations of
α and θ over a large domain.
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Figure 6.9: (Left) The location of the impact on the object is nearly a linear function of α
for θ = π
3
± 0.1. Only the counterclockwise cycle is shown; the clockwise cycle follows from
symmetry. (Right) The Jacobian of this system indicates robustness to small perturbations
in θ (white regions represent instability or infeasibility).
Remark 6.2. We note that Propositions 6.2 and 6.3 are equivalent in terms of memory
requirements, both requiring the robot to “remember” either its previous heading or its
previous bounce rule at each stage of the strategy. However, the fixed bounce strategy implies
that the robot has more knowledge of its surroundings than the relative bounce strategy, as
it must measure the plane of the boundary it encounters and orient itself appropriately. The
relative bounce strategy requires only information within the robot’s own reference frame.
6.4.8 Subroutines
We define how the subroutines introduced in Section 6.4.5 can be achieved. Subroutines
for wall following (in a random direction) for uL steps, observing the object yR, yB, yY , and
orienting in the direction of the blue side of the object are shown below, in Algorithm 6.1.
For wall following, the robot continuously rotates a small angle (using the PA primitive)
until it detects that there is nothing in front of it (when the range detecting primitive PR
reads ∞), and is therefore facing a direction parallel to the wall. Then the robot uses
primitive PL to move forward uL steps.
For observing the object, the robot continuously rotates until it has either detected the
blue side of the object, detected the yellow side of the object, or completed a full rotation.
If it has detected a color, it records the distance to the object and the color detected (if a
color was detected). If the robot completes a full rotation without detecting either color, it
returns a range of ∞, to encode that no color was found. It is possible to call a subset of
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Algorithm 6.1: Subroutines
wall follow (input uL)
// while the robot does not detect the object, rotate a small angle φ,
move forward a distance uL




observe object (output yR, yB, yY )
inc = 0
// while neither yellow nor blue are detected, and the robot has not
completed a full rotation, rotate a small angle φ




// if blue or yellow are detected, measure the distance to the color
if yB = 1 or yY = 1 then
yR = PR
end
yR =∞ // otherwise, return ∞ to encode ‘no color’
// while blue is not detected, rotate a small angle φ
aim toward blue ()
while PB(yB = 0) do
PA(uA = φ)
end
measurements from this subroutine, for example in Algorithm 6.4 the Middle substrategy
only queries the observe object() subroutine for yB and yY .
For aiming toward blue, the robot will rotate in place (using PA) until it detects the color
blue (using PB).
Robot 0 Policy Robot 0 uses the primitive PO, and requires knowledge of the width of
the channel, `, and the length of the object, 2s. First, in its initial state, it observes its
own position (xr, yr) and the position of the object (xo, yo). If the robot, xr, is to the left
of object’s left edge, (xo − s) (where xo is the center of mass of the object and s is half the
length of the object), then the robot should execute substrategy Left.
If robot is to the right of the object’s edge, it will go straight up, uOy = `/∆tk, to either
the top wall of the channel, or the underside of the object (if the robot happened to start
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below the object), and then move left, uOx = ((xo − s) − xr)/∆tk, until it has passed the
object. Then the robot transitions to the Left substrategy.
In the Left substrategy, the robot translates to the left side of the object, and then pushes
it a set distance ε to the right. It increases the count variable with each subsequent push.
Algorithm 6.2: Robot 0 Policy: π0
Data: s is half of the length of the object, ` is the width of the channel
Initial
count = 0
// read the positions of the robot and the object
xr, yr, xo, yo = PO()




PO(uOx = 0, uOy = `/∆tk) // move up, until the object or wall




// go to the center of the left side of the object
PO(uOx = ((xo − s)− xr)/∆tk, uOy = (yo − yr)/∆tk)
// push the object a distance of ε to the right
PO(uOx = ε/∆tk, uOy = 0)
count ++
Robot 1 Policy Robot 1 uses the primitives PA, PT , PB, PR, PL, and PY , and requires
knowledge of the set of distances w from the object that allow the robot to fall into the limit
cycle. First, in its initial state, R1 measures the distance between it and the object, and the
color directly in front of it (if any). It uses this knowledge to switch to a substrategy: either
Limit Cycle, Left, Right, or Middle.
In the Limit Cycle substrategy, as shown in Fig. 6.6, the robot translates forward, rotates,
and repeats – continuously executing the limit cycle and counting how many times it bumps
the object forward.
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In the Left substrategy, the robot orients itself so that it is facing the blue side of the
object, then switches to Limit Cycle, where it will translate toward the object, rotate, and
enter the limit cycle.
In the Right substrategy, R1 will measure the distance to the object yR old, move along
the wall a small distance δ, then measure the distance to the object again yR, and compare
the two distances. If the distance to the object increased, then the robot is moving toward
the right and must turn around, using primitive PA. Otherwise, the robot is moving toward
the left, and will continue in that direction until it detects the blue side of the object and
switches to the Left substrategy.
In the Middle substrategy, the robot is directly beneath or above the object, and cannot
tell which direction is which. It chooses a random direction to follow the wall, until it
detects either the blue or the yellow side of the object. If it detects blue it switches to the
Left substrategy, and if it detects yellow it switches to the Right substrategy.
Algorithm 6.3: Robot 1 Initial Policy: π1
Data: Primitives: PA, PT , PB, PR, PL, PY . Parameters: w is the range of distances
to the object that are in the region of attraction of the limit cycle.
count = 0
yR, yB, yY ← ObserveObject() // read object distance and color
if yB = 1 and yR ∈ w then Switch to Limit Cycle // if blue in range
else if yB = 1 and yR /∈ w then Switch to Left // if blue out of range
else if yY = 1 then Switch to Right // if yellow detected
else Switch to Middle
Robot 2 Policy Robot 2 uses the primitives PA, PT , PB, and PR, and requires knowledge
of the set of distances w from the object that allow the robot to fall into the limit cycle.
First, in its initial state, R2 measures the distance between it and the object, and the color
directly in front of it (if any). It uses this knowledge to switch to a substrategy: either Limit
Cycle, Left, or Lost.
In the Limit Cycle substrategy, as shown in Fig. 6.6, the robot translates forward, rotates,
and repeats – continuously executing the limit cycle and counting how many times it bumps
the object forward.
In the Left substrategy, the robot orients itself so that it is facing the blue side of the
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Algorithm 6.4: Robot 1 Other Policies
Limit Cycle
PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
count+ +
Left // bounce off of blue side of object
AimTowardBlue()
Switch to Limit Cycle
Right // wall follow toward object
yR old = ObserveObject() // read object distance
WallFollow(uL = δ) // step forward a small distance δ
yR = ObserveObject() // read object distance
// if the distance to the object increased, turn around
if yR > yR old then PA(uA = 180
◦)
while yB = 0 do // while blue has not been detected
WallFollow(uL = δ) // step forward a small distance δ
yB = ObserveObject() // scan for object and record color
end
Switch to Left
Middle // wall follow until blue or yellow detected
while yB = 0 and yY = 0 do // while neither blue nor yellow detected
WallFollow(uL = δ) // step forward a small distance
yB, yY = ObserveObject() // scan for object and check if blue
end
if yB = 1 then Switch to Left // if blue detected
else if yY = 1 then Switch to Right // if yellow detected
object, then switches to Limit Cycle, where it will translate toward the object, rotate, and
enter the limit cycle.
In the Lost substrategy, R2 translates forward to a wall or the object, and then stays still.
It can never recover from this state.
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Algorithm 6.5: Robot 2 Policy: π2




yR, yB = ObserveObject() // read object distance and color
if yB = 1 and yR ∈ w then // if blue in range
Switch to Limit Cycle
end







PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
count+ +
Left // bounce off of blue side of object
AimTowardBlue()
Switch to Limit Cycle
Lost
PT // translate forward to an obstacle
Robot 3 Policy Robot 3 uses the primitives PA, PT , and PB. In its initial state, R3
attempts to execute the limit cycle (repeating PT and PA) six times – which, if R3 started in
the limit cycle, would translate to two cycles and the robot would detect blue twice during
those two cycles (each time it bumped the object). If this is the case, the robot increases
its count to 2 and switches to the Limit Cycle substrategy. If the robot attempts to execute
two limit cycles and does not detect blue exactly twice, that means it did not start with the
correct initial conditions, and switches to the Lost substrategy.
In the Limit Cycle substrategy, as shown in Fig. 6.6, the robot translates forward, rotates,
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and repeats – continuously executing the limit cycle and counting how many times it bumps
the object forward.
In the Lost substrategy, R3 translates forward to a wall or the object, and then stays still.
It can never recover from this state.
Algorithm 6.6: Robot 3 Policy: π3
Data: Primitives PA, PT , PB
Initial
count = 0
inc = 0 // variable for counting bounces
B = 0 // variable for counting instances of blue detection
// while blue has been detected less than twice and fewer than six
bounces have been attempted
while B < 2 and inc < 6 do
inc+ +
if PB(yB = 1) then B + + // count one blue detection
PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
end
if B = 2 then // if blue has been detected twice
count = 2
Switch to Limit Cycle
end




PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
PT // translate forward to an obstacle
PA(uA = θ) // rotate θ
count+ +
Lost
PT // translate forward to an obstacle)
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6.4.9 Conclusion
In this section, we have designed robust motion strategies for minimal robots that have
great promise for micromanipulation. We have also analyzed the information requirements
for task success, compared the capabilities of four different robot designs, and found that
minimal robot designs may still be capable of micromanipulation without the need for ex-
ternal computation. While our example of a rectangular obstacle in a corridor is simple, we
think of this as robust directed transport, a key building block for future work.
6.5 USING WILD BODIES TO SOLVE TASKS
6.5.1 Introduction
Beyond bouncing robots, I have investigated the wild bodies model in an experimentally-
driven way. At the 2019 Symposium on Multi-Robot and Multi-Agent Systems Conference,
I presented work (completed with a team of four undergraduate researchers) on a hardware
platform that enables inter-robot interactions for weaselballs, a platform with a motion pro-
file that can be modeled reasonably well with the active Brownian model [133]. We collected
a large amount of trajectory data for the platform, focusing on how the dynamics change
when multiple agents are connected together. We developed openCV code for automatically
tracking the trajectories of the agents from overhead video. See Figure 6.10a for an example
of four weaselballs attached in an L-shape assembly, and Figure 6.10b of example extracted
trajectory data in a square environment.
This work was supported by National Science Foundation grants 1035345 and 1328018.
Several interesting dynamical features of this system were noted that are potentially useful
for directed self-assembly and other tasks, including compliant behavior, the ability to cluster
objects in the environment, and synchronization of motion within assemblies.
We observed that the agents tend to spend more time interacting with the environment
than in the free space. Data was recorded of a singleton agent in an octagonal hub moving
autonomously with resulting distributions of agent position and orientation shown in figures
6.12a and 6.12b respectively. The weaselballs tend to position themselves near the walls
of the enclosure with sides of the hubs aligned with the wall. A large subset of possible
agent movements near the boundary will keep the agent trapped at the boundary, while
movements in the free space do not favor any particular position or orientation, opening up
discussion as to how environment design can guide dynamics.
We also placed lightweight boxes in a square enclosure with the agents. The emergent
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(a) An assembly of weaselball-powered
agents. We have several different designs
for the hub; the ones shown have space for
mounting onboard electronics.
(b) Example output from the video-based
weaselball tracking system.
Figure 6.10
behavior was to either cluster the boxes together, or in rare cases where the agents moved
between the boxes, they would push and align the boxes with the walls of the enclosure.
One observation with regards to assembly geometry is that weaselballs have a slight coun-
terclockwise chirality, which is apparent in the assymetric rotation of larger assemblies.
Second, the average displacement of an assembly over time is related to the number of units;
larger assemblies move more slowly. Third, there are instances of synchronization in weasel-
ball assemblies of a particular size range. In both real-world assemblies and in simulations,
when the weaselball motions aligned, the assembly was more likely to continue its current
motion until an external force was applied. This synchronization was more likely in struc-
tures with between 3 and 5 weaselballs, because these assemblies had the optimal trade-off
between the probability of synchronization among majority of weaselballs and the strength
of inter-agent forces. These characteristics are promising for the design of minimal, dis-
tributed control systems, perhaps ones that work by “doping” the multi-agent system with
a few fully-controllable mobile robots.
6.5.2 Motivation
Cell scaffolds, immune systems, drifting jellyfish: many natural systems achieve organized
behavior by harnessing seemingly random movement through mechanical or chemical inter-
actions, breaking symmetries enough to create useful dynamics. We are particularly inspired
by active particles, self-propelling micro- or nano-particles that are recently of great interest
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in materials science, micro-machining, and for medical and environmental applications [77]
[81].
In robotics, mechanical agent-agent and agent-environment interactions are beginning to
be explored [134, 135], sometimes termed embodied computation [70]. Low-cost multi-agent
test beds are being actively developed, such as the Robotarium [136]. Our system is similar
to other macro-scale testbeds that use fluid, air or electromagnetics to propel minimal self-
assembling or swarming agents [137, 138, 139]. However, these systems require relatively
expensive infrastructure, while our agents are self-propelled.
The Motion Strategy Lab has worked with weaselballs for years as a model of minimally
controllable agents. In the multi-agent setting, they have been used to develop equilibrium
density control algorithms based on environment geometry and discrete sensing and control
[140, 141]. We extend this work by creating a hardware platform and related software library
that lay the foundation toward developing control algorithms for tasks such as self-assembly
and collective manipulation.
6.5.3 Experimental Platform
Hardware The hub was designed to enable self-assembly of a collection of weaselballs.
Earlier designs emphasized attaching sensors and mechanical attachments. However, the
initial iterations were quite heavy; with heavy hubs, the motion of the weaselball is con-
strained and the agents move only a few centimeters a minute. Our current design is lighter
and less complex; single agents may move a meter in 15 seconds.
The enclosure consists of whiteboard flooring, to minimize friction, and brick walls, though
cardboard or other common materials may also be used for walls. All digital models for
hardware designs, and software described in Section 6.5.3, are available on Github1.
Software We implemented a Gazebo simulation of our platform for flexible and scalable
data collection. Helpfully, Taylor and Drumwright [142] developed and validated a publi-
cally available Gazebo model of a weaselball. We created a hub model, utility scripts for
generating multi-agent assemblies, and implemented cloud server integration. We released a
Python+openCV toolbox for extracting trajectories from overhead video data of the phys-
ical robots and analyzing video and simulator trajectories. From trajectory data, we can
compute quantities such as time to collision, displacement, and velocity.
1https://github.com/alexandroid000/self-assembly
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Figure 6.11: Past iterations (1,2,3) and current hub design (4). Current design allows for fast
(meters/min) motion and two stacked hubs can house electronics, sensors, and actuators.
6.5.4 Characterization and Validation
Compliance with Environment: We observed that the agents tend to spend more
time interacting with the environment than in the free space, simulating similar behavior
at the micro scale [77]. Fig. 6.12 shows the distributions of position and orientation of a
single simulated octagonal agent moving in a square environment (about 30 minutes of data,
taken until distribution converged). The orientation data shows compliant effects consistent
with agent and environment geometry. A large subset of possible agent movements near the
boundary will keep the agent on the boundary, while movements in the free space do not
favor any particular position or orientation, opening up discussion as to how environment
design can influence collective dynamics.
Toward Collective Manipulation: Here we show that the agents are capable of manip-
ulating objects in a way consistent with the literature on self-organized clustering [134]. We
placed two lightweight rectangular cardboard boxes in parallel in the center of the enclosure.
Four agents were then allowed to move freely in the enclosure and collide with the boxes.
When the boxes start further apart, 60% of the time the robots moved between the boxes,
pushing the boxes to the environment boundary without clustering. However, when boxes
are initially closer, they always clustered within a few minutes. Table 6.1 shows data for
average time for first contact between the boxes and for full compliant alignment.
Effects of Assembly Size and Geometry: One observation is that weaselballs have a
slight counterclockwise chirality, apparent in the asymmetric rotation of larger assemblies.
Second, larger assemblies tend to be more stationary (see Fig. 6.13). Third, there are
instances of synchronization in weaselball assemblies. In both real-world assemblies and
simulations, when the weaselball motions aligned, the assembly was more likely to continue
its current motion until an external force was applied. This synchronization is more common
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(a) A statistical heatmap of position of a single
weaselball+hub assembly in a square environ-
ment over time (until the spatial distribution
rate of change flattened). Discretization cell
length and agent diameter are both approxi-
mately 0.1m, and agent center position deter-
mines presence in a cell. Note that the robot
spends more time at the walls and corners of the
environment due to mechanical interactions.
(b) The distribution of orientations observed for
a simulated weaselball and octagonal hub as-
sembly. The eight distinct peaks are due to the
octagonal shape of the hub aligning with square
environment walls.










First Contact and Flush
(seconds)
1 Inch 4 15.5 11.5
5 Inch 47.6 94.3 46.7




Table 6.1: Average time for obstacle clustering over 10 runs of each scenario. Final row
excludes runs that did not cluster within 10 minutes.
in structures of 3 to 5 weaselballs; these assemblies seem to balance the trade-off between
the probability of synchronization among majority of weaselballs and the strength of inter-
agent forces. These characteristics are promising for the design of minimal, distributed
control systems, perhaps ones that work by “doping” the multi-agent system with a few
fully-controllable robots.
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Figure 6.13: Distribution of Euclidean distance of robot center from initial location for differ-
ent assembly sizes. Data collected over two minute runs in simulation. Random assemblies
of a given size (RRTbots) were generated by growing a random tree of connected hubs.
6.5.5 Conclusion and Future Work
We are currently implementing controllable attachment, using electro-permanent magnets
[143] and minimal on-board sensing and computation. We plan to tune interactions, assembly
and manipulation through geometric design of agents such as in [144] and [58]. We are also
interested in exploring switching global controls such as in [145], which can be emulated
through tray tilting. We are working to extend the analysis of boundary effects, such as
those in Fig. 6.12, by modelling boundary interactions as a scattering effect and extending
related work on scattering control laws [99] [146] and robophysics [59]. Finally, we are
developing minimal state representations and filters that scale well with the number of agents
and environment complexity. Inspired by recent developments in ergodic control [147], we
envision a system where the density and velocity of robots is tunable at the distribution
level. This would allow control of differential “pressure” and collective manipulation through
purely statistical mechanical interactions.
This work can also be combined with previous work on using Linear Temporal Logic (LTL)
specifications along with environment design to control the region-level density of agents
[148]. This would allow more environment-level control of when and where aggregation and
self-assembly occurs, allowing more fine-tuned control as we move toward tasks like collective
construction.
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Chapter 7: Implications for Programming and Interfaces
As robotics moves from a mostly prototype-driven basic research field into a mature disci-
pline, the need for more development of more practical and intuitive human-robot interfaces
is becoming more pressing. One of the most common software systems in use by academic
roboticists is the Robot Operating System (ROS), an open-source collection of tools, li-
braries, and standard protocols for writing robot software, that began major development
in the mid-2000s [149]. While ROS has clearly accelerated progress in both academic and
industrial robotics, its interface and general usability leaves much to be desired, spawning
many academic and industrial efforts to build graphical user interfaces (GUIs) for ROS, or
domain-specific languages (DSLs) as alternatives to ROS in specialized situations.
I am particularly interested in programming languages and user interfaces at the point
where a user is designing the motion strategy of an existing robot, or more broadly in the
design and verification of new robot designs. There are many other places in the robotics
research landscape where improved programming languages or user interfaces are needed;
indeed, there are entire conferences dedicated to the subject, such as the IEEE International
Conference on Human-Robot Interaction. My interest is how we can unify the mathematical
approach to robot system design described in the previous chapters with state-of-the-art
practices in programming language design and user interaction.
The first half of this chapter is a collection of general principles for automated robot design
tools, collated from two workshops held on the subject. The second half of the chapter is
documentation of an example tool, called Improv, that I developed in this space. Improv is
a domain-specific language and live-coding interface for the design of mobile robot motion.
7.1 DESIGN THINKING FOR ROBOTICS
This section is adapted from an article synthesizing some takeaways from two workshops
held in 2016 and 2017 on automating design for robotics, the second of which I co-organized.
This writeup is joint work with Dr. Dylan Shell and Dr. Jason O’Kane, as well as the other
organizers and participants in the workshops. It was presented by Alli Nilles at the 2018
ICRA Workshop on Autonomous Robot Design and is available in its original form on the
arXiv [150].
“Civilization advances by extending the number of operations we can perform with-
out thinking about them.”
— Alfred North Whitehead
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Robotics is a-changin’. In the very recent past, if a robot worked at all, one had cause to
be happy. But, moving beyond thinking merely about robots, some researchers have begun
to examine the robot design process itself. We are beginning to see a broadening of scope
from the products to the process, the former stemming from expertise, the latter being how
that expertise is exercised.
The authors have participated in this discussion by helping to organize two related work-
shops at the Robotics: Science and Systems (RSS) conference—the RSS 2016 Workshop
on Minimality and Design Automation, and the RSS 2017 Workshop on Minimality and
Trade-offs in Automated Robot Design. These workshops brought together researchers with
a broad range of specializations within robotics, including manipulation, locomotion, multi-
robot systems, bio-inspired robotics, and soft robotics; and who are developing lines of
research relevant to automated design, including formal methods, rapid prototyping, dis-
crete and continuous optimization, and development of new software interfaces for robot
design. Insights from these workshops heavily inform the discussion we present here.1 This
objective of this work is to distill the following essential idea from those experiences:
The information abstractions popular within robotics, designed as they were to
address insulated sub-problems, are currently inadequate for design automation.
To that end, this work’s first aim is to draw together multiple threads—specifically those
of formalization, minimality, automation, and integration—and to argue that robot design
questions involve some of the most interesting and fundamental challenges for the discipline.
While most efforts in automating robot design have focused on optimization of hardware,
robot design is also inextricably linked to the design of the internal state of the robot, how
that internal state interacts with sensors and actuators, and how task specifications are
designed within this context. Focusing attention on those considerations is worthwhile for
the study of robot design because they are currently in a critical intellectual sweet spot,
being out of reach technically, but only just.
The second ingredient of this report forms a roadmap. It emphasizes two aspects: (1)
the role of models in robot design, a reprise of the old chestnut about representation in
robotics (namely, that “the world is its own best model” [151]); (2) a consideration of the
human-element within the envisioned scheme.
1A full discussion of all the participants and research directions raised in the workshops lies beyond the
scope of this abstract. See http://minimality.mit.edu/ for full speaker lists and more information.
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7.1.1 Four Challenges for Design Automation
From our experiences with robot design and the work toward automation of such, four
themes emerge which recur in many different problem spaces.
Formalization: Toward Executable Robotics Theories Useful formalism builds sym-
bolic models that enable chains of deduction in order to make predictions and guarantees
about robot performance. Robot design problems exhibit a great deal of structure: we typ-
ically use a narrow set of available hardware components, there are units for quantifying
functionality provided by components, and there are increasingly expressive languages for
providing functional specifications in classes of tasks [152, 153].
Once knowledge is abstracted in this way, it becomes re-usable through the formation of
libraries and tools. Models provide a way to give expression to assumptions and guarantees;
they are also the starting point of a language of operations (such as composition, refine-
ment, and compression) to achieve higher levels of competency while managing complexity.
State-of-the-art techniques remain quite piecemeal, limited in the aspects of the problems
they encompass. Further, a great deal of current knowledge is tied up in mathematical form,
without being made machine usable or readable—consider the criteria used to choose a parti-
cle filter rather than an (extended) Kalman filter. If this expertise were encoded formally, in
terms of model assumptions and resource trade-offs, software could provide a pose estimate
on the basis of domain properties without the roboticist being concerned about the details.
Efforts to formalize robotics are moving toward more than “on paper” formalisms which
capture the structure inherent in robotic systems. We cannot ignore the work being done in
formal synthesis techniques [31] and related efforts to encode our knowledge about robots and
physical systems in an executable form. In turn, robotics provides a plethora of benchmarks
and motivating examples for researchers in formal methods for embedded/hybrid/open sys-
tems, beyond the classic applications such as thermostats and airplanes. In turn, these
researchers can benefit by engaging with prior work on formalizing robotics. The results
of these collaborations have major implications for the power and correctness of automated
design systems.
Minimality: Toward an Understanding of Robot Power One decades-long line
of research poses the question of what tasks a given robot can complete, or the inverse
question, what kinds of robots are capable of completing a given task. If we imagine ranking
robots by some measure of complexity (their ability to sense, actuate, and compute), at
the bottom of this ranking is a robot with no sensors, no actuators, and no ability to keep
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track of state. This robot is quite useless, except perhaps as a paperweight. Then, as
we augment the robot with sensors, actuators, and computational power, at some point it
becomes capable of accomplishing tasks. The theoretical boundaries of this “design space”
are not well understood, despite considerable work in this direction [154, 155, 156]. As the
robot design process becomes more automated, this line of work becomes more relevant —
human designers may want to provide functional or informational specifications (“I want a
robot that can pick up this type of box” or “I want a robot that can find my keys in my
living room”).
The theme of minimality is more than design-automation-through-optimization, where we
may ask how to design the smallest robot meeting some design constraints, or one with the
fewest number of linkages. This line of work is useful, and advancing at an exciting pace (see,
for example, the work of Spielberg et al. [157] for an interesting example on simultaneous
optimization of robot design and motion strategy). However, it relies on highly-trained
humans to design the underlying models and design constraints. It also does not help us
explore the space of robots which may have quite different body geometries and hardware
designs, but which are all equivalent in their power to complete a certain task. Thus, the
theme of minimality intersects with formalization, since better formalisms for describing
and comparing the functionality of robots are needed to reason about the theoretical limits
of such systems. Progress in this area would directly impact the power and correctness of
automated design tools.
Many of the problems in this space are computationally hard, in the sense of NP-hardness
[158, 159]. However, this is not a reason to give up! Often, constraints on the problem
space can bring design problems back into a tractable realm, and advances in generic solvers
for problems like integer programming and satisfiability-modulo-theories (SMT) mean that
solving these problems is becoming more feasible in practice.
Automation: Toward Tractable, Realizable Designs The prior two questions — how
robotic systems can be computably represented, and what are the information requirements
of robotic tasks — are tied to the question of automating the design and fabrication of
robotic hardware.
One way to tackle the problem of representation is through modularity and standardiza-
tion. In the robot design space, standardization is largely driven by hardware manufactur-
ers. Robot designers generally, and academics or hobbyists especially, are design robots by
choosing from a range of off-the-shelf components. This constraint, along with work toward
modular and composable robot designs, helps tame the computational complexities involved.
When the information requirements of a given task have been identified, it is easier to design
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a satisfactory robot from a finite collection of components than to choose a design from the
infinite space of all sensors, actuators, and body geometries.
Of course, the proliferation of new fabrication technologies is challenging this view of
the problem. Task satisfaction and hardware design algorithms are becoming increasingly
integrated, such as a system which automatically places winch-tendon networks in a soft
robot based on a user-specified movement profile [160]; or a system which evolves shapes
of automatically fabricated wire robots in order to achieve different specified locomotion
tasks [161]; or a system which compiles high-level specifications into laser-cut schematics
and mechanical and wiring diagrams [162]. The flexibility inherent in these approaches
will require new approaches to parameterizing and formalizing the very large design space
available to us.
Integration: Toward an End-to-End System One of the largest challenges in robotics
is the integration of different components and control structures into one robotic system
which functions correctly, and ideally, has some guarantees on its performance. We must
integrate mechanical, electrical, computational, and material systems, and also must reason
across multiple levels of abstraction.
Similar to how computer systems have an abstraction “stack” (transistors to byte code
to programming languages to abstract reasoning over models of programs), robotics has its
own similar abstraction stack, which must give more attention to the physical reality of
the robotic system (from material properties, to component implementations, to dataflow
protocols, to abstract sensor, actuator, and state representations, to task-level reasoning).2
Identifying distinct layers of this abstraction stack, and the assumptions therein, is a
crucial challenge facing roboticists and is especially crucial for those working on the frontiers
of design automation. If this challenge is not met, then high-level automation tools (such
as formal logic specifications) which aim to provide safety and security guarantees will be
useless due to mismatches with the physical implementations.
The difficulty of this integration task leads us to believe that robot design will continue
to be an iterative, experiment-driven process for the foreseeable future, and tools which
automate parts of the design process should enable this workflow pattern. This is especially
true wherever fabrication is a time-consuming or otherwise expensive process. Even 3D
printing, the consummate rapid prototyping tool, can involve spending hours waiting for a
print job to finish - only to realize a flaw in the design when dynamics are taken into account!
2Note that this “design stack” has complicated dependencies between layers — advances in low-level
hardware enable new choices at all levels of abstraction. This is true of traditional computer architecture
as well, though perhaps more true in robotics. The recent impact of inertial measurement unit (IMU)
availability on how robots are designed and programmed is a choice example.
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The need for rapid feedback and prototyping is also great for robotic tasks which rely heavily
on environmental interaction. Our current simulation technology is not up to the task of
determining if a given robot design can navigate a sandy, rocky desert, for example.
7.1.2 A Tentative Roadmap
“Design activity... is a processes of ‘satisficing’ rather than optimising; producing
any one of what might well be a large range of satisfactory solutions rather than
attempting to generate the one hypothetically-optimum solution.”
— Nigel Cross, Designerly Ways of Knowing [163]
The Role of Models One frequent point of the discussion in the aforementioned RSS
workshops on automated robot design was the role of models in the robot design process.
Some roboticists argued that a ”build first, model later (if at all)” approach is the most
effective method for robot design, and that automation efforts should focus on making the
prototyping process as fast as possible. Our lack of understanding of the physics and “un-
known unknowns” in hardware implementations make most models nearly useless in the
design process. Even very high-fidelity simulations often act completely differently than
physical robots, and designer time is often better spent making actual prototypes and ob-
serving their behavior.
The issue of what role models play in design also extends to optimization-based ap-
proaches. This approach generally uses continuous and discrete optimization algorithms
to adjust robot morphology, sensor configurations, and motion strategies. However, an al-
gorithm which is optimizing the number and placements of legs on a mobile robot will never
spontaneously decide to try using wheels instead. Often, the process of prototyping robots
reveals constraints of the task and available hardware that are not apparent at the beginning
of the design process. It is very unlikely that robot designers will create a perfect optimiza-
tion problem or other formal specification in a first attempt. As a result, the design process
is inherently iterative, regardless of its degree of automation.
The following are design decisions (“forks in the road”) that creators of robot design
tools can ask themselves to ensure thoughtful consideration of the models used and their
integration with the rest of the robot design “stack”:
• What assumptions does the tool make about what types of robots are being designed?
• Are modeling assumptions communicated clearly to users and (if applicable) at the
application programming interface (API) level?
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– For example, the Unified Robot Description Format (URDF), often used for ROS
robot models, only allows kinematic tree body types, and thus is unable to specify
robots with closed kinematic chains, but this assumption is clearly communicated
in the documentation [164].
• Are modeling assumptions enforced by the software (perhaps through type systems,
model checkers, a test set, etc), or does that responsibility fall to the user? What kind
of feedback does the tool give when these assumptions are broken?
• Does the tool attempt to give meaning to designs (such as visualization or dynamical
simulations) before they are fabricated?
• How does the tool interact with the rest of the robot design ecosystem? Can the tool
leverage or bolster existing free and open-source technologies?
The Role of Humans The role of the human in the design process will not, and should
not, ever be completely eliminated. The human role may become extremely high level,
perhaps even to the point where we have systems which autonomously infer new robot
designs. (Imagine, for example, an assistant which notices you performing some repetitive
task and offers a robotic solution.) But humans will still play a role in the design of the
design tools, embedding our biases and preferences. In the more immediate future, our
current design technologies rely heavily on human input for specification design, and for the
insights that an experienced designer can leverage. This expertise is required at all levels of
the robot design stack.
As in all creative fields, robotics has a plethora of design tools for different types of users
and at different levels of abstraction. As research into automated robot design continues,
we must objectively study the effects of different interface and architecture decisions on how
these tools are used, instead of relying on our intuition. For example, the literature is mixed
on whether visual programming languages are easier to use for novice programmers, despite
a widespread belief that they are better for children and other novices [165, 166].
The following are guiding questions for creators of automated design tools. Many of these
questions are inspired by and explored more deeply in the Human-Computer Interaction
literature, which provides a rich resource for creators of design tools.
• Who are the intended users of the tool? What other groups of people may find the
tool interesting?











Figure 7.1: A variety of information flows have been proposed for the way computer-aided
design of robots might proceed. They are distinguished by where the representation of the
robot design is stored (in a computer or in a human brain), and by the direction and effect
of queries. [First] A model of traditional synthesis. [Second] Automated design, where the
automated system queries a human to resolve incompatibilities or underspecified components
of the design. [Third] Interactive design tools to answer human designer queries, such as,
“what’s the lightest sensor that can detect the color blue?”. This category may broad
enough to encompass many rapid-prototyping systems - “if I 3D print this wheel, will it
be strong and light enough for my robot car?” [Fourth] Interactive design tools, where
human questions inform the formalized solution. For example, a human may query the
system, “what happens if I make the legs twice as long?” which will change the current
design solution on the computer. [Fifth] Socratic model: an automated system which asks
questions and/or provides suggestions to inspire a human designer. (This figure combines
contributions from Andrea Censi, Ankur Mehta, and the present authors).
• How do users interact with the tool?
– Directly (Computer-aided design (CAD) software, programming language, etc)
or indirectly (3D printer, robot component database, low-level instruction set,
etc)? Even indirect interactions are important to consider, for example, when a
user finds their CAD design won’t fit on a print bed, or a change in a low-level
instruction changes what is possible in a high-level interface.
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– Modality of interaction: graphical or text based? What kind of feedback does
the user get from the tool, especially when they specify something impossible or
introduce a bug?
Several interesting examples of these interaction modalities have been explored already,
including:
• Interactive (click and drag) design of morphology and gait with immediate visual
feedback, with fabrication blueprints generated after design is finalized [160].
• Formal specification in code, followed by a compiler which detects possible problems
with specification and suggests changes to user if the specification has inconsisten-
cies [167].
• Giving “early meaning” to partial designs via dynamical simulations, visualization,
and haptic interactions with simulated components [168], and allowing composition of
these modules, such as those used in popupCAD [169].
As a baseline, we would like to automate repetitive and time-consuming tasks, and leave
the more creative parts of the workflow intact for the human designer. The ideal case is that
a new automated design tool would enable new forms of human creativity, such as the way
electronic music tools have enabled new methods of human-driven composition [170].
7.2 THE ROBOT DESIGN GAME
In 2016, I began to collaborate with Andrea Censi, Jason O’Kane, Dylan Shell, and Hadas
Kress-Gazit on a series of workshops on automated robot design, the results of which can
be seen above. In addition to the purely technical contents of the workshops, we developed
a card game titled The Robot Design Game. The game is an informal way to explore the
robot design space and trade-offs between robot design decisions.
More information on the game and links to the workshops can be found at https://
robot-design.org. There is a growing body of research on the role of games in learning
and academic pursuits. Play is a natural mode of the human brain and has already been
harnessed to crowd-source robot controllers in a related micro-robot domain [171]. I refer the
reader to the proceedings of the CHI PLAY conference for further reading on the subject. We
hope that The Robot Design Game can eventually be integrated with automated tools for
robot design in order to provide an educational, interactive, and fun experience for trained
roboticists and casual robot enthusiasts alike.
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Figure 7.2: The current appearance of The Robot Design Game.
7.3 A CONCRETE EXAMPLE: IMPROV
The following sections outlined a very general framework for thinking about automated
design of robot bodies and information processing systems. Of course, it is easy to come
up with general frameworks of what should be done, and considerably more difficult to
implement systems that fulfill the values laid out above. As researchers we are in a unique
position to experiment with new interfaces, and in collaboration with the RAD Lab in the
MechSE department at UIUC, I did just that and created Improv, a live-coding interface for
designing mobile robot motion.
Improv is meant only for rapid prototyping of simple mobile robot paths through space.
It does not (yet) attempt to tackle how to specify or control boundary interactions, although
it is possible to include obstacles or boundaries in the simulated environment and observe
and control the robot’s interactions with them through careful timing of instructions. The
next major upgrade to Improv or a similar system would be to integrate simple sensing and
conditional instructions. As it stands, Improv provides an example of a minimal specifica-
tion language that is accessible to robotics programming novices, and explicitly draws on
the design thinking and research described above to provide a much more interactive and
engaging experience than the default ROS interface that Improv is built on top of.
The work on Improv in this chapter was joint work with Chase Gladish, Dr. Amy LaViers
of the UIUC MechSE department, and Dr. Mattox Beckman of the UIUC CS department.
The work was funded by NSF grant #1328018 and DARPA grant #D16AP00001. The
following includes exerpts from work published at the 2018 International Conference on
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Figure 7.3: An illustration of how user input, written to a text file, is converted into a ROS
node which publishes messages to a simulator or physical robot.
Movement and Computing [172]. Further user studies were conducted by Jordan Parker, an
undergraduate researcher in the RAD Lab.
7.3.1 Overview of Improv
Robotic technology is becoming more commonly integrated into settings outside of the
factory - including classrooms [173] and art installations [174]. In many of these cases,
users often do not have extensive programming experience, and only require the robot to
follow specific motion patterns and perhaps have simple reactivity. The time is ripe for
choreographic methods of programming robots, which match our mental models of motion.
Listing 7.1 demonstrates the ROS Python client code will cause a mobile robot such as a
Roomba or Turtlebot to follow a path that curves forward and left.
Listing 7.1: ROS Python Client Code for moving a differential drive robot forward and left.
i f name == ’ ma in ’ :
pub = rospy . Pub l i she r ( ’ t u r t l e 1 / cmd vel ’ , Twist )
rospy . i n i t n o d e ( ’ pub l i she r node ’ )
l o o p r a t e = rospy . Rate (5 )
while not rospy . i s shutdown ( ) :
v e l=Twist ( )
v e l . l i n e a r . x = 1 .0
ve l . angular . z = 1 .0
pub . pub l i sh ( ve l )
l o o p r a t e . s l e e p ( )
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The equivalent code in Improv is shown in listing 7.2, where || is an operator which
combines movements in parallel.
Listing 7.2: Improv code for moving a differential drive robot forward and left.
t u r t l e 1 $ forward | | l e f t
Currently, many commercially available robots are programmed through interfaces (which
may be graphical, text-based, or physically interactive) created for each specific robot by
the manufacturer or through ROS (the ”Robot Operating System”) [175] [176]. We target
an improved user experience for ROS, because it is a free and open source toolset which is
compatible with many platforms. Improv is essentially a wrapper around ROS. This gives us
the benefits of ROS’s infrastructure, but we exchange the powerful low-level control available
in most ROS client libraries for the simplicity of a high-level representation of robot motion.
The ROS workflow has two obstacles for newcomers to robotics programming: 1) programs
are written at a low level of abstraction, requiring users to painstakingly translate their
mental model of the intended movement, and 2) the process of writing code, compiling
and executing the instructions on the robot platform can be intimidating. For example, a
beginner tutorial for ROS will have the user open at least three terminal windows, a text
editor, and a robot simulator, for a total of five windows. It is often not possible to see all
the relevant windows at one time, making it difficult for the user to have a coherent mental
model of information flow in the system.
The tool introduced here, Improv, addresses both of these sticking points. With Improv
we hope to help make robotics more accessible to a broader range of people. Possible users
of this tool include artists, educators, newcomers to robotics, and anyone who wishes to
quickly prototype robot motion patterns. Improv is open-source and available at https:
//github.com/alexandroid000/improv. Please let us know if you try it out!
7.3.2 Related Work
Live coding and algorave This work is heavily influenced by live coding interfaces and
programming languages for generating music and visuals, which are often associated with the
algorave performance movement [177]. In particular, the programming language TidalCycles
[178] has had a strong influence on the structure of the Improv programming language, both
syntactically and in how relative timing of events is managed. Also worth mentioning is Al
Jazari, a live coding installation which uses a simple graphical language to allow people to
control robots (in simulation) [179]. The language includes conditionals based on external
state and communication between the bots. The program state of the robot is also visualized.
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There are a variety of other projects centered around live coding interfaces for controlling
cyberphysical systems and visual simulators [180].
One important design decision for developers of interactive text-based programming tools
is whether to tie their tool to a specific text editor. We decided to allow users flexibility to
choose their editor of preference. Instead of creating an interface for each desired editor, we
use a shell script which monitors the file that the user is editing for changes. Every time
the user saves changes to the file, the program detects a change, interprets the user’s new
program, and restarts the ROS node. This design choice circumvents the need to interface
with specific editors. While we have not done a formal timing analysis, the delay is a small
fraction of a second and not noticeably longer than the time it takes to look from the text
editor to the simulator.
Especially when used with the two-dimensional Turtlesim, Improv is reminiscent of Logo
[181], an educational language that is often used in conjunction with a simulation of a two-
dimensional turtle. Our programming language is less expressive and powerful than Logo,
but is integrated with ROS and thus able to be used with three-dimensional simulators and
actual robots. Scratch, an educational, visual programming language has been integrated
with ROS [182], which is the most closely related work to Improv. Our interface is textual,
while Scratch is visual, and the Improv programming language is more focused on modelling
of choreographic concepts (such as relative timings of movements and body symmetries)
while Scratch is focused on game development.
Among many programming languages for robotics [183], we are aware of two other tools
for live programming in ROS, one which uses the Python shell [184], and one which uses
the Live Robot Programming language and the Pharo ROS client [185] [186]. However,
these languages focus on low-level sensor and actuator commands and logical control flow,
rather than modeling movement. These tools are better suited for applications which involve
sensing the environment, while Improv is better suited to applications where the user wishes
to quickly generate certain movements and creatively explore movement patterns. Improv is
heavily influenced by Dance, a domain-specific language inspired by Labanotation and built
in Haskell [187]. Another relevant project is roshask [188], a Haskell client library for ROS,
which this project uses as an interface between our domain-specific language and ROS.
Roadmap Section 7.3.3 details how this work was inspired by embodied improvisation
for robot motion design, as well as concepts from the field of human-computer interaction,
and the resulting design principles for the tool. Section 7.3.4 provides an overview of the
software architecture, how the features of Improv implement our design principles, and
some example programs. Section 7.3.4 describes some of the design decisions and features
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Figure 7.4: An example of a typical workflow in ROS, created by following a beginner
tutorial. There are five overlapping terminal windows open, as well as the Gazebo simulator.
of the high-level domain-specific language, as well as the corresponding design choices in the
Haskell backend. Section 7.3.5 details more about how ROS messages are defined for specific
robotic platforms, and how the live coding interface is implemented. Finally, Section 7.3.6
summarizes our conclusions and outlines directions for future work, including user studies.
7.3.3 Prototyping Movement Design in Embodied Improvisation
Improv is a tool for prototyping robot motion. Put another way, it is a tool for improvising
movement on robot platforms. The authors have taken inspiration from their experiences
with embodied improvisation, and the creative movement design it enables. Movement ex-
perts have analyzed strategies for improvisation for choreography and performance [189].
Improvisation helps the movement designer understand and explore the plethora of move-
ment options that are available at any given time. This is especially useful in robotics
applications as the field starts to explore stylized movement and the incorporation of robotic
technology into homes and art installations.
However, the time taken to set up environments and write, compile and execute code often
negates the benefits of improvisational practice when done on a robotic platform instead
of a human body. These barriers especially affect those users who do not have a strong
background in programming. This places some design constraints on the Improv system -
namely, the system must have
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• a minimal “representational distance” between the user’s mental model of the move-
ment and its description in code, so there is minimal frustration and time wasted in
translation,
• a near-imperceptible delay between writing instructions to the robot and seeing the
effect of those instructions, and
• a singular environment where the user interacts with the program (to avoid the user’s
attentional flow being broken by needing to switch between different interaction modal-
ities).
7.3.4 Improv Features
The authors were influenced by several of the principles outlined in the ‘cognitive dimen-
sions of notations’ [37]. There are eleven ‘cognitive dimensions,’ or design principles, that
the authors describe but several are especially relevant to this work, such as
• Closeness of mapping : ”Ideally, the problem entities in the user’s task domain could be
mapped directly onto task-specific program entities, and operations on those problem
entities would likewise be mapped directly onto program operations” [37]
• Diffuseness : How many symbols or graphic entities are required to express a meaning?
• Error-proneness : Does the design of the notation induce ‘careless mistakes’?
• Hard mental operations : Are there places where the user needs to resort to fingers or
pencilled annotation to keep track of what’s happening?
• Progressive evaluation: Can a partially-complete program be executed to obtain feed-
back on ‘How am I doing’?
The Improv language addresses the cognitive dimensions closeness of mapping and dif-
fuseness : as the example in the introduction showed, we are able to express a movement such
as “curve forward and left” very concisely. The user is also not required to translate their
concept of “curve forward and to the left” to low-level instructions such as the rotational
velocities of the robot’s wheels.
Less noisy code also helps with error-proneness, since the user does not need to manually
configure as many settings. We have also tried to make our parser flexible, by allowing dif-
ferent amounts of whitespace between lines and operators, though this area could certainly
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use more improvement. The final two features, the fast compile time and simple user envi-
ronment, both help reduce hard mental operations and gives the user a fast and easy way to
use progressive evaluation.
To specifically address these design criteria, we have included the following features in
Improv. These features are intended to give the user a sense of flow : a mental state of
complete absorption in the activity. The fewer distractions in the activity, whether it is im-
provisational dance or coding, the higher the chance of the participant becoming completely
engaged and accessing all the available creative options.
• small representational distance between movement and code: a domain-specific lan-
guage, inspired by choreographic techniques such as spatial symmetries, relative tim-
ing changes, and body-centric coordinates. The systems and terminology developed
by choreographers and other movement experts are invaluable in this attempt [190,
191, 192, 193].
• rapid movement prototyping: changes to the user’s file are interpreted by a Haskell
program that builds a ROS node for publishing messages to a simulator or physical
robot. This process is nearly real time, allowing for a seamless user experience.
• workspace with few attentional switches: a live coding interface with only two windows
at most, one for editing the text file and one for observing effects on a simulated robot.
Currently, we have tested the system with:
– TurtleSim: a two dimensional simulator where velocity commands nearly perfectly
control an animated turtle.
– Gazebo with a TurtleBot robot model: a three-dimensional simulator with more
realistic physics, where velocity commands control simulated motors.
As examples of possible user interfaces, Figure 7.5 shows an example of the system in
use. Note that the choice of editor and the choice of simulator are decoupled, and Improv
is absolutely editor-agnostic, relying only on an operating-system level script to execute
changes. Improv is somewhat simulator-agnostic: currently it is only possible to control
robots which use a Twist ROS messages for control, which set desired linear and rotational
velocities.
Domain Specific Language (DSL) Features The base type of the Improv language is
a movement. Movements can be combined with each other in various ways, forming new
movements. Table 7.2 shows the grammar of the Improv language. The language supports
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primitive robot movements such as forward and right. Movements are organized in units
of time called “beats.” The base timing of beats (units per minute) can be specified by the
user. Movements can be composed and stored in variables. Table 7.1 shows some example
programs in Improv.
Natural Language Code Comments
move forward for one
beat, turn right for one
beat, move forward for
one beat
forward right forward performed in three beats
move forward, right,




performed in one beat - same
spatial extent, but faster














reverses the order of the primi-







reverses entire trajectory; equiv-
alent to right left backward
Table 7.1: Examples of natural language instructions and the corresponding expressions in
Improv
While we have only implemented these combinators for simple and very symmetric mobile
robots, one could imagine making more complicated types of symmetry for other robot
platforms. We have included a typeclass Symmetric a, parameterized by a body type a,
and defined by a function refl :: Plane -> a -> a. By defining this typeclass once for
a new robot platform, detailing all the different symmetries of the body, the functionality of
these spatial transformers can be extended to new platforms.
Multiple Robots The Improv system has the capability to control multiple robots at
once, using a syntax which mirrors how TidalCycles allows for multiple tracks to be played
simultaneously. Each robot is given a unique name in the shell script which launches ROS
and the Improv system (this is also where the initial location of each robot is specified).
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Then, in the user’s program, they specify which movement sequence should be associated
with each robot. For example, to make robot r1 move forward and robot r2 move backward,
the user would write the commands in Listing 7.3.
Listing 7.3: Simple example of multi-robot syntax.
r1 $ forward
r2 $ backward
Improv’s direct syntax, along with variable assignment, can make it easy to specify rela-
tionships between how different robots are moving, such as the example in Listing 7.4 that
would cause robot r2 to perform the same movement as robot r1, but in retrograde. It is
also possible to command two robots to do the same movement with the instruction r1 r2
$ forward backward.
Listing 7.4: Example of multi-robot syntax with variable assignment allowing abstraction.
x = l e f t r i g h t [ forward r i g h t ]
r1 $ x
r2 $ r e t r og rade x
As Improv is extended to other platforms in the future, this could be an interesting
mechanism for studying how the same high-level choreographic commands are perceived
when executed on different platforms.
Modelling Movement in Haskell Programs in the Improv DSL are interpreted by
a compiled Haskell program into an abstract data type (ADT), which represents each
movement. This ADT, which we call a Dance, can be thought of as a tree that holds all
movement primitives and their compositions and transformations. To execute a Dance as
a series of ROS messages, we must flatten the tree while maintaining their relative timing
information, which will be discussed in Section 7.3.4.
Dances are defined in Listing 7.5, where Prim is a motion primitive type, composed of the
Action (direction and spatial extent of the movement), Mult which stores timing informa-
tion, and b, a parameterized type describing the part of the robot to move. Rest indicates
that the robot part is not moving for some period of time (and is a primitive in the Improv
language).
Skip is the identity dance, having no effect on the robot for no time duration, and is
necessary for the monoidal structure of the parallel and series operators (:||: and :+:,
respectively), which are binary operators on Dances.
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This algebraic structure helps enforce the timing behavior that we expect; namely, as-
sociativity. If d1, d2, and d3 are all Dances (with an arbitrary number and structure of
movement primitives in each), then we want to ensure the equivalence (d1 :+: d2) :+:
d3 = d1 :+: (d2 :+: d3).
Similarly, if three Dances are in parallel, arbitrary groupings should not change the mean-
ing of the program. This is exactly the behavior that the algebraic objects monoids have:
associativity and an identity element. See [106] for a much more detailed discussion on the
usefulness of monoids in modelling and programming languages, in the context of Diagrams,
a Haskell DSL for creating vector graphics.
Listing 7.5: Definition of the Dance data structure.
data Dance b = Prim Action Mult b
| Rest Mult
| Skip
| Dance b :+: Dance b
| Dance b : | | : Dance b
We create monoid instances in Haskell for these operators on Dance data types, which
allow for lists of Dances to be combined in sequence or parallel. This is useful because the
parser returns expressions in the user’s program as a list of Dances. By implementing our
intuitive understanding that movements in parallel and series should be associative as an
algebraic structure, we can use the power of Haskell’s abstractions to get the correct behavior
“for free.”
Similarly, we use the Haskell functionality for mapping functions over data structures
(such as our Dance trees) to implement transformers such as retrograde and reverse. We
define these functions recursively over the Dance ADT, by first defining a function transform
which has two arguments: the first, a function transforming individual Actions (for example,
flipping them over a spatial axis, or shrinking their extent), and the second being a Dance.
The transform function then returns the transformed Dance. This allows us to abstract out
transformations from the low-level details of how they are propagated through the ADT,
making it easier to implement new transformers.
Relative Timing As programs are parsed and converted to ROS messages, we must en-
force the timing semantics - for example, movements inside square brackets, such as [forward
right forward], must occur within one “beat.” The parser returns such a program as a list
of Dances, labelled with a type that indicates that they should be compressed in sequence.


















exp → rs $ movement
| var = movement
Table 7.2: The grammar of Improv programs. exp represents top-level expressions, which
execute movements on robot(s), or store movements in variables. Movements are converted
into ROS message streams and can be composed and grouped in multiple ways.
speed up each individual dance before composing the movements. This is accomplished
with a function changeTiming which takes a multiplier m and a Dance, and propagates the
multiplier through the Dance recursively. This allows for nested sequential movements: for
example, the program [forward [left left] forward] would result in timing multipliers
[3, 6, 6, 3]. Note that the left primitives will have Mults of 6, since they must occur six
times as fast as normal to allow the whole movement to occur in one “beat.” Thus, move-
ments are able to be arbitrarily sped up by placing them in sequence inside square brackets.
Movements can only be slowed down by decreasing the beat parameter in the program file,
which sets the number of time units per minute. By making this number smaller, movements
such as a quarter turn will be slowed down to fill the specified unit of time. Future work
may include a language primitive which is able to do this for smaller chunks of code inside
the program file, instead of needing to change the global timing parameter.
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7.3.5 Interfacing with ROS
Roshask is a client library for ROS, written in Haskell. Features of this language allow for
movement commands to be combined and transformed in more natural ways than imperative
ROS client libraries. Haskell also is well-suited for building new programming languages.
The primitives in Improv, such as forward or right, are mapped to ROS messages. In
our implementation so far, we have mapped to the Twist ROS message, which specifies the
robot’s linear and angular velocity as two three-dimensional vectors. Velocity controllers,
which often are included with commercial robots, are required to create the low-level motor
controls for reaching and maintaining the desired velocities. To integrate a robot with
Improv, one must specify how to convert the Dance data structure to a list of ROS messages.
For example, for a non-articulated symmetric mobile robot (such as a Roomba or TurtleBot),
this is accomplished by two functions: moveBase and danceToMsg. Since the robot has only
one body part, moveBase takes an Action (direction and extent of movement) and converts
it to a single ROS velocity command (which sets the desired linear and rotational velocity
in the plane). Here, we have simplified the language by varying only three velocity values,
the robot’s x, y−velocity in the plane and its angular velocity in the plane.
Since our discretization of movements is relational (for example, you can have Full, Half,
and Quarter extent, and directions are related through symmetries), only a small number
of these translations from Actions to velocities need to be explicitly defined and the rest
can be derived through their relations. For example, moveBase (A dir Half) is defined
as fmap (*2) (moveBase (A dir Quarter)), where fmap maps the function *2 over the
values in the velocity command returned by moveBase (A dir Quarter). This encodes the
relationship that a Half extent is twice as far as a Quarter, thus the robot must move twice
as fast in the same direction to travel twice the distance in the same amount of time. Defining
these relationships explicitly helps speed up recalibration or extension of the platform to new
robots and simulators - onwith mappings from Dances to ROS messages need to be hard
coded, and the rest are derived from the relations.
Once this conversion (from a Dance data structure to a list of ROS messages) has been
completed, the list of ROS messages is passed to a ROS node defined in roshask. This node
publishes the commands over the ROS network. Even if multiple robots are controlled, the
system still only uses one ROS node which publishes to multiple topics. Work is ongoing
on whether to extend the system to control multiple ROS nodes, and if so, how best to
implement this feature.
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Figure 7.5: An example of a text-editor and simulation environment configuration avail-
able to users of Improv. Any text editor can be used, while simulators or robots must be
compatible with the ROS message types implemented with the system.
7.3.6 Conclusions and Future Work
Future work must include systematic studies of the usability of the system, as compared
to other tools such as Scratch and Python or C++ ROS clients. From our own explorations
of the tool, we have found that the experience is quite engaging, especially when using a
three-dimensional physical simulator. We have included a video as supplemental information
of Improv being used with Gazebo.
One major limitation of Improv is that the language does not allow the user to incorporate
sensor feedback. An interesting future extension of this work would be to interface the
Improv DSL with ROS subscribers and include the ability to react to sensor readings and
environment state. Another limitation of Improv is the complexity of incorporating new
robot platforms. Currently it is only possible to control simple, Roomba-like robots by
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setting linear and rotational velocities. Extending Improv to more articulated robots requires
defining the conversion from Improv programs to ROS messages in Haskell, and may be
especially tedious for robots with many body parts and degrees of freedom. Future work
will involve using ongoing work in the RAD Lab on compactly describing patterns of robot
body organization to make this extension process more accessible.
Many features and limitations of ROS are being improved with the ROS2 project3, How-
ever, as far as we are aware, there is no Haskell client library for ROS2. As the ROS2
project is developed, the Improv project could be adapted to the new framework to increase
its robustness and cross-platform functionality.
Finally, we would like to emphasize that the design decisions for how Improv programs are
realized on robot platforms are relatively arbitrary and a single robot could have a multitude
of different implementations. As Thecla Schiphorst has written, “it is not technological
constraints that hold us back from using technology in new ways; technology changes at a
tremendous rate. Our willingness to explore beyond the constraints of our imagination has
the greatest effect” [194]. We hope that the implementation described here opens up new
avenues of imagination for how robot programming can become more easily integrated into




The collection of projects presented in this thesis all approach the problem of designing
boundary interactions for simple mobile robots from different directions. We have examined
how to model boundary interactions in a general yet physically-motivated way; how to ana-
lyze the dynamical properties of the resulting trajectories; how to integrate this knowledge
into an exact nondeterministic planner; how to extend this work to high-level tasks such as
object manipulation; and finally how to think about design of these systems at the program-
ming interface level. We also took a few detours to explore another simple mobile robot
model, that of wild bodies, and methods for modelling and controlling such robots.
One major theme of this thesis is that minimalist robot designs are more than just interest-
ing thought experiments for determining theoretical lower bounds on the required resources
for robot tasks. In practice, there are situations where sensing, actuation, and computa-
tional resources are limited by the size of the robot, properties of its environment, or cost
constraints. But all hope is not lost in these resource-constrained settings; indeed, by giving
up some control over our robot and moving to an event-driven model, we can still design
robots that are robust and have strong formal guarantees on success.
Of course, these simple robots are limited in their capabilities, but there is space in the
robotics ecosystem for many different designs. If we are spending billions of dollars to send
a robot to Mars, it is natural that the robot should be highly engineered and capable of
performing many different tasks and collecting high-fidelity data. However, if we are in a
setting where robot deployment is easier, and the task is more specific, the approach of
deploying many low-cost robots may be more practical. The widespread use and success of
simple ocean-faring “drifters” attests to the practicality of this paradigm.
However, as with all research, there are still plenty of open problems left to solve before
the proposed systems become truly practical. I will close my thesis with a discussion of the
most pressing and intruiging of the many questions raised by my work.
8.1 OPEN PROBLEMS
Toward Practical Micro-Robotics and Beyond The setting of micro-robotics provides
motivation for the approach we have laid out in this work. At the micro-scale, coarse
high-level controllers that can be applied to a collection of many micro-robots are easier to
implement than fine-grained individual controllers. This requires formal reasoning about all
possible trajectories, in order to funnel the system into states that allow for task completion,
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as was illustrated in this work. In order to be more applicable in the micro-robotics domain,
it will be important to extend the approach to multiple agents, as well as scenarios subject
to noise. While our strategies passively provide some noise tolerance by virtue of the limit
cycle region of attraction, there is much work to be done on more concrete applications to
characterize and account for sensing and actuation noise. In the multi-robot setting, robot-
robot interactions can occur through direct collision, communication, or other long-range
interactions through the environment medium. Understanding these direct and stigmergic
interactions, both in static and dynamic settings, is vital to making this work more practically
applicable.
In addition, the assumption of two-dimensional polygonal environments that runs through
my work is limiting for micro-robot applications in biological systems, where boundaries are
often curved or even deformable. Some recent work has given insights into reasoning in
curved two-dimensional spaces [50], however as we extend to three-dimensional workspaces
new techniques will need to be developed. In addition, the consideration of curved paths is
an under-explored area from the theoretical side, but in practice many micro-robots are able
to follow controllable curved paths. Indeed, such trajectories may be easier to create than
perfectly straight lines. Advances in these areas will benefit not only micro-robots, but surely
will enable unforeseen applications of similar robotic systems at the macro scale. Simple
robotic designs could someday become part of our ecosystem, helping humans monitor,
protect, and restore natural environments such as oceans and forests while consuming a
minimal amount of resources.
Interfaces The design principles described in Chapter 7 are quite broad, and then we give
Improv as a quite specific example. To move toward more generally useful automated tools
for robot design, more theoretical work is needed to understand tradeoffs between resource
categories and embodied intelligence, as well as how to compose well-characterized subsys-
tems. In addition, more work is needed to understand what makes an interface intuitive;
how do we properly expose the capabilities and limitations of an automated design system
to a user? The explosion of recent interest in human-computer and human-robot interaction
points to a bright future in this area, hopefully leading to automated systems that are safer
and more pleasant to use.
Toward Mechanized Information Space Reasoning Outside of our particular models
and applications, this work has implications for the future of robot behavior and design.
Often, derived I-states are designed to infer information such as the set of possible current
states of the robot, or the set of possible states that the robot could have previously occupied.
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In this work, we focus on derived I-spaces that encode information about what will happen
to the robot under a given strategy. With these forward-predictive derived I-spaces, we
encode a high density of task-relevant information into a few-state symbolic abstraction. By
making use of such abstractions, minimal agents may be endowed with a passively predictive
capacity leading to greater task-capability.
More broadly, this work provides an exciting glimpse toward more automated analy-
sis, through a combination of system identification techniques, hybrid systems theory, and
I-space analysis. Coarse-grained sensors provide an avenue for discretization useful for hi-
erarchical control; such an approach is increasingly needed as our robotic systems become
more data-driven. Such a unified approach may someday be able to simultaneously iden-
tify coarse-grained system dynamics, predict their task-capabilities, and design fine-tuned
control strategies taking into account task and environment constraints.
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G. Székely, “Flagellar swimming for medical micro robots: theory, experiments and
application,” in 2008 2nd IEEE RAS & EMBS International Conference on Biomedical
Robotics and Biomechatronics. IEEE, 2008, pp. 258–263.
[68] J. Ali, U. K. Cheang, J. D. Martindale, M. Jabbarzadeh, H. C. Fu, and M. J.
Kim, “Bacteria-inspired nanorobots with flagellar polymorphic transformations and
bundling,” Scientific reports, vol. 7, no. 1, pp. 1–10, 2017.
[69] Y. Hamed, M. Tawakol, L. El Zahar, A. Klingner, S. Abdennadher, and I. S. Khalil,
“Realization of a soft microrobot with multiple flexible flagella,” in 2018 7th IEEE In-
ternational Conference on Biomedical Robotics and Biomechatronics (Biorob). IEEE,
2018, pp. 61–66.
[70] A. Pervan and T. Murphey, “Algorithmic materials: Embedding computation within
material properties for autonomy,” in Robotic Systems and Autonomous Platforms.
Elsevier, 2019, pp. 197–221.
[71] T. Chen, Z. He, and M. Ciocarlie, “Hardware as policy: Mechanical and computational
co-optimization using deep reinforcement learning,” arXiv preprint arXiv:2008.04460,
2020.
[72] M. Ilton, M. S. Bhamla, X. Ma, S. M. Cox, L. L. Fitchett, Y. Kim, J.-s. Koh, D. Kr-
ishnamurthy, C.-Y. Kuo, F. Z. Temel et al., “The principles of cascading power limits
in small, fast biological and engineered systems,” Science, vol. 360, no. 6387, 2018.
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[77] C. Bechinger, R. Di Leonardo, H. Löwen, C. Reichhardt, G. Volpe, and G. Volpe,
“Active particles in complex and crowded environments,” Reviews of Modern Physics,
vol. 88, no. 4, p. 045006, 2016.
[78] J. Simmchen, J. Katuri, W. E. Uspal, M. N. Popescu, M. Tasinkevych, and S. Sánchez,
“Topographical pathways guide chemical microswimmers,” Nature communications,
vol. 7, p. 10598, 2016.
[79] A. Becker, G. Habibi, J. Werfel, M. Rubenstein, and J. McLurkin, “Massive uniform
manipulation: Controlling large populations of simple robots with a common input
signal,” in 2013 IEEE/RSJ international conference on intelligent robots and systems.
IEEE, 2013, pp. 520–527.
[80] P. Liu, A. L. Cottrill, D. Kozawa, V. B. Koman, D. Parviz, A. T. Liu, J. Yang, T. Q.
Tran, M. H. Wong, S. Wang et al., “Emerging trends in 2d nanotechnology that are
redefining our understanding of “nanocomposites”,” Nano Today, vol. 21, pp. 18–40,
2018.
[81] C. W. Shields IV and O. D. Velev, “The evolution of active particles: toward externally
powered self-propelling and self-reconfiguring particle systems,” Chem, vol. 3, no. 4,
pp. 539–559, 2017.
[82] J. Li, O. E. Shklyaev, T. Li, W. Liu, H. Shum, I. Rozen, A. C. Balazs, and J. Wang,
“Self-propelled nanomotors autonomously seek and repair cracks,” Nano Letters,
vol. 15, no. 10, pp. 7077–7085, 2015.
[83] Ghosh, Subir Kumar, Visibility algorithms in the plane. Cambridge university press,
2007.
[84] J. O’Rourke and I. Streinu, “The vertex-edge visibility graph of a polygon.” Compu-
tational Geometry: Theory and Applications, vol. 10, no. 2, pp. 105–120, 1998.
[85] B. Aronov, A. R. Davis, T. K. Dey, S. P. Pal, and D. C. Prasad, Visibility
with multiple reflections. Berlin, Heidelberg: Springer Berlin Heidelberg, 1996, pp.
284–295. [Online]. Available: http://dx.doi.org/10.1007/3-540-61422-2 139
[86] D. C. Prasad, S. P. Pal, and T. K. Dey, “Visibility with multiple diffuse reflections,”
Computational Geometry, vol. 10, no. 3, pp. 187–196, 1998.
[87] S. Tabachnikov, Geometry and Billiards. American Mathematical Society, 2005.
[88] R. Markarian, E. Pujals, and M. Sambarino, “Pinball billiards with dominated split-
ting,” Ergodic Theory and Dynamical Systems, 2010.
[89] G. Del Magno, J. Lopes Dias, P. Duarte, J. P. Gaivão, and D. Pinheiro, “SRB measures
for polygonal billiards with contracting reflection laws,” Communications in Mathe-
matical Physics, vol. 329, no. 2, pp. 687–723, 2014.
126
[90] V. Jones and J. Przytycki, “Lissajous knots and billiard knots,” Banach Center Pub-
lications, vol. 42, no. 1, pp. 145–163, 1998.
[91] S. E. Spagnolie, C. Wahl, J. Lukasik, and J. L. Thiffeault, “Microorganism billiards,”
Physica D: Nonlinear Phenomena, 2017.
[92] W. P. Hooper and R. E. Schwartz, “Billiards in nearly isosceles triangles,” Journal of
Modern Dynamics, vol. 3, no. 2, pp. 159–231, June 2013.
[93] R. Schwartz, “The pentagram map,” Experimental Mathematics, vol. 1, no. 1, pp.
71–81, 1992. [Online]. Available: http://projecteuclid.org/euclid.em/1048709118
[94] E. Jackson, Perspectives of Nonlinear Dynamics. Cambridge University Press, 1992,
vol. 1.
[95] H. Chen and J.-L. Thiffeault, “Shape matters: A brownian microswimmer in a chan-
nel,” arXiv preprint arXiv:2006.07714, 2020.
[96] L. Bobadilla, O. Sanchez, J. Czarnowski, K. Gossman, and S. M. LaValle, “Controlling
wild bodies using linear temporal logic,” in Robotics: Science and systems, vol. 7, 2012,
p. 17.
[97] A. Pervan and T. D. Murphey, “Low complexity control policy synthesis for embodied
computation in synthetic cells,” in The 13th International Workshop on the Algorith-
mic Foundations of Robotics, 2018.
[98] A. Nilles, I. Becerra, and S. M. LaValle, “Periodic trajectories of mobile robots,” IROS,
2017.
[99] A. Q. Nilles, Y. S. Ren, I. Becerra, and S. M. LaValle, “A visibility-based approach
to computing nondeterministic bouncing strategies,” in Workshop on the Algorithmic
Foundations of Robotics (WAFR), 2018.
[100] A. Q. Nilles, A. Pervan, T. Berrueta, T. Murphey, and S. M. LaValle, “Information
requirements of collision-based micromanipulation,” in Workshop on the Algorithmic
Foundations of Robotics (WAFR), 2020.
[101] M. G. Dissanayake, P. Newman, S. Clark, H. F. Durrant-Whyte, and M. Csorba, “A
solution to the simultaneous localization and map building (slam) problem,” IEEE
Transactions on robotics and automation, vol. 17, no. 3, pp. 229–241, 2001.
[102] M. Montemerlo, S. Thrun, D. Koller, B. Wegbreit et al., “Fastslam: A factored solution
to the simultaneous localization and mapping problem,” in Aaai/iaai, 2002, pp. 593–
598.
[103] H. Durrant-Whyte and T. Bailey, “Simultaneous localization and mapping: part i,”
IEEE robotics & automation magazine, vol. 13, no. 2, pp. 99–110, 2006.
127
[104] R. Johnson, Advanced Euclidean Geometry, ser. Dover books on advanced mathemat-
ics. Dover Publications, 1929.
[105] A. Granas and J. Dugundji, Elementary Fixed Point Theorems. New York, NY:
Springer New York, 2003, pp. 9–84.
[106] B. A. Yorgey, “Monoids: theme and variations (functional pearl),” in ACM SIGPLAN
Notices, vol. 47, no. 12. ACM, 2012, pp. 105–116.
[107] L. M. Miller and T. D. Murphey, “Trajectory optimization for continuous ergodic
exploration,” in 2013 American Control Conference. IEEE, 2013, pp. 4196–4201.
[108] R. Moan, V. Montano, A. Becker, and J. M. O’Kane, “Aggregation and localization
of simple robots in curved environments,” in Proc. IEEE International Conference on
Robotics and Automation, 2020.
[109] A. Q. Nilles, Y. S. Ren, I. Becerra, and S. M. LaValle, “A visibility-based approach
to computing nondeterministic bouncing strategies,” The International Journal of
Robotics Research, 2020.
[110] A. Maheshwari, J.-R. Sack, and H. N. Djidjev, “Link distance problems,” in Handbook
of Computational Geometry. Elsevier, 2000, pp. 519–558.
[111] S. Suri, E. Vicari, and P. Widmayer, “Simple robots with minimal sensing: From local
visibility to global geometry,” The International Journal of Robotics Research, vol. 27,
no. 9, pp. 1055–1067, 2008.
[112] L. Szirmay-Kalos and G. Márton, “Worst-case versus average case complexity of ray-
shooting,” Computing, vol. 61, no. 2, pp. 103–131, 1998.
[113] H. El Gindy and D. Avis, “A linear algorithm for computing the visibility polygon
from a point,” Journal of Algorithms, vol. 2, no. 2, pp. 186–197, 1981.
[114] M. Ounsworth, “Algorithm to generate random 2d polygon,” Mathematics Stack Over-
flow, 2015, uRL:https://stackoverflow.com/questions/8997099/algorithm-to-generate-
random-2d-polygon AUTHOR URL:https://stackoverflow.com/users/1907046/mike-
ounsworth. [Online]. Available: https://stackoverflow.com/questions/8997099/
algorithm-to-generate-random-2d-polygon
[115] C. D. Toth, J. O’Rourke, and J. E. Goodman, Handbook of discrete and computational
geometry. CRC press, 2017.
[116] A. Nilles, A. Pervan, T. Berrueta, and T. Murphey, “Corralling active brownian parti-
cles with” active billiard” particles,” Bulletin of the American Physical Society, vol. 65,
2020.
128
[117] J. Czyzowicz, P. Egyed, H. Everett, D. Rappaport, T. Shermer, D. Souvaine, G. Tou-
ssaint, and J. Urrutia, “The aquarium keeper’s problem,” in Proceedings of the second
annual ACM-SIAM symposium on Discrete algorithms. Society for Industrial and
Applied Mathematics, 1991, pp. 459–464.
[118] M. Sitti, H. Ceylan, W. Hu, J. Giltinan, M. Turan, S. Yim, and E. Diller, “Biomedical
applications of untethered mobile milli/microrobots,” Proceedings of the IEEE, vol.
103, no. 2, pp. 205–224, Feb 2015.
[119] T. Xu, J. Yu, X. Yan, H. Choi, and L. Zhang, “Magnetic actuation based motion
control for microrobots: An overview,” Micromachines, vol. 6, no. 9, p. 1346–1364,
Sep 2015.
[120] A. Censi, “A mathematical theory of co-design,” Laboratory for Information
and Decision Systems, MIT, Tech. Rep., September 2016, submitted and
conditionally accepted to IEEE Transactions on Robotics. [Online]. Available:
https://arxiv.org/abs/1512.08055
[121] B. R. Donald, J. Jennings, and D. Rus, “Information invariants for distributed
manipulation,” The International Journal of Robotics Research, vol. 16, no. 5, pp.
673–702, 1997. [Online]. Available: https://doi.org/10.1177/027836499701600506
[122] R. Chambers, H. B. Fell, and W. B. Hardy, “Micro-operations on cells in tissue
cultures,” Proceedings of the Royal Society of London. Series B, Containing Papers
of a Biological Character, vol. 109, no. 763, pp. 380–403, 1931. [Online]. Available:
https://royalsocietypublishing.org/doi/abs/10.1098/rspb.1931.0090
[123] M. Ilton, M. S. Bhamla, X. Ma, S. M. Cox, L. L. Fitchett, Y. Kim, J.-s. Koh, D. Kr-
ishnamurthy, C.-Y. Kuo, F. Z. Temel, A. J. Crosby, M. Prakash, G. P. Sutton, R. J.
Wood, E. Azizi, S. Bergbreiter, and S. N. Patek, “The principles of cascading power
limits in small, fast biological and engineered systems,” Science, vol. 360, no. 6387,
2018.
[124] J. F. M. Oudenhoven, L. Baggetto, and P. H. L. Notten, “All-solid-state lithium-ion
microbatteries: A review of various three-dimensional concepts,” Advanced Energy
Materials, vol. 1, no. 1, pp. 10–33, 2011.
[125] J. Ding, V. R. Challa, M. G. Prasad, and F. T. Fisher, Vibration Energy esting and Its
Application for Nano- and Microrobotics. New York, NY: Springer New York, 2013,
pp. 59–83.
[126] S. M. Douglas, I. Bachelet, and G. M. Church, “A logic-gated nanorobot for targeted
transport of molecular payloads,” Science, vol. 335, no. 6070, pp. 831–834, 2012.
[127] A. Pervan and T. D. Murphey, “Low complexity control policy synthesis for embodied
computation in synthetic cells,” The 13th International Workshop on the Algorithmic
Foundations of Robotics, Dec 2018.
129
[128] F. Z. Saberifar, J. M. O’Kane, and D. A. Shell, “The hardness of minimizing design
cost subject to planning problems,” Int. Work. Alg. Found. Rob., Dec. 2018.
[129] T. Alam, L. Bobadilla, and D. A. Shell, “Space-efficient filters for mobile robot local-
ization from discrete limit cycles,” IEEE Rob. Auto. Lett., vol. 3, no. 1, pp. 257–264,
2018.
[130] S. M. LaValle, Planning Algorithms. USA: Cambridge University Press, 2006.
[131] S. E. Spagnolie, C. Wahl, J. Lukasik, and J.-L. Thiffeault, “Microorganism billiards,”
Physica D: Nonlinear Phenomena, vol. 341, pp. 33–44, 2017.
[132] T. Xu, J. Zhang, M. Salehizadeh, O. Onaizah, and E. Diller, “Millimeter-scale flexible
robots with programmable three-dimensional magnetization and motions,” Science
Robotics, vol. 4, no. 29, 2019.
[133] A. Nilles, J. Wasserman, A. Born, C. Horn, J. Born, and S. M. LaValle, “A hardware
and software testbed for underactuated self-assembling robots,” in 2019 International
Symposium on Multi-Robot and Multi-Agent Systems (MRS). IEEE, 2019, pp. 7–9.
[134] J. Kim and D. A. Shell, “A new model for self-organized robotic clustering: Under-
standing boundary induced densities and cluster compactness,” in 2015 IEEE Inter-
national Conference on Robotics and Automation (ICRA), 2015.
[135] S. Mayya, P. Pierpaoli, G. Nair, and M. Egerstedt, “Localization in densely packed
swarms using interrobot collisions as a sensing modality,” IEEE Transactions on
Robotics, vol. 35, no. 1, pp. 21–34, 2019.
[136] D. Pickem, P. Glotfelter, L. Wang, M. Mote, A. Ames, E. Feron, and M. Egerstedt,
“The robotarium: A remotely accessible swarm robotics research testbed,” in 2017
IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2017,
pp. 1699–1706.
[137] B. Haghighat, M. Mastrangeli, G. Mermoud, F. Schill, and A. Martinoli, “Fluid-
mediated stochastic self-assembly at centimetric and sub-millimetric scales: Design,
modeling, and control,” Micromachines, vol. 7, no. 8, Aug 2016.
[138] E. Klavins, “Programmable self-assembly,” IEEE Control Systems Magazine, vol. 27,
no. 4, pp. 43–56, 2007.
[139] M. P. Nemitz, R. J. Marcotte, M. E. Sayed, G. Ferrer, A. O. Hero, E. Olson, and A. A.
Stokes, “Multi-functional sensing for swarm robots using time sequence classification:
Hoverbot, an example,” Frontiers in Robotics and AI, vol. 5, 2018. [Online]. Available:
https://www.frontiersin.org/articles/10.3389/frobt.2018.00055/full
[140] D. E. Gierl, L. Bobadilla, O. Sanhcez, and S. M. LaValle, “Stochastic modeling, control,
and evaluation of wild bodies,” in IEEE International Conference on Robotics and
Automation, 2014.
130
[141] B. Tovar, F. Cohen, L. Bobadilla, J. Czarnowski, and S. M. LaValle, “Combinatorial
filters: Sensor beams, obstacles, and possible paths,” ACM Transactions on Sensor
Networks, vol. 10, no. 3, 2014.
[142] J. R. Taylor and E. Drumwright, “State estimation of a wild robot toward validation
of rigid body simulation,” in Proc. IEEE International Conference on Simulation,
Modeling, and Programming for Autonomous Robots, 2016, pp. 310–317.
[143] A. N. Knaian, “Electropermanent magnetic connectors and actuators: devices and
their application in programmable matter,” Ph.D. dissertation, Massachusetts Insti-
tute of Technology, 2010.
[144] N. Bhalla, D. Ipparthi, E. Klemp, and M. Dorigo, “A geometrical approach to the
incompatible substructure problem in parallel self-assembly,” in International Confer-
ence on Parallel Problem Solving from Nature. Springer, 2014, pp. 751–760.
[145] S. Shahrokhi and A. T. Becker, “Stochastic swarm control with global inputs,” in 2015
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Sep.
2015, pp. 421–427.
[146] F. Qian and D. Goldman, “Scattering of a legged robot in a heterogeneous granular
terrain,” in APS Meeting Abstracts, 2015.
[147] I. Abraham and T. D. Murphey, “Decentralized ergodic control: distribution-driven
sensing and exploration for multiagent systems,” IEEE Robotics and Automation Let-
ters, vol. 3, no. 4, pp. 2987–2994, 2018.
[148] L. Bobadilla, F. Martinez, E. Gobst, K. Gossman, and S. M. LaValle, “Controlling
wild mobile robots using virtual gates and discrete transitions,” in Proc. American
Control Conference, 2012.
[149] ROS.org, “About ros,” Accessed 15 November 2020. [Online]. Available: https:
//www.ros.org/about-ros/
[150] A. Q. Nilles, D. A. Shell, and J. M. O’Kane, “Robot design: Formalisms, representa-
tions, and the role of the designer,” arXiv preprint arXiv:1806.05157, 2018.
[151] R. A. Brooks, “Intelligence without reason,” in Proc. International Joint Conference
on Artificial Intelligence, 1991.
[152] Y. Shoukry, P. Nuzzo, I. Saha, A. L. Sangiovanni-Vincentelli, S. A. Seshia, G. J.
Pappas, and P. Tabuada, “Scalable lazy SMT-based motion planning,” in Proc. IEEE
Conference on Decision and Control, 2016.
[153] E. Plaku and S. Karaman, “Motion planning with temporal-logic specifications:
Progress and challenges,” AI Communications, vol. 29, no. 1, pp. 151–162, 2016.
131
[154] M. Blum and D. Kozen, “On the power of the compass (or, why mazes are easier
to search than graphs),” in Foundations of Computer Science, 1978., 19th Annual
Symposium on. IEEE, 1978, pp. 132–142.
[155] B. R. Donald, “On information invariants in robotics,” Artificial Intelligence, vol. 72,
no. 1-2, pp. 217–304, 1995.
[156] J. M. O’Kane and S. M. LaValle, “On comparing the power of robots,” International
Journal of Robotics Research, vol. 27, no. 1, pp. 5–23, 2008.
[157] A. Spielberg, B. Araki, C. Sung, R. Tedrake, and D. Rus, “Functional co-optimization
of articulated robots,” in Proc. IEEE International Conference on Robotics and Au-
tomation, 2017.
[158] J. M. O’Kane and D. A. Shell, “Concise planning and filtering: hardness and algo-
rithms,” IEEE Transactions on Automation Science and Engineering, vol. 14, no. 4,
pp. 1666–1681, 2017.
[159] J. Ziglar, R. Williams, and A. Wicks, “Context-aware system synthesis, task assign-
ment, and routing,” arXiv preprint arXiv:1706.04580, 2017.
[160] J. M. Bern, K.-H. Chang, and S. Coros, “Interactive design of animated plushies,”
ACM Transactions on Graphics, vol. 36, no. 4, p. 80, 2017.
[161] D. Cellucci, R. MacCurdy, H. Lipson, and S. Risi, “1d printing of recyclable robots,”
IEEE Robotics and Automation Letters, vol. 2, no. 4, pp. 1964–1971, 2017.
[162] A. Mehta, J. DelPreto, and D. Rus, “Integrated codesign of printable robots,” Journal
of Mechanisms and Robotics, vol. 7, no. 2, 2015.
[163] N. Cross, “Designerly ways of knowing: Design discipline versus design science,” Design
issues, vol. 17, no. 3, pp. 49–55, 2001.
[164] Open Source Robotics Foundation, “XML robot description format (URDF),” 2012,
accessed 19-March-2018. [Online]. Available: http://wiki.ros.org/urdf/XML/model
[165] T. R. Green and M. Petre, “When visual programs are harder to read than textual
programs,” in Proc. European Conference on Cognitive Ergonomics, 1992.
[166] T. W. Price and T. Barnes, “Comparing textual and block interfaces in a novice
programming environment,” in Proceedings of the eleventh annual International Con-
ference on International Computing Education Research. ACM, 2015, pp. 91–99.
[167] T. Tosun, G. Jing, H. Kress-Gazit, and M. Yim, “Computer-aided compositional design
and verification for modular robots,” in Robotics Research. Springer, 2018, pp. 237–
252.
132
[168] D. M. Aukes, B. Goldberg, M. R. Cutkosky, and R. J. Wood, “An analytic framework
for developing inherently-manufacturable pop-up laminate devices,” Smart Materials
and Structures, vol. 23, no. 9, p. 094013, 2014.
[169] D. M. Aukes and R. J. Wood, “PopupCAD: a tool for automated design, fabrication,
and analysis of laminate devices,” in Micro-and Nanotechnology Sensors, Systems, and
Applications, 2015.
[170] E. Miranda, Composing music with computers. CRC Press, 2001.
[171] A. Becker, C. Ertel, and J. McLurkin, “Crowdsourcing swarm manipulation exper-
iments: A massive online user study with large swarms of simple robots,” in 2014
IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2014,
pp. 2825–2830.
[172] A. Q. Nilles, M. Beckman, C. Gladish, and A. LaViers, “Improv: Live coding for robot
motion design,” in Proceedings of the 5th International Conference on Movement and
Computing. ACM, 2018, p. 43.
[173] M. J. Mataric, “Robotics education for all ages,” in Proc. AAAI Spring Symposium
on Accessible, Hands-on AI and Robotics Education, 2004.
[174] H. Yi and J. Roman, “Huang yi & kuka: A human-robot dance duet,” April 2017.
[175] G. F. Rossano, C. Martinez, M. Hedelind, S. Murphy, and T. A. Fuhlbrigge, “Easy
robot programming concepts: An industrial perspective,” in IEEE Conf. on Automa-
tion Science and Engineering, 2013.
[176] M. Quigley, K. Conley, B. Gerkey, J. Faust, T. Foote, J. Leibs, R. Wheeler, and A. Y.
Ng, “Ros: an open-source robot operating system,” in ICRA workshop on open source
software, vol. 3, no. 3.2. Kobe, Japan, 2009, p. 5.
[177] N. Collins and A. McLean, “Algorave: Live performance of algorithmic electronic
dance music,” in Proc. of the International Conference on New Interfaces for Musical
Expression, 2014, pp. 355–358.
[178] A. McLean and G. Wiggins, “Tidal–pattern language for the live coding of music,” in
Proc. of the 7th sound and music computing conference, 2010.
[179] A. McLean, D. Griffiths, N. Collins, and G. A. Wiggins, “Visualisation of live code.”
in EVA, 2010.
[180] A. Blackwell, A. McLean, J. Noble, and J. Rohrhuber, “Collaboration and learning
through live coding (Dagstuhl Seminar 13382),” Dagstuhl Reports, vol. 3, no. 9, pp.
130–168, 2014. [Online]. Available: http://drops.dagstuhl.de/opus/volltexte/2014/
4420
[181] S. Papert, Mindstorms: Children, Computers, and Powerful Ideas. New York, NY,
USA: Basic Books, Inc., 1980.
133
[182] C. Crick, G. Jay, S. Osentoski, B. Pitzer, and O. C. Jenkins, “Rosbridge: Ros for
non-ros users,” in Robotics Research. Springer, 2017, pp. 493–504.
[183] A. Nordmann, N. Hochgeschwender, D. L. Wigand, and S. Wrede, “A Survey on
Domain-Specific Modeling and Languages in Robotics,” Journal of Software Engi-
neering in Robotics (JOSER), vol. 7, no. 1, pp. 75–99, 2016.
[184] S. Adam and U. P. Schultz, “Towards interactive, incremental programming of ROS
nodes,” arXiv, 2014. [Online]. Available: http://arxiv.org/abs/1412.4714
[185] M. Campusano and J. Fabry, “Live robot programming: The language, its implemen-
tation, and robot API independence,” Science of Computer Programming, vol. 133,
pp. 1–19, 2017.
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