We develop a stochastic integration theory with respect to creation, annihilation and gauge operators on the full Fock space. This is done by using a kernel representation for a large class of bounded operators on the full Fock space. It is shown that the kernels form a Banach algebra. Having established the definition of processes and stochastic integrals we go on to prove an Ito formula and use this for examining stochastic evolutions and constructing dilations of special completely positive semigroups. Explicit solutions of the corresponding stochastic differential equations are given. § 1. Introduction
In non-commutative probability theory (quantum stochastics) one tries to develop a stochastic description of quantum systems. One of the first tasks is to develop a concept of white noise (as a model for a quantum heat bath) and to develop a stochastic integration with respect to this white noise in order to couple it via Langevin equations to other quantum systems, (cf. [Kiim2, 3, Maa2] )
Replacing the classical concepts of random variables and probability measures by the functional analytic concepts of operators and states, the characterization of 'white noise' will read in the following way. (cf. e.g. [AFL, KiimS, Spe2]) Definition. Let & be the ring generated by all semiclosed intervals [s, 0 dR. An n-dimensional white noise is a quantum stochastic process ((//)/e&, Jl,&, p) in the sense of [AFL] where JL is the free *-algebra with n generators x 1} ••• , x n , such that: i) y/ 1 u/a(^i)=y/ 1 (^i)+// B (^i) f°r *=1» •••> " and disjoint /!, / 2 e.£. ii) the distribution of the white noise is stationary, i.e. p T depends only on 2(1), the Lebesgue measure of /. iii) y/jM), y/ 2 M), ••• , ;/ r M) are independent for re^Vand disjoint A, 7 2 , ••• , But whereas the meaning of independence is clear in the classical case, we have some freedom in the non-commutative case : Let fl 1 :=y /1 (fl), a 2 :=y/ 8 (a) with aejZ and /i</ 2 , where /i<"/ 2 means: z"i<z 2 for all ^e/i, z" 2 e/ 2 . Then Kiimmerer [KiirnS] demands in his theory of 'generalized white noise' a factorization for time-ordered products, e.g. p(a l a l a z a z }=p(ciia l )p(azCLz}, but no apriori rules for calculating expressions like p(a 1 a 2 a 1 a z ) are given. Adding different rules for these expressions leads to different forms of independence and thus to different classes of white noises. Until now only two forms of independence have been used : i) the bosonic case: Elements from independent algebras commute. According to the work of Schurmann [Sch] we know that we can realize the corresponding bosonic white noises with the help of creation, annihilation and gauge operators on a symmetric Fock space. ii) the fermionic case: Elements from independent algebras anticommute (given a graduation). This leads to white noises which can be realized with the help of creation, annihilation and gauge operators on an antisymmetric Fock space. ( [Sch] ) The corresponding stochastic calculi were developed by Barnett, Streater, Wilde [BSW1, 2] and in an extended version (including Ito's formula) by Hudson and Parthasarathy [HuPl] and by Applebaum and Hudson [ApH] . It should be noted that the bosonic and fermionic calculi are essentially equivalent (see [HuP2] ), although the corresponding white noises are of course distinct.
Voiculescu [Voi] introduced another form of independence, called 'free' independence. In [Spe2] we examined this free independence from a quantum stochastic point of view. In particular, we started to show that all free white noises can be realized with the help of creation, annihilation and gauge operators on a full Fock space. A complete treatment of this will follow in [GSS] . Thus we are left with the task to develop a stochastic calculus for these operators in order to couple free white noises as heat baths to other systems, i.e., to give meaning to Langevin equations with respect to free white noises.
While there is some hope that the bosonic and fermionic white noises may be of some use for describing physical situations, at least after taking some (weak coupling or singular coupling) limit (cf. [Dav, Diim, FGo, GaC] ), the physical significance of free white noises is yet unclear. In this context it may be interesting to note that the free analogue of the Gaussian distribution gives the distribution of large random matrices with respect to the trace (see e.g. [Wig, Arn, Voi2] ) and that the latter were used by Wigner [Wig] for modelling complex physical systems like heavy nuclei.
The stochastic calculus on the full Fock space was developed in [Spel] , The stochastic calculus for the creation and annihilation processes will be presented in [KSp] . The inclusion of the gauge process in this treatment presents some problems. Thus we redeveloped the whole theory in terms of a kernel representation, which allows the inclusion of the gauge process in a canonical way. This theory will be presented here. This kernel method is formally analogous to the corresponding method for the bosonic case, which was developed by Maassen [Maal] . We want to stress the difference, that we describe with the kernels bounded operators on the full Fock space instead of unbounded operators on the symmetric Fock space. This allows us to consider the space of the kernels as a Banach algebra of bounded operators. In the bosonic case we can only deal with an algebra of unbounded operators. Furthermore, in our case the kernel representation is not only a nice reformulation of the existing theory of [KSp] , but it is essential for dealing with the gauge process.
First we will make some conventions used in the following (see e.g. 
(R).
The paper is organized as follows. In Section 2 we recall the definition and some fundamental facts about the full Fock space and the creation, annihilation and gauge operators. We also outline the main ideas of the kernel representation. In Section 3 we define the kernels and their corresponding operators and show that the set of kernels forms a Banach algebra. We go on to define processes (Section 4) and stochastic integrals of adapted processes with respect to creation, annihilation and gauge process (Section 5). In Section 6 we establish an Ito's formula. Having shown the existence and uniqueness of the solution of linear stochastic differential equations (Section 7) we use Ito's formula in Section 8 to derive necessary and sufficient conditions on the coefficients of stochastic differential equations for the unitarity of the solution. Such unitary solutions are used in Section 9 for constructing dilations of special completely positive semigroups. Our kernel representation allows us to give explicit solutions of the differential equations. We will only consider 3C Q =L\R) and denote 3(L\R)) by 3. For Ie8(R) we define as the C*-algebra generated by all annihilation operators adapted to /. Then O(/) is as a C*-algebra isomorphic to the Cuntz algebra CL [Cun, Eva] . It is characterized by the relations /(/)/*(*)=</, *>1 for /, g^L\I] .
It is important to note that because of these relations we can write a product of creation and annihilation operators in the following standard form:
with n,l^N 0 , /" Furthermore we define gauge operators analogously to the bosonic case (cf . [HuPl] 
We are especially interested in the multiplication operators T h defined by
T h f=hf, for h$EL°°(R). We have

\\P(TJ\\B&=W\L-OB.
We will also write p(h):=p (T h ) and especially for A^S(R). Since subsets of measure zero play no role, we can write p(s,t) :=P(ls, *])=/>((*, 0)=-.
Since multiplication operators are not compact, the operators p(A) do not belong to the Cuntz algebra O^ for 2(^4)^0.
We now want to define a stochastic integration, where the gauge process is allowed as an integrator too. Thus we want to give meaning to expressions like \G(f)dl(t)F(t\ where dl(t) denotes one of the three integrators dl(t\ rf/*(0 and of dp(t\ and G and F are processes from some time interval K into a suitably chosen subspace of the bounded operators on the full Fock space. The appearence of two processes, one on each side of the differential dl(t), is forced by the absence of any commutation relation between freely independent subalgebras. Thus, even if G, F are adapted, we have no chance to reduce the above general form to the usual one, namely to \H(t)dl(t).
We could try developing this theory by copying our stochastic integration theory [KSp] for creation and annihilation process. Thus we would replace the C*-algebras 0(1} by But then we are at once confronted with the problem that we cannot define all S t dp(t)=p (Q,t 
r-»°o k=l
We have to check in which topology this limit exists and whether it is independent of the chosen partition of /. By estimates for the norm it is possible to show that M can be defined indeed as an element of 6(K) in this way, and we could try to extend the theory of [KSp] in this way. Instead of following these lines we will present here a kernel calculus which gives a more elegant representation for a big class of operators on the Fock space and for the definition of stochastic integrals. In this way, it allows a self-contained solution of the above problem.
Because of the above algebraic relations for the elements of 6(R), it is possible to write a product of creation, annihilation and gauge operators in the standard form with n, l^N Q , ft, gi^L\K) and /ieL°°(J2) (where this form shall implicitly include the cases where no /*, p or / appears). Thus every operator of 6(R) can be approximated by sums of operators of the above form.
The idea of the kernel representation is to describe operators which have the above standard form by functions according to
In this case the kernel is a function on R n xRxR m . If we now close the space of this functions in the 'right' norm (L°°-norm for p, L 2 -norm for / and /*), then each element of g<».i.o : = L°°(E; L\R n xR 1 )) corresponds to a bounded operator on the Fock space. Now consider processes from a time interval KdR to the space of kernels in 33 cn>1>0 . At the first sight we would define this by L°°(K, S< n ' 1 -I >)=L 00 (A:; L%K; L\R n xR 1 ))). This corresponds to the usual definition as the closure of the simple functions and would face us with the problem mentioned at the beginning. But in this representation we can extend this space in a natural way to the larger space L^KxR; L\R n xR l )\ The difference lies mainly in the replacing of the C*-tensor product L°°(/iC)® L°°(R) by the J7*-tensor product L 00 (K^L 00 (R)=L ao (KxR) .
In this way we extend the space of the allowed processes crucially-e. g. the above mentioned F is an element of L°°(KxR; L z (R°xR°)\ but not of L°°(K; L°°(R; L\R*xR Q )}\ A further advantage of this representation is that the definition of stochastic integrals is possible in a uniform way for all allowed processes -not only for simple ones.
In view of our stochastic integration theory there is also another way to look at the kernels: the kernel f(t l} ••• ,t n \z\ Si, ••• , s z ) will correspond to the operator Thus our integration theory is a theory of iterated integrals and the definition of the kernels and their corresponding operators is just an explicit definition of these iterated integrals. With this in mind the definition of stochastic integrals in Section 5 might be more reasonable. This point of view may also be useful for a transfer of [UP] to the full Fock space.
We also want to point out that one can realize /*(/), l(g) and p(h) with the help of the bosonic creation, annihilation and gauge operators (see [PSi] ), but that this isomorphism does not imply the equivalence of the corresponding stochastic calculi, since the notion of adaptedness is not respected. § 3. Definition and Properties of Kernels
We now want to consider kernels corresponding to operators on c#0£F, where M is a separable Hilbert space ('initial space'). Then a kernel is a mapping
where R is the (measure theoretic) direct sum of where the sum runs over all triples with n, l^N Q and r=0, 1. All our essential considerations will be for fixed (n, r, l\ and then we will lift everything from the single summands /c 7l -r -° to / by taking an ^-direct sum. For proving the inequality let £e£F.
-SSHS"
thus In (*) we have used the Cauchy-Schwarz-inequality for the integration with respect to v. b) Consider
We have to show that the corresponding kernel (B, r, l~) vanishes.
We write F: L\F'; 3C)-+L\r\ &) as a matrix
Here we view /rcm-i. Thus the norm on s^-7 "'^ j s given by where sup denotes as usual the essential supremum with respect to 1 and l r ', respectively. As a set we can interpret e as a subset of
Examples.
1) The process F(0=/(0, 0 corresponds to the function ^P^-^ee^0-ĝ iven by f 1, for (Ksrgt «0;0;s)=H 1 0, else.
2) The process F(t)=p (Q, t) T g t *dp t *ft) =0 0 2"-,
Remark. It is easy to see that, for simple functions, this definition coincides with the usual definition as given in [KSp] The differential equation dm t =gl*dp t *fl+gt*dl t *ft+gt*dlf*f!+h t dt (*) (with m a^3 3(-oo, 0)) is now a formal notation for the validity for almost all t^K of m tTheorem 6. Consider /*, g*, h^s (/=!, 2, 3). The process m^$ is a solution of (*) if and only if the following conditions are fulfilled for almost all =m a + \ t gl*dp,*fl+ rgf*d/.*/f+ \'gl*diy*fl+ ('hrfs . dl\\dll dp s dlf dl s ds dp s dp s dlf 0 0
Proof. Since the definitions of multiplication and stochastic integration are explicity given, we only have to put the definitions of all expressions into Ito's formula and compare the two sides of the equation. Thus the assertion follows from a straightforward calculation.
On the other hand, these calculations are very tedious because we have to distinguish many cases. For illustration we will here present only the short computation for dl\-dp s and dl One sees directly the vanishing of the expressions corresponding to Theorem 6 ii), iii) and iv). This gives the assertion. O §7. Stochastic Differential Equations
For constructing stochastic evolutions we have to consider linear stochastic differential equations of the form f dv t =v t *{gl*dp t *ft+gl*dlt*fl+g*t*dlt*ft+h t dt} (*) 1 I v Q =v a^^8 (-oo, 0) The mere transfer of the corresponding existence and uniqueness theorem of [KSp] is wrecked on the fact that in the estimate for the integral with respect to dp (Theorem 5) the length of the integration interval does not appear. The following example shows that this is a serious problem. Luckily, for our dilations we will only need the special case of (*), where ft, gl h t («=0, 1, 2) are operators in B(JC\ i.e. where they are elements of £ co,o,o) e j n ^ig situation we have again an existence and uniqueness theorem, because in this case the integration with respect to dp can only appear once in the iteration procedure. 2) Contrary to the situation in [KSp] , the canonical representative may be discontinuous. For example, the solution of is given by v t =id+p t , which corresponds to V(t)-l J -p(Q, t) . This process has no (uniformly) continuous representative. § 8. Sioclis-stic Evolutions Next, we try to find conditions which guarantee unitarity of the solution of our stochastic differential equation. Again we restrict to a special class of differential equations, namely dut=u t *{e t *dp l +g t *dlt+dl?*ft+htdt} (*) Proof. The proof is analogous to the proof of Theorem 7 in [KSp] . O Note that we have not demanded that our dilation be stationary, i.e. we have not addressed the question whether there exists a state which is invariant under f t . (cf. [FGo, FMa, Kuml, Maa2] )
Finally, we want to give explicit solutions for the differential equations appearing in Theorem 10. More generally, we consider differential equations of the form dvt=v t *{dp t P+dl t R+dlfS+dtT} (*) with P, R, S, T^BW. The analogous equations on the bosonic Fock space were treated by Maassen [Maal] . Since the solution is unique, we only have to check whether the given z; is a solution. We will verify the conditions given in Theorem 6. If azi> is not time-ordered or if min(<7ziO<0, then it is easy to see that these conditions are fulfilled.
Definition. The w-tuple a=(t l9 U, •••, t n ) is called time-ordered, if we have Theorem II. Let P, R, S, T^B(M). Then the solution v^s of
Consider now azv=(t lf ••• , t n } with 0^^^ ••• <t n <t. We only check the condition ii) of Theorem 6, i.e. we assume t n^v . Then we have to show that v t (a; z\ Vitn)=v tn (a; z; vJR+ v s (a; z\ v) 
