Abstract
Introduction
There is growing interest in parallel discrete-event simulation (PDES) especially in areas such as computer science and engineering where sequential simulation can consume enormous amount of computation time [2, 3] . With the increasing availability of low-cost parallel machines, PDES offers an alternative to help speed up the execution of these simulations. However, PDES has not achieved widespread use and remains an active area of research. A major reason for this is that efficient parallel simulation is difficult to implement due to its complexity, and the lack of appropriate tools to support the use of PDES technology. SPaDES [14] is such a tool that we have developed to provide a high-level, portable, and scalable parallel simulation environment that facilitates simulation modeling and programming.
The rest of the paper is divided into four sections. Section 2 presents an overview on the design and specification of SPaDES. Section 3 discusses the performance analysis for an implementation of SPaDES called SPaDES/C++ using three benchmark programs. Performance optimization and scalability analysis are discussed to ascertain the usability of the simulation environment for large applications. Section 4 contains our concluding remarks.
Overview of SPaDES
SPaDES adopts a modular architecture as shown in figure 1 [14, 15] . The process-oriented modeling methodology adopted allows the abstraction and mapping of entities and servers in a real-world problem as processes and resources in the conceptual model. Processes and resources are mapped onto messages and logical processes in the operational model (parallel simulator) respectively. The conceptual model can be implemented using a visual programming environment that allows the user to build the model interactively using an iconic representation. Alternatively, the operational model can be programmed using the parallel simulation programming template provided. The parallel simulation kernel implements the parallel simulation protocol.
An operational model of a physical system consists of a set of logical processes (LPs) each corresponding to a physical process. Each LP is responsible for simulating local events. All interactions between physical processes are modeled by timestamped event messages sent between the LPs. The current implementation adopts the optimistic protocol [6] , and an event parallelism throttle [13] to better match simulation parallelism to available machine parallelism. The mapping of real-word entities onto LPs is as follows:
permanent entities such as resources are mapped to LPs; temporary entities such as processes are represented as time-stamped messages.
For example, consider a queuing system shown in figure 2 . The servers S1, S2 and S3 are modeled as LPs in the operational model and the jobs are modeled as messages. Table 1 provides a summary of the simulation primitives that support simulation modeling. SPaDES also permits users to control the mapping of a parallel simulator onto physical processors (PP) in order to vary the process granularity for better execution performance. The primitives to support process-to-processor mappings are listed in table 2.
Performance Evaluation
SPaDES/C++ is an implementation of the SPaDES specification to support parallel simulation modeling through library calls. The simulation and parallelism capabilities of SPaDES/C++ are provided in the form of primitives encapsulated in a library of classes. Both PVM [5] and MPI [12] are supported to handle message-passing in parallel event execution.
The current implementation of SPaDES/C++ runs on a Fujitsu AP3000 parallel computer with 32 143MHz Sun UltraSparc processors. Each processor has a 256MB of memory and is connected by a high-speed 2-D torus communication network. Three simulation benchmarks are used in this study, namely (i) a super-ping model that consists of a number of objects (n) connected in a ring with a fixed number of messages circulating the objects [1] , (ii) a n n torus network where messages in the model are routed based on an uniform probability, and (iii) an open model simulating a n n multistage omega interconnection network (MIN).
Elapsed Time
For purpose of comparison, we wrote the simulation benchmarks using the Simscript [11] simulation language and in the C-based simulation library by Watkins [17] . Table 3 compares these implementations -C library (denoted by CSim), Simscript 1 and SPaDES/C++. The program code and executable file size for SPaDES/C++ is the smallest among all the three implementations. Table 4 depicts the simulation run-time on the Fujitsu AP3000. The sequential simulators are executed on one processor while the parallel runs are based on 1, 2, 4, 8 and 16 processors. The LP to PP mappings are such that the resulting number of PPs is always 16, i.e. a mapping of 16-1 for both the super-ping and torus models (with every 16 LPs mapped to one PP), and a 36-1 for MIN (horizontal partitioning with every eight rows of switches mapped onto one PP). The poor performance is due mainly to the high communication overhead (for p 1) and the fine granularity of LPs.
Optimization
We improve the performance of SPaDES/C++ in two main areas: time-warp simulation protocol and computational granularity. 
Time-warp Simulation Protocol
We study the performance effect of varying the following simulation protocol parameters provided by the SPaDES implementation:
(i) the number of simulation cycles before messages are sent (m) A typical simulation cycle consists of the following activities:
receive all external messages process a message, and send message(s) to another LP.
Output messages can be aggregated to increase the message size and to reduce the message-passing overhead. The default value for m is 100 cycles.
(
ii) the frequency of state-saving (s)
To support rollback and recovery in optimistic simulation, the simulator states are saved every cycle by default (s=1). Adaptive checkpointing is discussed in [10] . We study the effect of periodic state-saving to reduce the overhead of state-saving. Table 5 shows the performance of the three benchmarks before optimization using the following performance metrics:
1. elapsed time in seconds that is defined as the total wall clock time taken to execute the simulation 2. efficiency which is defined as:
e : = events committed events executed However, it could also mean that the processor may be busy executing overhead events that include: correct events that were not saved due to periodic state-saving (forward computation) and premature events which are generated based on an erroneous state.
number of rollbacks per event which is defined as:
events executed , events committed events committed
This metric computes the ratio of the number of rollbacked events to the number of committed events.
number of sends
The number of sends refers to the number pvm send() executed to send messages. This decreases as more messages are aggregated.
message size
Message size refers to the average size of a aggregated message. Thus, an aggregated message may consist of several event messages to be sent to different LPs residing in the same physical process.
We observe in table 5 that for a given problem size and as the simulation duration is increased, the event execution rate, efficiency, and the rollbacks per event are fairly constant. This shows that the simulations are executing at the steady state.
As shown in figure 3 , the elapsed time reduces as the parameter m varies from 1 to 400. The initial drop in elapsed time is due to the aggregation of messages which reduces the communication overhead. For larger values of m, the delay in sending out messages result in event starvation and thus increases the elapsed time.
Selecting the smallest values of m for each benchmark, we repeat the experiments by varying s, the period of checkpointing from 1 to 50 simulation cycles. Figure 4 shows that the elapsed time generally increases as s is increased.
In both the super-ping and MIN benchmarks, the smallest elapsed times are recorded at s=5 and 3 respectively. This for this is that unlike the other two models, messages within the torus model are routed based on a uniform probability. As a result, fewer messages can be aggregated and at the same time this also increases the number of rollbacks in the system. Hence, it is difficult to obtain any savings with such a model using periodic state-saving since the rollback costs are now much higher. This is further exemplified by the fact that the graph of the elapsed time of torus model rises at a faster rate than the other two models.
Using the values for m and s and the optimization discussed, we re-run the simulation benchmarks. Table 6 shows an improvement (for super-ping and MIN) in the simulation run-time as well as the processor utilization as reflected by the higher event execution rate. The drop in the efficiency figures (or the increase in the number of roll- 
Varying Computation Granularity
While mapping many LPs to a single PP increases the computation granularity, it decreases the parallelism in the simulation. On the other hand, having fewer LPs on a PP increases parallelism but introduces communication overhead. Therefore, the LP-to-PP mapping is a tradeoff between simulation parallelism and the message communication overhead.
To study the mapping effect on simulation performance, we re-run the simulation benchmarks on 1, 2, 4, 8 and 16 processors using different mappings. Table 7 shows the elapsed times with the best elapsed times for a fixed number of processors highlighted in bold. We observe that for a a fixed number of processors, there exists a LP-to-PP mapping that gives the best run-time, i.e. 64 for super-ping 
Scalability
To evaluate the scalability of the SPaDES/C++ environment, we run the simulation benchmarks by varying the number of LPs present in the models. Figure 5 shows the elapsed times for the three simulation benchmarks running on 16 processors using 16 PPs. Both the super-ping and torus benchmarks show an initial drop in elapsed time due to its smaller problem sizes. However, the elapsed times improve significantly as the problem size increases. Generally, for these benchmarks as the problem size is increased, the elapsed times grow almost linearly. This indicates the scalability of SPaDES/C++. Figure 6 shows the speedup against the number of processors for the three benchmarks. We observe that SPaDES/C++ is able to obtain better speedups for simulation with larger problem sizes. In fact, it achieves a speedup of around 4 and 9 (with 2048 LPs) running on 8 and 16 processors respectively. The best speedup is obtained with the MIN simulation which produces a speedup of around 12. Further investigation is needed to improve the speedup. In summary, the experiments show that to obtain good speedup, the benchmark must contain several hundreds of simulation processes or LPs (over 500) 
Speedup

Conclusions
The main design objective of the SPaDES workbench is to permit a simulationist to develop a parallel simulator without being overly concerned with the execution environment. It aims to provide modeling and simulation support that is comparable with sequential simulation languages, but exploit parallelism using PDES techniques. As SPaDES does not provide any explicit message-passing primitives nor it requires users to specify the connectivity information between the parallel processes, a higher degree of transparency and portability can be achieved. We observe that the performance of SPaDES/C++ is highly influenced by the underlying parallel simulation synchronization implementation, the granularity of LPs and its mapping onto physical processors, and the cost of communication in the execution platform. However, the effects of these overheads can be reduced through periodic checkpointing of simulation states, aggregating messages sent to LPs, and increasing the computation granularity of processes. Empirical results show that the SPaDES is scalable and can deliver good speedup for large PDES applications.
Understanding the performance of parallel simulation is a complex issue and is essential for this technology to be widely accepted in industry [4] . A framework to analyze parallel simulation performance is discussed in [16] . 
