Abstract. We prove the non-uniform hyperbolicity of the Kontsevich-Zorich cocycle for a measure supported on abelian differentials which come from nonorientable quadratic differentials through a standard orienting, double cover construction. The proof uses Forni's criterion [For] for non-uniform hyperbolicity of the cocycle for SL(2, R)-invariant measures. We apply these results to the study of deviations in homology of typical leaves of the vertical and horizontal (non-orientable) foliations and deviations of ergodic averages.
It is well known that the properties of a geodesic foliation (or flow) on a flat 2-torus are completely characterized by its slope, whereas for a flat surface of higher genus the situation is far from similar. Such Riemann surface M of genus greater than one with a flat metric outside finitely many singularities can be given a pair of transverse, measured foliations (in the sense of Thurston). If such foliations are orientable, Zorich [Zor99] detected numerically that homology classes of segments of typical leaves of the foliation deviate from the asymptotic cycle (which is defined as the limit of normalized segments of leaves) in an unprecedented way, and that the rate of deviations are given by the positive Lyapunov exponents of the KontsevichZorich cocycle. Based on numerical experiments, the Kontsevich-Zorich conjecture was formulated, which claimed that for Lebesgue-almost all classes of conformally equivalent flat metrics with orientable foliations, the exponents are all distinct and non-zero. In other words, the cocycle is non-uniformly hyperbolic and has a simple spectrum. It was also conjectured that there should be similar deviation phenomena for ergodic averages of functions in some space of functions.
The first proof of the non-uniform hyperbolicity of the Kontsevich-Zorich cocycle came from Forni [For02] , but the simplicity question remained open for surfaces of genus greater than 2. The full conjecture was finally proved through methods completely different from those of Forni by Avila and Viana [AV07] . In [For02] , a complete picture is painted on the deviations of ergodic averages along the straight line flows given by vector fields tangent to the foliations on the flat surface. The rate of divergence of such deviations are also described by all of the Lyapunov exponents of the Kontsevich-Zorich cocycle.
In this paper we study the same phenomena for the case of non-orientable foliations on flat surfaces. Although there is no vector field to speak of, we can still describe deviations of integrals of functions along leaves of the foliation. Our work has been made substantially easier by the recent criterion of Forni [For] , where the proof of non-uniform hyperbolicity in [For02] has been condensed and generalized to apply to special SL(2, R)-invariant measures in the moduli space of abelian differentials. Note that if one has a flat surface with a non-orientable foliation, one can always pass to a double cover whereon the lift of the foliation becomes orientable. The measure on the moduli space of abelian differentials which is supported on differentials which are the pullback of non-orientable differentials is shown here to satisfy Forni's criterion. Thus most of the work is done in studying how information of the original surface is related to the information on covering surface, which is a solved problem by the works of Zorich and Forni.
The crucial ingredient in Forni's criterion is to show there that exists a point in the support of an SL(2, R)-invariant probability measure with a completely periodic foliation whose homology classes of closed leaves span a Lagrangian subspace of the first homology space. We overcome this by a much stronger statement, showing that these special points are in fact dense in the moduli space. We are very interested to see what the tools from generalized permutations can say to this end.
There is a canonically defined involution on the orienting double cover corresponding to the choice of orientation of the covering foliations. The involution splits the bundle on which the Kontsevich-Zorich cocycle acts into invariant and anti-invariant sub-bundles, corresponding to eigenvalues ±1 of map induced by the involution. The Kontsevich-Zorich cocycle respects such splitting, defines two cocycles by its restriction to the invariant and anti-invariant sub-bundles, and thus the spectrum of the cocycle can be written as the spectrum of those two cocycles. Unlike the case for abelian differentials, the exponents which describe the deviations in homology are not the same exponents which describe the deviations of ergodic averages, and vice-versa. Specifically, the Lyapunov exponents of the cocycle restricted to the invariant sub-bundle describe the deviations in homology of typical leaves of non-orientable foliations while the exponents of the cocycle restricted to the antiinvariant sub-bundle describe the deviations of averages of functions along leaves of non-orientable foliations. Since for any genus g surface the anti-invariant subbundle can have arbitrarily large dimension (due to the presence of simple poles), there are non-orientable foliations on a genus g surface on which the deviation of the ergodic averages along its leaves are described by arbitrarily many parameters.
Like in the original proof for abelian differentials, the proof here cannot address the question of simplicity of the Lyapunov spectrum of the cocycle. Since the restriction of the cocycle to the invariant part is equivalent to the cocycle over the moduli space of non-orientable quadratic differentials and since the anti-invariant sub-bundle describes the deviations of ergodic averages, there is no reason a-priori of why the spectrum of the cocycle over the moduli space of non-orientable quadratic differentials describes the deviations of averages of functions along leaves of nonorientable foliations defined by such quadratic differentials. Thus, unless there is some repetition of exponents across the invariant/anti-invariant division, the cocycle over the space of non-orientable quadratic differentials does not say anything about such averages. In our own numerical experiments we have found strong evidence that the spectrum of the cocycle is in fact simple.
The paper is organized as follows. In Section 1 we review the necessary material for quadratic differentials, the double cover construction and the absolutely continuous SL(2, R)-invariant ergodic probability measure defined on each stratum of the moduli space of quadratic differentials. In Section 2 we define the Kontsevich-Zorich cocycle and state Forni's criterion for the non-uniform hyperbolicity of the cocycle.
In Section 3 we show that the measure supported on abelian differentials which come from non-orientable differentials through the double cover construction satisfy Forni's criterion and thus that the Kontsevich-Zorich cocycle is non-uniformly hyperbolic with respect to that measure. In Section 4 with study the applications to deviation phenomena of homology classes and ergodic averages. Finally, in the appendix, we summarize our experimental findings of approximating numerically the Lyapunov exponents for different strata, which strongly suggest the simplicity of the cocycle.
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Quadratic Differentials and Flat Surfaces
Let M be an orientable surface of genus g and let Σ κ = {p 1 , . . . , p τ } be a set of points on M with κ = {n 1 , . . . , n τ }, i n i = 4g − g, and n i ∈ {−1} ∪ N. M is a half-translation surface if transitions between charts on M \Σ κ are given by functions of the form ϕ(z) = ±z + c for some constant c. On M \Σ κ there is a flat metric for which the points Σ κ are singularities of order n i at p i . On any such surface, we can place a pair of orthogonal foliations F v and F h which are defined everywhere on M \Σ κ and have singularities at Σ κ .
The same information is carried by a quadratic differential on M . A holomorphic quadratic differential assigns to any local coordinate z a quadratic form q = φ(z)dz 2 where φ(z) has poles of order n i at p i . If we represent it as φ ′ (w) with respect to another coordinate chart w, then it satisfies φ ′ (w) = φ(z)(dz/dw) 2 . The foliations are then defined by integrating the distributions φ(z)dz 2 > 0 and φ(z)dz 2 < 0, respectively. In other words, are, respectively, the vertical and horizontal foliations defined by a quadratic differential q. They are measured foliations in the sense of Thurston with respective transverse measures |Re q 1/2 | and |Im q 1/2 |. The flat metric comes from the adapted local coordinates
If a quadratic differential is globally the square of an abelian differential, i.e., a holomorphic 1-form, then the foliations F h q and F v q are orientable and change of coordinates are given by maps of the form ϕ(z) = z + c. In this case we speak of a translation surface.
Let H g be the moduli space of abelian differentials on a genus g surface, which is the set of conformally equivalent classes of abelian differentials for a surface M of genus g. The singularities in this case satisfy i n i = 2g − 2 and the complex dimension of this space is 2g + τ − 1. The space H g is stratified by the singularity pattern κ = {n 1 , . . . , n τ }. As such, the set H κ = H g ∩ {abelian differentials with singularity pattern κ} is the stratum of all abelian differentials on a genus g surface with singularity pattern κ = {n 1 , . . . , n τ } and i n i = 2g − 2. We will interchangeably use the terms abelian differential, quadratic differential which is a square of an abelian, and orientable quadratic differential since a quadratic differential q with F v,h q orientable is necessarily the square of an abelian differential α and thus we can identify q with α. Note that an orientable quadratic differential has two square roots. Since they are part of the same SL(2, R) orbit, it does not matter which square root, + or −, we consider and thus we will by convention always pick +. Thus the space of quadratic differentials which are squares of abelian is equally stratified.
The moduli space of quadratic differentials H g Q g on a Riemann surface M of genus g ≥ 1 is the quotient of the Teichmuller space of meromorphic quadratic differentials with at most simple poles
with respect to the action of the mapping class group Γ g , where Diff + 0 denotes the set of orientation preserving diffeomorphisms isotopic to the identity. The subset Q g denotes the set of meromorphic quadratic differentials which are not the square of abelian differentials. These sets are equally stratified: for some singularity pattern κ = {n 1 , . . . , n τ } with i n i = 4g − 4, Q κ denotes the set of quadratic differentials on a surface of genus g with singularity pattern κ. Elements of Q κ will be sometimes called non-orientable quadratic differentials since they induce a half-translation structure on M , i.e., non-orientable foliations F v,h q . Clearly it is necessary for all quadratic differentials in H κ to have each singularity be of even order, but it is not sufficient. In fact, a result of Masur and Smillie [MS93] states that for any κ = {n 1 , . . . , n τ } with i n i = 4g−4 there is a non-orientable quadratic differential q ∈ Q κ with such singularity pattern with two exceptions (κ = {−1, 1} or ∅) in genus 1 and two exceptions (κ = {4} or {1, 2}) in genus two. Additionally, each stratum of H g or Q g is not necessarily connected. Kontsevich and Zorich [KZ03] have achieved a complete classification of the connected components of each stratum of abelian differentials while Lanneau [Lan08] has classified the connected components of the strata of non-orientable differentials. The space Q κ has complex dimension 2g + τ − 2.
Given any quadratic differential q ∈ Q κ on a genus g surface M one can construct a canonical double cover π κ :M → M withM connected if and only if q is not the square of an abelian differential. Moreover, π * κ q =α 2 , whereα is an abelian differential onM . The construction can be summarized as follows for a non-orientable differential q. Let (U i , φ i ) be an atlas for M \Σ κ . For any U i define g ± i (z) = ± φ i (z) on the open sets V ± i which are each a copy of U i . The charts {V ± i } can then be glued together in a compatible way and after filling in the holes given by Σ κ we get the surfaceM with a quadratic differentialα 2 = π * κ q. The surfaceM is an orienting double cover since F v,h q for q ∈ Q g lifts to an orientable foliation onM .
Let κ be written as κ = {n 1 , . . . , n ν , n ν+1 , . . . , n τ } where n i is odd for 1 ≤ i ≤ ν and even for ν < i ≤ τ with n 1 ≤ · · · ≤ n ν . Then the double cover construction gives a local embedding of Q κ for κ = {n 1 , . . . , n ν , n ν+1 , . . . , n τ } into Hκ, wherê
In the double cover construction, the preimages of the poles become marked points, the odd zeros of q are critical points of π κ (ramification points) and each even singularity of q has two preimages. The genusĝ ofM can be computed by the Riemann-Hurwitz formula and satisfies 2ĝ = ν + 4g − 2.
There is an involution σ :M →M mapping σ :
(that is, interchanging the points on each fiber) and clearly fixing π
where p 1 , . . . , p τ−1 are simple poles of the quadratic differential q. The involution induces a splitting on the relative homology and cohomology ofM into invariant and anti-invariant subspaces. Specifically, there is the following symplectic decomposition
where the splitting corresponds to the eigenvalues ±1 of σ * . There is also a similar symplectic splitting in H 1 (M ,Σ κ ; R): 
There is a canonical absolutely continuous invariant measure µ κ on any stratum Q κ of the moduli space Q g defined as the Lebesgue measure on
has volume one. We remark that an analogous canonical absolutely continuous invariant measure ν κ can be defined for the moduli space H κ of squares of abelian differentials. Since the period map q → [q 1/2 ] ∈ H 1 (M, Σ κ ; C) gives local coordinates to H κ , it is defined in the same way and has the same properties as the measure µ κ defined on strata of the moduli space of non-orientable quadratic differentials.
The group SL(2, R) acts on quadratic differentials q ∈ (H g Q g ) by left multiplication on the (locally defined) vector (Re q 1/2 , Im q 1/2 ). More precisely, since local coordinates are given by
in the case of an orientable differential), SL(2, R) acts on Q κ by multiplication on the first factor. Thus, the measures µ κ and ν κ respectively defined on Q κ and H κ are SL(2, R)-invariant.
The local embedding i κ : Q κ ֒→ Hκ defined by the double cover construction induces a map which maps the measure µ κ to the measure (2)μ κ ≡ (i κ ) * µ κ on Hκ. Thus, the measureμ κ is singular with respect to νκ since the support of µ κ is the sub-variety of Qκ which is the preimage of the subspace H 1 − (M ,Σ κ ; C) under the period map. The measure (2) is clearly SL(2, R)-invariant.
The Kontsevich-Zorich Cocycle
The action of diagonal subgroup
on H κ or Q κ is the Teichmuller flow and plays a central role in the study of quadratic differentials. It is was proved by Masur [Mas82] for the principal stratum κ = {1, . . . , 1} and then for any stratum by Veech [Vee86] that the Teichmuller flow acts ergodically on each connected component of a stratum with respect to the measure µ κ (respectively, ν κ ) when restricted to a hypersurface Q (A) κ ⊂ Q κ of quadratic differentials on a surface of area A (respectively, the hypersurface H (A) κ ⊂ H κ of abelian differentials of norm A) and that the measure µ
) is finite. The Teichmuller flow g t admits two invariant foliations W ± on H g . For an abelian differential α ∈ H g , the foliations are locally defined by 2.1. Definition of the Cocycle. Let M g be the Teichmuller space of meromorphic quadratic differentials on a Riemann surface M of genus g > 1. The Kontsevich-Zorich cocycle G t , introduced in [Kon97] , is the quotient cocycle, with respect to the mapping class group Γ g , of the trivial cocycle
acting on the orbifold vector bundle
Note that we can identify fibers of close points using the Gauss-Manin connection. The projection of the cocycle G t coincides with the Teichmuller flow g t on the moduli space Q g . By the Oseledets Multiplicative Ergodic Theorem for linear cocycles [KH95] , for a g t -invariant probability measure µ supported on some stratum of Q g there is a decomposition µ-almost everywhere of the cohomology bundle It follows from the fact that G t is a symplectic cocycle that the Lyapunov spectrum of the cocycle G t , with respect to any g t -invariant ergodic probability measure, is symmetric. In other words, if λ is a Lyapunov exponent of G t , so is −λ and dim E + = dim E − . Thus, the Lyapunov exponents for the Kontsevich-Zorich cocycle satisfy
Since the period map identifies the tangent space of Q g to the cohomology space, there is a relationship between the Lyapunov exponents of the Kontsevich-Zorich cocycle and those of the tangent cocycle of the Teichmuller flow. Since we can express the local trivialization of the tangent bundle as
when G t acts on strata of non-orientable differentials), then by the isomorphism of the vector bundles
induced by the isomorphism on each fiber, the projection of T g t to the absolute cohomology can be expressed in terms of the Kontsevich-Zorich cocycle as
Thus, the Lyapunov exponents of the Teichmuller flow with respect to the canonical, absolutely continuous measures µ κ or ν κ can be written as
where the τ − 1 trivial exponents come from cycles relative to Σ κ .
The trivial exponents of the tangent cocycle T g t are neglected by G t since the bundle H 1 g neglects cocycles in H 1 (M, Σ κ ; C) which are dual to cycles relative to Σ κ , from which we get such trivial exponents. The non-uniform hyperbolicity of the tangent cocycle for the Teichmuller flow is equivalent to the spectral gap of the Kontsevich-Zorich cocycle, i.e., that λ 1 > λ 2 . This was proved by Veech [Vee86] for the canonical measure and then by Forni in [For02] for any Teichmuller invariant ergodic probability measure µ in H g . Letq = i κ (q) ∈ Hκ be an orientable quadratic differential which is obtained by the double cover construction. The splitting
− is equivariant with respect to the Gauss-Manin connection. Since both H 1 + and H 1 − are symplectic subspaces, the restriction of the Kontsevich-Zorich cocycle to either the invariant or anti-invariant sub-bundles defines another symplectic cocycle. Thus we get symmetric Lyapunov spectra
which are, respectively, the Lyapunov exponents of the symplectic cocycles of the invariant and anti-invariant sub-bundles.
It follows from the double cover construction that the action of g t commutes with i κ . Moreover, since π * κ is an isomorphism between H 1 (M ; R) and
, and thus the Lyapunov spectrum of the Kontsevich-Zorich cocycle on the bundle over i κ (Q κ ) restricted to the invariant sub-bundle is the same as the Lyapunov spectrum of the Kontsevich-Zorich cocycle on the bundle over Q κ .
2.2.
A Criterion for Non-Uniform Hyperbolicity. The non-uniform hyperbolicity of the Kontsevich-Zorich cocycle for the canonical, absolutely continuous measure on H κ was first proved by Forni in [For02] . Recently, the proof of such result has been generalized in [For] to apply to any SL(2, R)-invariant ergodic probability measure on H κ which have special points in their support. In this section we review the necessary material to state Forni's criterion.
Define for an open subset U ⊂ H κ of product type and any subset Ω ⊂ U,
Definition 2. A Teichmuller-invariant measure µ supported on H κ has product structure on an open subset U ⊂ H κ of product type if for any two Borel subsets Ω ± ⊂ U,
A Teichmuller-invariant measure µ on H κ has local product structure if every abelian differential ω ∈ H κ has an open neighborhood U ω ⊂ H κ of product type on which µ has a product structure.
Definition 3. The homological dimension of a completely periodic measured foliation F on an orientable surface M of genus g > 1 is the dimension of the isotropic subspace L(F ) ⊂ H 1 (M ; R) generated by the homology classes of closed leaves of the foliation F . A completely periodic measured foliation F is Lagrangian if dim L(F ) = g, that is, if the subspace in H 1 (M ; R) generated by classes of closed leaves of the foliation is a Lagrangian subspace with respect to the intersection form.
A periodic measured foliation is Lagrangian if and only if it has g distinct leaves γ 1 , . . . , γ g such thatM = M \(γ 1 ∪ · · · ∪ γ g ) is homeomorphic to a sphere minus 2g paired, disjoint disks.
Definition 4. A Teichmuller-invariant probability measure on a stratum H κ is cuspidal if it has local product structure and its support contains a holomorphic differential with a completely periodic horizontal or vertical foliation. The homological dimension of a Teichmuller-invariant measure is the maximal homological dimension of a completely periodic vertical or horizontal foliation of a holomorphic differential in its support. A Teichmuller-invariant probability measure is Lagrangian if it has maximal homological dimension, i.e., its support contains a holomorphic differential whose vertical or horizontal foliation is Lagrangian.
As far as the author is aware, all known SL(2, R)-invariant measures on H g (and in particular the measure (2)) are cuspidal. We can now state Forni's criterion for the non-uniform hyperbolicity of the Kontsevich-Zorich cocycle with respect to some SL(2, R)-invariant measure.
Theorem 1 (Forni's Criterion [For] ). Let µ be an SL(2, R)-invariant ergodic probability measure on a stratum H κ ⊂ H g of the moduli space of abelian differentials. If µ is cuspidal Lagrangian, the Kontsevich-Zorich cocycle is non-uniformly hyperbolic µ-almost everywhere. The Lyapunov exponents λ
form a symmetric subset of the real line in the following way:
is an easier result than the entire proof of nonuniform hyperbolicity. In fact, in [For02] the spectral gap was proved for any g t -invariant probability measure. It follows from this result that both E + 1 (q) and E − 2g (q) in the decomposition (3) are one-dimensional. In fact, for an Oseledets-
]·R, and their dual bundles (in the sense of Poincaré duality) in H 1 (M ; R) are generated, respectively, by the Schwartzman asymptotic cycles (which will be defined in section 4) for the horizontal and vertical foliations, F v,h q .
Non-Uniform Hyperbolicity for Quadratic Differentials
In this section we apply Forni's criterion (Theorem 1) to the SL(2, R)-invariant measure (2) on Hκ coming from non-orientable quadratic differentials by the double cover construction detailed in section 1. The non-trivial property to show is that the support of such measure in every stratum contains a completely periodic quadratic differential q on M whose vertical or horizontal foliation lifts to a Lagrangian foliation onM , since for any surface M of genus g, the anti-invariant space H − 1 (M ; R) can have arbitrarily large dimension. In this section we will prove a much stronger statement, Proposition 1, which states that such quadratic differentials are dense in every stratum Q κ , which will suffice in order to apply Theorem 1.
Following [Lan04, §4.1], we make some remarks about the structure of π κ :M → M and the canonical basis on homology one can construct from it. Note that
is a regular covering space with group of deck transformations Z 2 . As such, and denotingṀ = M \{odd singularities}, the monodromy representation π 1 (Ṁ ) → Z 2 factors through H 1 (Ṁ ; Z) (and even through H 1 (Ṁ ; Z 2 )) since Z 2 is Abelian. Let m : H 1 (Ṁ ; Z 2 ) → Z 2 denote such map. Starting with a standard symplectic basis {a 1 , b 1 , . . . , a g , b g } for H 1 (M ; Z 2 ) with a i ∩ b i = 1 and all other intersections zero, it is possible to construct the following (symplectic) basis on H 1 (M ; Z), using that [γ] ∈ ker(m) if and only if the loop γ lifts to two loops onM .
Suppose that M has no singularities of odd degree. In this case π κ :M → M is a regular covering space and as such σ has no fixed points and the holonomy of a curve depends only on its homology class. Starting with a standard symplectic basis {ā 1 ,b 1 , . . . ,ā g ,b g } of H 1 (M ; Z) we can make a change of basis to obtain a "nice" basis of H 1 (M ; Z). By assumption, q is not the square of an Abelian differential, so there is at least one cycle of our symplectic basis with non-trivial monodromy, which we can assume isb g . For 1 ≤ i < g, let a i =ā i +b g if m(ā i ) = 1 and otherwise a i =ā i , and construct b i in a similar way. Then any loop γ ai or γ bi representing the new basis {a i , b i } lifts to two disjoint loops γ ± ai and γ
We can assign the labels ± such that a
and all other intersections are zero for 1 ≤ i < g. Because of the prescribed symplectic structure, P ± a
for 1 ≤ i < g and moreover they span a symplectic subspace of H 1 (M ; Q) of dimension 4g − 4 (codimension 2).
Let b + g be homology class of a lift of a curve representing b g on M and similarly for a lift a + g of a g , independent of the value of m(a g ). Then
The cycles on H 1 (M ; Z) which come through modified cycles on H 1 (M ; Z) can be modified by subtracting b + g to give a symplectic basis for H 1 (M ; Z), which we can explicitly write in terms of the invariant and anti-invariant subspaces in homology:
In these coordinates, P + a Suppose that M has some singularities of odd order, which by necessity has to be an even number of them, 2n, and label the odd singularities p 1 , . . . , p 2n . Consider a standard symplectic basis a 1 , b 1 , . . . , a g , b g of H 1 (M ; R). Note that two loops representing homology classes can be different in H 1 (Ṁ ; Z) while being homologous in H 1 (M ; Z). This happens, for example, when the loops have different monodromy. Thus any loop representing a basis element of H 1 (M ; Z) with nontrivial monodromy can be modified slightly to change its monodromy while staying in the same homology class. This is done by "taking a detour" to go around an odd singularity, say p 2n . By making such modifications to representatives of a i and b i we can suppose that every loop representing a basis element of H 1 (M ; Z) lifts to two loops onM , γ a ± and γ b ± with [γ a
By considering the intersections of curves representing the basis of H 1 (M ) and their lifts, we can assign the ± labels to the lifts so that we get a collection of cycles in H 1 (M ; Q) (6) {a 
Because of the prescribed symplectic structure,
for 1 ≤ i ≤ g and these cycles span a 4g-dimensional symplectic subspace of H 1 (M ; Q). Thus we can explicitly write the basis for the invariant and anti-invariant subspaces in homology:
with the corresponding intersections, making them symplectically orthogonal. By the Riemann-Hurwitz formula, dim H − 1 (M , R) = 2g + 2n− 2, so in the case of n = 1 we have constructed a basis for the homology of the covering surface. For n > 1, the other 2n − 2 cycles onM which are basis elements of H 1 (M ; R) are constructed in a way reminiscent of the way one constructs basis elements on a hyperelliptic surface.
Consider a series of paths l i joining p i to p i+1 for 1 ≤ i ≤ 2n − 2. We can chose these paths so that they have no intersection with the cycles a i or b i and that the line 2n−2 i=1 l i does not have self intersections. For ε sufficiently small, take an ε-tubular neighborhood E i of l i and consider the oriented boundary ∂E i which we can identify with a cyclec i . This cycle clearly has trivial monodromy and, as such, lifts to two different paths onM . Pick one of these and label it c i . Thus we get the cycles c 1 , . . . , c 2n−2 onM with c j ∩ c j+1 = 1 for 1 ≤ j ≤ 2n − 3 and σ * c j = −c j . Let C ⊂ H 1 (M ; Z) be the subspace spanned by the cycles c i . This space is symplectically orthogonal to the subspaces spanned by P ± a ± i and P ± b ± i . The subspace C can be thought of absolute homology classes of the covering surface which are represented by lifts of curves which are homologous to zero. We will denote by P C : H 1 (M ; R) → C the projection of a cycle to C. For the case when q has at least two odd singularities, we adopt from now on the following notation. Let H − 1 (M ; Z) =Ĥ − 1 (M ; Z) ⊕ C be the anti-invariant eigenspace, i.e., the projection P − H 1 (M ; Z). Then we can write the homology of the covering surface, which represents the (symplectic) orthogonal splitting, as:
Similarly, there is a splitting in cohomology:
Note that when n > 1,Ĥ − 1 (M ; R) is not the entire anti-invariant eigenspace, but the projection to the negative eigenspace of the cycles onM which come from basis elements of H 1 (M ; Z).
Definition 5. A measured foliation F on a compact surface is called periodic if the set of non-closed leaves has measure zero. A quadratic differential whose horizontal foliation is periodic is called a periodic quadratic differential. A saddle connection is a leaf of the foliation joining two singularities.
In the literature, periodic quadratic differentials also go by the name of Strebel quadratic differentials.
We now relate structure of periodic foliations induced by quadratic differentials to the above discussion of the relationship between the homology of the halftranslation surface M carrying a quadratic differential and its orienting double coverM . By removing saddle connections and singularities, a half-translation surface carrying a periodic quadratic differential q decomposes M into the disjoint union of cylinders {c 
For any measured foliation F q on M , denote byF q the measured foliation given by F π * κ q onM , i.e., the lift of F q toM . As such, we have that F q is periodic if and only ifF q is periodic. Let α be an Abelian differential on a translation surface M which, for the next lemma, we do not assume is the pullback of a quadratic differential. Let S α be the union of all saddle connections in the periodic foliation given by a holomorphic 1-form α. By convention, we also assume the singularities of α are contained in S α . Then M \S α is a disjoint union of cylinders c 
Moreover, in each cylinder α can be written in local coordinates as dy i . Thus Note that in Lemma 2 we did not require γ to be closed. The lemma thus yields information of the intersection properties of curves γ with waistcurves of cylinders of M defined by a periodic Abelian differential. It follows that any periodicF q is given by a holomorphic 1-form α with the property that Let I(q) and I(α) denote the maximal isotropic subspaces of H 1 (M ; Q) and H 1 (M ; Q), respectively, spanned by closed leaves of the foliation F q and ofF q , and
Lemma 3. Let q be a periodic quadratic differential, α = √ π * κ q, and let {a 1 , . . . , a k } be a basis for I(q) given by the homology classes of waistcurves of the periodic foliation given by q. Then
whereâ i are lifts of a i , i.e., they are the homology classes of the lifts of waistcurves which represent a basis of I(q).
Proof. Letâ j be the homology class of the waistcurve of one lift of the waistcurve |a j | of a cylinder defined by the foliation induced by q.
± ≡ P ± e. We claim e + = 0. Otherwise
and we haveâ j =
by [Mey76] , can be represented by a simple closed curve γê which is not homologous to zero and which can be chosen so that γê ∩ σ • γê = ∅. Let γ e ≡ π κ • γê be its image on M , which is a simple closed curve homologous to zero. This implies e − ∈ C since elements of C are homology classes represented by lifts of curves on M which are homologous to zero. Thus, modulo cycles in C, P −â j = k i=1 t i P −â i , and the result follows.
Lemma 4. Let q be a periodic quadratic differential. If dim I(q) = k then
equality holding if q has at least two odd singularities. Since C is symplectically orthogonal to I + (α) and I − (α) we do not worry about the intersection with cycles in C.
Without loss of generality we can assume there exists a c ∈ Q k−1 such that
a contradiction since the right hand side involves a sum of intersections which are all zero.
Let L h,v κ be the set of quadratic differentials q ∈ Q κ for which the foliationF h,v q is Lagrangian.
We remark that [For02, Lemma 4.4] proves this statement in the case of q being the square of an abelian differential. Thus this proof follows closely the ideas of that proof, making slight modifications. We briefly review the idea for abelian differentials. One begins with a periodic foliation given by a holomorphic 1-form. Since these foliations are dense in the moduli space, the proof is completed by showing that given any periodic foliation, one can make an arbitrary small perturbation to this form to obtain a 1-form whose foliation is periodic and whose isotropic span has larger dimension than that of the unperturbed foliation. By making finitely many perturbations (no more than the genus of the surface) one obtains a Lagrangian foliation.
For a quadratic differential q ∈ Q κ the idea is similar but one has to proceed carefully. Since local coordinates of Q κ are given by periods in H 1 − (Ŝ,Σ κ ; R), we can only make perturbations of α = √ π * κ q in the anti-invariant subspace of H 1 (Ŝ,Σ κ ; R)
by an anti-invariant holomoprhic 1-form. From here, by virtue of Lemma 4, we can proceed as in [For02] when there are at least two odd singularities. When there are no odd singularities, the space H 1 − (M ; R) is too small to give enough perturbations to grow isotropically to a Lagrangian foliation, so we perturb our holomorphic 1-form with anti-invariant relative cocycles, i.e., exact forms of the form df which are non-zero elements of H 1 (Ŝ,Σ; R) and satisfy σ * df = −df . We will show that perturbing with these exact forms we may continue growing-out until we get a Lagrangian foliation.
Proof. We will consider two different cases: quadratic differentials with and without odd singularities.
Case 1 (Quadratic differentials with at least two odd singularities). Since periodic quadratic differentials form a dense subset of Q κ , when Q κ is a stratum of quadratic differentials with at least two odd singularities, we will show that there is a Lagrangian foliation arbitrarily close to a periodic one which is not Lagrangian.
Suppose q is a quadratic differential with at least two odd singularities such that its horizontal foliation is periodic and that for α = √ π * κ q we have g > dim I ± (α) = k (Lemma 4). Let {|a 
, which by construction satisfies h ± ∩ b = 0 for any b ∈ I ± (α) and h ± ∈ I ± (α).
is a disjoint union of punctured Riemann surfaces S 1 S 2 , each of which maps to itself under σ since q has odd singularities and thus σ has fixed points. This implies that M \γ is disconnected, or h = 0, a contradiction. For the two lifts γ ± onM of the cycle γ, we have γ ± ∩ |â
and define the closed 1-forms
We claim that 0 = [η − ] ∈ H 1 (M ; Q). Indeed, since λ + is dual to h + and σ * λ + is dual to h − , it follows from the fact that h + = h − . The horizontal foliation given by α ′ r = α + rη − for r ∈ Q sufficiently small is periodic and satisfies, by construction, the property that every waistcurve of F α is homologous to a waistcurve of F α ′ r and therefore I(α) ⊂ I(α ′ r ). This is a strict inclusion, since
by Lemma 2 we have dim
, in other words, we have "grown" isotropically.
After finitely many iterations of this perturbation procedure we obtain a form α − (α − ) is also a Lagrangian subspace ofĤ − 1 (M ; Q). As in [For02] , one may continue with the perturbation procedure to obtain a Lagrangian subspace I C of the symplectic subspace C by making similar perturbations in C * . Thus the case of a quadratic differential with at least two odd singularities is proved.
Case 2 (Quadratic differentials with no odd singularities). Suppose q is a periodic quadratic differential with no odd singularities. In this case the only shortcoming is that the space H 1 − (M ; Q) is not big enough to provide enough perturbations to create a Lagrangian subspace in H + 1 (M ; Q). Specifically, since in this case dim H − 1 (M ; Q) = 2g − 2, if we begin with a periodic quadratic differential with dim I(q) = k < g after g − k − 1 iterations of the perturbative procedure described in the previous case we may get an isotropic subspace in H + 1 (M ; Q) of dimension g − 1. At this point we are unable to perturb in H 1 − (M ; Q), so we perturb with elements of H 1 − (M ,Σ κ ; Q) since it is this space which gives local coordinates to Q κ . As in the case of periodic quadratic differentials with odd singularities, it will be sufficient to show there is one with a Lagrangian foliation which is arbitrarily close.
Suppose q ∈ Q κ is a periodic quadratic differential on the genus g surface M in a stratum with no odd singularities and
− (α) and h ∩ b = 0 for all b ∈ I − (α). Leth ∈ H − 1 (M ; Z) be the unique (up to a sign) primitive integer multiple of h.
We can proceed to perturb α by the Poincaré dual toh (which by construction is an element of H 1 − (M ; Q)) as in (11) and (12). In this case, we do not have to worry about making sure the perturbation is done by the dual of an element in H We claim not only that the foliation given by α ′ r1 has more cylinders than the one given by α, but that the waistcurve of at least one of these cylinders has non-zero intersection with γ 
where the ω i are smooth forms outside finitely many singularities in the interior of each D i and are defined such that (16) defines a smooth, closed form outside finitely many points. Then θ 1 defines an orientable foliation on M which coincides with α ′ r1 outside the inserted disks D i . It follows from the Poincaré-Hopf index formula that if a simply connected, planar domain bounded by a periodic orbit of a vector field contains finitely many fixed points, the sum of the indices at every fixed point in the interior is equal to 1. In other words, denoting by ι p (θ) the index of the vector field (foliation) given by θ at the singularity p, we have . We claim that this finishes the proof for all differentials q ∈ Q κ for κ = {4g − 4} for any g > 1. Indeed, since p ± 1 were the only singularities of α and each was of negative index, by the Poincaré-Hopf index theorem,
| bound a simply connected domain, i.e., dim I(α ′ r1 ) > dim I(α) and the proof is concluded in this case. After finitely many iterations of the above argument we can reach the same contradiction for any quadratic differential with no odd singularities. In fact, if q ∈ Q κ with κ = {n 1 , . . . , n τ } has no odd singularities, after no more than τ iterations, we reach the same contradiction. We show the argument for κ = {n 1 , n 2 } with n 1 , n 2 even and n 1 + n 2 = 4g − 4 for some g > 1. For τ > 2, the argument is the same.
If after one iteration we do not reach a contradiction, we pick two other singularities p As in (17),
since the only singularities of θ 2 of negative index were in B ± 1 and B ± 2 . Thus we get the same contradiction as in (17). For an arbitrary stratum with no odd singularities, we can continue the same perturbation procedure with different antiinvariant relative cocycles which are dual to relative cycles connecting paired zeros at every step. After finitely many perturbations (no more than τ ) each zero of α (singularity of negative index) is contained in a simply connected domain of the foliation, which leads to a contradiction through the Poincaré-Hopf index formula. Thus, at some point of the perturbative procedure with relative, anti-invariant cycles, we obtain dim
and thus a Lagrangian foliation on M .
Finally we can prove the main theorem of this paper.
Theorem 2. The Kontsevich-Zorich cocycle is non-uniformly hyperbolicμ κ -almost everywhere on Hκ, whereμ κ is the measure (2) supported on abelian differentials which come from non-orientable quadratic differentials through the double cover construction. The Lyapunov exponents satisfy
Since the Kontsevich-Zorich cocycle defines two cocycles on the bundle over i κ (Q κ ) ⊂ Hκ, namely, the restriction of the cocycle to the invariant and antiinvariant sub-bundles (which are each invariant under the action of the cocycle), Theorem 2 implies we can express the Lyapunov exponents of the Kontsevich-Zorich cocycle of the invariant and anti-invariant sub-bundles as
since, by the remark following Theorem 1, the sub-bundles corresponding to the simple, extreme exponents are respectively generated by [Re √ π * κ q]·R and [Im √ π * κ q]·R. The question about the simplicity of the Lyapunov spectrum remains open. Examples of non-simple spectrum (in fact, degenerate spectrum, i.e., λ i = 0 for all i = 1) for other measures usually involve a certain set of symmetries (see [FMZ10] for a thorough discussion and examples) which are not present for Lebesgue almost all non-orientable quadratic differentials. The involution σ splits the cocycle into two symplectic cocycles and it would be very surprising to find strong enough symmetries from the involution which would imply non-simplicity of the spectrum (18). Numerical experiments indeed show strong evidence for a simple spectrum. Thus we conjecture that forμ κ -almost all quadratic differentials, the Kontsevich-Zorich cocycle has simple spectrum. We have approximated numerically the values of the exponents for several strata, which we summarize in the appendix.
We remark that Proposition 1 is stronger than needed to prove the result, as Forni's criterion needs one Lagrangian differential in the support of the measure. It is thus possible to prove Theorem 2 through other methods by showing there is at least one Lagrangian differential in the support of the canonical measure such that not only F q is Lagrangian on M , but also thatF q is Lagrangian onM . It seems that the tools from generalized permutations (see for example [BL09] ) could be used to obtain such results, although we believe in such case it the hardest task would be to obtain a Lagrangian subspace I C in the symplectic subspace C in the case of many odd singularities. In the same case, showing that I ± are Lagrangian would not be a difficult task since, by Lemma 4, it suffices to obtain a Lagrangian foliation on M . The case of quadratic differentials with no odd singularities would most likely also have to be treated as a special case as well. We would be very interested to see whether Theorem 2 can be proved in such way (the tools and results of [Fic11] look particularly promising for this task).
Proof of Theorem 2. Since the measure (2) is the push-forward of a canonical measure which is locally equivalent to Lebesgue by the period map, it is easy to see that it has local product structure. By Proposition 1, quadratic differentials q such that F q is Lagrangian are dense in every stratum of Q κ and thus the measureμ κ on Hκ is cuspidal Lagrangian. The theorem then follows from Forni's criterion, Theorem 1.
Deviation Phenomena
Let M be a smooth, closed manifold and X a smooth vector field on M which generates a flow ϕ t . For a point p ∈ M , let c T (p) ∈ H 1 (M ; R) be the cycle represented by closing the segment ϕ T (p) by a shortest path joining ϕ T (p) to p. For an ergodic measure µ, invariant under X, and a point p the support of µ, the Schwartzman asymptotic cycle [Sch57] is defined as
The cycle c * µ is a sort of topological invariant of the flow X with respect to the measure µ which can be regarded as a generalization of a rotation number since it coincides with the usual notion of rotation number for a minimal flow on a torus.
In the case when M is an closed, orientable surface of genus g > 1 endowed with a flat metric outside finitely many singular points and X generates a (uniquely ergodic) translation flow (in other words, straight-line flow on a translation surface) on M , Zorich [Zor99] observed the following unexpected deviation phenomena through computational experiments. There are g numbers 1 = λ 1 > · · · > λ g > 0 and a filtration of subspaces
Cycles which generate the subspaces F i are called Zorich cycles. It was also proved that the numbers λ i actually coincide with the Lyapunov exponents (4) of the Kontsevich-Zorich cocycle. In fact, he proved the following conditional statement. 
remains within bounded distance of F s for almost every point p.
Based on the computer experiments, it was conjectured by Kontsevich and Zorich that for the canonical measure on the moduli space of orientable quadratic differentials, the Kontsevich-Zorich cocycle is non-uniformly hyperbolic and has a simple spectrum. This became known as the Kontsevich-Zorich conjecture [Kon97] . It was also conjectured that similar deviations should hold for ergodic averages of smooth functions. Specifically, it was conjectured that for a smooth function f and large T ,
for almost every p on a codimension i subspace in some space of functions.
The non-uniform hyperbolicity of the Kontsevich-Zorich cocycle was first proved in [For02] . There it was proved that the deviation of ergodic averages is in fact described by the exponents of the Kontsevich-Zorich cocycle and that λ g > 0, but the simplicity of the spectrum was not proved for surfaces of genus greater than two. The full conjecture, that is, that the spectrum of the cocycle is simple and that λ g > 0, was proved by Avila and Viana [AV07] . We now recall the precise results on deviations of ergodic averages from [For02, [6] [7] [8] [9] .
Let X α be a vector field on a surface M of genus g which is tangent to the horizontal foliation of an abelian differential α. Let I 
Xα , then for any p not contained in a singular leaf,
A basic current C for F is a current (in the sense of de Rham) of dimension and degree equal to one such that for all vector fields X tangent to F we have 
are the invariant distributions, where ℓ T is the current defined by a segment of a leaf of F h q (a chain) of length T . Furthermore,
Thus, the basic currents C i in (21) are the Zorich cycles which generate the subspaces F i in Theorem 3. In fact, there is a representation theorem of Zorich cycles which states that all Zorich cycles are represented by basic currents of order 1 [For02, Theorem 8.3]. Any element of the spectrum of the Kontsevich-Zorich cocycle for the canonical measure in the moduli space of abelian differentials describes deviations of both homology cycles as well as that of ergodic averages. For the case of non-orientable quadratic differentials, it is surprisingly not the same.
4.1. Deviations in homology for quadratic differentials. Let q ∈ Q κ be a quadratic differential on M which is an Oseledets-regular point with respect to the measure (2) for the Kontsevich-Zorich cocycle. LetM the orienting double cover and α = √ π * κ q. For a point p ∈ M on a minimal leaf ℓ of F q and picking a local direction, we can follow a segment of length T , ℓ T , of the leaf ℓ in such direction. Let c T ∈ H 1 (M ; R) be the cycle obtained by closing the chain ℓ T by a short path.
For a pointp ∈ π −1 κ (p), following a leafl T of length T of the foliationF q such that π κlT = ℓ T , letĉ T ∈ H 1 (M ; R) be the cycle obtained by closing the chainl T by a short path. Thenĉ * q ≡ lim .
Since π κ * ĉT = c T and ker
If we define the Schwartzman asymptotic cycle for the non-orientable foliations on M as
then, by (23), it is well-defined and equal to zero. Thus the deviation of homology classes is sublinear and described completely by invariant behavior. The result is summarized in the following theorem.
Theorem 5 (Deviations in homology for a typical leaf of a quadratic differential).
For Lebesgue-almost all quadratic differentials q ∈ Q g on M , there exists a filtration of subspaces
with dim F i /F i−1 = multiplicity of λ + i and F s a Lagrangian subspace, such that, for
where c T is obtained by closing a non-singular leaf ℓ T of length T by a short segment and λ 
4.2.
Deviation of ergodic averages for quadratic differentials. Let q ∈ Q κ be a quadratic differential on M which is an Oseledets-regular point with respect to the measure (2) for the Kontsevich-Zorich cocycle. LetM be the orienting double cover and α = √ π * κ q. For a point p ∈ M on a minimal leaf of F q , let ϕ t (p) be the "flow" obtained by integrating the distribution defining the horizontal foliation in a chosen direction and starting at p. As such, •φ s (p) ds, for the flowφ t (p) defined by the orientable horizontal foliationF q for a point
For the space of invariant distributions
, there is a splitting of the closed, non-exact basic currents of order one
into the components corresponding to the Lyapunov exponents coming from the restriction of the cocycle to the invariant and anti-invariant sub-bundles, respectively. Let Π (22), and (25), for large T ,
and thus the deviation of ergodic averages are described by anti-invariant behavior. If H 1 (M ) denotes the standard Sobolev space of functions on M , then it is clear to see that π * κ H 1 (M ) ⊂ H 1 (M ). The results of [For02] and Theorem 2 imply the following.
Theorem 6 (Deviations of ergodic averages for quadratic differentials). For Lebesguealmost all non-orientable differentials q on a genus g surface M there is a space I It is a consequence of a result of Masur and Smillie [MS93] that the anti-invariant sub-bundle can be arbitrarily large for a fixed genus g surface. Consequently, by the above theorem, there are non-orientable foliations for which the space of invariant distributions I 1 q (M ) can have arbitrarily large dimension and the deviation of ergodic averages are described by arbitrarily many parameters.
By (5), the Kontsevich-Zorich cocycle over Q κ describes only the Lyapunov exponents of the invariant sub-bundle over i κ (Q κ ) ⊂ Hκ. Thus, by the above theorem, there seems to be no a-priori reason for the Lyapunov exponents of the cocycle over Q κ to describe the deviation of averages of functions along leaves of the foliation: only if there is repetition of exponents across the invariant and antiinvariant sub-bundles does the cocycle over Q κ describe the deviation behavior of ergodic integrals.
Appendix A. Approximating the Lyapunov exponents numerically
The Kontsevich-Zorich cocycle is a continuous-time version of a discrete, matrixvalued cocycle, the Rauzy-Veech-Zorich cocycle. Thus one can try to numerically compute the Lyapunov exponents for this discrete cocycle. In fact, this was how Zorich originally conjectured a simple spectrum for the case of Abelian differentials. We will not go into details behind the discrete theory of (half-)translation surfaces, that of interval exchange transformations, zippered rectangles, Rauzy-Veech induction, Zorich acceleration, generalized permutations, et cetera. We have written this section assuming the reader is acquainted with these concepts. We will give references for the unfamiliar but interested reader.
The language of generalized permutations [BL09] is the right discrete language in which to study the dynamics of the discrete cocycle on a surface carrying a nonorientable quadratic differential. Not surprisingly, one can pass to the orienting double cover and study the dynamics of the Rauzy-Veech-Zorich cocycle for an interval exchange transformation through analogues of the already-developed tools for interval exchange transformations. The concept of interval exchange transformation with involution, first introduced in [AR] , is the right analogue of interval exchange transformations for Abelian differentials which are the pull-back of non-orientable ones. Although the explicit connection between generalized permutations and interval exchange transformations with involution, as well as explicit expressions for all the cocycles involved on the orienting cover, are not found in the literature, it is not hard to work them out from [BL09] and [AR] . Having computed the matrix-valued cocycle expressions for the interval exchange transformations with involution, we have approximated the Lyapunov exponents for such cocycles numerically, following [ER85, §V.C].
Below is a table of all the strata of quadratic differentials for which the Lyapunov exponents were approximated numerically. Recall that we always have λ − 1 = 1. According to [Lan08] , some strata are not connected and in some cases we have computed the exponents for different components of such strata. Note that the result for Q(2, −1, −1) has actually been proved in [Bai07, Theorem 1.7]. The results for all strata examined suggest a simple spectrum, so we conjecture that this is true forμ κ -almost all quadratic differentials for any singularity pattern κ.
Stratum
Geni Invariant Exponents Anti-Invariant Exponents Q(2, −1, −1) g = 1,ĝ = 2 λ 
