Spatial analysis and simulation of selected hydrogeologic and groundwater quality parameters in a glacial till aquitard by Ella, Victor Bacerdo
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1999
Spatial analysis and simulation of selected
hydrogeologic and groundwater quality parameters
in a glacial till aquitard
Victor Bacerdo Ella
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Bioresource and Agricultural Engineering Commons, Civil Engineering Commons,
Environmental Engineering Commons, Geology Commons, and the Hydrology Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Ella, Victor Bacerdo, "Spatial analysis and simulation of selected hydrogeologic and groundwater quality parameters in a glacial till
aquitard " (1999). Retrospective Theses and Dissertations. 12661.
https://lib.dr.iastate.edu/rtd/12661
INFORMATION TO USERS 
This manuscript has been reproduced from the microfilm master. UMI films the 
text directly from the original or copy submitted. Thus, some thesis and 
dissertation copies are in typewriter face, while others may be from any type of 
computer printer. 
The quality of this reproduction is dependent upon the quality of the copy 
submitted. Broken or indistinct print, colored or poor quality illustrations and 
photographs, print bleedthrough, substandard margins, and improper alignment 
can adversely affect reproduction. 
In the unlikely event that the author did not send UMI a complete manuscript and 
there are missing pages, these will be noted. Also, if unauthorized copyright 
material had to be removed, a note will indicate the deletion. 
Oversize materials (e.g., maps, drawings, charts) are reproduced by sectioning 
the original, beginning at the upper left-hand comer and continuing from left to 
right in equal sections with small overiaps. Each original is also photographed in 
one exposure and is included in reduced form at the back of the book. 
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9' black and white photographic 
prints are available for any photographs or illustrations appearing in this copy for 
an additional charge. Contact UMI directly to order. 
Bell & Howell Infomiation and Learning 
300 North Zeeb Road, Ann Art)or. Ml 48106-1346 USA 
800-521-0600 

Spatial analysis and simulation of selected hydrogeologic and 
groundwater quality parameters in a glacial till aquitard 
by 
Victor Bacerdo Ella 
A dissertation submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
DOCTOR OF PHILOSOPHY 
Majors: Agricultural Engineering; Civil Engineering (Environmental Engineering) 
Major Professors: Dr. Stewart W. Melvin, Dr. Ladon C. Jones and Dr. Robert Horton 
Iowa State University 
Ames, Iowa 
1999 
Copyright © Victor Bacerdo Ella, 1999. All rights reserved. 
DMI Niimber: 9940198 
Copyright 1999 by 
Ella, Victor Bacerdo 
All rights reserved. 
UMI Microform 9940198 
Copyright 1999, by UMI Company. All rights reserved. 
This microform edition is protected against unauthorized 
copying under Title 17, United States Code. 
UMI 
300 North Zeeb Road 
Ann Arbor, MI 48103 
Graduate College 
Iowa State Univereity 
This is to certify that the doctoral dissertation of 
Victor Bacerdo Ella 
has met the dissertation requirements of Iowa State University 
Co-Major Professor 
Co-^jor Professor 
Co-Mafbr Professor 
For the Major Program 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
iii 
TABLE OF CONTENTS 
ABSTRACT vi 
CHAPTER 1. GENERAL INTRODUCTION 1 
Rationale and Objectives 1 
Dissertation Organization 3 
References 4 
CHAPTER 2. HYDRAULIC CONDUCTIVITY VARIATIONS IN WEATHERED 
AND UNWEATHERED GLACIAL TILL FROM SLUG TESTS 7 
Abstract 7 
Introduction 7 
Site Description and Field Experimental Methods 8 
Method of Analysis for Slug Test Data 9 
Results and Discussion 12 
Conclusions IS 
Acknowledgements 16 
References 16 
CHAPTER 3. GEOSTATISTICAL ANALYSIS AND ESTIMATION 
OF HYDRAULIC CONDUCTIVITY IN GLACIAL TILL 35 
Abstract 35 
Introduction 35 
Theoretical Background 37 
Site Description and Field Experimental Methods 42 
Methodology for Geostatistical Analysis 43 
Results and Discussion 44 
Conclusions 50 
Acknowledgements 51 
References 52 
iv 
CHAPTER 4. SPATIAL ANALYSIS OF NO3-N IN GLACL\L TILL 67 
Abstract 67 
Introduction 67 
Theoretical Background 69 
Site Description and Experimental Methods 74 
Methodology for Geostatistical Analysis 74 
Results and Discussion 76 
Conclusions 80 
Acknowledgements 81 
References 81 
CHAPTER 5. OCCURRENCE AND DISTRIBUTION OF NO3-N AND 
HERBICIDES IN SHALLOW AND DEEP GROUNDWATER 
IN SELECTED GLACIAL TILL SITES IN IOWA 95 
Abstract 95 
Introduction 95 
Description of Study Sites 96 
Experimental Methods 98 
Data Selection 99 
Results and Discussion 99 
Summary and Conclusions 107 
Acknowledgements 109 
References 109 
CHAPTER 6. THREE-DIMENSIONAL TRANSIENT INVERSE 
GROUNDWATER MODELING USING USGS-MODFLOW FOR 
RECHARGE ESTIMATION IN A GLACIAL TILL AQUITARD 136 
Abstract 136 
Introduction 136 
Theoretical Background 138 
V 
Field Site Description 143 
Methodology for Groundwater Modeling and Simulation 144 
Results and Discussion 146 
Simunary and Conclusions 15 5 
Acknowledgements 156 
References 156 
CHAPTER 7. NITRATE-NITROGEN LOADING RATES IN A GLACIAL 
TILLAQUITARD 188 
Abstract 188 
Introduction 188 
Methodology 189 
Results and Discussion 190 
Summary and Conclusions 192 
References 192 
CHAPTER 8. OVERALL SUMMARY AND CONCLUSIONS 201 
CHAPTER 9. RECOMMENDATIONS FOR FUTURE RESEARCH 204 
REFERENCES 206 
ACKNOWLEDGEMENTS 211 
BIOGRAPHICAL SKETCH 213 
vi 
ABSTRACT 
Assessment of the variability of groundwater quality or nutrient loss in a glacial till 
aquitard necessitates spatial analysis and simulation of hydrogeologic properties and 
groundwater quality parameters. Geostatistical analysis was performed to characterize the 
spatial behavior of hydraulic conductivity obtained from slug tests and NO3-N groundwater 
concentration observed in spatially scattered shallow and deep wells. Ordinary kriging was 
employed to determine values of these parameters at unsampled locations. Numerical 
simulation of groundwater recharge was consequently performed using a three-dimensional 
transient inverse groundwater modeling approach. Nitrate-Nitrogen loading rates were 
similarly estimated. A comprehensive evaluation of the groundwater quality at two selected 
glacial till sites in terms of NO3-N and herbicide occurrence and distribution during the most 
recent years was also carried out. 
Results of this research indicate that the hydraulic conductivity of the glacial till 
aquitard averaged 1.9x10"^ m/s and 9.6x10'^ m/s for the oxidized and unoxidized till layers, 
respectively, and exhibited a highly erratic spatial behavior. Groundwater NO3-N 
concentrations similarly exhibited a poor spatial structure. Groundwater recharge ranged 
from 18.7 mm/yr to 33.2 mm/yr, corresponding to 2.3 % to 4.3 % of the annual precipitation 
in the area. On the other hand, NO3-N loading rates ranged from 0.53 kg/ha to 0.75 kg/ha 
over the last five years. Groundwater NO3-N concentrations at the selected glacial till sites 
indicated field average values lower than the EPA's drinking water standard of 10.0 mg/L, 
although a number of individual shallow wells exhibited concentrations exceeding this level. 
Herbicide concentrations observed at both sites were eill below the established drinking water 
standard. 
1 
CHAPTER 1. GENERAL INTRODUCTION 
Rationale and Objectives 
Issues and problems associated with groundwater quality degradation as a result of 
agrochemical application have long been recognized in all agricultural areas of the United 
States. In Iowa, public concerns about groundwater contamination due to the perennial 
application of commercial fertilizers, livestock manure and pesticides in the vast agricultural 
areas in this state continue to remain a serious environmental issue. Since the last decade, 
reports on groundwater quality in Iowa have indicated elevated NO3-N concentrations as a 
result of agricultural practices. In a statewide groimdwater sampling study conducted in 1988 
and 1989, results indicated that about 37% of all private drinking water wells in Iowa have 
NO3-N concentrations greater than 3.0 mg/L and 18% have NO3-N concentrations exceeding 
the 10.0 mg/L drinking water standard set by the United States Environmental Protection 
Agency (EPA) (Hallberg, 1996). With the application of livestock manure becoming more 
prevalent in the recent years as a result of intensified swine production, public concems 
about groundwater contamination by NO3-N have become all the more justified. 
From the other side of the spectrum, the leaching of such groundwater contaminants 
as nitrates is viewed more as a loss of crop production inputs than as an environmental threat. 
This economist viewpoint, which has long been recognized as being in conflict with the 
environmental standpoint, also needs to be considered to provide a balanced appraisal of the 
overall socio-economic and environmental resources system. Nevertheless, whichever 
perspective is considered, the need to further investigate the hydrogeologic processes 
governing each claim is imquestionably necessary to serve as basis to objectively evaluate 
either concern. 
An objective evaluation of groundwater quality or nutrient loss firom agricultural 
production necessitates a thorough and comprehensive monitoring, analysis and evaluation of 
various hydrogeologic and water quality parameters. For groundwater systems under 
agricultural land use practices, the assessment of groundwater recharge, NO3-N 
concentrations and loading rates rank among the most important tasks to consider. 
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In the past, pilot studies in agricultural research sites situated in glacial till have been 
conducted by various researchers of Iowa State University. Various investigations have been 
made on both the hydrogeologic and groundwater quality aspects of glacial till groundwater 
systems. For instance, Kanwar et al. (1989 and 1993) performed a comprehensive hydrologic 
study and groundwater quality evaluation at the Ames till hydrology site. Several individual 
studies and publications emanated out of this project uicluding hydraulic conductivity 
determination and analysis at the shallow soil zone (Mohanty et al., 1991; Mohanty, 1992); 
hydraulic conductivity determination for the entire aquitard (Everts and Kanwar, 1993; 
Simpkins and Parkin, 1993); pumping and slug test analysis (Jones et al.,1992 and Jones, 
1993); preferential flow studies (Everts, 1989; Everts and Kanwar, 1990; and Singh and 
Kanwar, 1991); among others. During the most recent years, however, focus of research 
studies made at this site has shifted more heavily towards groundwater quality analysis based 
on tile drain data (e.g. Kumar, 1996) and on both tile drain data and a few shallow 
piezometers (e.g. Horst, 1998). No studies on groundwater quality based on shallow and deep 
well observations at this particular site have been conducted since the initial efforts of 
Kanwar et al. (1993). 
In the light of new field data collected in glacial till aquitard, continuous evaluation 
and re-evaluation of the hydrogeologic properties and groundwater quality status at this site 
is undoubtedly necessary. Moreover, the need to explore and employ alternative methods in 
dealing with the various hydrogeologic and water quality parameters will provide an 
alternative perspective on the groundwater quality issues. 
This dissertation, therefore, aims to re-evaluate the most important aspects associated 
with groundwater contamination by agro-chemicals with the main focus on the simulation of 
groimdwater recharge and NO3-N loading rates as well as the spatial analysis of certain 
hydrogeologic and groundwater quality parameters. To provide a different perspective, 
certain mathematical tools such as geostatistical analysis and inverse numerical groundwater 
modeling are employed in this dissertation. This whole research, broken down into several 
studies, has the following specific objectives: 
1) To determine the in-situ hydraulic conductivity of glacial till aquitard using slug tests and 
to assess its variability with depth; 
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2) To apply geostatistical techniques to the field-determined hydraulic conductivity in order 
to analyze its spatial variability in the various layers of the glacial till aquitard; 
3) To analyze the spatial variation of NO3-N concentration observed in shallow and deep 
groundwater in the glacial till aquitard; 
4) To analyze and evaluate the vertical, spatial and temporal variations of NO3-N and 
herbicides in selected glacial till sites; 
5) To employ three-dimensional transient inverse groimdwater modeling techniques for 
estimating groundwater recharge in glacial till aquitard; and 
6) To estimate the NO3-N loading rates in glacial till aquitard. 
Dissertation Organization 
This dissertation is organized in paper format and comprises six interrelated papers. 
Each paper has its individual objectives but generally contributes to the attaiimient of the 
general objectives previously stated. A section on general summary and conclusions and on 
general recommendations for future research are presented separately. 
The first paper deals with the analysis of slug tests performed on 42 wells screened at 
various depths at the glacial till aquitard. The vertical variation of hydraulic conductivity is 
consequently analyzed to provide additional insight about the variability of this property in 
the oxidized and imoxidized till layers. This generated a sufficient basis for delineating the 
various till layers in terms of this property. Determination of hydraulic conductivity and its 
variations also served as the basis for the subsequent geostatistical analysis and three-
dimensional groundwater modeling. 
The second paper focuses on the geostatistical analysis of the field-measured 
hydraulic conductivity. The main intent of this paper is to describe the spatial structure of 
hydraulic conductivity in each of the delineated till layers; namely, oxidized, intermediate 
and unoxidized layers and to consequently estimate and map hydraulic conductivity values at 
imsampled locations using ordinary kriging employing the generated spatial structure from 
geostatistical analysis. Results of this study similarly served as an important input to the 
subsequent groundwater modeling study. 
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The third paper is an extension of the application of geostatistical analysis to 
observed NO3-N concentration in glacial till groundwater. The objective of this study is to 
describe the spatial structure and assess the spatial variability of this parameter at both the 
shallow and deep groundwater zones and to consequently estimate and map NO3-N in 
unsampled locations using kriging techniques. Results of this study were used in the 
subsequent evaluation of groundwater quality status at the study site. 
The fourth paper is a comprehensive assessment of the occurrence and distribution of 
NO3-N and herbicides at the glacial till aquitard and at another research site. The second site 
was included to indirectly provide a contrast in the evaluation of groundwater quality at the 
main research site. Assessment of vertical, spatial and temporal variations of both NO3-N and 
pesticides was carried out in this study. Results of the third paper were used in reinforcing 
the analysis of spatial variation of NO3-N. 
The fifth paper is focused on the development of an alternative approach for 
estimating groimdwater recharge rates at the glacial till aquitard using three-dimensional 
transient inverse groundwater modeling. Results of the first and second papers constitute an 
important portion of the input data used for the groimdwater model. The output of this paper 
along with data used in the third and fourth papers are subsequently used for the final paper. 
The sixth paper is the culmination of all previous efforts on hydrogeologic and 
groundwater quality studies at the glacial till research site. It focuses on the estimation of 
NO3-N loading rates using recharge estimates obtained from the study performed in the fifth 
paper and using data compiled and analyzed in the third and fourth papers. The main intent is 
to provide additional insight on the magnitude of NO3-N leached into the groundwater 
system, which may be viewed as a nutrient loss from the viewpoint of agricultural economics 
of crop production or a threat to groundwater contamination from the standpoint of 
environmental protection. 
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CHAPTER 2. HYDRAULIC CONDUCTIVITY VARIATIONS IN WEATHERED 
AND UNWEATHERED GLACIAL TILL FROM SLUG TESTS 
A paper submitted and accepted for publication in the Ground Water journal 
Victor B. Ella, Stewart W. Melvin, Rameshwar S. Kanwar and LaDon C. Jones 
ABSTRACT 
Slug tests were performed in 42 monitoring wells installed in weathered and 
unweathered glacial till in central Iowa to determine the variations in hydraulic conductivity 
(K) to a depth of 20.0 m. Slug-test data were analyzed using the Hvorslev method. Results 
showed that the K values decreased with depth and averaged 1.9x10"^ m/s for the weathered 
till and 9.6x10"® m/s for the unweathered till. The K values exhibited greater variability in the 
weathered till than in the unweathered till. The in situ K estimates obtained in this study 
proved to be higher than the 1992 K estimates in 34 out of 42 wells by an average of 360%. 
This increase in K is attributed to periodic purging of the wells as part of the ground water 
quality monitoring program at the site. 
INTRODUCTION 
Knowledge of hydraulic conductivity and its variations is essential, not only in 
understanding the behavior of hydrogeologic units, but also in improving the reliability of 
such management tools as ground water and contaminant transport models for ground water 
resources management purposes. One of the most widely used methods for determining in 
situ hydraulic conductivity is through slug or single well response test, which involves 
analysis of well water level recoveries after inducing a certain head change in the well. 
Unlike other field techniques like pumping tests and tracer tests, slug test is relatively 
inexpensive, simple, relatively rapid, poses no environmental problems for highly 
contaminated aquifers and can be employed in either aquifer or aquitard (Binkhorst and 
Robbins, 1994; Butler, 1998; Sanders, 1998). 
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In Iowa, continued efforts are needed to further increase understanding of the 
hydrogeologic behavior of glacial till in terms of its ability to transmit groimd water in view 
of public concerns about ground water contamination from agrochemical application. 
Although several studies have been conducted to determine the K values for weathered and 
imweathered till in central Iowa (e.g.. Everts and Kanwar, 1993; Everts et al., 1993; Jones et 
al., 1992 and Jones, 1993; Simpkins and Parkin, 1993), no study has reported data to 
extensively characterize the variations in hydraulic conductivity for these geologic units. 
Hence, this study was conducted to determine the in situ hydraulic conductivity of glacial till 
using slug tests; to assess its variability with depth; and to evaluate possible changes as a 
result of periodic purging of the wells over the years. In addition, this study attempted to 
analyze possible effects of well geometry such as borehole diameter and angle of inclination 
on hydraulic conductivity estimates. 
SITE DECREPTION AND FIELD EXPERIMENTAL METHODS 
This study was conducted at a 12-ha field site at Iowa State University's Agricultural 
Engineering Research Center located 11 km west of Ames, Iowa. The site is situated within 
the most recent glaciated region in Iowa, the Des Moines lobe of Wisconsinan age till (Figure 
1). Well logging previously conducted at the site indicated the presence of loess and 
weathered till to a depth of 3.7 m and unweathered till extending to a depth of 18.6 m 
(Kanwar et al., 1989 and 1993). Table 1 shows the average near-surface stratigraphy at the 
site. 
A total of 42 monitoring wells at the research site were used in this study. Figure 2 
shows the spatial distribution of the various wells clxistered at 8 different locations. The wells 
were installed at the site in 1989 using a hollow-stem auger and with standpipes consisting of 
50-mm ID PVC pipes threaded onto either one or two lengths of commercially available 
0.76- m machine-slotted screen (Kanwar et al., 1989). Slotted openings in the PVC pipe 
screen consisted of horizontally cut 0.2S-mm openings spaced 3.4 mm apart and are capped 
at the bottom. The annular space between the slotted PVC openings and the walls of the 
borehole was filled with 40-60 mesh silica sand up to 0.3 m above the top of the screen, the 
conductivity of which is about two orders of magnitude greater than the surrounding till. A 
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0.4-m layer of bentonite pellets was poured as a seal. The remaining aimular space up to the 
surface was grouted with a cement-bentonite mixture. The well installation details are given 
in Table 2. Thirty six of the 42 wells are screened within the unweathered till zone while the 
rest are screened within the weathered till layer. For the purposes of this study, the wells 
were grouped into four categories according to the well screen depth as shown in Table 2. 
Slug tests were performed from August until November 1998 using a Druck cable 
pressure transducer and a Campbell Scientific 2IX data logger. Additional manual slug tests 
were performed using electric water level tape. The typical slug test set-up employed is 
shown in Figure 3. The initial displacements were induced either by bailing out water using 
dedicated foot valves or by lowering a piece of metal slug with a pre-determined volume. 
The initial change in head used averaged 0.45 m for all the wells. The water levels in the 
wells were above the filter pack at all times, thus avoiding the complications of filter pack 
drainage during the slug tests. A head measurement interval of 10 to 30 s and 30 to 60 s was 
used for wells screened within the weathered and unweathered zones, respectively. The 
changes in well water level with respect to time were monitored until about 60 to 80 % of the 
initial change in head had been recovered as suggested by Sanders (1998). Slug tests for most 
of the wells were repeated using different initial displacements as suggested by Butler et al. 
(1996). All collected data were then downloaded using a laptop computer. 
METHOD OF ANALYSIS FOR SLUG TEST DATA 
The well recovery data were transformed into fraction of initial change in head at 
various times and then subjected to data analysis using the method developed by Hvorslev 
(1951). This method was chosen over other techniques because it allows for quasi-three-
dimensional response while other methods, such as Cooper et al. (1967), assume only 
horizontal radial flow. Hence, Hvorslev analysis has the potential of providing more reliable 
resiilts than other methods for cases where a vertical flow component exists in a slug test 
response (Keller et al., 1986). Similarly, Hvorslev was chosen over the Bouwer-Rice method 
(Bouwer and Rice, 1976) as the former does not require knowledge of the depth of the 
impervious layer, the exact location of which has a certain degree of uncertainty. 
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The Hvorslev method is based on the principle that the rate of ground water flow into 
the well is a fimction of the hydraulic conductivity of the surrounding geologic unit, the 
applied head and the geometry of the well screen. The method is based on the assumption of 
aquifer homogeneity and isotropy and ignores aquifer storage effects. The governing 
equation based on the mass conservation principle and modified Darcy's law may be 
expressed as 
+ FKy = 0 (1) 
dt 
where: 
A = cross sectional area of casing (L^) 
y = change in head or applied head (L) 
t = time(T) 
F = shape factor (L) 
K = hydraulic conductivity (L/T) 
The particular solution to Equation (1) may be expressed as 
i2 rIn(y2/yj)' 
4F t, -t. 
(2) 
where: 
d = diameter of casing at the water surface in the well (L) 
yt = change in head at time ti (L) 
y2 = change in head at time t2 (L) 
F = shape factor (L) 
The shape factor used in this analysis is the one that corresponds to a well with an 
impervious bottom, which is the case in this study. As derived by Chapuis (1989) the shape 
factor for this case can be calculated as 
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F = ItzL 
- 2.75D (3) 
in • — + 1 + 
D 
where: 
F = shape factor (L) 
L = screen length (L) 
D = effective diameter of the screen or the borehole diameter (L) 
The first term in Equation (3) was given by Hvorslev (1951) and was derived using analytical 
solutions of the Laplace equation for an ellipsoid equivalent to the cylindrical injection zone. 
The second term, representing the correction for an impervious well bottom, was derived 
firom electric analog methods (Chapuis, 1989). 
For most of the well recovery data, the middle leg of the usually double or triple 
straight line plot of well water level recoveries was chosen, as suggested by Bouwer (1989) 
and Binkhorst and Robbins (1994), because this middle leg is more indicative of the flow 
firom the imdisturbed aquifer into the well and hence more representative of the in situ 
hydraulic conductivity. The first leg with a rapid recovery and hence steep slope is usually 
due to a highly permeable zone around the well and to well development prior to the slug test 
and hence is unrepresentative of in situ hydraulic conductivity. On the other hand, the third 
leg or tailing off portion of the recovery at later times is the result of the development of the 
cone of depression. Using this leg would lead to under-estimation of the hydraulic 
conductivity (Binkhorst and Robbins, 1994). 
The middle leg range of the well recovery data for all wells exhibiting such behavior 
were then subjected to linear regression analysis. The resulting slope of the best fitted line 
was then used in the Hvorslev equation to calculate the hydraulic conductivity. 
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RESULTS AND DISCUSSION 
Well water level recoveries 
The semilog plots of well water level recoveries obtained during slug tests for 
selected wells at the various zones are shown in Figures 4 to 7. These plots show the time 
variation of log (y/yo) where: y = change in head at any time t and yo=initial change in head. 
Wells screened at the weathered and unweathered till zones required a duration of up to one 
hour and 70 hours respectively, to reach at least 80% recovery for an average initial change 
in head of 0.45 m. In most cases, the water level recoveries were characterized by either a 
double or triple straight-line behavior. The middle straight-line portion of the water level 
recoveries provided reasonable basis for hydraulic conductivity estimation. 
Hydraulic conductivity variation with depth 
The calculated K values for the various groups of wells are shown in Table 3. The 
hydraulic conductivity within the 3.7-m deep weathered zone ranged from 1.1 x 10"^ m/s to 
4.8 X 10"^ m/s with arithmetic and geometric means of 1.9 x 10"^ m/s and 1.6 xlO"^ m/s, 
respectively. These values fall within the established hydraulic conductivity range for 
weathered glacial till (e.g.. Fetter, 1994; Anderson and Woessner, 1992) and are consistent 
with previous estimates made at the site by Jones et al. (1992); Everts and Kanwar (1993); 
and Simpkins and Parkin (1993). For the 18.6-m thick unweathered till zone, the estimated 
K values yielded an arithmetic average of 1.6x10'^ m/s; 2.8x10"® m/s and 4.3x10"' m/s for the 
3.7 to 6.0 m, 6.0 to 12.0 m, and 12.0 to 20.0 m layers, respectively. These values are likewise 
typical for unweathered glacial till. A plot of log K values versus depth is shown in Figure 8. 
It is evident from this plot that the hydraulic conductivity in this particular site varies from a 
relatively high magnitude within the weathered zone and then decreases within the 
unweathered till to a depth of about 10.0 m, below which the hydraulic conductivity appears 
to increase slightly to the 20.0 m depth. However, performance of t-tests between the K 
values in the 6.0 to 12.0 m and those at the 12.0 to 20.0 m layers showed that the mean 
differences in these two layers are not statistically significant 
The various univariate statistics showing the variability of K for each layer are 
shown in Table 4. Within the 3.7-m thick weathered zone, the estimated hydraulic 
conductivity values are positively skewed and yielded a mean that is slightly higher than the 
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median became of the relatively high value of hydraulic conductivity for well 1-10 compared 
to the other wells in this zone, thereby slightly elevating the average. The hydraulic 
conductivity estimate for this particular well could not, however, be considered as an outlier 
because it is consistent with previous results made by Everts and Kanwar (1993) and that 
additional slug tests made in this well indicated consistency in the results. Compared to the 
hydraulic conductivity estimates in the unweathered zone, the variance in this more 
permeable layer proved to be relatively higher. 
For the unweathered zone, the estimates similarly produced a skewed distribution 
with a mean value relatively higher than the median in each of the three sublayers. This is 
again due to the presence of relatively higher estimates of hydraulic conductivity in some 
wells compared to most of the wells in this zone, e.g., wells 3-C, 7-B and 6-A. Nevertheless, 
these apparently extreme values were not considered as outliers as they were either consistent 
with previous estimates or confirmed by repeated slug tests. 
A more noteworthy feature in the variability of the measured hydraulic conductivity 
values in the unweathered zone is that the uppermost layer (3.7 to 6.0 m ) exhibited a 
relatively higher variance than either of the two lower sublayers as indicated in Table 4 and 
as evident from Figure 8. This greater variability of K estimates in the 3.7 to 6.0-m zone may 
be attributed to the proximity of the well screens to the more permeable weathered till. 
Furthermore, considering that the 3.7 m depth boundary between the weathered and 
unweathered till is the average of borehole logs in all the wells, some of these wells may 
actually be screened partly within the weathered till. Despite this apparent greater variability 
in this layer, its variance is still far lower than that of the weathered zone. 
Effect of periodic purging on hydraulic conductivity estimates 
Since the monitoring wells were installed in 1989, the wells have been purged at 
monthly or bimonthly intervals prior to ground water sampling for water quality analysis as 
part of the groimd water quality monitoring program at this site. As demonstrated by Everts 
and Kanwar (1993), purging of the wells increased the hydraiilic conductivity in 27 out of 35 
wells by as much as 44% between the first and tenth purging after well installation, To re­
evaluate the effect of periodic purging through the years on the hydraulic conductivity 
estimates, the present results are compared with the 1992 K estimates reported by Everts and 
14 
Kanwar (1993). A plot of the present and previous hydraulic conductivity estimates obtained 
using exactly the same experimental and analytical methods are shown in Figures 9 to 12. It 
is apparent that the 1998 K estimates are generally higher than the previous estimates in 34 
out of 42 wells. The increase in hydraulic conductivity averaged 360% and ranged from 2% 
(well 3-A) to as much as 2900 % (well 3-C). The latter value was confirmed by performing 
two additional slug tests with different initial displacements and the estimated hydraulic 
conductivity remained consistently at the same order of magnitude ranging from 4.6x10'^ to 
7.5x10"^ m/s as compared to the previous estimate of 2.0 xlC® m/s. The other wells with 
large discrepancies were similarly subjected to repeated slug tests and consistently yielded 
nearly identical results. Evidently, the in situ hydraulic conductivity in both weathered and 
unweathered till increased although in varying fashion over the years. This general increase 
in hydraulic conductivity may be attributed to the periodic purging performed in these wells 
as part of the monthly groimd water sampling program. Purging has been known to trigger 
migration of fines into the borehole, which increases ground water flow and hydraulic 
conductivity. The present results apparently give an indication that purging increases the in 
situ hydraulic conductivity in glacial till. However, further research may be warranted to 
more adequately evaluate the K variation with time as a result of purging. The potential 
effects of initial well development among other factors may also need to be investigated. 
Effect of borehole diameter on hydraulic conductivity estimates 
The hydraulic conductivity values of wells 7-D to 7-J with varying borehole 
diameters but with the same screen length and almost similar depths were compared to 
determine if they are affected by borehole diameter or effective screen diameter. It is evident 
from the results that there is no apparent relationship between borehole diameter and 
hydraulic conductivity. While an increase in borehole diameter from 0.08 m for 7-D to 0.18 
m for 7-F caused an increase in hydraulic conductivity from 3.7x10"* to 1.2x10"' m/s , a 
further increase in borehole diameter to 0.28 m for 7-G caused a decrease in hydraulic 
o 
conductivity to 5.9x10 m/s. The hydraulic conductivity even differed although slightly 
among wells 7-F,7-H, 7-1 and 7-J, which have the same borehole diameter and screen length 
and almost identical depths. The same variations are apparent from the previous estimates of 
hydraulic conductivity in this site (Figure 10). These results simply suggest the presence of 
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local heterogeneity, even within a S- m distance and that the effect of borehole diameter 
alone cannot be adequately assessed iinder heterogeneous field conditions. 
Effect of well inclinatioii on hydraulic conductivity estimates 
To assess the effect of well inclination on hydraulic conductivity estimates, the 
hydraulic conductivity values obtained in two angled wells, 1-D and 3-H were compared 
with vertical wells 1-C and 3-G, respectively, located within their vicinity and with exactly 
the same screen length (1.22 m) and with ahnost identical vertical depths. The estimated K 
value in well 1-D proved to be slightly higher than that of well 1-C. On the other hand, the 
angled well 3-H exhibited slightly lower hydraulic conductivity than well 3-G. These 
differences may be attributed to possible fracture interception in well 1-D or to local K 
variability. The previous estimates by Everts and Kanwar (1993) also exhibited the same 
relative differences as shown in Figure 11. These results suggest that angled wells may not 
always yield higher K estimates unless sufficient firactures are intercepted by the well screen. 
CONCLUSIONS 
On the basis of the slug tests performed in wells installed in weathered and 
unweathered glacial till, the following conclusions can be drawn: 
1. Well water level recoveries in weathered and unweathered till exhibited a double or 
triple straight-line behavior and required up to one hour and 70 hours for the weathered 
and imweathered till zones respectively, to reach at least 80 % recovery for an average 
initial change in head of 0.45 m. In both cases, the middle straight-line of the recovery 
curves provided a reasonable basis for calculating the in situ hydraulic conductivity of the 
glacial till. 
2. The hydraulic conductivity of the glacial till generally decreased with depth. The average 
measured hydraulic conductivity in weathered till is approximately twenty times higher 
than that of the unweathered till, with averages of 1.9x10"^ m/s and 9.6x10"® m/s for the 
weathered and unweathered layers, respectively. 
3. Hydraulic conductivity exhibited greater variability in the weathered till than in the 
unweathered till. The uppermost layer of the unweathered till exhibited slightly higher 
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variability than the lower layers, most likely due to the closer proximity of the well 
screens in this layer to the more permeable wealhered till zone. 
4. Current estimates of in situ hydraulic conductivity in the glacial till proved to be higher 
than previous estimates in 34 out of 42 wells by an average of 360 %, the increase being 
attributed to periodic purging in the wells as part of the ground water sampling program 
at the site. 
5. The effects of either effective screen diameter or well inclination on hydraulic 
conductivity estimates are not well defined. Local heterogeneity appears to govern the 
hydraulic conductivity variations to a larger extent than either effective screen or well 
inclination. 
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Table 1 . Average near-surface stratigraphy at the research site. 
Depth (m) Thickness (m) Description 
from to 
0 0.6 0.6 Soil zone 
0.6 3.7 3.1 Weathered Wisconsinan till 
3.7 22.3 18.6 Unweathered Wisconsinan till 
22.3 25.3 3.0 Loess 
25.3 30.5 5.2 Paleosol 
30.5 48.2 17.7 Pre-Illinoian weathered till 
48.2 72.2 24.0 Pre-Illinioian unweathered till 
72.2 79.3 7.1 Rubble zone, boulders, till 
79.3 89.9 10.6 Unweathered till, wood pieces, gravel 
89.9 101.2 11.3 Sandy till and reworked shale 
101.2 103.6 2.4 Sandstone 
103.6 109.7 6.1 Shale with sandstone layers 
109.7 128.3 18.6 Layers of sandstone, siltstone, 
and shale 
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Table 2. Dimensional details of the monitoring wells. 
Well Riser to Grade to Screen Casing Effective 
Identification Bottom screen Length diameter screen 
(m) midpoint 
(m) 
(m) (m) diameter 
(m) 
< 3.7 m deep wells 
1-10 2.60 1.92 0.61 0.05 0.18 
3-A 3.14 2.20 0.61 0.05 0.18 
5-A 3.90 3.05 0.61 0.05 0.18 
6-C 3.80 2.93 0.61 0.05 0.18 
7-C 3.47 2.62 0.61 0.05 0.18 
8-A 3.15 2.29 0.61 0.05 0.18 
3.7 to 6.0 m deep wells 
1-15 4.69 4.05 0.61 0.05 0.18 
1-25 6.50 5.76 0.61 0.05 0.18 
2-20C 6.88 5.70 0.61 0.05 0.18 
2-20S 6.92 5.85 0.61 0.05 0.18 
3-B 4.88 4.02 0.61 0.05 0.18 
3-C 6.78 5.85 0.61 0.05 0.18 
5-B 4.83 3.96 0.61 0.05 0.18 
6-B 5.55 4.70 0.61 0.05 0.18 
7-B 4.38 3.54 0.61 0.05 0.18 
7-D 6.77 5.91 0.61 0.05 0.08 
7-E 6.82 5.91 0.61 0.05 0.10 
7-F 6.59 5.76 0.61 0.05 0.18 
7-G 6.55 5.73 0.61 0.05 0.28 
7-H 6.53 5.73 0.61 0.05 0.18 
7-1 6.61 5.79 0.61 0.05 0.18 
7-J 6.66 5.85 0.61 0.05 0.18 
8-B 4.74 3.87 0.61 0.05 0.18 
6.0 to 12.0 m deep wells 
1-B 9.63 8.81 0.61 0.05 0.18 
1-C 8.59 7.38 1.22 0.05 0.18 
1-D (angled 30 deg. w.r.t 8.56 7.41 1.22 0.05 0.18 
vertical) 
2-40C 12.96 11.77 0.61 0.05 0.18 
2-40S 13.08 12.00 0.61 0.05 0.18 
3-D 7.74 6.95 0.61 0.05 0.18 
3-E 10.88 10.06 0.61 0.05 0.18 
3-G 8.18 6.86 1.22 0.05 0.18 
3-H (angled 30 deg. w.r.t 8.43 7.29 1.22 0.05 0.18 
vertical) 
5-C 7.67 6.80 0.61 0.05 0.18 
6-A 7.74 6.89 0.61 0.05 0.18 
7-A 8.36 7.53 0.61 0.05 0.18 
8-C 7.83 7.01 0.61 0.05 0.18 
12.0 to 20.0 m deep wells 
1-A 18.73 17.99 0.61 0.05 0.18 
1-45 13.60 12.77 0.61 0.05 0.18 
2-60C 18.60 17.41 0.61 0.05 0.18 
2-60S 18.26 17.20 0.61 0.05 0.18 
3-F 15.45 14.63 0.61 0.05 0.18 
3-1 15.50 15.37 12.20 0.05 0.18 
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Table 3. Estimates of hydraulic conductivity from slug tests. 
Well ID Hydraulic Well Hydraulic 
Conductivity ID Conductivity 
(m/s) (m/s) 
< 3.7 m 6.0 to 12.0 m 
1-10 4.8E-06 1-B 2.8E-08 
3-A 2.1E-06 1-C 1.7E-08 
5-A 1.1E-06 1-D 5.6E-08 
6-C 1.1E-06 2-40C 1.1E-08 
7-C 1.4E-06 2-40S 1.9E-08 
8-A 1.1E-06 3-D 5.7E-08 
3.7 to 6.0 m 3-E 5.7E-09 
1-15 5.0E-08 3-G 2.5E-08 
1-25 5.1E-08 3-H 1.8E-08 
2-20C 1.1E-07 5-C 2.0E-08 
2-20S 1.0E-07 6-A 7.7E-08 
S-B 1.7E-07 7-A 9.3E-09 
3-C 6.0E-07 8-C 1.9E-08 
5-B 2.0E-07 
6-8 3.3E-07 
7-B 6.5E-07 12.0 to 20.0 m 
7-D 3.7E-08 1-A 4.5E-08 
7-E 5.3E-08 1-45 6.1E-08 
7-F 1.2E-07 2-60C 6.3E-09 
7-G 5.9E-08 2-60S 4.8E-08 
7-H 4.4E-08 3-F 5.3E-08 
7-1 1.2E-07 3-1 1.9E-07 
7-J 3.8E-08 
8-B 5.2E-08 
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Table 4. Summary statistics of hydiaulic conductivity estimates for various layers. 
<3.7 m 3.7-6.0 m 6.0-12.0 m 12.0-20.0 m ' 
Arithmetic Mean (ni/s) 1.9E-06 1.6E-07 2.8E-08 4.3E-08 
Geometric Mean (m/s) 1.6E-06 1.0E-07 2.1E-08 3.4E-08 
Standard Error (m/s) 6.0E-07 4.6E-08 6.0E-09 9.5E-09 
Median (m/s) 1.3E-06 9.8E-08 1.9E-08 4.8E-08 
Standard Deviation (m/s) 1.5E-06 1.9E-07 2.2E-08 2.1E-08 
Sample Variance (m/s) 2.2E-12 3.6E-14 4.7E-16 4.5E-16 
Skewness 2.1 2.0 1.4 -1.8 
Range (m/s) 3.8E-06 6.1E-07 7.1E-08 5.5E-08 
Minimum (m/s) 1.1E-06 3.7E-08 5.7E-09 6.3E-09 
Maximum (m/s) 4.8E-06 6.5E-07 7.7E-08 6.1E-08 
Number of values 6 17 13 5 
* - Excludes the hydraulic conductivity of 3-1 as this well is screened up to the weathered till. 
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LANDFORTvI REGIONS OF IOWA 
Figure 1. Principal landforms in Iowa and location of the study site (Source: Iowa DNR). 
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Figure 4. Slug test recoveries for wells screened at the 0.0 to 3.7 m layer. 
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Figiire 9. Comparison between 1998 and 1992 hydraulic conductivity estimates 
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CHAPTER 3. GEOSTATISTICAL ANALYSIS AND ESTIMATION OF 
HYDRAULIC CONDUCTIVITY IN GLACIAL TILL 
A paper to be submitted for publication in Water Resources Research 
Victor B. Ella, Stewart W. Melvin, Rameshwar S. Kanwar, LaDon C. Jones 
and Robert Horton 
ABSTRACT 
Geostatistical techniques were applied to the in-situ hydraulic conductivity (K) values 
in the oxidized (< 3.7 m), intermediate (3.7 to 6.0 m) and unoxidized glacial till layers (6.0 to 
20.0 m) to evaluate the spatial structure of this variable ui these layers and to consequently 
estimate K values in unsampled locations. Results indicate a poor spatial structure in the till 
layers particularly in the intermediate layers due to the presence of short and large scale 
variations. Removal of extreme values in this layer did not significantly improve the clarity 
of spatial structure. The adjustment of lag spacing and lag tolerance similarly rendered 
insignificant improvement in the variograms. Theoretical fitted variogram models performed 
satisfactorily during cross validation for all layers yielding a mean reduced error and reduced 
variance close to the ideal values of 0.0 and 1.0, respectively. The fitted models indicate 
shorter ranges of influence or correlation for both the intermediate and unoxidized layers 
than the oxidized zone. Both deeper layers exhibited a higher degree of short scale variations 
than the uppermost oxidized layer. Ordinary kriging was employed to estimate the K values 
for the entire domain for each of the three layers using the best fitted semivariogram models. 
INTRODUCTION 
Hydraulic conductivity of most geologic units has been known to be highly variable 
in space. Glacial till, in particular, has long been recognized as one of the most complex 
geologic materials and hence could exhibit a high degree of spatial variability of this 
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property. It, therefore, follows that the accuracy of any attempt to characterize the 
hydrogeologic behavior of this geologic unit in terms of groundwater and contaminant 
transport characteristics using numerical models requiring spatial discretization would be 
highly dependent on the knowledge of the spatial variability of hydraulic conductivity. 
Geostatistical methods rank among the best techniques in characterizing spatial 
variability of such hydrogeologic properties as hydraulic conductivity. From the theoretical 
standpoint, geostatistics takes into account the interpretation not only of the statistical 
distribution but also the spatial relationships or correlation between the sample data unlike 
classical statistical methods, which are mainly concerned with examining the statistical 
distribution. These techniques deviate from the classical statistics in that they are not wholly 
tied up to a population distribution model that assumes the samples to be normally distributed 
and uncorrelated. Considering the spatially correlated nature of hydrogeologic data, problems 
associated with spatial characterization and estimation of such data could, therefore, be 
addressed more effectively by geostatistical methods. From the practical standpoint, this 
technique can also be employed even for sparse, often biased and often expensive sample 
data (Rouhani et al., 1996). It is a down-to-earth approach and is well accepted among 
practitioners (Kitanidis, 1997). 
Although geostatistical methods have been previously applied to evaluate the spatial 
variability of hydraulic conductivity in glacial till soil in Iowa, no study has reported 
extension of this analysis through the entire aquitard formation. For instance, Mohanty et al. 
(1991) applied a robust-resistant approach to evaluate the spatial behavior of saturated 
hydraulic conductivity in this soil. However, the hydraulic conductivity measurements dealt 
with in that study were those obtained to a depth of 30 cm only. This research was, therefore, 
conducted to further extend the application of geostatistical techniques throughout the entire 
glacial till aquitard to a depth of 20 m encompassing both the oxidized and unoxidized till 
layers. 
In particular, this study attempts to 1) characterize the spatial behavior of hydraulic 
conductivity obtained from slug tests in wells installed in both oxidized and unoxidized till 
and 2) to perform geostatistical estimation of hydraulic conductivity values in unsampled 
locations for use in groundwater and contaminant transport modeling purposes. 
37 
THEORETICAL BACKGROUND 
The most essential theoretical ideas involved in geostatisticai analysis and estimation 
are briefly reviewed in this section. A more thorough and extensive discourse on geostatistics 
can be found in Joumel and Huibregdts (1978); Isaaks and Srivastava (1989); Clark (1979); 
Kitanidis (1997) among others. 
The heart of geostatisticai techniques is the analysis of the spatial structure of the 
variable through variogram analysis. A variogram is a plot of the average squared differences 
between the data values as a function of the separation distance. It is conunonly defined by 
where: Y(h,a) = semivariance which is a function of both the magnitude of the lag distance h 
and its direction a; N= the number of pair of values; z(Xi) = the random variable at location 
Xi. 
Equation (1) is based on an intrinsic assumption that the variance of the increment 
[z(Xi)-z(Xi+h)] is finite and does not depend on xi for any vector. This is in addition to the 
other required condition for second order stationarity of a random function that the expected 
value E{z(Xi)} exists and does not depend on the position x, (Joumel and Huijbregts, 1978; 
and Isaaks and Srivastava ,1989). 
Semivariograms are often summarized by three characteristics namely; the sill, range 
and nugget effect. The sill is the plateau that the variogram reaches and is approximately 
equal to twice the variance of the sample data. The range is the distance at which the 
variogram reaches the sill and is often considered to be the range of influence or range of 
correlation of data values. The nugget effect is the vertical height of the discontinuity at the 
origin and this is considered to be due to short scale variation or sampling errors (Rouhani et 
Semivariograms may be directionally dependent and hence they could serve as basis 
for determining statistical anisotropy, which could either be geometric or zonal. Geometric 
anisotropy exists when the directional semivariograms have a variable range but constant sill. 
(1) 
al., 1996). 
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Zonal anisotropy occurs when the sill changes with direction while the range remains the 
same. 
Semivariogram analysis is often obscured by the presence of outliers for most 
environmental data. This problem can be solved either by performing the traditional 
exploratory data analysis or by applying robust estimator. For most hydrogeologic 
applications, the former is often a practicable approach and is recommended in recent 
literature (Kitanidis, 1997). 
Once the pattem of spatial variation has been established using directional 
semivariograms, this information can be used for geostatistical estimation or simulation. This 
process requires a mathematical model of the sample semivariogram. One of the basic 
requirements for the choice of variogram model is for the function to satisfy a mathematical 
condition known as positive definiteness (Isaaks and Srivastava, 1989). This is to ensure that 
the kriging equations will have one and only one stable solution. One of the ways to satisfy 
this requirement is to use a function or combination of flmctions that are known to be 
positive definite. Hence for most practical applications, variograms are modeled using 
spherical, Gaussian or exponential flmctions or combination of them. 
The spherical model has the basic form 
h < a  
= Co +C h >a (2) 
where: a = range; Co=nugget efTect; Ci= sill-nugget; h = lag distance 
The Gaussian model is of the form 
(3) 
and the exponential model takes the form 
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y(h) = Ca+C, 1-ex (4) 
To check the appropriateness, acceptability and accuracy of the fitted variogram 
models, they are subjected to cross or model validation. This involves what is known as the 
"jack-knifing approach" which is carried out by alternately eliminating the sample values as 
if they were non-existent and estimating the removed value using the remaining samples 
through kriging using the model. The kriged results are then compared with the actual values. 
This elimination is necessary since kriging is an exact interpolator. Variogram model 
validation obviously differs from the model validation of deterministic models, which usually 
requires an independent set of data and that the goodness of fit of the curve itself is assessed. 
In the case of cross validation, the goodness of fit of the kriging estimates with the actual 
data is validated rather than the variogram curve itself. 
To objectively evaluate the cross validation results, a number of statistical criteria 
have been proposed, e.g. (Gambolati and Volpi, 1979; Isaaks and Srivastava, 1989; Kitanidis, 
1997). These criteria include 1) kriged average error (KAE); 2) kriged reduced mean square 
error (KRMSE); 3) kriged mean square error (KMSE); reduced mean (RM) and reduced 
variance (RV). 
The kriged average error (KAE) is used as a criterion for testing the degree of 
systematic error present and is calculated as 
where: z-, = actual value at location i; z*-, = kriged estimate at location i and N = number of 
pairs of actual and estimated values. The fCAE value should be as close to zero as possible. 
The accuracy of estimation is tested by the kriged mean square error (KMSE) which 
is calculated as 
(5) 
KMSE (6) 
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This value should be less than the variance of the actual values. 
The kriged reduced mean square error (KRMSE) is used to check the consistency 
between the estimation errors and the standard deviation of the actual values. This is 
calculated as 
where: s = standard deviation of actual values, the rest are as previously defined. This value 
should be within the range 1 ± [2(2/N)"^] for the model to be acceptable. 
Yates and Yates (1990); Kitanidis (1997) among others reconunend using the 
normalized residuals as in the case of KRMSE. The two basic criteria used are essentially 
called the reduced mean (RM) and the reduced variance (RV). These are calculated 
respectively as 
(8) 
i>i 
and 
(9) 
w i-i 
The reduced mean and reduced variance should be close to zero and one, respectively, for the 
model to be acceptable. 
Once the variogram model has been validated, geostatistical estimation through 
kriging can eventually be performed. The basic equations upon which kriging interpolation is 
based will be discussed to show the role the variogram model plays in the estimation process. 
Kriging is a weighted moving average with an estimator of the form 
i-1 
where N = number of measured values z(Xi) involved in the estimation of the unrecorded 
point, xo and Wi = weighting factor. 
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Under the intrinsic assumption for the random function, the estimator has the form 
i-I 
The problem, therefore, revolves around the determination of the weights Wi such that the 
estimator Z*(xo) is imbiased. Hence, 
E^-(i,)-Z(x.)}=0 (12) 
and 
(*o) = Var^' (Xo) - Z(x„)} = minimum (13) 
Development of Equation (13) yields 
=1 (14) 
i-i 
The condition for minimum variance expressed in Equation (13) subject to Equation (14) can 
be shown in terms of the covariance C to be 
<rk(Xo) = + 05) 
i i i 
In terms of semivariogram y, Equation (IS) becomes 
i J i 
where Y(Xi,Xj) represents a vector with origin at Xi and extremity at xj. 
Equation (16) is minimized subject to the constraint speciiBed by Equation (14). This 
minimization involves Lagrangian techniques in which all the partial N derivatives are set to 
zero, i.e.. 
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d c;[(Xo)-2^5]wi 
-L ^ i = 0 (17) 
dw; 
where ^ = Lagrangian multiplier. Thus 
- 2^ w jY(*i»* j)+2y(x,, x„) - 2n = 0 (18) 
j 
The kriging system is thus obtained by simpliiying Equation (18) and combining with 
Equation (15) as 
N 
5]wjy(Xi,Xj) + n = y(x,,Xo), i=ltoN 
j-1 
(19) 
N 
j-1 
Solution to the above system of equations yields N weights wj and one Lagrangian multiplier 
making it possible to estimate the value of Z*(xo) and its corresponding estimation variance. 
SITE DECRIPTION AND FIELD EXPERIMENTAL METHODS 
The spatial data used in this study was gathered at the 12-ha. field site at Iowa State 
University's Agricultural Engineering and Agronomy Research Center, located 11.0 km 
west of Ames, Iowa The site is situated within the most recent glaciated region in Iowa, the 
Des Moines lobe of Wisconsinan age till (Figure 1). Well logging previously conducted at 
the site indicated the presence of loess and oxidized till to a depth of 3.7 m and unoxidized 
till extending to a depth of 18.6 m (Kanwar et al., 1989 and 1993). Table 1 shows the average 
near-surface stratigraphy at the site. A total of 42 monitoring wells at the research site were 
used in this study. Figure 2 shows the spatial distribution of the various wells clustered at 8 
different locations along with the site topography. A more detailed description of these wells 
is presented by Everts and Kanwar (1993) and Ella et al., (1999). The spatial coordinates 
used were taken from the surveying results performed by Kanwar et al. (1989 and 1993). 
Field site inspection was made to check the validity of the coordinates. Spatial hydraulic 
conductivity values at the site were obtained from slug tests of the 42 wells. These tests were 
performed from August until November 1998 using a Dmck cable pressure transducer and a 
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Campbell Scientific 2IX data logger. Slug test data analysis was carried out using the 
method of Hvorslev (1951). A more elaborate discussion of the rationale behind the choice of 
this method and the results of analysis is presented in an earlier study by the authors (Ella et 
al., 1999). 
METHODOLOGY FOR GEOSTATISTICAL ANALYSIS 
The glacial till formation at the research site was subdivided into three layers namely; 
oxidized (<3.7 m), intermediate (3.7 to 6.0 m) and unoxidized (6.0 to 20.0 m) till layers and 
the measured hydraulic conductivity (K) values in each layer were subjected to separate 
geostatistical analysis. The grouping was based on the stratigraphy of the formation and on 
the analysis of depth variations of K and t-test results of the previous study by the authors. 
This grouping was made to minimize errors associated with the stationarity assumption in 
geostatistical analysis (Isaaks and Srivastava, 1989) and to maintain data homogeneity. 
Exploratory data analysis was performed prior to geostatistical analysis to check for 
any outliers in the data set. Test for normality was similarly performed using Kolmogorov-
Smimov test to determine whether or not data transformation is necessary. The rationale 
behind this test is that while kriging does not require the data to be normally-distributed, the 
estimator is optimal whenever data is normally distributed (Yates and Yates, 1990). 
Omnidirectional experimental semivariograms were then generated using GEOPACK 
(Yates and Yates, 1990) to determine the existence of spatial continuity in each layer. Six 
directional experimental semivariograms at 0, 30, 60, 90, 120 and 150 degrees from the X 
axis or east direction were subsequently generated to determine any possible statistical 
anisotropy m each layer. For each layer, several trial tolerance angles were used and the 
resulting variogram pairs were assessed for adequacy. The smallest tolerance angle that 
produced adequate number of pairs was then chosen. Theoretical semivariograms were then 
fitted to the experimental semivariograms using the automatic model fitting capability of 
GEOPACK based on nonlinear least squares minimization technique developed by 
Marquardt (1963). The various variogram parameters such as the range, sill and nugget effect 
were then determined for both the mean isotropic and anisotropic variogram models. 
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In all cases, model or cross validation was performed using GEO-EAS (Englund and 
Sparks, 1991) linked to GEOPACK to check the accuracy and acceptability of the chosen 
variogram models and to serve as basis for choosing the best models for estimation purposes. 
The cross validation procedure used employs a "jack-knilBng" approach which involves 
kriging estimation the value of the random function of interest at every known sampling 
location but excluding the known value from the estimation process. Model accuracy and 
consistency of errors were then assessed using various cross vedidation criteria such as mean 
reduced error (MRE), reduced variance (RV), kriged average error (KAE), kriged mean 
square error (KMSE) and kriged reduced mean square error (KRMSE). Ordinary kriging was 
then carried out using GEOPACK and GEO-EAS programs employing the cross validated 
variogram models for each layer to produce hydraulic conductivity estimates for the entire 
domain. Based in the kriged estimates, contour maps of hydraulic conductivity were then 
prepared to visually capture the spatial variability of K in each layer. 
RESULTS AND DISCUSSION 
Exploratory Data Analysis 
The univariate statistical parameters for the sample hydraulic conductivity values in 
each till layer are shown in Table 2. For the oxidized till (<3.7 m), the K values are within 
the allowable limit of 1.5 of the interquartile range (IQR) above and below the third and first 
quartiles, respectively, except the K obtained in well 1-10 (417.0 mm/day). However, this 
value was not considered to be an outlier because the hydraulic conductivity estimate in this 
well was veriJSed by two additional slug tests in an earlier study made by the authors. 
Moreover, the slug tests results were also consistent with the one obtained by Everts and 
Kanwar (1993). Furthermore, the limited number of sample data in this layer did not warrant 
outright elimination of any seemingly outlying data values. Hence, all K sample values were 
retained for the eventual geostatistical andysis. 
For the intermediate zone (3.7 to 6.0 m), two extremely high values exceeded the 
allowable l.SxIQR limit above the third quartile namely those obtained from wells 3-C (51.9 
mm/day) and 7-B (56.2 mm/day). These estimates were similarly verified with additional 
slug tests in the authors' earlier study and also proved to be consistent with the 1992 results. 
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Although these could cause potential problems in variogram analysis, they were initially 
retained in the subsequent geostatistical analysis. The rationale is that there is no sufficient 
basis to prove that these values are erroneous. Similarly, there is no evidence to support that 
these values are unrepresentative of this layer. With the limited sample data available, all 
values were retained for the subsequent geostatistical analysis. 
Unlike the upper layers, the unoxidized till from 6.0 to 20. m depth ofiTered no 
problems with outliers. All K values fell within the l.SxIQR limit above and below the third 
and first quartiles, respectively. It should be noted, however, that well 3-1 was excluded 
upfront in this analysis as this well is uiu:epresentative of any layer having a screen that cuts 
across the oxidized, intermediate and the unoxidized layers. 
Also evident from Table 2 is that the K values in all layers exhibited a slightly 
positive skewness ranging from 0.46 for unoxidized layer to 1.65 for the intermediate zones. 
However, application of Kolmogorov-Sminimov test for normality of sample values proved 
that the K values in all layers are normally distributed. Results of this test are summarized in 
Table 3. Hence, no data transformation was performed prior to variogram analysis. This also 
partly explains why the K values converted to mm/day were used in the analysis instead of 
log K, which the normality test did not warrant. Trial variogram analysis using K in m/s 
occasionally posed floating point problems particularly for the very small unoxidized till K 
values. 
Variogram Analysis 
To gain a general understanding of the spatial behavior of K, omnidirectional sample 
semivariograms were generated in each layer. These are shown in Figures 3 to S. A lag 
spacing equal to the average spacing between neighbors and a lag tolerance equal to half the 
lag spacing were initially used as suggested by Isaaks and Srivastava (1989) for randomly 
sampled data such as the case in this study. 
The omnidirectional semivariogram for the oxidized till (Figure 3) followed a 
generally increasing trend of semivariance with increasing lag distance. However, a well 
defined and distinctly clear spatial structure could hardly be ascertained in this layer mainly 
because of the apparent insufficiency of paired values generated even for a tolerance angle of 
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90 degrees. Further analysis such as directional variogram generation and model fitting were, 
nonetheless, pursued in an attempt to capture any spatial structure that may be obtained 
despite the apparent insufficiency of data. Results of these are discussed in the subsequent 
sections. 
For the intermediate zone, the omnidirectional sample semi variogram (Figure 4) 
proved to be highly erratic in behavior and provided indistinct spatial structure. High 
semivariances were generated even for small separation distances. Conversely, both 
extremely high and extremely low semivariances were generated for large lag distances. This 
erratic pattern could be attributed to the existence of both short- and large-scale variability of 
K in this layer. In fact, a closer look at the original data shows that there are sampling 
locations that have either highly similar or highly dissimilar K values regardless of their 
distance from each other. For instance, wells 7-B and 7-D have highly different K values of 
56.2 mm/day and 3.2 mm/day, respectively despite being separated by only about 5.0 m. 
These values caused large semivariances for short distances thus resulting in an abrupt 
elevation of the semivariogram. Similarly, wells 1-15 (4.3 mm/day) and 1-25 (4.4 mm/day) 
have nearly identical K values as those obtained in wells 7-E (4.6 nun/day) and 8-B (4.5 
mm/day) both of which are approximately 200 m away from the site 1 wells. Consequently, 
low semivariance values were generated even for large lag distances, thereby, blurring any 
distinguishable spatial structure that may be present. 
In an attempt to generate a clearer spatial structure for the intermediate zone, the 
outliers identified in the exploratory analysis, i.e. the two extremely high values in wells 3-C 
and 7-B were temporarily discarded and an omnidirectional semivariogram was generated. 
However, this data removal did not significantly improve the resulting semivariogram since 
both low and high semivariances resulted at high separation distances. 
Other ways to generate a clearer spatial structure for this layer were also resorted to 
such as decreasing the lag tolerance as suggested by Isaaks and Srivastava (1989). Yet the 
erratic behavior at large separation distances prevailed. Several combinations of lag spacing 
and lag tolerances were also tested and all proved to be futile in generating a clear spatial 
structure for the intermediate layer. In view of all this, the original unabridged sample 
omnidirectional semivariogram was used for subsequent analysis. 
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The case of unoxidized till layer also exhibited some degree of erratic spatial 
structure although not as extensive as the intermediate case. With no outliers to delete, it was 
pointless to discard any data just so a clear structure could be generated. Even changing lag 
distances and lag tolerances did little to significantly improve the semivariogram. 
Nevertheless, a nearly distinct spatial behavior of K is more apparent in this layer than in the 
intermediate layer as shown in Figure S. 
In view of the above results, the iterative three-step approach recommended by 
Kitanidis (1997), namely; 1) exploratory analysis that suggests a model; 2) parameter 
estimation; and 3) model validation, was carried out in the subsequent analysis since this 
provided the most logical and practical approach for the case at hand. While the initial 
analysis in this study basically followed the widely used ideas outlined by Isaaks and 
Srivastava (1989) and Joiutiel and Huijbregts (1978) which Kitanidis (1997) called "mining 
geostatistics", relying mainly on experimental variograms, this approach did not prove to be 
very satisfactory as evident in the foregoing results. Nevertheless, there are other useful 
aspects in the "mining geostatistical" techniques that could be applied in this particular case 
and hence a combination of the Kitanidis' approach and the mining geostatistics approach 
was subsequently employed. 
Anisotropy Analysis 
In an attempt to assess any statistical anisotropy of K, six directional semivariograms 
were generated for each of the three layers at 0, 30, 60, 90, 120 and 150 degrees relative to 
the east direction, i.e., 0° corresponds to east, 90° to north, and so on. The corresponding 
ranges, sills and nugget effects were estimated for each directional semivariograms and are 
simmiarized in Table 4. A tolerance angle of 45 degrees was used for the oxidized till as this 
is the smallest angle that generated reasonable number of pairs to enable directional 
semivariogram generation. For both the intermediate zone and imoxidized layers, a 30-degree 
tolerance angle proved to be adequate as tolerance angles smaller than this yielded only a few 
pairs su£5cient to generate clear variograms while tolerance angles greater than this 
generated so much overlap in the calctilated semivariances in adjacent directions. 
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Based on the results, a combination of both zonal and geometric anisotropy appears to 
exist in each of the layers as both the sills and ranges change with directions. Trial rose 
diagrams recommended by Isaaks and Srivastava (1989) indicated that the possible 
maximum and minimum spatial continuity occur at 90° and 0°, respectively for the oxidized 
till; 0°. and 90° for the intermediate zone; and 150° and 60° for the unoxidized till layer. 
These indications were, however, treated with caution as the same differences in directional 
semivariogram behavior may be indicative of a drift according to Kitanidis (1997). Thus, the 
directional variogram was treated to be an exploratory tool to be used in the three-step 
iterative approach suggested by Kitanidis. 
Model Fitting 
The most commonly used theoretical semivariogram models such as spherical, 
Gaussian or exponential functions were fitted to the omnidirectional and du-ectional sample 
semivariograms, the choice of which was based on the general pattern of the experimental 
variograms. 
For the oxidized till layer, the Gaussian function best represented the general 
behavior of the omnidirectional semivariogram as shown in Figure 3. For the intermediate 
and unoxidized zones, on the other hand, a spherical model fitted reasonably with the sample 
omnidirectional variograms (Figures 4 and 5). The various directional variograms followed 
either a Gaussian or spherical pattern. All these results served as basis for generating the 
mean isotropic and anisotropic models, which were then subjected to cross validation. 
Cross Validation 
Both the mean isotropic and anisotropic fitted semivariogram models for the 
oxidized, intermediate and unoxidized layers performed satisfactorily during cross validation 
as indicated by the various statistical criteria simmiarized in Table 5. The models for the 
oxidized and unoxidized till layers performed much better than those of the intermediate 
layers. This is to be expected because of the highly erratic spatial behavior of K in this layer. 
Nevertheless, all validation criteria were satisfactorily satisfied by the models in this layer 
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except for the reduced variance, which departed, but not substantially, from the expected 
value. 
All models yielded a low KAE value except for the oxidized till models indicating a 
high level of systematic errors present. All models also provided estimation errors consistent 
with the standard deviation of the actual errors as indicated by the KRMSE values falling 
within the expected range. The KMSE for all models were all below the variance of the 
samples indicating an acceptable level of accuracy of estimation. The reduced mean for all 
models were all close to zero while the reduced variances did not depart largely from unity. 
All these indicate that the fitted models are acceptable and appropriate for geostatistical 
estimation purposes. Several trial anisotropy ratios and orientations were also used to test if 
cross validation results will improve. However, all combinations attempted did not 
significantly improve the results. 
For both the oxidized and intermediate layers, the mean isotropic models yielded 
better cross validation results than the anisotropic models. On the other hand, the anisotropic 
model for the unoxidized till performed slightly better than the isotropic models. While these 
results could uidicate possible anisotropy in the unoxidized layer, this inference was treated 
with caution due to the inexhaustiveness of data and in view of other possible factors that 
cause directional variations such as drift. Furthermore, the difference in the cross validation 
results between the isotropic and anisotropic models in the unoxidized layer was not 
significant. For geostatistical estimation purposes, however, the models that performed best 
during cross validation were chosen to represent the spatial structure in these layers. These 
best fitting semivariogram models are summarized in Table 6. 
On the basis of the cross validated semivariogram models, it could also be concluded 
that the K values in both the intermediate and unoxidized till layers have relatively shorter 
range of influence or correlation than those in the oxidized till layer. The presence of nugget 
effect for the deeper layers indicated short scale variations. 
Geostatistical Estimation (Kriging) 
The isotropic models for the oxidized and intermediate zones and anisotropic model 
for the unoxidized zone were used for the geostatistical estimation of K in unsampled 
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locations using ordinary kriging. The anisotropy ratio used for the unoxidized till is 19.7 
oriented at ISO" from the east direction. 
The kriged values were plotted to form the contour maps in order to visually capture 
the spatial variability of K in the various layers. The generated contour maps based on 
kriging results using the best fitting spatial models are shown in Figures 6 to 8. 
The contour map for the oxidized till indicates low K values at the midwestem and 
midsouthem portions of the site and increases towards the northeast and southwest 
directions. Also evident is a possible anisotropy with a maximum continuity oriented along 
the north northwest (NNW) direction. However, testing of an anisotropic model using this 
direction yielded no better cross validation results than the isotropic model. This implies that 
statistical anisotropy may not really be present in this layer. In fact, a closer look at the 
original data indicates the absence of sample values exactly lying along this portion of 
possible maximum continuity. In view of the insufficiency of data in the said orientation, 
anisotropy could not be confirmed in this layer. 
The K values for both intermediate and unoxidized zones exhibited a highly erratic 
spatial distribution as shown in Figures 7 and 8. In both cases, isolated spots of high and low 
K values are evident. The central portion of the site, however, exhibited generally lower K 
values than the other portions. The erratic pattern of hydraulic conductivity in space in these 
layers simply demonstrated the complexity of the glacial till. 
CONCLUSIONS 
On the basis of the geostatistical analysis performed on the in-situ hydraulic 
conductivity values in the oxidized, intermediate and unoxidized glacial till layers, the 
following conclusions can be drawn: 
1. The hydraulic conductivity in the glacial till layers exhibited a highly erratic spatial 
behavior most particularly for the intermediate zone with a depth of 3.7 to 6.0 m. Short 
and large-scale variations in K contributed to this erratic spatial behavior and caused 
large semivariances even for short distances and simultaneous small and large 
semivariances for large separation distances. 
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2. The oxidized and unoxidized till layers yielded variograms that are relatively less erratic 
than the intermediate layers. However, the limited sample data for the oxidized till and 
the existence of a short and large-scale variation in K for the unoxidized till offer some 
degree of uncertainty in the generated pattern of spatial behavior. 
3. The removal of extremely high values of K in the intermediate zone did not significantly 
improve the clarity of spatial structure in this layer. Reduction in lag tolerance similarly 
proved futile in improving the variogram. The effect of short and large-scale K variations 
is more pronounced than either the removal of outlying values or the adjustment of 
tolerance search distance. 
4. The fitted isotropic and anisotropic variogram models for the various till layers all 
performed satisfactorily during cross validation yielding a mean reduced error and 
reduced variance close to the ideal values of 0.0 and 1.0, respectively. For both the 
oxidized and unoxidized till layers, the mean isotropic model yielded better cross 
validation results than the anisotropic models possibly indicating the absence of either 
zonal or geometric anisotropy in these layers. On the other hand, the anisotropic model 
for the unoxidized till provided slightiy better cross validation results than the isotropic 
models. However, statistical anisotropy in this layer could not be ascertained due to data 
inexhaustiveness and other possible factors that cause directional changes such as drift. 
5. The range of influence or coirelation of K in both the intermediate and unoxidized till 
layers is relatively shorter than that of the oxidized till. The presence of nugget effect in 
both these deeper layers confirms the existence of short scale variations in K. These 
results further demonstrate the complexity of glacial till depositional processes leading to 
poorly defined spatial structure. More importantly, these results imply that sampling of K 
at relatively shorter distances in the deeper layers for this type of geologic imit may be 
warranted if a more accurate geostatistical estimation is to be desired. 
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Table 1 . Average near-surface stratigraphy at the research site. 
Depth (m) Thickness (m) Description 
from to 
0 0.6 0.6 Soil zone 
0.6 3.7 3.1 Weathered Wisconsinan age till 
3.7 22.3 18.6 Unweathered Wisconsinan age till 
22.3 25.3 3.0 Loess 
25.3 30.5 5.2 Paleosol 
30.5 48.2 17.7 Pre-Illinoian weathered till 
48.2 72.2 24.0 Pre-Illinioian unweathered till 
72.2 79.3 7.1 Rubble zone, boulders, till 
79.3 89.9 10.6 Unweathered till, wood pieces, gravel 
89.9 101.2 11.3 Sandy till and reworked shale 
101.2 103.6 2.4 Sandstone 
103.6 109.7 6.1 Shale with sandstone layers 
109.7 128.3 18.6 Layers of sandstone, siltstone 
and shale 
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Table 2. Univariate Statistics for K in the varioxis layers. 
Statistic Oxidized Till Intermediate Zone Unoxidized Till* 
(< 3.7 m) (3.0 - 6.0 m) (6.0 - 20.0 m) 
Number of observations 6 17 18 
Mean (mm/day) 167.6 14.1 2.8 
Standard Deviation 126.7 16.4 1.9 
Skewness 1.2 1.7 0.5 
Minimum (mm/day) 91.1 3.2 0.5 
First Quartile (mm/day) 95.8 4.3 1.5 
Median 109.0 8.4 1.9 
Maximum (mm/day) 416.5 56.2 6.6 
Third Quartile (mm/day) 183.9 15.1 4.6 
Interquartile Range (mm/day) 88.1 10.8 3.1 
* Excludes well 3-1 
Table 3. Results of Kolmogorov-Smimov test for normality of K values in various layers. 
Layer N Dstat Dcrit* Conclusion 
Oxidized till 6 0.314 0.527 normal distribution 
Intermediate zone 17 0.293 0.320 normal distribution 
Unoxidized till 18 0.208 0.310 nomial distribution 
* at 5 % level of significance 
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Table 4. Directional semivariogram parameters for K in the various layers. 
Direction relative Tolerance Range Sill-Nugget Nugget Effect 
to the X axis angle (m) ((mm/day)') ((mm/day)^ ) 
(deg) (deg) 
Oxidized till 
0 45 226.0 44250.0 8897.0 
30 45 335.0 50530.0 0.0 
60 45 407.4 56460.0 0.0 
90 45 338.4 25574.0 0.0 
120 45 254.3 38520.0 0.0 
150 45 408.1 35210.0 0.0 
Intermediate zone 
0 30 381.1 242.0 0.0 
30 30 258.8 484.5 0.0 
60 30 75.0 350.0 0.0 
90 30 20.0 180.0 200.0 
120 30 40.0 70.0 180.0 
150 30 305.7 194.9 0.0 
Unoxidized till 
0 30 185.2 3.7 0.0 
30 30 89.0 3.2 0.1 
60 30 10.8 0.8 2.1 
90 30 61.3 4.0 3.3 
120 30 77.3 4.6 2.4 
150 30 212.6 3.4 1.7 
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Table S . Cross validation results for the various fitted semivariogram models 
Semivariogram model KAE 
Cross Validation Criteria 
KMSE KRMSE MRE RV 
Oxidized Till 
Isotropic Gaussian model -20.97 
Anisotropic Gaussian model -31.15 
Expected Value 0 
165.65 
160.72 
0.831 
0.673 
<16059.8 -0.15 to 2.15 
-0.051 
-0.112 
0 
0.69 
0.45 
1 
Intermediate Zone 
Isotropic spherical model -0.38 20.29 1.46 -0.015 2.13 
Anisotropic spherical model -0.61 20.64 1.37 -0.022 1.87 
Expected Value 0 < 268.2 0.24 to 1.76 0 1 
Unoxidized Till 
Isotropic spherical model -0.08 1.92 0.994 -0.029 0.987 
Anisotropic spherical model -0.04 2.03 0.973 -0.016 0.946 
Expected Value 0 < 3.63 0.27 to 1.73 0 1 
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Table 6. Fitted semivariogram models for K in the various layers. 
Layer Fitted Model 
Oxidized till Y( h )  =  5 2 8 0 6  
- 3 h '  
I  _ e 391 .6 '  
Intermediate zone y(h)=1168+8&4 
2l64j 2K64) for h<64 
Y(h) = 205.2 for h > 64 
Unoxidized till y(h) = 2.71 + 1.16 3r h ir h 
2184.3 j 2184.3, for h < 84.3 
Y(h) = 3.87 for h>84.3 
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Figure 1. Principal landforms in Iowa and location of the study site (Source: Iowa DNR) 
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Figure 2. Layout of the various monitoring wells and topography of the glacial till site. 
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Figure 3. Omnidirectional semivariogram for K in the oxidized till. 
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Figure 6. Contour map ofkrigedK estimates for the oxidized till (Kin mm/day) 
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Figure 8. Contour map of kriged K estimates for the unoxidized till 
(K in mm/day). 
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CHAPTER 4. SPATIAL ANALYSIS OF NO3-N CONCENTRATION IN 
GLACIAL TILL 
A paper to be presented at the 1999 Annual American Society of Agricultural 
Engineers (ASAE) International Conference in Toronto, Canada and to 
be submitted for publication in the TRANSACTIONS of the ASAE 
Victor B. Ella, Stewart W. Melvin and Rameshwar S. Kanwar 
ABSTRACT 
This study was conducted to characterize the spatial variability of NO3-N 
concentration in shallow and deep groundwater in a glacial till aquitard. Groundwater 
samples were collected from 42 spatially scattered monitoring wells and analyzed for NO3-N 
concentration. Geostatistical analysis was performed for data observed during the most recent 
years under average and extreme conditions using GEOPACK and GEO-EAS programs. 
Results indicated a poor spatial structure of NO3-N concentration for both shallow and deep 
well data. However, fitted variogram models generally performed satisfactorily during cross 
validation yielding a mean reduced error and reduced variance close to the ideal values of 0.0 
and 1.0, respectively. Statistical anisotropy was exhibited to coincide with the general 
groundwater flow and downsloping directions for the average and maximum observed NO3-
N concentration in shallow wells. Kriging estimation indicated relatively higher NO3-N 
concentration at the downgradient and downsloping areas for shallow wells and at regions 
close to nitrogen fertilizer applications sites for the deep wells. 
INTRODUCTION 
The threat of groundwater contamination from NO3-N leaching as a result of 
perennial application of agrochemical fertilizers in agricultural areas has long been 
recognized. In Iowa, where excessive nitrogen fertilizer application is practiced, groundwater 
contamination by NO3-N continues to remain a serious environmental concern. Hence, 
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continuous groundwater quality monitoring is an imperative task in these areas to provide a 
basis for developing appropriate management practices. 
Nitrate-N concentrations in groundwater observed in glacial till and other geologic 
imits could vary in space at any given sampling time due to spatially varying soil and 
hydrologic conditions along with spatial variations in nitrogen fertilizer application. The 
characterization of its spatial variability is, therefore, a logical step not only in attempting to 
generate a meaningful assessment of groundwater quality in terms of NO3-N in a given 
hydrologic condition but more importantly for mapping out areas of envirotunental concern 
and for developing appropriate management and remediation schemes. Moreover, an analysis 
of its spatial structure could serve as a basis for determining recommendable groundwater 
sampling strategies in terms of spacing. 
Geostatistical methods rank among the best techniques in characterizing spatial 
variability of such groundwater quality parameters as NO3-N concentrations. From the 
theoretical standpoint, geostatistics takes into account the interpretation of not only the 
statistical distribution but also the spatial relationships or correlation between the sample data 
unlike classical statistical methods, which are mainly concerned with examining the 
statistical distribution. These techniques deviate from the classical statistics in that they are 
not wholly tied up to a population distribution model that assumes the samples to be 
normally distributed and uncorrelated. Considering the spatially correlated nature of 
hydrogeologic data, problems associated with spatial characterization and estimation of such 
data could, therefore, be addressed more effectively by geostatistical methods. From the 
practical standpoint, this technique can also be employed even for sparse, often biased and 
often expensive sample data (Rouhani et al., 1996). It is a down-to-earth approach and hence 
well accepted among practitioners (Kitanidis, 1997). 
This study was conducted to 1) characterize the spatial behavior of NO3-N 
concentration in groundwater observed in both shallow and deep wells installed in glacial till; 
and 2) to perform geostatistical estimation of NO3-N concentration in unsampled locations 
using kriging techniques. 
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THEORETICAL BACKGROUND 
The most essential theoretical ideas in geostatistical analysis and estimation are 
briefly reviewed in this section. A more thorough and extensive discourse on geostatistics 
can be foimd in Joumel and Huibregdts (1978); Isaaks and Srivastava (1989); Clark ( 1979 ); 
Kitanidis (1997) among others. 
The heart of geostatistical techniques is the analysis of the spatial structure of the 
variable through variogram analysis. A variogram is a plot of the average squared differences 
between the data values as a function of the separation distance. It is commonly defined by 
where: Y(h,a) = semivariance which is a function of both the magnitude of the lag distance h 
and its direction a; N= the number of pair of values; z(Xi) = the random variable at location 
Xi. 
Equation (1) is based on an intrinsic assumption that the variance of the increment 
[z(Xi)-z(Xi+h)] is finite and does not depend on Xi for any vector. This is in addition to the 
other required condition for second order stationarity of a random fimction that the expected 
value E{z(Xi)} exists and does not depend on the position Xi (Joumel and Huijbregts, 1978; 
and Isaaks and Srivastava ,1989). 
Semivariograms may be directionally dependent and hence they could serve as basis 
for determining statistical anisotropy, which could either be geometric or zonal. Geometric 
anisotropy exists when the directional semivariograms have a variable range but constant sill. 
Zonal anisotropy occurs when the sill changes with direction while the range remains the 
same. 
Semivariogram analysis is often obscured by the presence of outliers for most 
environmental data. This problem can be solved either by performing the traditional 
exploratory data analysis or by applying robust estimator. For most hydrogeologic 
applications, the former is often a practicable approach and is recommended in recent 
literature (Kitanidis, 1997). 
(1) 
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Once the pattern of spatial variation has been established using directional 
semivariograms, this information can be used for geostatistical estimation or simulation. This 
process requires a mathematical model of the sample semivariogram. One of the basic 
requirements for the choice of variogram model is for the function to satisfy a mathematical 
condition known as positive definiteness (Isaaks and Srivastava, 1989). This is to ensure that 
the kriging equations will have one and only one stable solution. One of the ways to satisfy 
this requirement is to use a function or combination of functions that are known to be 
positive definite. Hence for most practical applications, variograms are modeled using 
spherical, Gaussian or exponential fimctions or combination of them. 
The spherical model has the basic form 
ii '  
h < a  y(h) — Cq 
= Cq +c, 
i ( £  
2 l a .  
h >a (2) 
where: a = range; Co=nugget effect; Ci= sill-nugget; h = lag distance 
The Gaussian model is of the form 
Y(h) = C„+C, J 3h'Y (3) 
and the exponential model takes the form 
y(h) — Cq + C (4) 
To check the appropriateness, acceptability and accuracy of the fitted variogram 
models, they are subjected to cross or model validation. This involves what is known as the 
"jack-knifing approach" which is carried out by alternately eliminating the sample values as 
if they were non-existent and estimating the removed value using the remaining samples 
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through kriging using the model. The kriged results are then compared with the actual values. 
This elimination is necessary since kriging is an exact interpolator. Variogram model 
validation obviously differs from the model validation of deterministic models, which usually 
requires an independent set of data and that the goodness of fit of the curve itself is assessed. 
In the case of cross validation, the goodness of fit of the kriging estimates with the actual 
data is validated rather than the variogram curve itself 
To objectively evaluate the cross validation results, a number of statistical criteria 
have been proposed, (e.g. Gambolati and Volpi, 1979; Isaaks and Srivastava, 1989; Kitanidis, 
1997). These criteria include 1) kriged average error (KAE); 2) kriged reduced mean square 
error (KRMSE); 3) kriged mean square error (KMSE); reduced mean (RM) and reduced 
variance (RV). 
The kriged average error (KAE) is used as a criterion for testing the degree of 
systematic error present and is calculated as 
where: z\ = actual value at location i; z*; = kriged estimate at location i and N = number of 
pairs of actual and estimated values. The (CAE value should be as close to zero as possible. 
The accuracy of estimation is tested by the kriged mean square error (KMSE) which 
is calculated as 
This value should be less than the variance of the actual values. 
The kriged reduced mean square error (KRMSE) is used to check the consistency 
between the estimation errors and the standard deviation of the actual values. This is 
calculated as 
(5) 
KMSE (6) 
KRMSE (7) 
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where: s = standard deviation of actual values, the rest are as previously defined. This value 
should be within the range 1 ± [2(2/1*0'^^] for the model to be acceptable. 
Yates and Yates (1990); Kitanidis (1997) among others recommend using the 
normalized residuals as in the case of KRMSE. The two basic criteria used are essentially 
called the reduced mean (RM) and the reduced variance (RV). These are calculated 
respectively as 
(8) 
and 
(9) 
i-l 
The reduced mean and reduced variance should be close to zero and one, respectively for the 
model to be acceptable. 
Once the variogram model has been validated, geostatistical estimation through 
kriging can eventually be performed. The basic equations upon which kriging interpolation is 
based will be discussed to show the role the variogram model plays in the estimation process. 
Kriging is a weighted moving average with an estimator of the form 
z*(Xo) = Z'^i^(*i) (10) 
i"! 
where N = number of measured values z(Xi) involved in the estimation of the unrecorded 
point, Xo and wj = weighting factor. 
Under the intrinsic assimiption for the random fimction, the estimator has the form 
z'(x.)=2;w,z(i,) 
i-l 
(11) 
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The problem, therefore, revolves aroimd the determination of the weights Wj such that the 
estimator Z*(xo) is unbiased. Hence, 
E^'(l.)-Z(i,))=0 (12) 
and 
oil (*0) = Var^* (Xo) - Z(x,)} = minimuiii (13) 
Development of Equation (13) yields 
i ; w , = i  ( 1 4 )  
I 
The condition for minimum variance expressed in Equation (13) subject to Equation (14) can 
be shown in terms of the covariance C to be 
(*o) = Z Z ' *j) + ^ ' *0) (15) 
i J i 
In terms of semivariogram y. Equation (15) becomes 
(Xo) = "Z Z jY(*i»*i) + 2Z w.yCXi, Xo) (16) 
i j i 
where Y(Xi,Xj) represents a vector with origin at Xi and extremity at xj. 
Equation (16) is minimized subject to the constraint specified by Equation (14). This 
minimization involves Lagrangian techniques in which all the partial N derivatives are set to 
zero, i.e. 
5|^ <ri(Xo)-2^Z 
= 0 (17) 
dWf 
where ^ = Lagrangian multiplier. Thus 
-2Z'«'jY(Xi»*j) + 2Y(x„Xo)-2n = 0 (18) 
74 
The kriging system is thus obtained by simplifying Equation (18) and combining with 
Equation (IS) as 
N 
2]wjy(Xi,XJ) + ^ = 7(Xj,Xo)» i=ltoN j=i 
(19) 
N 
i ; w j = i  j-i 
Solution to the above system of equations yields N weights wj and one Lagrangian multiplier 
making it possible to estimate the value of Z*(xo) and its corresponding estimation variance. 
SITE DECRIPTION AND EXPERIMENTAL METHODS 
The spatial groundwater nitrate concentration data used in this study were gathered at 
the 12-ha field site at Iowa State University's Agricultural Engineering and Agronomy 
Research Center located 11 km west of Ames, Iowa, USA (Figure 1). The site is situated in 
the Des Moines lobe of Wisconsinan age till, the most recent glaciated region in Iowa. Well 
logging previously conducted at the site indicated the presence of loess and oxidized till to a 
depth of 3.7 m and unoxidized till extending to a depth of 18.6 m (Kanwar et al., 1993). A 
total of 42 monitoring wells constructed in 1989 at the site were used in this study. The 
spatial coordinates used were obtained from the surveying results performed by Kanwar et 
al., 1993). 
Groundwater samples were collected on a monthly basis for shallow wells ( < 6.0 m) 
and on bimonthly basis for the deep wells (> 6.0 m). The wells were purged a day prior to 
sampling to obtain samples representative of the formation. Purging and sampling were 
performed using either a hand pump or a peristaltic pump. The collected samples were 
analyzed for NO3-N content at the National Soil Tilth Laboratory, USDA, Ames, Iowa, using 
a Lachat flow injection autoanalyzer with a detection limit of 1.0 mg/L. 
METHODOLOGY FOR GEOSTATISTICAL ANALYSIS 
To maintain data homogeneity and to obtain adequate sampling size for geostatistical 
analysis, the observed data were grouped into two sets; shallow well groundwater NO3-N 
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(<6.0 m ) and deep well groundwater NO3-N ( 6.0 to 20.0 m ). Geostatistical analysis was 
performed for each data set. Data on NO3-N concentration over the most recent years (1994 -
1999) were assembled and the average, minimum and maximum moutlily observed values 
were chosen for the analysis. 
Exploratory data analysis was performed prior to geostatistical analysis to check for 
any outliers in the data set. Test for normality was similarly performed using Kolmogorov-
Smimov test to determine whether or not data transformation is necessary. 
Omnidirectional semivariograms were then generated using the geostatistical program 
GEOPACK (Yates and Yates, 1990) to determine the existence of spatial continuity in each 
layer. Directional semivariograms were subsequently generated to determine any possible 
statistical anisotropy. Several trial tolerance angles were used and the resulting variogram 
pairs were assessed for adequacy. The smallest tolerance angle that produced adequate 
number of pairs was then chosen. Theoretical semivariograms were then fitted to the 
experimental semivariograms using nonlinear least squares minimization technique 
developed by Marquardt (1963). The various variogram parameters such as the range, sill 
and nugget effect were then determined for both the mean isotropic and anisotropic 
variogram models. 
In all cases, cross validation was performed using another geostatistical analysis 
program GEO-EAS (Englund and Sparks, 1991) linked to GEOPACK. The object is to 
check the accuracy and acceptability of the chosen variogram models and to serve as basis 
for choosing the best models for geostatistical estimation purposes. The cross validation 
procedure used employs a 'jack-knifing' approach which involves kriging estimation of the 
value of the random function of interest at every known sampling location but excluding the 
known value firom the estimation process. Model acciuacy and consistency of errors were 
then assessed using various cross validation criteria such as mean reduced error (MRE), 
reduced variance (RV), kriged average error (KAE), kriged mean square error (KMSE) and 
kriged reduced mean square error (KRMSE). 
Ordinary kriging was then carried out using GEOPACK employing the variogram 
models that yielded the best cross validation results to produce estimates of NO3-N 
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concentration at unsampled location and to visually capture the most probable spatial 
variability of this variable at the site. 
RESULTS AND DISCUSSION 
Exploratory Data Analysis and Data Selection 
Preliminary univariate statistical analysis for the average NO3-N concentrations in 
each well from spring of 1994 to spring of 1999 indicated a range of 0.0 to 16.5 mg/L for 
shallow wells (< 6.0 m) and 0.0 to 2.3 mg/L for deep wells (6.0 to 20.0 m). The monthly field 
average NO3-N concentration in shallow wells ranged from 1.4 mg/L in May 1994 to 5.7 
mg/L in August 1994. However, the latter value was based on limited groundwater samples 
and hence the next largest field average NO3-N concentration of 3.7 mg/L observed in June 
1998 was considered to be more representative of the extreme condition. The observed NO3-
N data for May 1994 and June 1998 were consequently used to represent extreme conditions 
for shallow groundwater NO3-N concentrations at the site. For deep well data, on the other 
hand, the sets with extreme area! averages proved to be inadequate for spatial analytical 
purposes; hence, only the average values for the deep well NO3-N was considered in this 
study. 
Table 1 shows the univariate statistics for the average NO3-N concentration in 
shallow and deep wells. On the basis of the quartile statistics, the NO3-N concentration in 
shallow wells 3-A, 5-A and 5-B appeared to fall outside the theoretically allowable upper 
limit of 1.5 of the interquartile range (IQR). However, these values were not considered as 
outliers as observed concentrations in these wells throughout the 6-year period consistently 
showed practically the same order of magnitude. For deep wells, average observation in well 
2-60S fell beyond the 1.5xIQR limit. However, historical trends similarly justified the 
inclusion of this well in the analysis. While these seemingly outlying data values were 
retained, data observed in well 3-1 were discarded upfront because this well is screened 
through both the weathered and unweathered till and hence allows the entry of NO3-N from 
both shallow and deep gioimdwater. 
Both shallow and deep well NO3-N data exhibited positive skewness. Test for 
normality using the Kolmogorov-Smimov test at 5% significance level proved that the 
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chosen data sets for shallow and deep wells are not normally distributed as shown in Table 2. 
Data transformation using square root for the shallow well data and fourth root for the deep 
well data proved to be adequate to normalize the values prior to geostatistical analysis. 
Variogram Analysis and Model Fitting 
Omnidirectional semivariograms were generated for the selected NO3-N 
concentration data to analyze the occurrence of spatial continuity. A lag spacing equal to the 
average spacing between neighbors and a lag tolerance equal to half the lag spacing were 
used as suggested by Isaaks and Srivastava (1989). The semivariances generally increased 
with increasing separation distances. The semivariogram for the average values in shallow 
wells yielded a relatively well defined trend up to a lag distance of 100 m, beyond which the 
spatial structure becomes erratic as shown in Figure 2. The presence of nugget effect is also 
apparent in this semivariogram indicating the presence of short-scale variations occurring at a 
scale smaller than the closest sample spacing. In fact, examination of raw data indicates that 
NO3-N concentration could vary largely within very short spacing. For instance, wells 3-A 
and 3-B, spaced about 3.5 m have average NO3-N concentration values of 16.5 and 1.7 mg/L, 
respectively. 
In the case of NO3-N values for the extreme observed conditions, the semivariograms 
exhibited a poor spatial structure (Figures 3 and 4) and show greater erratic behavior than 
that of the average observed condition. Both short and large-scale variations are existent in 
the semivariograms as demonstrated by the presence of extreme semivariance values at both 
small and large separation distances. Again, raw data indicates the presence of variability at 
various scales. 
The semivariogram for average NO3-N values observed in deep wells similarly 
exhibited a poor spatial structure particularly at high lag distances. Both short and large-scale 
variations are also evident fix>m the generated semivariogram (Figure 5). 
Also evident from the generated variograms is that the range of correlation for deep 
groundwater NO3-N appears to be shorter than that for the shallow groundAvater NO3-N. This 
implies that a relatively shorter groundwater sampling spacing may be resorted to for deep 
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well NO3-N detection if a more accurate and comprehensive spatial analysis in this layer is to 
be desired. 
Anisotropy Analysis 
To determine the presence of preferential directions of spatial continuity, six 
directional semivariograms for the shallow well data were generated at 0, 30, 60, 90, 120 and 
ISO degrees relative to the easting direction. A trial and error approach indicated that a 
tolerance angle of 30 degrees is adequate for this purpose. The ranges, sills and nugget 
effects of the directional semivariograms are shown in Table 3. Orthogonal analysis indicates 
the presence of anisotropy along the 30- degree direction with an approximate anisotropy 
ratio of 5.0. A rough examination of the topographic and hydrologic conditions at the site 
appears to logically fit this statistical phenomenon, i.e., greater spatial continuity in this 
direction approximately coincides with the general groundwater flow and downhill 
directions. 
The directional semivariograms for the deep well NO3-N data, on the other hand, 
proved to be too erratic to determine reasonable values for the range, sill and nugget effect. 
Hence, anisotropy analysis was not pursued for this data set. 
Model Fitting 
Despite the lack of well-defined spatial continuity of the semivariograms, models 
based on positive definite functions fitted satisfactorily with experimental results. For the 
shallow well data, a Gaussian model provided a generally good fit while a spherical model 
reasonably captured the general trend of the variogram for the deep well data (Figures 2 to 
5). The fitted theoretical models used for the shallow and deep well data sets under average 
conditions are given in Table 4. 
Cross Validation 
The acceptability of the chosen variogram models was tested through cross validation 
using various statistical criteria. While all variogram models yielded satisfactory validation 
results, the anisotropic Gaussian models for the average and maximum observed NO3-N 
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concentration and isotropic Gaussian model for the minimum condition in shallow wells 
provided the best validation results. As shown in Table S, these models yielded kriged 
average errors (KAE) and mean reduced errors (MB.F.) closer to 0; kriged mean square errors 
(KMSE) less than the variance of observed data; reduced variances (RV) close to 1.0 and a 
kriged reduced mean square error (KRMSE) falling within the expected range of 1± 
[2(2/n)"^]. The lone model for the average NO3-N concentration in deep wells similarly 
performed satisfactorily during cross validation as all parameters fell within the expected 
values of the validation criteria with the exception of the KMSE criterion. For rough 
estimation purposes, however, the selected model can be considered to be adequate. 
Kriging Estimation and Interpretation of Spatial Distribution 
The best variogram models were used in the estimation of shallow and deep 
groundwater NO3-N concentration at imsampled locations using ordinary kriging. The kriged 
values were backtransformed and plotted to form contour maps to visually capture the spatial 
distribution of groundwater NO3-N concentrations in the formation under various conditions. 
Figures 6 to 8 show the contour maps of the backtransformed NO3-N concentration 
using the average, maximum and minimum observed values for shallow wells. Based on the 
average and maximum values, it is apparent from the contour maps that greater NO3-N 
concentrations in shallow wells prevail at the downgradient directions most notably at well 
sites 3 and 5. These sites occur at low- lying areas and hence are often subjected to NO3-N -
containing runoff emanating from the experimental field plots located at the central portion 
of the site, which consequently leads to the eventual surface detention and subsurface 
leaching during high rainfall periods at these depressed areas. 
In contrast, the contour map for the minimum observed NO3-N concentration 
departed from the general spatial distribution shown by the average condition, with the 
central region exhibiting greater NO3-N concentration than the other areas. This central 
region receives the most nitrogen fertilizer application. However, with not much runoff to 
contend with during minimum conditions, NO3-N leaching would imdoubtedly be 
concentrated in areas close to their application points. 
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The contour map of the backtransformed average NO3-N concentration for the deep 
wells (Figure 9) also exhibited greater concentration of NO3-N at the nitrogen fertilizer 
application areas. While the insufficiency of data may not iully confirm this trend, this spatial 
distribution may be possibly due to the fact that deeper leaching of NO3-N is likely to occur 
to a larger extent within the vicinity of N-fertilizer application areas than in other areas. 
Although rainfall-runoff would significantly reduce the sources of NO3-N for further 
leaching within the application areas, there would still sufficient residual NO3-N in these 
areas to cause deeper leaching in the long run. Furthermore, the low hydraulic conductivity 
of the deeper layers greatly reduces the movement of NO3-N towards the downgradient 
directions. Nevertheless, further investigation of the spatial variability of NO3-N in deep 
aquitard using more extensive data sets may be necessary to obtain more conclusive 
findings. 
CONCLUSIONS 
On the basis of the results, the following conclusions can be made: 
1. The average and extreme NO3-N concentrations observed in shallow and deep wells in 
the glacial till aquitard exhibited a relatively poor spatial structure due to the presence of 
both short and large-scale variations. The range of correlation of NO3-N concentration is 
generally shorter for the deep groundwater than for the shallow groimdwater at the 
aquitard. 
2. The average and maximum NO3-N concentration observed in shallow groundwater 
exhibited statistical anisotropy coinciding with the general groimdwater flow and 
downsloping directions, indicating the large influence of both surface runoff and 
groimdwater movement in the spatial distribution of groimdwater NO3-N. 
3. On the basis of geostatistical estimation results, higher NO3-N concentrations were 
observed in low-lying and downgradient areas than in other areas for shallow 
groundwater. Conversely, the average NO3-N concentrations for deep groundwater were 
greater in areas directly underneath the NO3-N source loading areas than elsewhere. 
These results indicate that the influence of surface runoff and groundwater movement in 
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the transport of NO3-N from their application sources to the low-lying areas is more 
pronoimced for the shallow layers than for the deeper layers. 
4. Despite the lack of well-defined spatial structure for NO3-N concentration in 
groundwater, geostatistical techniques proved to be adequate for assessing its spatial 
variability in a glacial till aquitard. Further investigation, particularly for NO3-N 
concentration in deep groundwater using more extensive data set may improve the results 
of geostatistical analysis and may lead to more conclusive findings. 
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Table 1. Univariate statistics for average NO3-N concentration in shallow and deep wells. 
Statistic Shallow wells Deep wells * 
(< 6.0 m) (6.0 - 20.0 m) 
Nunfiber of observations 23 18 
Mean (mg/L) 2.3 0.2 
Standard Deviation (mg/L) 4.6 0.5 
Skewness 2.0 3.5 
Minimum (mg/L)) 0.0 0.0 
First Quartile (mg/L) 0.0 0.0 
Median (mg/L) 0.1 0.0 
Third Quartile (mg/L) 2.2 0.2 
Maximum (mg/L) 16.5 2.3 
Interquartile Range (mg/L) 2.2 0.2 
* Excludes well 3-1 
Table 2. Results of Kolmogorov-Smimov test for normality of NO3-N concentration. 
N Dstat Dcrif Conclusion 
Shallow wells 
Average 23 0.32 0.28 data are not normally distributed 
Maximum 18 0.32 0.31 data are not normally distributed 
Minimum 23 0.47 0.28 data are not normally distributed 
Deep wells 
Average 18 0.42 0.38 data are not normally distributed 
* at 5% level of significance 
84 
Table 3. Directional semivariogram model parameters for the transformed 
NO3-N concentration for shallow and deep wells. 
Range (m) Sill-Nugget Nugget Effect 
A. Shallow well data 
Average 
Untransfotmed 202.0 45.3 0.0 
Square Root 185.2 2.1 0.4 
Maximum 
Untransformed 180.1 65.4 6.5 
Square Root 146.7 3.2 0.7 
Minimum 
Untransformed 203.4 28.6 28.4 
Square Root 207.5 2.3 1.9 
B. Deep well data 
Average 
Untransformed 417.00 0.40 0.030 
Fourth Root 88.11 0.15 0.052 
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Table 4. Fitted semivariogram models for the transformed NO3-N concentrations in shallow 
and deep wells using average values. 
Fitted Model 
Shallow Well y(h) = 0.4+ 2.11 
-3h' 
l _ e i «s.22 
Deep Well y(li) = 0.052 + 0.15 
Y(1I) = 0.202 
3( h 
2188.1 
^ 1 r h ^ 
J 2 1,88.1; 
for h < 88.1 
for h > 88.1 
Table S. Cross validation results. 
Cross Validation Criteria 
Semivariogram Model KAE KMSE KRMSE MRE RV 
Shallow Wells 
Average Mean isotropic model -0.0174 1.1 1.41 -0.027 1.98 
Anisotropic model -0.0103 1.05 1.35 -0.015 1.83 
Expected Value 0.00 <1.61 -0.41 to 1.6 0.0 1.00 
Maximum Mean isotropic model -0.072 1.55 1.49 -0.02 2.22 
Anisotropic model -0.053 1.55 1.48 -0.01 2.18 
Expected Value 0.00 <2.63 -0.33 to 1.67 0.0 1.00 
Minimum Mean isotropic model 0.00094 1.29 0.77 -0.0011 0.598 
Anisotropic model -0.057 1.24 0.73 -0.028 0.539 
Expected Value 0.00 <1.27 -0.4 to 1.6 0.0 1.00 
Deep Wells 
Mean isotropic nrKXlel 0.054 0.417 1.18 0.074 1.395 
Expected Value 0.00 <0.139 0.27 to 1.73 0.0 1.00 
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Figure 1. Layout of the various monitoring wells and topography 
at the glacial till research site. 
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Figure 2. Omnidirectional semivariogram of the square root of NO3-N 
concentration in shallow wells using average values. 
88 
• Experimental 
—Model 
E 
8 
e 
• 
r 
SO 100 1S0 200 250 300 350 0 400 450 
Lag Dlitanc* (m) 
Figure 3. Omnidirectional semivariogram for the square root of NO3-N concentration 
in shallow wells using maximum observed values. 
89 
9 
a 
• Experimental 
—Model 
7 
6 
5 
4 
3 
2 
1 
0 
0 50 100 ISO 200 250 300 350 400 450 
Lag Olslane* (m) 
Figure 4. Omnidirectional semivariogram for square root of NO3-N 
concentration in shallow wells using minimum observed 
values. 
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Figure 5. Omnidirectionai semivariogram for the fourth root of NO3-N concentration in 
deep wells using average observed values. 
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Figure 6. Contour map of backtransformed kriged estimates of NO3-N 
concentration in shallow groundwater using average observed 
values (NO3-N in mg/L). 
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EASTING (M) 
Figure 7. Contour map of backtransformed kriged estimates of NO3-N 
concentration in shallow groundwater using maximimi 
observed values (NO3-N in mg/L). 
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Figure 8. Contour map of backtransformed kriged estimates of NO3-N 
concentration in shallow groimdwater using minimum observed 
values (NO3-N in mg/L). 
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Figure 9. Contour map of backtransformed kriged estimates of NO3-N 
concentration in deep groundwater using average observed 
values (NO3-N in mg/L). 
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CHAPTER 5. OCCURRENCE AND DISTRIBUTION OF NO3-N AND HERBICIDES 
IN SHALLOW AND DEEP GROUNDWATER AT SELECTED 
GLACIAL TILL SITES IN IOWA 
A paper prepared for submission to the State of Iowa, Department of Natural Resources 
and to the Journal of Environmental Quality 
Victor B. Ella, Stewart W. Melvin and Rameshwar S. Kanwar 
ABSTRACT 
This study was carried out to evaluate the groundwater quality at the Ames Till 
Hydrology site and at the Northeast Research farm in Nashua during the most recent months 
and over the last 5 years in terms of NO3-N and herbicide occurrence and distribution. 
Results indicate that the field average NO3-N concentrations in shallow groundwater at the 
Ames site were below the drinking water standard of 10.0 mg/L . However, several monthly 
observed NO3-N concentrations exceeded this limit occurring mostly at the borders of the 
study site, indicating a possible influx of NO3-N from the neighboring farms. Nitrate-N 
concentrations in the shallow groundwater at Nashua site were mostly below the 10.0 mg/L 
critical limit. For both sites, nitrate concentrations in deep groundwater were at minimal 
levels. Herbicides were rarely detected in shallow and deep groundwater at both the Ames 
and Nashxia sites. Of the four herbicides tested, metolachlor was relatively the most widely 
detected in the Ames site while atrazine showed up most frequently at the Nashua site. All 
herbicide detections at both sites were below either the established allowable drinking limit 
or the lifetime health advisory levels. 
INTRODUCTION 
Over the years, the groundwater resources in the state of Iowa have continuously been 
threatened by NO3-N and herbicide contamination as a result of commercial fertilizer, 
livestock manure and herbicide applications. So much so in the recent years when swine 
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production in the state has expanded considerably that public concerns about groundwater 
quality have become more justified. Hence, continuous groundwater quality monitoring and 
assessment are undoubtedly an imperative task in order to generate a scientific basis for 
developing sustainable agricultural practices in this state. 
For many years, tremendous research efforts have been expended by Iowa State 
University's Agricultural and Biosystems Engineering department together with other 
departments and research units to evaluate the groundwater quality at two strategically 
located research sites in Iowa, namely 1) the Ames Till Hydrology site located in Boone 
county and 2) the Northeast Research Center, located in Nashua. These two sites are pilot 
areas representative of the agricultural watersheds in Iowa in terms of tillage operations, 
cropping systems. Nitrogen fertilizer and herbicide applications, among others. Hence, an 
assessment of the groundwater quality in these sites could provide a basis for roughly gaging 
the groundwater quality status of real Iowa farms situated in areas of the same soil and 
hydrogeologic conditions. 
With more recent data becoming available, the need to re-assess the groundwater 
quality at the abovementioned sites in terms of NO3-N and herbicides is deemed necessary. 
This paper, therefore, aims to 1) report the most recent data on NO3-N and herbicide 
concentrations observed in shallow and deep groundwater at the Ames and Nashua sites; 
2) analyze the temporal, spatial and vertical distribution of NO3-N and herbicide 
concentrations in groundwater at the selected sites; and 3) assess the overall groundwater 
quality status in terms of NO3-N and herbicide concentrations at the sites. 
DESCRIPTION OF STUDY SITES 
Ames Till Hydrology Site 
The Ames Till Hydrology site is a 12-ha. field site at Iowa State University's 
Agricultural Engineering and Agronomy Research Center, located in Boone county, 11 km 
west of Ames, Iowa. The site is situated in the most recently glaciated region in Iowa, the 
Des Moines lobe of Wisconsinan age till. The uppermost layer consists of Nicollet loam soil. 
Well logging previously conducted at the site indicated the presence of loess and oxidized till 
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to a depth of 3.7 m and an nnoxidized till extending to a depth of 18.6 m (Kanwar et al., 
1993). 
Recent slug tests performed at the site showed that the hydraiilic conductivity ranged 
from 1.05E-06 m/s to 4.82E-06 m/s for the oxidized till; 3.70E-08 m/s to 6.51E-07 m/s for 
the intermediate zone (3.7 to 6.0 m) and 5.66E-09 m/s to 7.6SE-08 m/s for the unoxidized till 
(6.0 to 20 m) (Ella et al, 1999). Previous pumping tests reported by Jones et al (1992) and 
Jones (1993) yielded mean hydraulic conductivity values of 5.0E-6 m/s and 7.5E-09 m/s for 
the oxidized and unoxidized till layers, respectively. The same studies reported a mean 
specific yield of 0.032 for the oxidized till and a mean specific storage of 6.6E-04 m'* for the 
unoxidized till. 
The site has a general land slope of less than 2% and has existing subsurface drainage 
system. The area consists of several experimental plots where either continuous com or 
corn-soybean rotation has been practiced for a number of years (Figure 1). Nitrogen fertilizer 
and herbicides and most recently, livestock manure, have been applied to these plots at 
various rates, times and application techniques, as part of the research efforts to determine 
appropriate agricultural management practices among other objectives. 
A total of 42 monitoring wells, ranging in screen depth from 1.9 m to 18.0 m, were 
used in this study. Figure 2 shows the spatial distribution of the various wells clustered at 8 
different locations along with site topography. Well sites 1, 3 and S are located at the 
periphery of the entire filed site while sites 2, 6, 7 and 8 are located at the central portion of 
the area close to the experimental plots. Site 4 wells were not considered in this study as 
these wells are screened below the unoxidized till layer ( 24 to 84 m deep) and that no 
historical NO3-N and herbicide data exist for these wells. 
Northeast Research Center 
The other site considered in this study is a 16-ha experimental site at Iowa State 
University's Northeast Research Center located in Nashua, Iowa. This site, as shown in 
Figure 3, lies in a predominantly Kenyon silty-clay loam soil with 3 to 4 % organic matter 
(Kanwar, et al, 1998). The Pre-Illinoian till comprises the major confining xmit in the site 
with an upper oxidized zone occurring to a depth of about 5.0 m, below which the unit is 
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unoxidized (Simpkins, 1998). A carbonate aquifer exists underneath the unoxidized till to a 
depth of about 60.0 m. In some areas, bedrock is near the ground surface (Kanwar et al., 
1998). 
The hydraulic conductivity based on slug tests at the site showed geometric means of 
l.OE-06 m/s and l.OE-09 m/s for the oxidized and unoxidized till layers. On the other hand, 
transmissivity from pumping tests averaged l.OE-02 mVs and 2.0E-04 mVs for the oxidized 
and unoxidized till zones. Storativity from the same tests averaged 0.02 to 0.01 for the 
oxidized and unoxidized till, respectively (Simpkins, 1998). 
The field site has several units of experimental plots planted to either continuous com 
or corn-soybean rotation and have been subjected to various nitrogen fertilizer, manure and 
herbicide applications over the years. The area has been intensively monitored as part of the 
Center Project and the ongoing USDA-CSREES MSEA project within Iowa (Kanwar, et al., 
1998). 
As a rough gage to the groundwater quality at this site, a total of 5 monitoring wells 
being maintained by the Agricultural and Biosystems Engineering Department of Iowa State 
University were used in this study. These wells have depths ranging from 3.0 m to 20.0 m 
and are spaced about 4.0 m apart. This well nest is located in the southwestern portion of the 
research site. 
EXPERIMENTAL METHODS 
For the Ames site, groimdwater samples were collected every month for shallow 
wells (<6.0 m) and every two months the deep wells (> 6.0 m). For the Nashua site, on the 
other hand, monthly sampling for all S wells were performed mostly during the growing 
season. To check the groimdwater quality during non-growing season, groimdwater samples 
were collected from October to December 1998 and in March 1999 for the Ames site wells. 
A one-time sampling of the Nashua wells was performed in March 1999. The wells were 
purged at least a day prior to sampling to obtain samples representative of the formation. 
Purging and sampling were performed using either a hand pump or a peristaltic pump. 
Measurement of groundwater levels were similarly carried out prior to purging using electric 
water level tape. 
99 
The collected samples were stored at 5°C and were consequently analyzed for NO3-N 
and herbicide contents at the laboratory facilities of the National Soil Tilth Laboratory, 
USDA. Nitrate-N in the groundwater samples was analyzed colorimetrically using a Lachat 
Flow Injection autoanalyzer with a detection limit of 1.0 mg/L. Herbicides were analyzed 
using gas chromatography/mass spectrometry (GC/MS) operated in selective ion monitoring 
mode (SIM). The quantitation limit is 0.2 ppb for atrazine, metribuzin, alachlor and 
metolachlor. 
DATA SELECTION 
The most recently collected data for NO3-N and herbicide at both research sites along 
with data collected over the last 5 years were assembled to form a basis for analyzing the 
vertical, spatial and temporal distribution of these groundwater quality parameters. For the 
Ames site, post-growing season NO3-N and herbicide data collected from October to 
December 1998 and March 1999 were included to provide additional insight about the 
groundwater quality in this area during this period. For the Nashua site, groundwater quality 
data obtained from a one-time sampling performed in March 1999 was likewise included 
for the same purpose. Historical groundwater quality data for both sites over the last 5 years, 
which were collected mostly during the growing season of May to October, were used in an 
attempt to evaluate the temporal variability at the sites. 
RESULTS AND DISCUSSION 
Ames Till Hydrology Site 
Nitrate-Nitrogen Occurrence and Distribution 
Nitrate-Nitrogen detected in groundwater from 42 monitoring wells at the Ames site 
over the last five years from mid 1994 to early 1999 generally varied vertically, spatially and 
temporally based on the available historical and recent data. The variations in space and 
time of NO3-N observed in shallow and deep groundwater as well as its general vertical 
variation are presented in this section. Some possible explanations of these variabilities are 
subsequently discussed. 
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The monthly field averages and maximum observed NO3-N concentrations in 23 
shallow wells (<6.0 m) at sites 1 to 3, and 5 to 8 , over the last 5 years are depicted 
graphically in Figure 4. It is apparent that the field averages for all sampling months were 
below 5.0 mg/L except for August 1994. However, the individually-observed maximum 
NO3-N concentration occasionally exceeded the allowable drinking limit of 10.0 mg/L. 
A closer look at individually observed NO3-N concentrations in 6 wells screened at 
the upper portion of the shallow groundwater zone representing the oxidized till layer (<3.7 
m) even gives a better picture of the shallow groundwater nitrate concentration in the area. 
This is depicted graphically in Figure 5. It is apparent from this graph that NO3-N has been 
detected in all the oxidized till wells (1-10,3-A,5-A,6-C,7-C and 8-A) and that most of the 
NO3-N observed in wells 3-A and 5-A firom mid 1994 to early 1999 consistently remained 
beyond the 10.0 mg/L critical level. 
For the other shallow wells screened between 3.7 and 6.0 m, only 6 of the 17 wells 
had NO3-N detections above 0.0 mg/L over the last 5 years. These are wells 2-20C, 3-B,5-B, 
6-B, 7-D and 8-B. During the past year, firom May 1998 to March 1999, only 2 of these 6 
wells (3-B and 5-B) had detections above 0.0 mg/L. 
For all shallow wells screened within the oxidized and intermediate till layers 
(<6.0 m), wells 3-A, 5-A and 5-B averaged above 10 mg/L over the last 5 years as shown in 
Figure 6. Well 3-A had the largest average NO3-N concentration (16.5 mg/L) over this time 
period followed by well 5-B and 5-A with respective average NO3-N values of 12.2 and 12.1 
mg/L, respectively. In contrast, the wells at site 1 and site 7 wells showed an average NO3-N 
concentrations of either 0.0 or below 1.0 mg/L. The rest of the shallow wells only exhibited 
minimal average NO3-N concentrations, mostly way below 10.0 mg/L. 
The high NO3-N levels in shallow groundwater at site 3 may be partly attributed to 
the fact that it is located at the downgradient and downsloping portion of the area. Hence, it 
experiences the migration of both nitrate-rich siirface runoff and groundwater coming from 
the experimental plots. Furthermore, this site receives additional surface runoff coming from 
the neighboring field at the western border. Hence, this portion of the field is essentially a 
nitrate sink fix)m both within and outside the research area. Therefore, a consistently high 
NO3-N level can be expected particularly in well 3-A, as it is the shallowest at site 3 having 
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a screen depth of 2.2 m below the ground surface and hence the most vulnerable to both the 
leaching of NO3-N after infiltration of the accumulated nitrate rich surface runoff and the 
nitrate-laden groundwater. 
On the other hand, the high NO3-N levels in site 5 wells may also partly be attributed 
to the contribution of surface runoff from within the field and from the neighboring field at 
the southern border as topography indicates a possible runoff routing directed to this area 
from the northeastern, eastern and southeastern portion of the site as evident in the 
topographic features shown in Figure 2. It may also be possible that either mineralization of 
organic Nitrogen is quicker or that denitrification is somewhat impeded in this site leading to 
higher levels of NO3-N observed. However, further investigative studies may be necessary to 
determine the real cause of this increased NO3-N levels in these wells. 
Geostatistical techniques carried out in a separate study by Ella et al. (1999) also 
proved the existence of statistical anisotropy of NO3-N concentrations in shallow 
groundwater coinciding with the general downsloping and downgradient directions at the site 
thereby further affirming the great influence of surface runoff and groundwater flow in 
elevating NO3-N levels at the site 3 and 5 shallow wells. Figure 7 shows the geostatistically-
based spatial estimates of average NO3-N concentrations in the research site. It is apparent 
from this picture of the spatial variability of NO3-N that topography in relation to the 
Nitrogen sources depicted in Figures 1 and 2 is a likely major contributing factor. 
In terms of temporal variability, it is apparent from Figure 4 that the field average 
NO3-N in the area generally increased during the months of Jime and July and occasionally 
during the month of August from 1994 to 1998. This may partly be attributed to 
mineralization effects and partly to the fact that these months nearly coincide with heavy 
rainfall period in the area and the timing of nitrogen fertilizer or manure applications, which 
are usually done in late May imtil My. In fact, an examination of monthly rainfall observed 
at this site from 1994 to 1998, as shown in Figure 8, indicates that maximum rainfall 
generally occurs during the month of June. With recharge coming from precipitation being 
the primary cause of downward migration of NO3-N to groimdwater, it follows that rainfall 
indirectly governs the temporal variability of NO3-N. 
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While field average NO3-N concentrations generally appeared to be directly 
proportional to rainfall magnitude, no well-defined cyclical pattern exists for individual wells 
in the shallow groundwater system in the area. The fluctuation of NO3-N observed in 
individual wells in shallow groundwater is somewhat irregular, with maximum NO3-N not 
necessarily occurring during the maximum rainfall period. This is exemplified even for the S 
most vulnerable shallow wells in the site shown in Figure S. This temporal irregularity may 
be partly due to the fact that leaching or recharge may not necessarily follow immediately 
after rainfall occurrences since this subsurface process depends on the hydraulic 
conductivity, the vertical hydraulic gradients and the storage characteristics of the aquitard. 
Moreover, the presence of subsurface drains in the area greatly alters these subsurface 
hydrologic processes. Apart fi-om these, the well location relative to the Nitrogen sources and 
the topographic influences would also greatly influence the timing of NO3-N detection in the 
individual wells. Hence, temporal variations of NO3-N concentrations can be expected to 
differ fi*om well to well due to both the complexity of the subsurface processes and these 
spatial considerations. 
Also noticeable from Figure 4 is that even observations made during the i)ost-growing 
season particularly in March 1999 exhibited a generally high level of field average NO3-N 
concentration in shallow groundwater (2.89 mg/L). While rainfall effects will obviously 
prove to be inadequate in explaining this phenomenon, an analysis of the actual groundwater 
head fluctuations in this area can provide a more plausible explanation. As shown in Figures 
9, 10 and 11, most of the wells in this area exhibited a general groundwater elevation 
increase in March 1999. This is most likely due to snowmelt and thawing processes leading 
to more infiltration and subsequent percolation to the groundwater system. It is highly likely 
then that residual NO3-N in the subsurface was eventually leached during this month causing 
the general increase in the NO3-N level even during the post-growing season. 
In the case of deep groundwater (6.0 to 20.0 m), NO3-N observed in 19 wells at sites 
1 to 3 and 5 to 8 proved to be at minimal levels. Figure 12 shows the field average and 
maximum observed NO3-N in deep groundwater in this area. With the exception of the May 
1994 observation for well 2-40C, which appears to be an outlier, all detections were either 
0.0 mg/L or below 2.0 mg/L for the deep wells. Over the last 5 years, the mayimiini 
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individually observed NO3-N concentration, excluding the spurious May 1994 data, only 
reached 1.4 mg/L. This was observed in wells 2-60S and 2-60C in October 1998. 
Figure 13 shows the average NO3-N observed in individual wells for this groundwater 
layer. Of the 18 wells considered, only 7 wells had NO3-N detections over the last 5 years 
and these are wells located at sites 1,2 and 3. No detections were found at all in sites 5, 6, 7 
and 8 deep wells. 
The non-detection of NO3-N in most of the deep wells at this site may be attributed to 
the low permeability of the unoxidized till at which these wells are screened thereby resulting 
to very minimal groundwater movement in this layer. In addition, the lack of sufficient 
amount of Oxygen in this zone to cause nitrification of organic nitrogen may also partly 
explain the absence of NO3-N in the deep groundwater system in this site. 
Geostatistical analysis and estimation of average NO3-N concentrations made by the 
authors in a previous study based on average detections in these deep wells from mid 1994 to 
early 1999 showed that NO3-N in deep groundwater is mainly concentrated at the central 
portion of the research site close to the experimental plots (Figure 14). Though the 
insufSciency of data for this layer may not fully confirm this trend, this spatial behavior may 
be possibly due to the fact that deeper leaching of NO3-N is likely to occur to a greater extent 
in areas close to the Nitrogen fertilizer application areas than in other areas. And that 
although rainfall-runoff would significantly reduce the amount of NO3-N available for 
leaching, there would still be more residual NO3-N available in these areas for deeper 
leaching than in other areas. 
In terms of temporal variability, no distinct pattern of variation can be observed for 
NO3-N in deep groundwater in this site as shown in Figure 12. However, like the case of 
shallow groundwater, more NO3-N was detected in the past year than in the previous years 
with the exception of May 1994 data. 
The general NO3-N status in the whole groimdwater system at the Ames site, both 
shallow and deep is summarized in Figure IS, which shows the vertical variation of average 
NO3-N observed from 1994 to 1999 in both shallow and deep wells cutting across both the 
oxidized and unoxidized till layers. While individual well observations may depart 
substantially from these averages both in time and space as discussed in this section, this 
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figure visually demonstrates the vertical extent of groundwater contamination by NO3-N in 
the area. Obviously, NO3-N concentrations generally decreased with depth as expected. 
Herbicide Occurrence and Distribution 
Table 1 summarizes the concentrations of herbicides atrazine, metribuzin, alachlor 
and metolachlor recently observed in both shallow and deep groundwater at the Ames site. 
In all samples collected from October 1998 to March 1999, only 9 of the 23 shallow wells (< 
6.0 m) and 2 of the 19 deep wells (6.0 to 20.0 m) had herbicide detections. These are the 
shallow wells at site 2, 3, 5 and 7 and the deep wells at site 3. Of the 4 herbicides tested, only 
atrazine, alachlor and metolachlor were detected in the wells. Of these three, metolachlor 
was the most widely detected being observed in 8 shallow wells and 2 deep wells, with 
detections of up to 0.6 ug/L and 5.0 ug/L for shallow and deep wells, respectively. Atrazine 
was detected only in well 3-B at 0.3 ug/L while alachlor showed up in well 5-B at 0.3 ug/L. 
No other detections for these herbicides were observed for other wells. 
With the exception of the single detection of alachlor in well 5-B in December 1998, 
all other detections for both metolachlor and atrazine occurred in October 1998. This may be 
attributed to the occurrence of leaching during this month. A reexamination of the rainfall 
record depicted in Figure 9 reveals that an appreciable amount of rainfall occurred during this 
month. Similarly, a re-examination of Figiires 9 to 11 shows that the groundwater levels in 
wells with herbicide detections increased during this month although a decline in 
groundwater level was observed in other wells. It is, therefore, likely that herbicides were 
transported downwards to the groundwater system by the recharge process for these wells 
during this particular month. 
The case of metolachlor being detected in deep wells 3-G and 3-H in October 1998 
can also be explained by the recharge occurrence as demonstrated by the increase in 
groundwater levels in these wells during this month. It is interesting to note from Figure 11 
that of the 6 deep wells at site 3 (3-D to 3-1), only wells 3-G and 3-H had increases in 
groundwater elevation for this month. This, therefore, partly explains the detection of 
metolachlor in these wells and the non-detection in the neighboring wells during this month. 
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However, these observations are more of an exception rather than the rule since the 
groundwater levels generally continue to decline until the month of October in this site. 
The timing of herbicide application as well as the degradation processes of these 
chemicals should also account for the temporal variation of the herbicide detections. For 
instance, metolachlor has a half-life of 70 days in water at 8°C to 45°C and pH of 7 with 
natural light (Herbicide Handbook, 1994). Atrazine and alachlor have estimated half-lives of 
60 and 15 days, respectively (Baker, 1992). With this degradable herbicides normally applied 
during weed emergence period in the growing season, a non-detection in March 1999 is as 
to be expected. 
In all cases, all atrazine and alachlor concentrations observed in groimdwater at the 
Ames site were below the EPA's allowable drinking limit of 3.0 and 2.0ug/L for atrazine and 
alachlor, respectively. Similarly, the observed concentrations of the most widely detected 
metolachlor were all below the lifetime health advisory level of 100 ug/L. 
Northeast Research Farm ( Nashua site) 
Nitrate-Nitrogen Occurrence and Distribution 
Figure 16 and 17 show the NO3-N concentrations observed in shallow and deep 
groimdwater at Nashua site from mid 1995 to early 1999. No data was collected from April 
to July 1998 and no detection was observed from August to October of the same year. Based 
on the available record, however, it is apparent that NO3-N generally decreased with depth. 
The shallowest well (3.0 m) consistently contained NO3-N at concentrations of at least 4.0 
mg/L up from 1995 to early 1999 except for the 1998 sampling months. No observed 
concentration, however, exceeded the drinking limit of 10.0 mg/L with 10.0 mg/L observed 
in August 1996 being the maximum observed value. The wells with depths of 6.0, 9.0 , 15.0 
and 20.0 m exhibited maximum NO3-N concentrations of 2.8, 8.8, 1.8 and 1.5 mg/L, 
respectively. 
The temporal variation of NO3-N in the Nashua wells is not well defined. In 1995, the 
maximum NO3-N occurred during the month of September at 7.9 mg/L. The following years, 
the maximum NO3-N occurred in August and October, respectively at 10.0 and 8.7 mg/L. 
Nevertheless, all high values of NO3-N occurred during the rainy months in the area as 
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shown in Figure 18 and during the early part of the growing season when Nitrogen fertilizer 
applications were made. The months during which NO3-N was detected in the deeper wells 
also coincided with the heavy rainfall months indicating the contribution of recharge in 
elevating the NO3-N levels at all depths. However, the increase in groundwater elevations in 
these wells during the rainy months, as shown in Figure 19, indicates a very minimal 
recharge. Hence, it is also possible that preferential flow contributed to the detection of NO3-
N in the deepest wells during these months. This is exemplified by the observations made in 
the simuner months of 1995 to 1997, i.e. while the deepest well (20.0 m) had detections 
during these months, no detections were found in the 9.0 and 15.0 m deep wells for the same 
sampling months. 
With groundwater sampling performed mostly during the growing season from 1995 
to 1997, there is no sufficient basis to assess the NO3-N levels during post-growing season. 
However, a one-time sampling performed in March 1999 indicated that NO3-N was still 
detected at the 3.0-m and 6.0 m deep wells. This indicates that NO3-N could exist in 
groundwater even long after Nitrogen fertilizer or manure application. This is possibly due 
to snowmelt and thawing processes triggering the leaching of residual soil nitrate despite the 
minimal rainfall event during this month. 
The occurrence of NO3-N based on a single well nest would undoubtedly fall short of 
capturing the true picture of NO3-N situation at the Nashua site, considering that NO3-N 
could exhibit spatial variability. However, the observed data collected in this single well nest 
no matter how limited would, nonetheless, give a rough indication of the state of 
groundwater quality at this site. Figure 20 summarizes the vertical variation of the average 
NO3-N observed in the well nest from mid 1995 to early 1999. 
Herbicide Occurrence and Distribution 
Tables 2 to 5 shows the herbicide detections in shallow and deep groundwater at 
Nashua site observed from mid 1995 to early 1999. Of the 4 herbicides tested, only atrazine, 
alachlor and metolachlor showed up in the wells from 1995 to 1999. Like the Ames site, no 
metribuzin was ever detected in the wells during this period. 
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Atrazine was the most widely detected herbicide in this site occurring in shallow well 
(3.0 m) in 1995 to 1997 and in early 1999 with detections of up to 0.5 ug/L as shown in 
Table 2. The most recent sampling in March 1999 indicated an atrazine concentration of 0.2 
ug/L. No detections of this herbicide was observed in the deeper wells except for the lone 
detection in May 1995 at the 9.0-m deep well and in May 1996 at the 20.0-m deep well. This 
detection of atrazine at these wells in these dates may be partly attributed to either recharge 
or preferential flow in this area. Rainfall records shown in Figure 18 indicate that May and 
April of 1995 and 1996 are rainy months. However, recorded groundwater depths as shown 
in Figure 19 showed that only the 9.0-m deep well experienced an increase in head. Hence, 
the occurrence of preferential movement towards the 20.0 m deep well is a more likely 
plausible explanation of this deep well atrazine detection. 
Alachlor was detected in the wells with depth of 3.0,6.0 and 9.0 m as shown in Table 
4. However, these detections occurred only in May and June 1995, most likely due to 
recharge as a result of heavy rainfall during these months. Since July of 1995 to 1997 and 
during the most recent sampling in March 1999, no alachlor detection has been observed in 
all the wells. 
Metolachlor detections (Table 5) were not observed at all in the 3.0 -m deep well 
from 1995 to 1999. However, like atrazine, metolachlor was detected in deeper wells in May 
1995 and May 1996. The same explanations given to atrazine occurrence during these 
months are likely to apply in this case. Unlike atrazine, however, no detection was observed 
for this herbicide since May of 1996. 
SUMMARY AND CONCLUSIONS 
Based on the data presented in this paper, the following major points are simunarized and 
conclusions are drawn: 
1. The field average NO3-N concentrations in shallow groundwater (<6.0 m) at the Ames 
site observed over the last 5 years were generally below 5.0 mg/L. However, the 
mavimum monthly-observed NO3-N concentrations frequently exceeded the allowable 
drinking limit of 10.0 mg/L. The elevated NO3-N levels in shallow groundwater at this 
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site occurred mostly at the borders indicating a possible influx of NO3-N from the 
neighboring fields. 
2. The NO3-N concentrations in shallow wells (< 6.0 m) at Nashua site over the last 5 years 
were mostly lower than the 10.0 mg/L drinking water standard with only a maximum 
detection of 10.0 mg/L observed in the 3.0-m deep well. 
3. The high NO3-N concentrations observed in shallow groundwater in both the Ames and 
Nashua sites over the last 5 years generally occurred during the heavy rainfall months of 
June and July and during the growing season. However, NO3-N detections of almost 
equal magnitude were observed during post-growing season in shallow groundwater at 
the Ames site indicating no well-defined cyclical pattern. 
4. Minimal NO3-N concentrations were observed in deep groundwater (>6.0 m) for both the 
Ames and Nashua sites particularly during the recent months averaging below 1.0 mg/L, 
demonstrating that the unoxidized till at both sites substantially limits the occurrence of 
nitrates in this zone. 
5. Nitrate-N observed in groundwater at both the Ames and Nashua sites generally 
decreased with depth although for the Nashua groundwater, a slightly higher average 
NO3-N concentration was observed in the deepest 20.0-m well than in the 15.0-m deep 
well, possibly due to preferential flow. 
6. Herbicides were rarely detected in shallow and deep groundwater at the Ames and 
Nashua sites. Of the 4 herbicides tested, metolachlor was relatively the most widely 
detected in the Ames site occurring in 9 of the 23 shallow wells and 2 of the 19 deep 
wells while atrazine showed up most frequently in groimdwater at the Nashua site. In all 
cases, all obser\'ed herbicide concentrations proved to be lower than either the established 
drinking water standard or the lifetime health advisory levels. 
7. Herbicide detections generally decreased with depth at both the Ames and Nashua sites. 
However, detections of atrazine and metolachlor were observed up to a depth of 20.0 m 
in 1996, possibly due to preferential flow. 
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Table 1. Herbicide concentration (ug/L) in shallow and deep groundwater at 
the Ames site (1998-1999). 
ATRAZINE METRIBUZIN ALACHLOR METOLACHLOR 
WELL ID Oct- Nov- Dec- Mar- Oct- Nov- Dec- Mar- Oct- Nov- Dec- Mar- Oct- Nov- Oec- Mar-
98 98 98 99 98 98 98 99 98 98 98 99 98 98 98 99 
A. Shallow wells (<6.0 m) 
1-10 ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND 
1-15 ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND NO 
1-25 ND ND ND - ND ND ND - ND ND ND - ND ND ND 
2-20S ND ND NR ND ND ND NR ND ND ND NR ND ND ND NR ND 
2-20C ND ND NR ND ND ND NR ND ND ND NR ND 0.3 ND NR ND 
3-A ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND 
3-B 0.3 ND ND ND ND ND ND ND ND ND ND ND 0.2 ND ND ND 
3-C ND ND ND ND ND ND ND ND NO ND ND ND 0.6 ND ND NO 
5-A - - - ND - - - ND - - - ND - - - NO 
5-B ND ND ND ND ND ND ND ND ND ND 0.3 ND ND ND ND NO 
6-B ND ND NR ND ND ND NR ND ND ND NR ND ND ND NR ND 
6-C ND ND - ND ND ND - ND ND ND - ND ND ND - NO 
7-B ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND 
7-C ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND NO 
7-D ND ND ND ND ND ND ND ND ND ND ND ND 0.4 ND ND ND 
7-E ND ND ND ND ND ND ND ND ND ND ND ND 0.3 ND ND NO 
7-F ND ND ND ND ND ND ND ND ND ND ND ND 0.4 ND ND NO 
7-G ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND NO 
7-H ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND ND 
7-1 ND ND - NR ND ND - NR ND ND - NR 0.5 ND - NR 
7-J ND ND - - ND ND - - ND ND - - 0.4 ND - -
8-A ND ND ND ND ND ND ND ND ND ND ND NO ND ND ND ND 
8-B ND ND ND ND ND ND ND ND NO ND ND NO ND NO ND ND 
B.Deep wells (>6.0 m) 
1-45 ND - ND - ND - ND - NO - ND - ND - ND -
1-A ND - ND - ND - ND - NO - ND - ND - ND -
1-B ND - ND - ND - ND - ND - ND - ND - ND -
1-C ND - ND - ND - ND - NO - ND - ND - ND -
1-D ND - ND - ND - ND - NO - ND - ND - ND -
2-40S ND - NR - ND - NR - ND - NR - ND - NR -
2-60S ND - NR - ND - NR - ND - NR - ND - NR -
2-40C ND - NR - ND - NR - NO - NR - ND - NR _ 
2-60C ND - NR - ND - NR - ND - NR . ND - NR . 
3-D ND - ND - ND - ND - NO - ND - ND - ND -
3-E ND - ND - ND - ND - NO - ND - NO - ND . 
3-F NR - ND - NR - ND - NR - ND - NR - 1.0 . 
3-G ND - ND - ND - ND - NO - ND - 0.6 - ND -
3-H ND - ND - ND - ND - ND - ND - 5.0 . ND . 
3-1 ND - - - ND - - - ND - - - ND - . _ 
5-C ND - ND - ND - ND - ND - ND - ND . ND _ 
6-A ND - NR - ND - NR - ND - NR - ND - NR _ 
7-A ND - ND - ND - ND - NO - ND ND . ND _ 
8-C ND - ND - ND - ND - ND - ND - ND 
- ND -
ND = no detection; NR - no retention; - - no sample 
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Table 4. Alachlor concentration (ug/L) in shallow and deep groundwater 
at the Nashua site (1995-1999). 
3.0 M 6.0 M 9.0 M 15.0 M 20.0 M 
1995 
1-May-95 NO ND 1.5 ND ND 
1-Jun-95 2.3 0.3 0.0 0.0 0.0 
30-Jun-95 ND NR 0.0 0.0 0.0 
31-JUI-95 ND ND 0.0 0.0 0.0 
31-Aug-95 0.0 0.0 0.0 0.0 0.0 
27-Sep-95 0.0 0.0 0.0 0.0 0.0 
1-N0V-95 0.0 0.0 0.0 0.0 0.0 
30-NOV-95 0.0 0.0 0.0 0.0 0.0 
1996 
2-May-96 ND ND ND ND ND 
29-May-96 ND ND - - -
l-Jul-96 ND ND - - -
1997 No Data 
1998 No Data 
1999 
19-Mar-99 ND ND ND ND ND 
ND = no detection; NR = no retention; - = no sample 
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Table 5. Metolachlor concentration (ug/L) in shallow and deep 
groundwater at the Nashua site (1995-1999). 
3.0 M 6.0 M 9.0 M 15.0 M 20.0 M 
1995 
1-May-95 ND ND 18.6 0.4 ND 
1-Jun-95 ND ND 0 0 0 
30-Jun-95 ND NR 0 0 0 
31-JUI-95 ND ND 0 0 0 
31-Aug-95 0 0 0 0 0 
27-Sep-95 0 0 0 0 0 
1-NOV-95 0 0 0 0 0 
30-NOV-95 0 0 0 0 0 
1996 
2-May-96 ND 0.2 0.2 ND 0.2 
29-May-96 ND ND - - -
l-Jul-96 ND ND - - -
1997 
1-May-97 ND ND ND ND ND 
2-Jun-97 ND ND ND ND ND 
2-JUI-97 ND ND ND ND ND 
31-JUI-97 0.0 0.0 0.0 0.0 0.0 
29-Aug-97 0.0 0.0 0.0 0.0 0.0 
1-Oct-97 0.0 0.0 0.0 0.0 0.0 
31-Oct-97 0.0 0.0 0.0 0.0 0.0 
26-N0V-97 0.0 0.0 0.0 0.0 0.0 
1998 
3-Apr-98 
1-May-98 0.0 0.0 0.0 0.0 0.0 
27-May-98 0.0 0.0 0.0 0.0 0.0 
1-Jui-g8 0.0 0.0 0.0 0.0 0.0 
31-Jul-g8 0.0 0.0 0.0 0.0 0.0 
28-Aug-g8 0.0 0.0 0.0 0.0 0.0 
30-Sep-98 0.0 0.0 0.0 0.0 0.0 
30-Oct-98 0.0 0.0 0.0 0.0 0.0 
1999 
19-Mar-99 ND ND ND ND ND 
ND = no detection; NR = no retention; - = no sample 
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Figure 1. Site map of Iowa State University's Agricultural Engineering and 
Agronomy Research Center. 
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Figure 3. Site map of the Northeast Research Farm in Nashua, Iowa. 
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Figure 4. Field average and maximum observed NO3-N concentration in shallow 
groundwater ( < 6.0 m) at the Ames site (1994-1999). 
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Figure 5. Observed NO3-N concentration in shallow wells screened at the 
oxidized till (<3.7 m) at the Ames site (1994-1999). 
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Figure 6. Average NO3-N observed in shallow wells (<6.0 m) at 
the Ames site (1994-1999). 
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Figure 7. Spatial variation of average NO3-N concentration (mg/L) in shallow 
groundwater (<6.0 m) at the Ames site (1994-1999). 
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Figure 8. Monthly precipitation at the Ames site (1994-1998). 
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Figure 9. Groundwater elevations in the oxidized till (<3.7 m) at 
the Ames site (1998-1999). 
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Figiire 10. Groundwater elevations at the intermediate zone (3.7 to 6.0 m) 
at the Ames site (1998-1999). 
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Figure 11. Groundwater elevations at the unoxidized till (6.0 to 20.0 m) 
at the Ames site (1998-1999). 
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Figvire 12. Average and mavitnum observed NO3-N concentrations in deep 
groundwater (> 6.0 m) at the Ames site (1994-1999). 
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Figure 13. Average NO3-N concentration in deep wells ( > 6.0 m) at the Ames site 
(1994-1999). 
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Figure 14. Spatial variation of average NO3-N concentration (mg/L) in deep 
groundwater (>6.0 m) at the Ames site (1994-1999). 
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Figure 15. Depth variations of average groundwater NO3-N concentration at 
the Ames site (1994-1999). 
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Figure 16. Observed NO3-N concentration in shallow groundwater 
(<6.0 m) at the Nashua site (1995-1999). 
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Figiire 17. Observed NO3-N concentration in deep groundwater (>6.0 m) 
at the Nashua site (1995-1999). 
133 
JAN RS IMR AFR M«y JUN AUG SB> OCT NCV Dec 
Figure 18. Monthly rainfall at the Nashua site (1994-1998). 
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Figure 19. Groundwater elevation in the oxidized and unoxidized till 
layers at the Nashua site (1994-1999). 
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Figure 20. Depth variations of average groundwater NO3-N at the Nashua site (1995-1999). 
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CHAPTER 6. THREE-DIMENSIONAL TRANSIENT INVERSE GROUNDWATER 
MODELING USING USGS-MODFLOW FOR RECHARGE 
ESTIMATION IN A GLACIAL TILL AQUITARD 
A paper to be submitted for publication in Ground Water journal 
Victor B. Ella, LaDon C. Jones, Stewart W. Melvin, Rameshwar S. Kanwar 
and Robert Horton 
ABSTRACT 
A method for estimating groundwater recharge in a glacial till aquitard was developed 
based on inverse groundwater modeling using the USGS modular finite difference 
groundwater model. The three-dimensional model accounted for the vertical and spatial 
variability of hydraulic conductivity in the oxidized and unoxidized layers. The effects of 
evapotranspiration and subsurface drainage were also incorporated into the model. The 
groimdwater model was calibrated and validated using previous years with recharge 
estimates. Inverse modeling was consequently performed using the calibrated model. 
Simulation results yielded generally good agreement between observed and calculated heads 
for all years with adequate groimdwater data most particularly during recharge periods. The 
general spatial distribution of piezometric head was also replicated satisfactorily by the 
model. Simulation results indicated that the annual natural groundwater recharge for the 
period between 1993 and 1998 ranged from 18.7 mm/yr to 33.2 mm/yr constimting 
approximately 2.3 % to 4.3 % of the annual precipitation. 
INTRODUCTION 
Groundwater recharge, which refers to the volume of infiltrated water that reaches 
and replenishes the saturated zone per unit area per unit time in a given groundwater system, 
is one of the most important parameters necessary for a sound management of groimdwater 
resources. Knowledge of recharge rates can provide a gage about the safe yield and hence the 
sustainability of groundwater resources for domestic, agricultural or industrial water supply 
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among other purposes. On the other hand, this parameter can also provide an indication of 
the vulnerability of groundwater resources to contamination by leachable contaminants such 
as NO3-N and pesticides. Thus, estimation of recharge rates is unquestionably an 
indispensable part of a proper environmental management scheme. 
Numerous methods for recharge estimation have been proposed over the years as 
described in Simmers (1988) and Sharma (1989), ranging from direct to indirect methods. 
Direct methods include the use of lysimeters, chemical or isotope tracers and other field 
measurement techniques. While capable of providing relatively accurate results, direct 
methods particularly the tracer techniques are, nevertheless, relatively expensive, laborious 
and time-consuming. A more cost-efTective approach is through indirect methods, which 
include water balance studies, hydrograph separation, flow net analysis, unsaturated flow 
modeling and inverse groundwater modeling using observed groundwater levels. 
Of the various indirect recharge estimation methods, the use of inverse groundwater 
modeling can provide a fundamentally-soimd basis for recharge estimation as this approach 
can take into account the various hydrogeologic properties and hydrologic processes that 
influence the recharge process. It also makes use of field-measured hydraulic heads, which 
provide a sound indicator of recharge or discharge occurrences over time. It is called inverse 
modeling because unlike the forward or direct problem, where recharge is known and the 
hydraulic heads computed, it is the recharge that is computed from known hydraulic heads in 
this technique. 
In glacial till in Iowa, the need for recharge estimates is beyond doubt, of utmost 
importance in view of continued public concerns about groundwater contamination from 
agro-chemical application and underground storage tanks. Although previous attempts to 
estimate recharge have been made, the use of inverse groundwater modeling approach has 
not been fully explored. For instance, Kanwar, et al (1993) estimated groundwater recharge 
in glacial till aquitard by calculating the average vertical flux using Darcy's law based on 
groundwater levels observed at various times in neighboring wells of different screen depths 
and using an average hydraulic conductivity. Most recently, Eidem et al.(1999) estimated 
groundwater recharge in the Wahiut creek watershed in Iowa as the product of the average 
maximimi groundwater level rise in piezometer nests and the specific yield of the aquifer. As 
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of yet, no report exists using inverse groundwater modeling to estimate recharge in any 
groimdwater system in Iowa. 
The main objective of this study is, therefore, to develop an alternative method for 
estimating groundwater recharge using an inverse groundwater modeling approach. In 
particular, this study is aimed at applying the modular finite difference model (MODFLOW) 
developed by the United States Geologic Survey (USGS) in developing a method for 
recharge estimation in a glacial till aquitard in Iowa on a local scale. 
THEORETICAL BACKGROUND 
Mathematical Statement of Groundwater Movement 
The widely accepted theory governing the movement of groimdwater through porous 
earth material is based on the principle of conservation of mass and on Darcy's law. For 
three-dimensional groundwater flow, the governing partial differential equation under 
transient conditions may be written as 
Kx, Ky and Kz are values of hydraulic conductivity along the x, y and z coordinate axis (L/T); 
h is the potentiometric head (L); R is a volumetric flux per unit volume and represents 
soiirces and/or sinks of water (L^/L^T); Ss is the specific storage (1/L); and t is time (T). 
Equation (1) can be derived by considering a control volimie with dimensions Ax, Ay 
and Az ; writing a mass balance of groundwater entering and leaving during a time interval 
At in each direction; letting Ax, Ay, Az, At approach zero and combining the results with 
Darcy's law. A detailed derivation of equation (1) and its variants can be found in Bear 
(1979), Fetter (1994), Anderson and Woessner (1992) among others. 
The above governing equation is based on the following assumptions: (1) 
groundwater is of constant density (2) aquifer has constant storage characteristics and (3) 
absence of preferential flow. 
Along with the specification of boimdary and initial conditions, equation (1) 
constitutes a mathematical representation of a groundwater flow system. 
(1) 
where: 
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Finite Difference Solution Scheme 
The general form of the finite difference equation for equation (1) can be written, 
according to Anderson and Woessner (1992), as 
Bhj-i j,ic + Chij+i,ic + Dhj+i j,ic + Ehij.|,ic + Fhij,ic+i + Ghij^k-i + Hhij^k = RHSg^ic (2) 
where: hi.|j,ic is the head at node ij,k; hijH-i,k is the head at node ij+l,k, and so on; 
B,C,D,E,F,G are flmctions of hydraulic conductivity between the nodes; H is a function of 
both hydraulic conductivity and storage characteristics; and RHS represents the storage and 
sources and/or sinks terms. 
McDonald and Harbaugh (1988) developed the finite difference solution of equation 
(1) for the groundwater flow model MODFLOW using a block-centered formulation, i.e. the 
nodes are taken to be at the center of the cells. The set of equations formed essentially 
follows the general form given by equation (2). The most important aspects of the derivation 
of the finite difference solution scheme in MODFLOW are summarized in the foregoing 
discussion. 
The finite difference scheme emanates from the application of mass conservation and 
Darcy's law to cell ij,k. The influx to this cell contributed by the six adjacent cells i-1 J,k; 
i+1 j,k; ij-l,k; ij+l,k; ijJk-1; and ij,k+l may be represented by the following equations: 
For flow into the cell along the row direction, 
A- A.. (^U-I/2.k QiJ-l/2,lc - AV (3) 
Ac,Av, (4) 
^j+1/2 
For flow along the column direction 
= KC,.,^ArjAv. (5) 
7 (6) 
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For the vertical direction 
ij.k+l/2"^j"^i 
k+1/2 
Ar.-Ac (8) 
(7) 
where q is the volumetric fluid flow; h is the head at the node; KR is the hydraulic 
conductivity along the row, KC is the hydraulic conductivity along the column; KV is the 
hydraulic conductivity along the vertical direction; Ac is the column width; Ar is the row 
width; Av is the vertical thickness of the cell. The subscripts of each of these terms indicate 
the location or direction being considered. For example, h ij,ic is the head at node ij,k; qij.i/2,k 
is the volumetric fluid discharge through the face between cells ij,k and ij-l,k; KRij.|/2,k is 
the hydraulic conductivity along the row between nodes ij,k and ij-l,k; AciAvk is the area of 
the cell facing normal to the row direction; Arj.1/2 is the distance between nodes ij,k and ij-
l,k, andsoon. 
Combining the grid dimensions and hydraulic conductivity into a single constant 
leads to the following simplifications: 
qij-i/2,k ~ CRij.i/2,k(hij.|,ic - hij,|{) (9) 
qi j+i/2,k ~ CRj j+i/2,k(hij>i,k - hi j,k) (10) 
qi-i/2j,k ~ CCi.i/2j,k(hi.|j,k - hij,k) (11) 
qi+i/2j,k ~ CCi+i/2j,k(hi+ij,k • hij,k) (12) 
qij,k-i/2 ~ CVij,k-ifl(hij,k.i - hjj,|c) (13) 
qy,k+1/2 ~ CVij,k+i/2 (hy,k+i • hij,k) (14) 
where CR,CC and CV are the conductance representing the hydraulic conductivity and grid 
dimensions. For example, the conductance in row i and layer k between nodes ij-l,k and ij,k 
is 
(15) 
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Equations (9) to (14) represent flows into cell ij,k from the six adjacent cells, i.e. flow 
from internal sources. To account for flow into cell ij,k from features or processes external 
to the aquifer such as areal recharge, evapotranspiration, drains, streams or wells, additional 
terms may be incorporated into these equations. These flows may be dependent on the head 
in the receiving cell but independent of all other heads in the aquifer, or they may entirely 
independent of head in the receiving cell. 
In general, for N extemal sources or stresses affecting a single cell, the combined 
flow may be expressed as 
N N 
QSjj^k = SPij.k,nhjj,it + Sqij ,k.n (16) 
n^l nsl 
where: 
QSij,k = extemal flow rate into cell ij,k; hij,k is the head at the cell; pij,k,n and qij,k,n are 
constants representing flows that are head-dependent and head independent, respectively. 
Defining Pjj,k and Qjj,k by the expressions 
Pijj. = SPijJcj. (17) 
nsl 
and 
Qij,k ~ 2]qij,k,n (18) 
n=l 
the general extemal flow term for cell ij,k is 
QSi j,k = Pi j,khij,k + Qi j,k (19) 
Hence, the overall equation representing mass balance considering both internal and 
extemal sources and the aquifer storage characteristics may be written as 
<liJ-l/2Jc •••1iJ+l/2,k •'•Qi-I/2J,k +<li+l/2j,k +<lij,k-l/2 +QiJ,k+I/2 
Ah: jj. 
+QSij.k=SSijj,-^ArjACiAv, 
where 
(20) 
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Ahj j|( 
— = the finite-difference approximation for the denvative of head with respect to time; 
At 
SSij,k = specific storage of cell ij,k; and 
ArjAcjAvk = volume of cell i j,k 
Substituting equations (9) to (14) and (19) into equation (20) gives the following 
finite difference approximation for cell ij,k 
The time derivative of head Ahij^At is approximated using a backward difference 
approach, i.e., approximation of this derivative extends backward in time firom tm, the time at 
which the flow terms are calculated. This scheme is used in MODFLOW over other 
techniques because it is always nimierically stable, i.e., errors introduced at any time 
diminish progressively at succeeding times (McDonald and Harbaugh, 1988). 
Using backward difference approach and rearranging and combining terms lead to the 
following final form of the finite difference equation for cell ij,k: 
CRij-i/2,k(hij-l,k ~^ij.k) + ^ ^ij+l/2.k(hij+l,k ~^ij,k) 
+CC i_i/2j,k (h i_i j,k ~ h i j,k) + CC i_i/2j,k (h i+1 j k - h jJ k) 
•'•CVjjjj_,/2(hjjjj_j -hjjk) + CVijjj+,;20lij,k+l ~^ij,k) (21) 
•^'^~^*ij,k-l/2 ~ *-'*-i-l/2J,k ~ *-'^ij-l/2,k ~^'^ij+iy2,k 
~CCj^.,/2j,k +HCOFijk)hjjjc +CRjj+j/2,kh|j+i k 
CCi+^jkh|!I.ij,k + =RHSyk 
(22) 
where: 
SClyk 
'm ^m-l 
(23) 
(24) 
143 
(25) 
h"* = head at time tm 
h™"'=head at time tm-i 
For each of the variable-head cells in the flow domain, a system of equation based on 
equation (22) can be written in matrix fonn as 
where [A] is a matrix of the coefficients of head, from the left side of eqiiation (22), for all 
active nodes in the mesh; {h} is a vector of head values at the end of time step m for all 
nodes in the mesh; and {q} is a vector of the constant terms, RHS, for all nodes of the mesh. 
For transient simulation, the head distributions at successive times are calculated by 
solving the system of equations simultaneously , given the initial head distribution. The 
resulting heads become the initial heads for the next iteration and the process is repeated to 
obtain the new head distribution. The whole scheme is performed repeatedly for as many 
time steps as necessary to cover the entire simulation period. 
FIELD SITE DESCRIPTION 
The study area is a 12-ha. field site at Iowa State University's Agricultural 
Engineering and Agronomy Research Center, located in Boone county, 11 km west of Ames, 
Iowa. The site is situated in the most recently glaciated region in Iowa, the Des Moines lobe 
of Wisconsinan age till. The uppermost layer consists of Nicollet loam soil. Well logging 
previously conducted at the site indicated the presence of loess and oxidized till to a depth of 
3.7 m and an unoxidized till extending to a depth of 18.6 m (Kanwar et al., 1989 and 1993). 
Table 1 summarizes the approximate stratigraphy at the site. 
Recent slug tests performed at the site showed that the hydraulic conductivity ranged 
from 1.05E-06 m/s to 4.82E-06 m/s for the oxidized till; 3.70E-08 m/s to 6.51E-07 m/s for 
the intermediate zone (3.7 to 6.0 m) and 5.66E-09 m/s to 7.6SE-08 m/s for the imoxidized till 
(6.0 to 20 m) (Ella, et al, 1999). Previous pumping tests reported by Jones, et al (1992) and 
Jones (1993) yielded mean hydraulic conductivity values of 5.0E-6 m/s and 7.5E-09 m/s for 
[A]{h} = {q} (26) 
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the oxidized and unoxidized till layers, respectively. The same studies reported a mean 
specific yield of0.032 for the oxidized till and a mean specific storage of 6.6E-04 m*' for the 
unoxidized till. 
The site has a general land slope of less than 2% and has existing subsurface drainage 
system. The area consists of several experimental plots where either continuous com or 
corn-soybean rotation have been practiced for a number of years (Figure 1). A total of 42 
monitoring wells, ranging in screen depth from 1.9 m to 18.0 m, are installed in the research 
site. Figure 2 shows the spatial distribution of the various wells clustered at 8 different 
locations. Well sites 1, 3 and S are located at the periphery of the entire filed site while sites 
2,6, 7 and 8 are located at the central portion of the area close to the experimental plots. Site 
4 wells were not considered in this study as these wells are screened way below the 
imoxidized till layer (24 to 84 m deep) and that no adequate historical data exist for this well 
nest. 
METHODOLOGY FOR GROUNDWATER MODELING AND SIMULATION 
The overall modeling methodology employed in this study was essentially based on 
the modeling protocol described by Anderson and Woessner (1992). However, since inverse 
modeling was carried out, the necessary procedural adjustments were made. 
A conceptual model was first developed to account for hydrologic processes that were 
hypothesized to influence the recharge process at the research site. The USGS Modular 
Groundwater Flow Model (MODFLOW) developed by McDonald and Harbaugh (1988) was 
then selected as the groundwater modeling code because of its wide acceptability. All 
simulation runs were, however, performed using Visual MODFLOW program (Guiguer and 
Franz, 1996) for quicker and more convenient visualization of resiilts. 
Model horizontal discretization was chosen on the basis of available computer 
hardware capabilities and the recommendation by Guiguer and Franz (1996). The vertical 
discretization was based on well logging previously made at the site (Kanwar, et al, 1992). 
The boundary conditions were defined based on the topography of the site and on 
water table maps generated based on observed groundwater levels from 1989 to 1999. The 
observed groundwater heads at sites 1 and 3, at the upgradient and downgradient peripheries 
145 
of the flow domain were used as basis for setting the time-varying specified head boundaries. 
Zero flux and head-dependent boundaries were defined based on water table contour maps. 
The values of hydrogeologic properties such as hydraulic conductivity and storage 
characteristics were taken from recent slug tests and from previous studies at the site 
(Kanwar, et al, 1993; Jones, et al, 1992; Jones, 1993). The spatial variability of hydraulic 
conductivity obtained from the results of geostatistical analysis by the authors was 
incorporated in the groundwater model in each layer. 
The parameters for the evapotranspiration and drainage components of the model 
were estimated empirically from observed data at the site. Evapotranspiration rates were 
calculated using the SCS Blaney-Criddle method, a standard method recommended by the 
USDA-Soil Conservation Service (Ward and Elliot, 1995). The choice of this method was, 
nevertheless, dictated by the available meteorological data at the site. On the other hand, the 
drainage parameters were estimated based on the observed tile flows and groimdwater levels 
at the site. 
To optimize the other model parameters that are not field-measured, the groimdwater 
model was calibrated using the 1991 and 1992 groundwater elevation data observed in wells 
at site 2, 6, 7 and 8, spatially scattered at the central portion of the site These years were 
chosen for the calibration because recharge rates have been estimated for these years by 
Kanwar, et al (1993). Moreover, the groundwater fluctuation during these years is also 
typical of the general groundwater seasonal pattern for years 1993 to 1998 for which 
recharge rates are to be estimated. Model calibration was performed manually and the results 
were assessed using various statistical criteria such as mean error, mean absolute error and 
root mean square error. The model was then validated using groundwater data for years 1989 
and 1990, for which recharge estimates also exist. 
The annual recharge rates were then estimated manually for years 1993 to 1998 by 
simulating the groimdwater heads observed during this period using transient conditions. All 
simulations made use of the updated block-centered flow package which accounts for the 
rising of water table into dry layers. Recharge was also made to occur at the uppermost active 
cells. The matrix forming the finite difference equations was solved using the pre­
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conditioned conjugate gradient 2 employing polynomial preconditioning technique with a 
convergence criterion of 0.01 m for the head change and 0.01 m for maximum residual. 
RESULTS AND DISCUSSION 
Model Development 
A schematic representation of the conceptual groundwater model developed m this 
study is shown in Figtire 3. The conceptual model consists of 3 model layers representing 
the oxidized ( 0 to 3.7 m), intermediate (3.7 to 6.0 m) and unoxidized (6.0 to 20.0 m) till 
layers at the site. The depths of each layer are based on previous well logging made at the 
site (Kanwar, et al., 1993) and given in Table 1 and on the results of a previous study by Ella 
etal. (1999a). 
Recharge, evapotranspiration and subsurface drainage were considered to be the 
major subsurface processes that influence groundwater movement in the conceptual model. 
Both the evapotranspiration and drainage components are considered to be head-dependent 
sinks which only function at certain specified groundwater elevations. In the case of 
evapotranspiration, the sink value is calculated as the product of evapotranspiration and a 
fraction representing the ratio of the head above the specified elevation and the extinction 
depth when the head at the uppermost active cells is above the specified elevation. For 
drainage, on the other hand, the sink value is calculated as the product of drain conductance 
and the head above the drain elevation. In both cases, the sink terms become zero when the 
groundwater elevation falls below the specified elevations. 
The governing equation for groimdwater movement defined by equation (1) was 
adopted to transform the conceptual model into a three-dimensional mathematical model, 
with recharge representing sources and evapotranspiration and drainage representing the sink 
terms. The finite difference solution scheme developed by McDonald and Harbaugh (1988) 
was then selected as the numerical groundwater model. 
Model Design and Spatial Discretization 
The flow domain in the groundwater model was discretized uniformly into S m by S 
m cells in each of the three model layers. With 80 columns and 86 rows, 20,640 cells 
constitute the finite-difference numerical model. However, the northeastern portion of the 
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flow domain was made as inactive cells as shown in Figure 4, since this region is outside the 
flow domain of interest. This was also done to minimize computer storage requirements and 
maximize computational efficiency. 
The actual topography was incorporated in the uppermost model layer using 
topographic surveying results made at the site (Kanwar, et al, 1993). The vertical 
discretization was adjusted such that the well screens of the wells at site 2, 6, 7 and 8 are 
contained within their appropriate layers. 
On the other hand, the drainage system was incorporated based on approximate 
layout. All tile drains were laid at a depth of 1.22 m below the ground surface. 
Boundary Conditions 
In the absence of natural boundaries, the selection of boimdary conditions was based 
on water table contour maps from piezometric heads in 42 wells observed from 1989 to 1999 
for various months. Specified head boimdary conditions at the northeast and southwest 
portions of the flow domain, as shown in Figure 4, were used as these portions consistently 
remained parallel to equipotential lines in the observed water table maps for all layers. A zero 
flux boundary was used for the northern, northwestern and southeastern portions of the flow 
domain as observed equipotential lines for all layers generally tended to be perpendicular to 
these portions. For all other portions, where the water table contours are neither parallel nor 
perpendicular, an artificial head-dependent boundary condition was used. This is essentially a 
specified flux condition but not necessarily a constant flux as groundwater flow through this 
boundary is dependent on the calculated heads at the cells at this boimdary and a hypothetical 
groundwater reservoir outside the flow domain. This variable flux is calculated as the product 
of the head differential between the cells and the specified head in the reservoir and the 
conductance, a model parameter. 
Temporal Discretization and Initial Conditions 
To account for temporally variable recharge and evapotranspiration, each simulation 
year was subdivided into three distinct stress periods based on observed groundwater level 
fluctuation at the site throughout the 10-year period considered. The first period covers the 
months of January to June, during which groundwater levels generally increase. With 
observed groundwater data generally available only during the growing season, i.e., starting 
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during the month of May, no attempt to break down this period into winter and spring 
periods was made. The second period covers the months of July to October, when 
groundwater levels start to decline. The remaining months of November and December 
constitute the period of coverage for the third simulation period. A slight increase in 
groundwater levels is observed during this period. For each period, the time step used in 
simulation runs was 10 days, a reasonable time step from the standpoint of both data 
availability and computational efBciency. 
To facilitate the simulation runs, three groundwater models were developed to cover 
each stress period. The basic model features are the same for each model with the exception 
of 1) the upper specified head boundary which was made to be variable in time depending on 
the period considered; 2) extinction depth, which was optimized for each model and 3) the 
drainage component, which was made active only for the first stress period particularly 
during the months of May and June. The exclusion or inclusion of the drainage component in 
the model was based on observed tile flows at the study site. Based on historical record at the 
site, tile flows generally occur only during the months of May and Jime and occasionally in 
April and July but at highly minimal rates. Moreover, analysis of observed data shows that 
groundwater levels generally reaches the drain elevation only during the months of May and 
June. Hence, treating the drainage system to be non-existent during the other months of the 
year is not only physically-justified but also improves computational efficiency. 
The final simulated head distribution for each stress period is used as initial 
conditions in the transient simulation of the succeeding stress period. However, during model 
calibration and for simulation years with no observed data during the preceding year or stress 
period, the initial head distribution was approximated or interpolated based on observed 
groundwater level observations firom 1989 to 1999. 
Model Calibration Results 
Model calibration was carried out using groundwater data observed for years 1991 
and 1992. The recharge estimates made by Kanwar, et al (1993) for these years were used to 
serve as rough basis for model calibration. The goodness of model fit was based on 1) 
agreement between the simulated and observed head distribution over space at various times 
and 2) agreement between the simulated and observed heads at selected wells at various 
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times. For the latter, six wells located at the central portion of the flow domain namely, wells 
7-C and 8-A screened at the oxidized till; wells 2-20S and 7-J screened at the intwimediate 
zone and wells 2-40C and 2-60S, screened at the unoxidized till layers were used. These 
wells were chosen because they are sufficiently remote from the upper and lower specified 
head boundaries and that they are representative of the general seasonal groundwater 
fluctuation in each layer at the site. To obtain an objective evaluation of the goodness of fit, a 
set of statistical criteria namely the mean error (ME), mean absolute error (MAE) and root 
mean square error (RMSE) were employed. 
Table 2 shows both the field-measured and optimized model parameters for each 
stress period described in the previous section. The model parameters include both 
physically-based and optimized parameters. Physically-based parameters include field-
measured hydraulic conductivity, specific storage, specific yield and porosity; and 
empirically-determined values of evapotranspiration. 
The hydraulic conductivity was made to be spatially-variable for each layer using 
ordinary kriging estimates based on the results of geostatistical analysis made by the authors 
in a previous study (Ella et al., 1999b). However, the hydraulic conductivity in the x, y and z 
directions in each cell were assumed to be equal. On the other hand, the values of specific 
yield and specific storage for the oxidized and unoxidized till layers, respectively were taken 
from the results of pumping tests by Jones, et al (1992) and Jones (1993). The specific 
storage and specific yield of the oxidized and unoxidized till, respectively, were 
approximated based on established values for till (e.g. Fetter, 1994; Anderson and Woessner, 
1992). Moreover, the storage characteristics of both the oxidized and intermediate layers 
were assumed to be identical. 
The parameter conductance for the head-dependent or specified flux boundary and 
the drain conductance were optimized manually. As a first estimate of the boundary 
conductance, Darcy's law was applied using head differential from water table maps and 
average hydraulic conductivity of the layers. This parameter proved to be one of the least 
sensitive parameters of the model. A tenfold change in each value leads to only 0.0001 m 
change in the root mean square error. On the other hand, a first estimate of the drain 
conductance was based on observed tile flows, drain depth and observed groundwater levels. 
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The evapotranspiration rates used for each stress period were obtained empirically 
from observed climatological data using the Soil Conservation Service Blaney-Criddle 
method. Although this method is not as comprehensive as such methods as the Penman 
method, it is widely recommended by the USDA-SCS. Nevertheless, the choice of this 
method was governed to a considerable extent by the available climatological data. 
The parameter, extinction depth, associated with evapotranspiration was optimized 
manually. Initial trial values were based on approximate average rooting depths of com and 
grass. Calibration results indicate that this parameter is one of the most sensitive parameters 
in the groundwater model. A change of 0.2 m in the value of extinction depth leads to a 
change of O.IS m in the root mean square error particularly during the second stress period. 
Furthermore, increasing the extinction depth to values as high as 2.0 m for the second stress 
period often results to non-convergence of the solution of the matrix equation (26). Hence, 
this parameter was optimized using several simulation runs. 
The boundary conditions used for the various stress periods were similarly optimized. 
The optimum set of boundary conditions is given in Table 3. An upper head value of 337.0 to 
337.5 m was used for the first stress period on the basis of observed water table contours. For 
the second and third stress periods, an upper head boundary of 337.0 m was used based on 
both optimization runs and the observed water table contours. A constant head value of 333.0 
m was used for all three models as this is the head value closest to the observed heads at site 
3 well nests. Moreover, this proved to be the minimum possible value during simulation runs 
as head values lower than this resulted to mathematical errors, i.e. head values become lower 
than the uppermost active cells. 
The model parameter values were optimized using a recharge rate of 44.0 mm and 
32.0 mm for 1991 and 1992, respectively, broken down as 38.0 mm and 6.0 mm for stress 
periods 1 and 3, respectively for 1991; and 27.0 mm and 5.0 mm for the same periods in 
1992. While the empirically-derived recharge estimates of Kanwar, et al (1993) for these 
years were 47 and 44 mm, these were just taken as rough guides in setting the recharge rates 
during calibration. Furthermore, increasing these values during the calibration led to over-
estimation of hydraulic heads. Hence, parameter optimization was performed using optimum 
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recharge values that are within the neighborhood of the previous recharge estimates, in the 
absence of field-measured recharge rates. 
The observed and simulated heads at selected wells during the calibration years 1991 
and 1992 are shown in Figures S and 6. It is apparent firom these figures that the general head 
fluctuation with time is generally simulated satisfactorily particularly during the first stress 
period. On the other hand, the model for the second stress period showed moderate 
performance as a general overprediction of heads occurred particularly during the months of 
September and October. Further model improvement was attempted such as increasing the 
extinction depth, lowering the upper boimdary head and even optimizing the 
evapotranspiration to values greater than the empirically-determined estimates. However, all 
these resulted to either non-convergence of solution or the heads being below the cells. 
Hence, the optimum parameter values obtained were considered to be satisfactory for the 
problem at hand. Recharge during this second period is, after all, either zero or negligible and 
hence will not significantly affect the main objective of this modeling scheme. For the third 
stress period model, on the other hand, the general slight increase of the groundwater 
elevation is adequately simulated by the model. However, no observed data for the winter 
month of December exists during the calibration year to sufficiently assess the goodness of 
fit at the final simulation time. 
Table 4 summarizes the values of the various statistical criteria used for the objective 
assessment of model fit during calibration. For both calibration years 1991 and 1992, the root 
mean square error (RMSE) proved to be sufficiently low ranging from 0.153 m to 0.48 m 
during the first stress period and 0.278 m to 0.302 m for the third stress period, the two 
periods which contribute to the annual recharge. Although the RMSE for the second stress 
period has a relatively higher value, practically no recharge is contributed during this period. 
Furthermore, any inaccuracies incurred during the second period will only affect the initial 
conditions of the third period. And since the third period only contributes minimal recharge, 
the inaccuracies incurred during the second and third periods will not significantly affect the 
estimates of annual recharge. 
A better gage of the goodness of simulation fit is shown by a comparison of the 
observed and simulated head distribution as shown in Figures 7 to 10 . It is apparent that 
152 
the general head distribution compares well with the observed head distribution during the 
same months and the same layer as shown. The head distribution for the intermediate and 
unoxidized till layers were likewise similar to the observed head distribution for these layers. 
It should be noted that the northeastern portion of the area is not a part of the flow domain in 
the model. 
Model Validation Results 
The calibrated model was validated using groundwater data observed in 1989 and 
1990. An initial head distribution was approximated based on the April 1989 observed data 
to serve as initial conditions for the first stress period. A recharge value of 36.0 and 0.6 mm 
for stress periods 1 and 3 for 1989 and 32.6 mm for stress period 1 in 1990 for a total of 69.2 
mm were used during the validation runs. No data exists for the third stress period in 1990. 
These recharge values are within the vicinity of the estimates by Kanwar, et al (1993) of 
about 75.0 mm for 1989 to 1990. 
A plot of the simulated and observed groundwater heads at selected wells during 
validation years 1989 and 1990 are shown in Figures 11 and 12. Simulated and observed 
head distributions during the months of June for these years are shown in Figures 13 to 16 . 
While discrepancies exist for the stress period 2, the model generally provided good fit for 
the first stress period, which generates the large portion of recharge estimates. This is also 
proven by a relatively low RMSE obtained for this period during validation as summarized in 
Table 5. Hence, the calibrated model was considered to be adequate for the intended purpose. 
Simulation Results for Recharge Estimation 
Groundwater recharge was estimated for years 1993 to 1995 and from 1997 to 1998. 
No groundwater data exists for year 1996. The recharge was estimated by manually adjusting 
its value until the simulated heads compare well with the observed heads on the basis of both 
the head distribution in space and time as in model calibration. Sample simulated and 
observed head distribution for the months of June, October and December of 1998 are shown 
in Figures 17 to 22 to demonstrate the model performance in this respect throughout the year. 
It is apparent that the simulated head distribution generally agreed with the general pattern of 
observed head distributions. A plot of the simulated and observed heads at selected wells are 
also shown in Figure 23 . 
153 
The estimates of grotmdwater recharge for the years considered are simimarized in 
Table 6. The recharge rates ranged from 18.7 mm in 1997 to 33.2 mm in 1993. A large 
portion of recharge occurs during the first stress period from January to June in each year. 
For this period, recharge rates ranged from 0.0001 m/day to 0.00018 m/day constituting 18.1 
mm and 32.6 mm, respectively, which is about 80 % to 98 % of the total annual recharge. 
The annual recharge values obtained from the simulation results are consistent with 
the order of magnitude obtained by Kanwar, et al (1993) for the calibration and validation 
years and are also within the typical range of recharge rates estimated for the humid 
Midwest (e.g. Stoertz and Bradbury, 1989; Fetter, 1994; Eidem, Simpkins and Burkart, 
1999). 
Moreover, the recharge estimated by the groundwater model agreed well with the 
rainfall occurrences observed at the site as shown in Figure 24, with the exception of 1989, 
which suffered from a lack of reliable basis for estimating the initial conditions. For 
instance, the largest estimated recharge rates occurred for years 1990,1991 and 1993, during 
which the total annual rainfall exceeded the annual average. In contrast, the least rainy year 
of 1997 (661.9 mm) provided the least recharge estimate of 18.7 mm. 
Nevertheless, a one-to-one annual rainfall-annual recharge correspondence did not 
prove to provide a well-defined relationship based on the simulation results. Aside 1989, 
other years with higher rainfall did not necessarily result to higher recharge rates. For 
instance, the year 1998 had a slightly higher annual rainfall (889.8 mm) than 1995 (729.7 
mm). And yet, simulation results yielded lower recharge rate for 1998 (25.9 mm) than for 
1995 (31.4 mm). While these differences are not significant and uncertainties in the 
estimated values exist, this could be possibly attributed to the actual temporal distribution of 
rainfall and on the actual rainfall intensities during these years. In fact, a high rainfall 
magnitude may not necessarily lead to greater infiltration and the eventual percolation into 
the groundwater system if rainfall occurs at high intensities. Moreover, the timing of rainfall 
occurrences, i.e. whether they occur during recharge or discharge periods, greatly governs 
their influence on the recharge process. For instance, high rainfall magnitudes observed 
during the months of July to October will significantly increase the total annnal rainfall 
value. And yet, most of the rainfall occurring during this period may only replenish the 
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unsaturated zone and will consequently be dissipated by evapotranspiration at the site leading 
to minimal or no recharge at all. Thus, high total annual rainfall may not always be truly 
indicative of high recharge rates. However, being the main source of natural groundwater 
recharge, rainfall and recharge are unquestionably tied up with each other. 
Based on the simulation results, annual groundwater recharge in glacial till ranged 
from 2.3 % to 4.3 % of the annual precipitation. With glacial, having a relatively low 
hydraulic conductivity and specific yield, this order of magnitude for natural groundwater 
recharge can be expected. 
Parameter Uncertainties and Model Limitations 
While simulation results generally provided acceptable results on the basis of various 
statistical criteria and head distributions, the model developed in this study can be further 
refined in the light of new field data to minimize model parameter uncertainties. In particular, 
field-measured recharge rates such as those obtained from lysimeter or tracer test studies 
could greatly lead to a much improved estimation of model parameters during calibration. 
Moreover, the evapotranspiration rates could be more accurately estimated using better 
methods such as Penman method which accounts not only for temperature but also humidity 
and wind effects. Uncertainties in the specific storage and specific yield also exist as a 
spatially uniform value for each parameter was used in each layer, unlike hydraulic 
conductivity which was made to be spatially variable based on slug test and geostatistical 
analysis. Field measurement of specific yield and specific storage at various portions of the 
flow domain and geostatistical analysis may be necessary if a more accurate simulation is to 
be desired. 
The groundwater model used in this study is constrained to a large extent by available 
groundwater head data, particularly during the initial and latter periods of simulation which 
fall during the months of January to April and December. During the periods considered, 
groimdwater elevation data was only available during the months of May to October except 
for 1998 when groundwater level measurement was done by the authors until December. The 
initial head distribution greatly influences the accuracy of the simulation of the first stress 
period where a major portion of recharge occurs. If groundwater data close to the months of 
December or January are not available, the chances for error in approximating the initial 
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conditions become significantly large. In the same way, chances for error of the final head 
distribution become high if groundwater observations during the month of December is not 
available. As the final head distribution can be used as the initial head distribution for the 
succeeding year, it is highly necessary to have data during this month if accurate simulation 
for the succeeding year is to be achieved. 
SUMMARY AND CONCLUSIONS 
A three-dimensional groundwater model based on MODFLOW code was developed 
and used to estimate groundwater recharge rates in glacial till. It consists of three model 
layers representing the oxidized, intermediate and unoxidized till layers and accounted for 
the spatial variability of hydraulic conductivity in each layer based on results of geostatistical 
analysis. The model also incorporated the effects of evapotranspiration and subsurface 
drainage. Based on simulation results, the annual groundwater recharge ranged from 18.7 
mm to 33.2 mm for the period 1993 to 1998. Approximately 80 to 98 % of the total annual 
recharge occurs during the period of January to June. The total annual groundwater recharge 
constitutes approximately 2.3 % to 4.3 % of the total annual rainfall, which is to be expected 
for glacial till with relatively low hydraulic conductivity and storage charactertistics. The 
model developed in this study provided a fundamentally-sotmd and useful alternative method 
for estimating groundwater recharge and provides a workable firamework for further 
development in the light of new field-measured data. 
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Table 1. Near-surface stratigraphy at the research site. 
Depth (m) Thickness (m) Description 
from to 
0 0.6 0.6 Soil zone 
0.6 3.7 3.1 Weathered Wisconsin age till 
3.7 22.3 18.6 Unweathered Wisconsin age till 
22.3 25.3 3.0 Loess 
25.3 30.5 5.2 Paleosol 
30.5 48.2 17.7 Pre-Illinoian weathered till 
48.2 72.2 24.0 Pre-Illinioian unweathered till 
72.2 79.3 7.1 Rubble zone, boulders, till 
79.3 89.9 10.6 Unweathered till, wood pieces, gravel 
89.9 101.2 11.3 Sandy till and reworked shale 
101.2 103.6 2.4 Sandstone 
103.6 109.7 6.1 Shale with sandstone layers 
109.7 128.3 18.6 Layers of sandstone, siltstone, slate 
and shale 
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Table 2. Model parameters used in the groimdwater model and their optimum 
or field meastired values. 
Parameter Layer 1 
(0 to 3.7 m) 
Layer 2 
(3.7 to 6.0 m) 
Layer 3 
(6.0 to 20.0 m) 
A. Physically-based 
Parameters 
Hydraulic conductivity 
Specific storage 
Specific yield 
Porosity 
Evapotranspiration 
Drain depth 
B. Optimized Parameters 
Extinction Depth 
Drain conductance 
1.1E-6to3.0E-6m/s 
(spatially variable) 
1.2E-7 to 2.3E-7 m/s 1.2E-8 to 6.5E-8 m/s 
(spatially variable) (spatially variable) 
0.0006 1/m 0.0006 1/m 
0.032 0.032 
0.35 0.35 
0.0007 to 0.0014 m/day for Sr 
0.0022 to 0.0038 m/day for S2** 
0.0002 to 0.0003 ni/day for S3*** 
1.22 nfi 
1.0 m for SI* 
1.4 m for S2** 
0.3 m for S3*** 
0.0001 m^/day 
0.00066 1/m 
0.030 
0.40 
Head-dependent boundary 
conductance 
0.001m /day 0.001m /day 0.001m /day 
Recharge to be estimated 
* Si = stress period 1; S2 = stress period 2; ***S3 = stress period 3 
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Table 3. Bounuary conditions used in the groundwater models. 
Boundary Condition Stress Period 1 Stress Period 2 Stress Period 3 
A. Upper Specified Head (all layers) 
Day 1 to 120 337.0 m 
Day 121 to 181 337.5 m 
Day 181 to 304 (adj. day 1 to 123) 
Day 304 to 365 (adj. day 1 to 61) 
B. Lower Specified Head (all layers) 
Day 1 to 120 333.0 m 
Day 121 to 181 333.0 m 
Day 181 to 304 (adj. day 1 to 123) 
Day 304 to 365 (adj. day 1 to 61) 
C. Specified Flux Boundary 
(all layers) 
General Head 332.0 m 332.0 m 332.0 m 
General Head Conductance 0.001 m^/day 0.001 mVday 0.001 m^/day 
337.0 m 
337.0 m 
333.0 m 
333.0 m 
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Table 4. Values of statistical parameters obtained during model calibration . 
Model Time (days) Mean Error Mean Absolute Error (m) (m) 
Root Mean Square 
Error (m) 
1991 
S1 31 0.114 0.135 0.153 
S1 90 0.026 0.198 0.241 
S1 120 -0.154 0.234 0.287 
S1 181 0.246 0.316 0.378 
S2 304 0.670 0.670 0.700 
S3 365 0.092 0.259 0.278 
1992 
S1 31 0.022 0.309 0.348 
S1 90 0.084 0.342 0.395 
S1 120 0.217 0.337 0.408 
S1 181 0.354 0.383 0.480 
S2 304 0.438 0.381 0.486 
S3 365 0.208 0.255 0.302 
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Table 5. Values of statistical parameters obtained during model validation. 
Model Time (days) Mean Error Mean Absolute Error Root Mean Square 
(m) (m) Error (m) 
1989 
S1 31 -0.120 0.193 0.229 
S1 90 0.107 0.235 0.285 
S1 120 0.130 0.251 0.297 
S1 181 0.148 0.470 0.504 
S2 304 0.881 0.881 0.950 
S3 365 0.830 0.830 0.900 
1990* 
S1 31 0.825 0.825 0.924 
S1 90 0.156 0.323 0.352 
S1 120 0.088 0.296 0.360 
S1 181 0.064 0.363 0.410 
* Groundwater elevation data are not available for stress periods 2 and 3. 
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Table 6. Periodical and annual recharge estimates from groundwater head simulations. 
Year Stress Period 1 Stress Period 2 Stress Period 3 Total Annual 
Recharge 
(m/day) (m/day) (m/day) (mm) 
1989 0.00020 0.00000 0.00001 36.8 
1990 0.00018 0.00000 0.00001 33.2 
1991 0.00021 0.00000 0.00010 44.1 
1992 0.00015 0.00000 0.00008 32.0 
1993 0.00018 0.00000 0.00001 33.2 
1994 0.00010 0.00000 0.00007 22.4 
1995 0.00017 0.00000 0.00001 31.4 
1996 no data no data no data 
1997 0.00010 0.00000 0.00001 18.7 
1998 0.00014 0.00000 0.00001 26.0 
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Figure 1. Site map of the Iowa State University's Agricultural Engineering and 
Agronomy Research Center. 
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Figure 2. Layout of the various monitoring wells and topography at the glacial 
till research site. 
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Figure 3. The conceptual groundwater model. 
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Figure 4 .The flow domain and boundary conditions of the groundwater model. 
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for 1991 during model calibration. 
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Figure 6. Simulated and observed piezometric heads at selected wells for 
1992 during model calibration. 
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model calibration. 
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Figure 8 . Observed head distribution at the oxidized till for June 1991. 
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Figure 9. Simulated head distribution at the oxidized till for 
June 1992 during model calibration. 
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Figure 10. Observed head distribution at the oxidized till for June 1992. 
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Figure 11. Simulated and observed piezometric heads at selected wells for 1989 
during model validation. 
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for 1990 during model validation. 
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1989 during model validation. 
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Figure 14. Observed head distribution at the oxidized till for June 1989. 
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Figure IS . Simulated head distribution at the oxidized till for June 
1990 during model validation. 
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Figure 16. Observed head distribution at the oxidized till for June 1990 
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Figure 17. Simulated head distribution at the oxidized till for June 1998. 
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Figure 18. Observed head distribution at the oxidized till for June 1998 
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Figure 19. Simulated head distribution at the oxidized till for October 1998. 
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Figure 20. Observed head distribution at the oxidized till for October 1998. 
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Figiire 21. Simulated heads at the oxidized till for December 1998. 
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Figure 22. Observed head distribution at the oxidized till for December 1998. 
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Figure 23. Simulated and observed piezometric heads at selected wells for 1998. 
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CHAPTER 7. NITRATE-NITROGEN LOADING RATES IN A GLACLAL 
TILL AQUTTARD 
A paper to be submitted for publication in the TRANSACTIONS of the ASAE 
Victor B. Ella, Stewart W. Melvin and Rameshwar S. Kanwar 
ABSTRACT 
Nitrate-Nitrogen loading rates in shallow groundwater in a glacial till aquitard were 
estimated for years 1994 to 1998 on the basis of observed groundwater NO3-N concentration 
and estimates of groundwater recharge over this period. Results showed that the field average 
NO3-N loading rate in shallow groundwater ranged from 0.53 kg/ha to 0.7S kg/ha and 
averaged 0.72 kg/ha. However, based on spatial analysis and on estimations per well nest, the 
central portion of the site within the vicinity of the cropped areas only exhibited a range of 
from 0.08 kg/ha to 0.40 kg/ha and an average of 0.24 kg/ha for the NO3-N loading rate over 
the last S years. 
INTRODUCTION 
The consequences of the downward leaching of NO3-N from the crop rootzone within 
the unsaturated layer into the groundwater system can be viewed from two different 
perspectives. From the viewpoint of the economics of agricultural production, NO3-N 
leaching constitutes part of nutrient loss and hence a loss of agricultural crop production 
inputs. From the environmental standpoint, on the other hand, NO3-N leaching obviously 
constitutes groimdwater quality degradation particularly if the concentrations exceed the 
maximum permissible limits. Whichever point of view is considered, the need to estimate 
NO3-N leaching or NO3-N loading rates is necessary to serve as basis to objectively evaluate 
either concem. 
The rate of NO3-N loading into the saturated zone has generally been treated to be a 
frmction of groundwater recharge rates and the observed NO3-N concentration in 
groundwater. Although lacking in mathematical complexity, which after all may not be 
warranted, this approach is fundamentally based on mass balance principles and hence 
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provides an acceptable method for determining loading rates. With available data on 
groundwater NO3-N concentration and recharge rates, NO3-N loading rates, viewed either as 
a nutrient loss or as a groundwater quality threat, can be roughly estimated. 
In glacial till aquitard in Iowa, NO3-N loading rates have been estimated in the past 
(e.g., Kanwar, et al., 1993). With recent groimdwater quality data becoming available 
coupled with recently estimated recharge rates, the need to update NO3-N loading rates 
becomes imperative. This study is, therefore, intended to estimate NO3-N loading rates for 
the most recent years using new estimates of groundwater recharge and observed NO3-N 
concentrations. 
METHODOLOGY 
The estimation of NO3-N loading rates was based on the groundwater NO3-N data 
collected in 42 wells at the Ames Till Hydrology site (Figures 1 and 2) during the last five 
years and on the results of previous studies on recharge estimation and geostatistical analysis 
made by the authors. Groundwater samples were collected on a monthly basis for the shallow 
wells (<6.0 m) and on a bimonthly basis for the deep wells (>6.0 m). All samples were 
analyzed colorimetrically at the National Soil Tilth Laboratory, USDA, Ames, Iowa. A 
Lachat Flow Injection autoanalyzer with a detection limit of 1.0 mg/L was used for this 
purpose. On the other hand, groundwater recharge was estimated using an inverse three-
dimensional transient groundwater flow simulation. The modular finite difference 
groundwater model developed by USGS MODFLOW (McDonald and Harbaugh, 1988) was 
used for this purpose. Results of geostatistical analysis of NO3-N concentration previously 
made by the authors were also used to evaluate the spatial variation of NO3-N loading rates at 
the site. The annual NO3-N loading rate was estimated as follows 
NO3-N Loading rate (kg/ha/yr) = NO3-N groundwater concentration (mg/L) x 
Groundwater recharge (L/ha/yr) x lE-06 
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RESULTS AND DISCUSSION 
The estimatioii of loading rates performed in this study was focused on the shallow 
groundwater for the following reasons: 1) exploratory data analysis of the NO3-N 
concentrations over the last five years from 1994 to 1998 indicated the NO3-N is practically 
absent at deeper wells (>6.0 m) with 17 out the 18 deep wells consistently showing a NO3-N 
concentration of 0.0 mg/L; hence taking the field average based on a single well may not 
generate a valid representation of the NO3-N loading picture at the site; and 2) the 
groundwater recharge estimates yielded by groimdwater modeling essentially represent 
recharge to the shallow groimdwater. 
Summarized in Table 1 are the estimated annual field average NO3-N loading rates in 
shallow groundwater over the last S years along with the annual groundwater recharge and 
field average NO3-N concentration. The NO3-N loading rates are also depicted graphically in 
Figure 1. From 1994 to 1998, the NO3-N loading rate in shallow groimdwater ranged firom 
0.53 kg/ha in 1997 to 0.75 kg/ha in 1998 and averaged 0.72 kg/ha. With the observed field 
average NO3-N concentration being nearly the same for all years with a range of 2.0 mg/L in 
1994 to 2.89 mg/L in 1998, the effect of groundwater recharge variations on the NO3-N 
loading estimates proved to be more pronounced than the variations in NO3-N 
concentrations. For instance, in 1995 the field average NO3-N was at its lowest (2.00 mg/L) 
and yet the estimated NO3-N loading rate was higher than in both 1994 and 1997 which had 
higher observed groundwater NO3-N concentration at 2.42 mg/L and 2.86 mg/L respectively. 
This is caused by higher groundwater recharge estimated in 1995 than in the other two years. 
Although the NO3-N loading rate estimates only differed by 0.1 kg/ha, this observation 
implies that groundwater recharge plays a major role in assessing NO3-N loss from the crop 
rootzone or groundwater contamination by NO3-N. 
To obtain a more meaningful assessment of NO3-N loading rates, the spatial 
variability was analyzed by considering the average concentration in each of the shallow well 
nests assuming a spatially uniform groundwater recharge. The results are depicted in Table 2 
and in Figure 2. It is apparent from the figure that NO3-N loading rates are highest at sites 3 
and 5, situated at the southwestern and midsouthem borders of the research site, averaging 
1.35 kg/ha and 2.72 kg/ha, respectively over the last 5 years. For the other well nests, the 
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NOa-N loading rates only averaged below 0.5 kg/ha. In view of these discrepancies, it 
follows that the field average NO3-N loading rates previously discussed are not truly 
representative of the entire field site as the average values were pulled upwards by the site 3 
and 5 values. In fact, a closer look at the NO3-N data observed from 1994 to 1998, as shown 
in Table 3, indicates that wells 3-A, 5-A and 5-B consistently yielded NO3-N concentrations 
close to or greater than 10.0 mg/L over the last 5 years. Being situated at the borders of the 
research site, the elevated NO3-N concentrations consistently observed at these shallow wells 
may have been partly caused by NO3-N coming from the neighboring agricultural farms. In 
fact, the topograhic map shown in Figure 1 indicates that the ground surface elevation 
declines towards these sites from the neighboring farms. Hence, there is a great likelihood 
that NOa-N-containing surface runoff and groundwater converge to these areas from these 
neighboring farms. 
In view of the aforementioned discussion, a more representative level of NO3-N 
loading rate within the field site could, therefore, be better exemplified by the estimates at 
well sites 2, 6, 7 and 8, all situated at the central portion of the site close to the experimental 
field plots where Nitrogen fertilizer and livestock manure are applied. Site 1 well nest is 
located at the upgradient portion of the site and hence yielded nil to highly minimal NO3-N 
loading rate. For the 4 well nests mentioned, the average yearly NO3-N loading rates only 
ranged from 0.08 kg/ha to 0.40 kg/ha, far below the average estimates for sites 3 and 5. 
Hence, NO3-N loss over the field can be considered to have these ranges of values over the 
last five years. 
A better picture of the spatial variation of the average NO3-N loading rate is shown in 
Figure 3. The values of NO3-N loading rates depicted in this figiire is based on 
geostatistically estimated NO3-N concentration in shallow groundwater over the last five 
years and the average groundwater recharge over the same period. Obviously, the NO3-N 
loading within the vicinity of the cropped areas only exhibited a magnitude of up to 0.24 
kg/ha, far below the values estimated at well sites 3 and 5. 
While the leaching of NO3-N to groundwater may exhibit spatial and temporal 
variations, the aforementioned results can provide an insight on the extent of NO3-N loss 
from crop rootzone or the extent of NO3-N contribution to groundwater quality degradation. 
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More accurate spatial variations of NO3-N loading rates may require estimates not only of the 
spatial variations of NO3-N concentrations but also of spatial variations of groundwater 
recharge rates, which are currently unavailable. On the other hand, the analysis of temporal 
variation of NO3-N may require thorough analysis of the nitrogen transformation processes 
over time during and after nitrogen fertilizer and manure applications over the area. Such 
analysis is beyond the scope and objectives of this study. 
SUMMARY AND CONCLUSIONS 
This study was conducted to estimate NO3-N loading rates in glacial till aquitard. 
Nitrate-Nitrogen loading rates in shallow groundwater in a glacial till aquitard were 
estimated for years 1994 to 1998 on the basis of observed groundwater NO3-N concentration 
and estimates of groimdwater recharge over the period considered. Results showed that the 
field average NO3-N loading rate in shallow groundwater ranged firom 0.53 kg/ha to 0.75 
kg/ha and averaged 0.72 kg/ha. However, based on spatial analysis and on estimations per 
well nest, the central portion of the site within the vicinity of the cropped areas only 
exhibited an average NO3-N loss of only up to 0.24 kg/ha over the last 5 years. Elevated 
NO3-N loading estimated at the periphery of the study site may have been caused by NO3-N 
contributed by neighboring farmlands. 
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Table 1. Annual field-average NO3-N loading rates in shallow groundwater at the Ames 
glacial till aquitard. 
Year Total Annual 
Recharge 
(Uha) 
Average Annual NOj-N 
Concentration 
(mg/L) 
Annual NO3-N Loading 
Rates 
(kg/ha) 
1994 223700.0 2.42 0.54 
1995 313800.0 2.00 0.63 
1996 NO DATA NO DATA -
1997 187100.0 2.88 0.53 
1998 259500.0 2.89 0.75 
Average 246025.0 2.33 0.57 
Table 2. Average NO3-N loading rates (kg/ha) at various shallow well nests 
at the Ames glacial till aquitard. 
Year Sltel Site 2 Site 3 sites sites Site? sites Field 
Average 
1994 0.04 0.44 0.80 3.26 0.34 0.03 0.76 0.54 
1995 0.00 0.00 1.19 2.59 0.20 0.09 0.18 0.45 
1996 - - - - - - - -
1997 0.00 0.06 1.36 2.32 0.50 0.02 0.43 0.64 
1998 0.00 0.00 2.07 2.40 0.43 0.14 0.21 0.65 
Average 0.02 0.12 1.35 2.72 0.35 0.08 0.40 0.52 
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Table 3. Observed NO3-N concentrations (mg/L) in shallow wells at the Ames 
glacial till aqnitard. 
Well ID 1994 1995 1997 1998 Average 
1-10 0.58 0.00 0.00 0.23 
1-15 0.00 0.00 0.00 0.00 0.00 
1-25 0.00 0.00 0.00 0.00 0.00 
Site 1 Average 0.19 0.00 0.00 0.00 0.08 
2-208 0.00 0.00 0.00 0.00 0.00 
2-20C 3.98 0.00 0.57 0.00 1.10 
Site 2 Average 1.99 0.00 0.28 0.00 0.55 
3-A 7,67 14.16 18.20 26.62 16.52 
3-B 3.03 1.80 0.00 1.16 1.65 
3-C 0.00 0.00 0.00 0.00 0.00 
Site 3 Average 3.57 5.32 6.07 9.26 6.06 
5-A 13.93 10.92 9.70 11.70 12.09 
5-B 15.22 12.22 11.07 9.72 12.21 
Site 5 Average 14.58 11.57 10.38 10.71 12.15 
6-B 0.95 0.00 0.00 0.00 0.30 
6-C 2.13 1.78 4.45 3.80 2.81 
Site 6 Average 1.54 0.89 2.23 1.90 1.56 
7-8 0.00 0.00 0.00 0.00 0.00 
7-C 1.08 3.56 0.73 5.78 2.98 
7-D 0.25 0.00 0.00 0.00 0.06 
7-E 0.00 0.00 0.00 0.00 0.00 
7-F 0.00 0.00 0.00 0.00 0.00 
7-G 0.00 0.00 0.00 0.00 0.00 
7-H 0.00 0.00 0.00 0.00 0.00 
7-1 0.00 0.00 0.00 0.00 
7-J 0.00 0.00 0.00 0.00 0.00 
Site 7 Average 0.15 0.40 0.09 0.64 0.34 
8-A 4.73 1.64 3.83 1.90 2.96 
8-8 2.07 0.00 0.00 0.00 0.62 
Site 8 Average 3.40 0.82 1.92 0.95 1.79 
Average 2.42 2.00 2.86 2.89 2.33 
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Figure 1. Site map of the Iowa State University's Agricultural Engineering and 
Agronomy Research Center. 
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Figure 3. Annual field-average NO3-N loading rates in shallow groundwater 
at the Ames till aquitard. 
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Figure 4. Average NO3-N loading rates in shallow groundwater at various well nests at 
the Ames glacial till aquitard. 
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Figure 5 . Spatial variation of average NO3-N loading (kg/ha) in shallow 
groundwater in the glacial till aquitard. 
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CHAPTERS. OVERALL SUMMARY AND CONCLUSIONS 
This dissertation dealt with the spatial analysis and simulation of selected 
hydrogeologic and groundwater quality parameters. Slug tests were performed and results 
were analyzed to determine the vertical variations of hydraulic conductivity in glacial till 
aquitard. Geostatistical analysis was subsequently employed to determine the spatial 
structure and variability of hydraulic conductivity in the various till layers. The spatial 
variability of NO3-N concentration in shallow and deep groundwater was similarly analyzed 
using geostatistical techniques. In both cases, ordinary kriging was employed to estimate the 
parameters in unsampled locations. The groundwater quality in terms of NO3-N and 
herbicides was then evaluated at selected glacial till sites with particular focus on the analysis 
of vertical, spatial and temporal variations of these parameters. Groundwater recharge was 
consequently simulated using inverse three-dimensional transient niunerical groimdwater 
modeling technique. The whole study was culminated with the estimation of NO3-N loading 
rates in glacial till aquitard. 
On the basis of the results of this dissertation, the most important conclusions drawn are 
simunarized as follows: 
1. The hydraulic conductivity of the glacial till aquitard generally decreased with depth. The 
average measured hydraulic conductivity in the oxidized till based on slug tests is 
approximately twenty times higher than that of the imoxidized till. The in situ hydraulic 
conductivity averaged 1.9E-6 m/s for the oxidized till and 9.6E-8 m/s for the imoxidized 
till. 
2. The hydraulic conductivity in glacial till exhibited a highly erratic spatial behavior most 
particularly in the intermediate zone with a depth of 3.7 to 6.0 m. Short and large-scale 
variations in hydraulic conductivity contributed to this erratic spatial behavior and 
caused large semivariances even for short distances and simultaneous small and large 
semivariances for large separation distances. 
3. Groundwater NO3-N concentrations observed in shallow (<6.0 m) and deep ( >6.0 m) 
wells in the glacial till aquitard exhibited a relatively poor spatial structure under average, 
maximum and minimum conditions, exhibiting the presence of both short and large-scale 
variations. The range of correlation of NO3-N is generally shorter for deep groundwater 
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than for shallow groundwater, suggesting closer groundwater sampling schemes in the 
latter than in the former if a more accurate spatial analysis is desired. 
4. Nitrate-Nitrogen concentration in shallow groundwater under maximum and average 
observed conditions exhibited statistical anisotropy coinciding with the general 
groundwater flow and downsloping directions, indicating the large influence of both 
surface runoff and groundwater movement in the spatial distribution of this parameter in 
shallow groundwater. 
5. The field-average NO3-N concentrations m shallow groimdwater (<6.0 m) at the Ames 
glacial till site were generally below 5.0 mg/L over the last 5 years. However, the 
maximum monthly observed NO3-N concentrations frequently exceeded the allowable 
drinking water standard of 10.0 mg/L particularly at wells located at the borders of the 
study site. These extremely high NO3-N concentrations may have been contributed partly 
by the neighboring farms. For the Nashua research site, on the other hand, the NO3-N 
concentrations in shallow groundwater were mostly lower than the drinking water 
standard of 10.0 mg/L. 
6. The high NO3-N concentrations observed in shallow groundwater in both the Ames and 
Nashua glacial till sites generally occurred during the heavy rainfall months of June and 
July and during the growing season. However, relatively high NO3-N detections also 
occurred during post-growing season in shallow groundwater at the Ames site, possibly 
indicating soil conditions being highly favorable for nitrification. 
7. Nitrate-Nitrogen and herbicides detected in groundwater at both the Ames and Nashua 
sites generally decreased with depth. However, for the Nashua sites NO3-N and 
herbicides were occasionally detected at relatively higher concentrations at deeper 
groundwater than in shallow groundwater, possibly due to preferential flow. 
8. Herbicides were rarely detected in the groundwater system at both the Ames and Nashua 
sites. Of the four herbicides tested, metolachlor was relatively the most widely detected 
in the Ames site occurring in 9 of the 23 shallow wells and 2 of the 19 deep wells while 
atrazine showed up most frequently at the Nashua site. In ail cases, the observed 
herbicide concentrations proved to be lower than either the established drinking water 
standard or the lifetime health advisory levels. 
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9. An inverse three-dimensional groundwater modeling approach using the USGS 
MODFLOW provided a fundamentally-sound alternative for estimating groundwater 
recharge in glacial till aquitard. Based on simulation results, the annual groundwater 
recharge ranged from 18.7 mm to 33.2 mm from 1993 to 1998, corresponding to 2.3 % to 
4.3 % of the total annual precipitation in the area. 
10. The field average NO3-N loading rates in glacial till aquitard estimated on the basis of 
groundwater recharge estimates and observed groundwater NO3-N concentration ranged 
from 0.53 kg/ha to 0.75 kg/ha with an average of 0.72 kg/ha over the last 5 years. 
However, based on spatial analysis, the central portion of the field within the vicinity of 
the cropped areas, receiving nitrogen fertilizer and manure applications, only exhibited an 
average NO3-N loading rate of only 0.24 kg/ha over the same period. Elevated NO3-N 
loading rates at the periphery of the study site may have been partly caused by NO3-N 
contributed by the neighboring farmlands. 
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CHAPTER 9. RECOMMENDATIONS FOR FUTURE RESEARCH 
While the techniques employed in this study are apparently fundamentally-sound, 
greater accuracy of results could be achieved with additional and continuous collcction of 
both hydrogeologic and groundwater quality data at the glacial till aquitard. In particular, the 
following recommendations are believed to contribute to greater improvement of the results 
made in this study: 
1. The accuracy of calibration of the three-dimensional finite difference groundwater model 
used in this study was constrained to a large extent by the accuracy of recharge estimates 
used, in the absence of field-measured groundwater recharge rates. It is, therefore, highly 
desirable to perform future research studies dealing with direct measurement of 
groundwater recharge in glacial till aquitard. This could involve the use of either 
lysimeters or tracer tests. With available field measured recharge rates, the groundwater 
model developed in this study may be recalibrated for future simulations of groundwater 
recharge. 
2. A further investigation on the specific yield and specific storage of the glacial till aquitard 
and their spatial variation may significantly improve the performance of the three-
dimensional finite difference model used in this study for recharge estimation. Pimiping 
tests at various locations and geostatistical analysis of results may be needed to achieve 
this purpose. 
3. Continuous monitoring of groundwater level and quality before, during and after the 
growing season may be necessary in order to properly analyze the temporal variations of 
these parameters. The accuracy of simulation of recharge is greatly influenced and 
constrained by available groundwater data at the beginning or end of each simulation 
year. Conversely, the temporal variations of NO3-N loading rates may be properly 
analyzed if groundwater quality monitoring is performed on a regular basis. 
4. The potential evapotranspiration values at the Ames research site could be estimated 
more accurately using more comprehensive approaches such as Penman method, which 
takes into account not only the temperature but also the humidity and wind effects. With 
evapotranspiration being one of the primary parameters that influence the groundwater 
recharge estimation process in the groundwater model, the need for more accurate 
205 
estimates of this parameter is deemed necessaiy if greater accuracy in recharge 
simulation is to be desired. 
5. The spatial variation of groundwater recharge even on a field-scale may also be an 
important future research. The model used in this study was limited to a spatially-uniform 
recharge estimates. With recharge known to vary in space, further modeling studies using 
smaller scales may be necessary to generate a better picture of both groundwater and 
NO3-N recharge rates in glacial till aquitard. 
6. A joint spatio-temporal analysis of hydrogeologic and groundwater quality parameters in 
glacial till aquitard may lead to more meaningful assessment of both the spatial and 
temporal variations of such parameters as hydraulic heads, NO3-N concentrations, 
recharge and loading rates. Various geostatistical techniques, numerical modeling and 
temporal analysis may be employed in carrying out these tasks. 
7. Further investigative studies focusing on factors influencing the increased NO3-N levels 
in shallow groundwater at well nests 3 and 5 at the Ames Till Hydrology Research site 
may be warranted in order to determine the causes of elevated NO3-N levels at these 
portions of the site. This may involve studies on NO3-N transport and on factors 
governing the nitrification and denitrification processes at these locations. 
8. Further research on the temporal variation of hydraulic conductivity as influenced by 
purging of the wells may also be warranted in the future. While this study has indicated a 
general increase in field-measured hydraulic conductivity attributed to regular purging, 
future slug tests may be repeated every 5 years or so to provide sufBcient basis for 
generating more conclusive results. 
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