Introduction
Medical imaging encompasses radiology, cardiology, pathology, endoscopy, and all of the other clinical specialties in which the interpretation and use of images applies to a patient's health [1] . The scientific discipline of medical imaging informatics -which seeks to manage and apply biomedical imaging information -has grown significantly in the past 25 years, as shown by the number of publications indexed each year in PubMed from 1990 through 2014 ( Figure 1 ). The Journal of Digital Imaging, founded in 1987 and published by the Society for Imaging Informatics in Medicine (SIIM), formerly the Society for Computer Applications in Radiology, now publishes more than 100 articles each year. Since its founding in 2010, the Journal of Pathology Informatics has published more than 270 articles. Scientific advances in imaging informatics have found an audience in traditional specialty journals and in more general medical informatics journals. This article highlights some of the many advances in imaging informatics over the past 25 years.
Structured Reporting, Ontologies, and Natural Language Processing
Written communications between physicians form a crucial foundation of the medical record. Structured reporting is an approach to produce communications using controlled vocabulary and consistent, often template-based, report schemas. Point-andclick systems for structured reporting in radiology date back almost 40 years [2] . The UltraSTAR system for ultrasound reporting provided a model for form-based data entry [3] . In the past 10-15 years, the widespread adoption of commercial speech-recognition systems has accelerated interest in template-based reporting. In radiology, the need to generate large numbers of reports requires a mechanism, such as a "talking template", that allows radiologists to keep their eyes on the images while dictating [4] . Structured reporting has been advocated to improve productivity, quality, and data capture [5, 6] . Although work remains to be done [7] , recent studies (e.g., [8] ) have shown that structured reports generally have a positive impact on the reporting process. A notable approach, developed originally in oncologic imaging, is the Annotation and Image Mark-up (AIM) project, which provides a standardized, semantically interoperable information model for image-based annotations [9] . There also has been extensive effort to use controlled vocabularies and report templates in cardiology [10] and anatomic pathology [11] .
An ontology is a knowledge model that humans can read and machines can process; it formally defines the terms in a domain of discourse and their relationships to one another. The National Center for Biomedical Ontology (NCBO) BioPortal site hosts more than 300 ontologies in a range of biomedical and health-related domains. Most general medical ontologies provide limited coverage of medical imaging. Over the past 10 years, the RadLex ontology 1 has been developed to address that gap and provide a unifying lexicon for radiology. RadLex provides terminology for anatomy, diseases, imaging modalities, observations, and workflow; it includes subsets of relevant ontologies, such as the Foundational Model of Anatomy [12] . The Radiology Gamuts Ontology defines a knowledge model for differential diagnosis in radiology [13] . An ontology of biomedical imaging has the potential to support the multi-scale understanding of disease by integrating radiological imaging and quantitative histopathology imaging with clinical and genomics data [14] .
The clinical reports of most medical imaging procedures consist of narrative text. Imaging reports have served as materials for numerous investigations in natural language processing (NLP). In the 1990s, NLP research focused on parsing, regularization, and mapping of terms to a formal model to represent clinical information [15] . The development of negation-detection algorithms, such as NegEx [16] , has afforded greater precision in identifying positive and negative assertions in narrative text. Work has also focused on extracting recommendations from imaging reports [17] [18] [19] and accurate detection of diseases and clinically relevant incidental findings [20, 21] .
Standards and Interoperability
"Digital Imaging and Communications in Medicine" (DICOM) and "Integrating the Healthcare Enterprise" (IHE) are pervasive in imaging informatics. DICOM is an international standard to communicate medical image information. IHE is a collaboration of professional societies and industry to improve the interoperability of healthcare information technology (IT) systems by defining preferred implementations of existing standards referred to as profiles, not creating new standards. Interoperability refers to the ability of different health care IT systems to communicate with one another and to interpret communicated information in the same way. The Health Level 7 (HL7) standard is used for communicating textual information between medical applications and devices and is beyond the scope of this review.
The year 1982 saw the first major meeting on Picture Archiving and Communication Systems (PACS), which was held in Newport Beach, CA. Many of the papers presented echoed a common theme: digital imaging standards would be necessary if PACS were to be successfully implemented [22] [23] [24] [25] . At the same time, radiologists and medical physicists using digital images for research began to express concern to the American College of Radiology (ACR) regarding the difficulty in accessing these images. In an effort to create a voluntary standard to address the problems in accessing digital images, the ACR and the National Electrical Manufacturers Association (NEMA) met in November 1983 to form the Digital Imaging and Communications Standards Committee [26] . DICOM began in 1985 as the ACR-NEMA 300-1985 Standard. The second version, ACR-NEMA 300-1988, was published in 1988. A number of vendors implemented this standard and a test of the implementations was performed in 1990 at Georgetown University [27] . Finalized in 1992, the third version of the standard transitioned to operation over standard computer networks and also changed its name to DICOM to be more inclusive of international participants [28] . Although DICOM started out as a radiology-specific standard, it has now extended into other fields such as cardiology, radiation therapy, endoscopy, pathology, ophthalmology, dentistry and oral surgery, and veterinary medicine [29] .
DICOM is a standard for communicating and storing/archiving image information. The fundamental functional unit in DICOM is the Service-Object Pair (SOP). A SOP is the combination of a Service Class and an instantiated Information Object Definition (IOD). An IOD can be thought of as a form containing fields that are initially blank. Through the process of instantiation, the fields are assigned values, transforming the initially blank IOD into a DICOM Data Set. A Service Class refers to an application-level service, such as a request to store or transfer data. The SOP thus represents a command (Service Class) to be applied to the instantiated IOD (DICOM Data Set).
IHE is frequently misunderstood as a standard; it is not. It leverages existing standards to help integrate a diverse array of health care IT systems for the purpose of improving patient care [30] . It began in 1997 as a collaboration between the Radiological Society of North America (RSNA), the Healthcare Information and Management Systems Society (HIMSS), several academic centers, and a number of medical imaging vendors to solve integration problems encompassing the entire scope of healthcare informatics [31, 32] . Although IHE was initially a radiology-based endeavor, its scope has since expanded to anatomic pathology, cardiology, dentistry, endoscopy, eye care, IT infrastructure, laboratory, patient care coordination, patient care devices, pharmacy, quality, research and public health, and radiation oncology [33] .
IHE utilizes use cases to model scenarios that not only describe workflows/processes comprising several systems/medical technologies but also require interoperability between the communicating components. A use case is a formal statement of a specific workflow, the inputs and outputs, and the actors that exchange transactions to accomplish a goal [34] . IHE uses existing standards (e.g., DICOM, HL7) to accomplish the goals of real-world use cases and provides implementation guidelines in the form of Integration Profiles. If existing standards are unable to successfully resolve a use case, IHE works with other standards committees to improve their standards. IHE also hosts global annual meetings, called Connectathons, where vendors gather to demonstrate IHE conformance and the interoperability of their products [33] .
Image Compression and Teleradiology
Digital images are stored as a sequence of numbers with each number or set of numbers representing the brightness or color of a corresponding image pixel. The brightness or color of a pixel is termed the pixel value. The pixel of a digital grayscale image is represented by one (typically 16 bit) number while the pixel of a color image is represented by a set of numbers (if the Red-Green-Blue [RGB] model is used, three 8-bit numbers represent a single pixel). Pixel values are stored in order; the location of the pixel is implied by its location in the data set. In their native format, medical images contain redundancies; compression algorithms act to reduce or eliminate these redundancies to minimize storage size and transmission time. There are three main types of redundancies: coding redundancy; spatial, temporal, and bit-depth redundancy; and psychovisual redundancy. Although coding, spatial, temporal, and bit-depth redundancy reduction can be reversible or irreversible, psychovisual redundancy reduction can never be reversed. Spatial, temporal, and bit-depth redundancies are reduced by the process of transformation. Coding redundancy is reduced by the process of encoding. Psychovisual redundancy is (irreversibly) reduced by the process of quantization. Lossless compression algorithms perform transformation and encoding and are completely reversible; no image information is lost and the original image can be reconstituted exactly. Lossy compression algorithms perform transformation, quantization, and encoding and are irreversible; the reconstructed image is an approximation of the original image but not an exact replica. Although the Food and Drug Administration (FDA) finds the use of lossy compression acceptable, it requires labeling lossy compressed images as such when they are displayed.
Coding redundancy refers to the use of fixed-length coding to represent pixel values. Fixed-length coding uses the same number of bits to represent the value of each pixel. For typical medical grayscale images, pixels may have integer values between 0 and 4095, meaning that each pixel has a size of 12 bits though in a 16-bit memory unit. While this representation may make sense intuitively, consider the fact that lower numbers such as 0 and 1 can be represented with only a single bit. Thus, when 0 or 1 is represented using fixed-length coding, 11 bits are unnecessarily used. Variable-length coding uses a variable number of bits to represent pixel values. There are two major methods of variable-length encoding to reduce coding redundancy: Huffman coding [35] and arithmetic coding [36] . Huffman coding constructs a binary tree of nodes using a bottom-up approach; pixel values with lowest frequency/probability are placed at the bottom of the tree and pixel values with highest frequency/probability are placed at the top of the tree. Left branches are assigned the value of 0 and right branches are assigned the value of 1. Starting from the top of the binary tree, a pixel value is encoded as a string of the branch values leading to that pixel value. Decoding the pixel value follows a similar process: starting from the top of the binary tree, the string of encoded values is followed until a leaf of the tree is reached, which reveals the corresponding pixel value. Huffman coding assigns each individual pixel value a unique encoded value. Arithmetic coding takes a different approach to encoding pixel values. Instead of assigning each individual pixel value an encoded value, arithmetic coding assigns the entire image's set of pixel values one unique encoded real number value between 0 and 1. Arithmetic coding assigns a range of real number values to each individual pixel value between 0 and 1. The range for each pixel value is determined by its probability of appearing in the data set. Successive subdivision of the range between 0 and 1 into smaller intervals occurs until a final interval is reached that represents the encoded real number value. Decoding also performs successive subdivisions of the range between 0 and 1, capturing the corresponding pixel values after each subdivision until the final pixel value is obtained. Although the algorithm for arithmetic coding is described using real numbers between 0 and 1, actual implementations use binary values and processes such as renormalization to avoid floating-point operations that lead to inaccuracies [37] . Spatial, temporal, and bit-depth redundancies occur because neighboring pixels and the same pixel in consecutive frames have similar or equal values [37] . The two main algorithms for reducing these types of redundancies are run-length encoding and the discrete cosine transform (DCT), both of which provide lossless compression. Run-length encoding utilizes a pair of values with one representing the number of consecutive pixels of the same value and the other representing the specific value. The DCT transforms the original image pixel values into more compact coefficients [38] . Both of these algorithms are used in the Joint Photographic Experts Group (JPEG) compression standard.
The JPEG compression standard includes both reversible and irreversible techniques [39] . Although not developed for medical imaging, JPEG compression has been adapted for radiological images [40] . JPEG compression begins by dividing the image into separate blocks of 8 pixels x 8 pixels. Pixel values are stored and then transformed using the DCT, resulting in 8 x 8 blocks of spectral coefficients. A small portion of the upper left corner of the DCT image contains the bulk of the information. Quantization is performed next and it is this step that makes JPEG a lossy compression algorithm. An 8 x 8 matrix called the quantization table contains the divisors that are used to divide the corresponding dividends contained in the 8 x 8 DCT spectral coefficient matrix. The quotients (quantized coefficients) are then rounded to the nearest integer. JPEG compression reorders the quantized coefficients in a zigzag pattern so that the largest values are placed first and long strings of zeros are placed at the end. This allows the use of an end-of-block symbol to indicate the rest of the 8 x 8 block of quantized coefficients is zero after the last nonzero coefficient is encoded [37] .
The JPEG 2000 compression algorithm 2 was designed to address the shortcomings of the standard JPEG compression standard and to use new image processing methods, such as wavelet compression, that allow for higher image quality at equal or higher compression ratios than those of standard JPEG and other compression methods. Among all of these capabilities, perhaps the most interesting is the ability to apply different compression ratios to different parts of an image. This would allow for specifying a lower compression ratio for the portion of the image containing the pathology of interest to retain the highest image quality and a higher compression ratio for the remainder of the image.
Assessing image quality after lossy compression is important. Although there are many metrics for evaluating image quality, the gold standard is visual evaluation of the lossy compression algorithm's impact on diagnostic quality. If the detection of true positive findings is not decreased and the detection of false positive findings is not increased, then the metrics are irrelevant. Finally, it is important to remember that storage costs continue to decrease over time.
In the future, lossy compression may not be necessary for image storage; lossless compression alone may be sufficient. However, 2 http://www.jpeg.org/jpeg2000/ this statement has been true for decades but compression is still used because image sets grow larger at a rate similar to decreases in storage costs.
Teleradiology first began in the early 1990s with the advent of the Internet [41] . During this time, most Internet users made connections through standard analog phone lines. The relatively slow speed of dial-up connections made the transfer of diagnostic quality images without compression impractical. Consequently, compression algorithms were heavily utilized during this time to transfer images in a timely fashion. However, compression methods alone would not allow for the timely transfer of large data sets acquired through cross-sectional imaging. High-speed data transmission technology was needed to deal with the ever-increasing data size of imaging examinations. Once the technology for broadband Internet access became widespread, teleradiology began to expand and the need for compression algorithms decreased.
Teleradiology requires strong security measures to preserve patient confidentiality. A secure connection must be established between the imaging facility and the remote location where image interpretation will occur. Most teleradiology services use virtual private networks (VPNs) to establish secure connections between imaging facilities and remote interpreting locations. All data sent over a VPN is encrypted and decryption can only be accomplished through the use of an encryption key personalized to each authorized user. The VPN must also generate audit-logs to ensure that the system is not being misused.
Teleradiology has grown substantially over the last 25 years but what does the next 25 years hold? As more manned explorations into hostile environments, such as outer space, are undertaken, teleradiology will allow for the delivery of highly specialized imaging services in case of emergency [37] . The United States National Aeronautics and Space Administration (NASA) successfully pioneered the first extraterrestrial application of teleradiology by establishing a real-time link between experienced sonologists in Johnson Space Center, Houston, TX, who guided the crew aboard the International Space Station (ISS) in performing sono-graphic evaluation of shoulder integrity [42] . NASA also investigated the extraterrestrial performance of focused assessment with sonography for trauma (FAST) by establishing a real-time link between an ultrasound imaging expert in Mission Control Center, Houston, TX, who guided the crew aboard the ISS in performing the examination [43] . In a similar fashion, ground-based experts stationed in Mission Control Center, Houston, TX, guided the first extraterrestrial ultrasound examination of the genitourinary tract and the retroperitoneum in real time [44] . The positive outcomes from these projects prove that teleradiology has incredible potential both on Earth and beyond [45] [46] [47] . In the future, the remote delivery of image-guided therapeutic procedures using robotic assistance will become a reality.
PACS and Imaging Workstations
Vendors faced two main choices in designing PACS: whether to make the system "centralized" or "distributed." A centralized PACS stores images on a central server and needs high-speed transmission hardware to transmit the images to PACS workstations. A distributed PACS routes the images from the imaging device to the appropriate workstations based on rules reflecting typical workflow. For a distributed PACS system to be effective, the work must be predictable so that images can be sent from the imaging device to the correct workstations. Since the practice of medicine is often unpredictable, a distributed PACS architecture was difficult to implement successfully. With the development of large central servers and highspeed networks that can transmit images to workstations in a timely fashion, centralized PACS architecture has become the standard architecture and allows any workstation to retrieve any image stored in the PACS.
An important event that legitimized PACS as a feasible means to practice radiology was the Digital Imaging Network/ Picture Archiving and Communications System (DIN/PACS) contract, in which the Department of Defense released a request for proposal (RFP) for a PACS. In 1992, Fort Detrick saw the first installation of a PACS that utilized the ACR-NEMA 300-1988 standard. The Baltimore Veterans Administration Medical Center opened in 1993 as the first fully operational filmless facility in the United States [48] .
An important component of any radiology reading room is the PACS workstation, which is essentially a very high-end computer. These workstations used to cost in the tens of thousands of dollars [49, 50] . A typical PACS workstation consists of two to four high-resolution liquid-crystal display (LCD) monitors. The graphics card used in a PACS workstation is responsible for providing connectivity to the displays and may also be responsible for performing much of the processing involved with zooming and panning images or in the rotation of a 3D rendering [51] . The ACR, American Association of Physicists in Medicine (AAPM), and SIIM have published jointly a technical standard of recommendations for the electronic practice of medical imaging. 3 Workstations should have a graphic bit depth of at least 8 bits and LCD monitors with adequate brightness should be used. The ACR-AAPM-SIIM technical standard also provides specific workstation recommendations for parameters such as luminance, image presentation size, presentation support features, and pixel pitch and display size. PACS workstations should be able to communicate using the DICOM standard, although in most cases, they typically communicate with the central PACS server using an optimized proprietary protocol for routine image transfer. This approach is used because DICOM negotiations result in unnecessary overhead for routine transfers in a PACS.
The emergence of the Vendor Neutral Archive (VNA) is changing the original architecture of PACS and Radiology Information Systems (RIS). A VNA decouples the display aspect of PACS from the archiving layer; that is, imaging data is stored for long-term access in the VNA rather than in the PACS [52] . This decoupling eliminates the costly and time-consuming process of migrating 3 http://www.acr.org/~/media/ACR/ Documents/PGTS/standards/ ElectronicPracticeMedImg.pdf data when a new PACS is installed. In the near future, PACS may be merged with RIS or may take over many of the traditional RIS functions. Since PACS and RIS frequently intercommunicate, merging the two would simplify the system architecture, would reduce the number of separate computers and systems, and should cost less and function more efficiently [53] . Still further in the future, PACS and RIS could conceivably be absorbed into the Electronic Medical Record (EMR), though this would be a complex and time-intensive endeavor.
The "Image Explosion," the TRIP Initiative, and Ergonomics
Medical imaging has seen the same explosion of data that has been experienced in other industries. In fact, the growth in volume of medical image data has demonstrated the exponential growth rates described by Moore's Law [54] . Technological advances allowing the rapid collection of image data and fast transfer of images have dramatically increased the number of images reviewed by radiologists. In the days before digital imaging, it was not uncommon for radiologists to review all of the previous day's CT or MR studies. Today, reviewing all of the previous day's studies is impossible; radiologists struggle to complete even the current day's workload. The Mayo Clinic in Jacksonville, FL, provides an excellent illustration of the profound expansion in the number of radiological images over time. In 1994, this institution acquired approximately 1,500 images daily; in 2002, an average of 16,000 images was acquired daily; by 2006, the number of images acquired daily exceeded 80,000 [55] .
This "image overload" problem was recognized in the early 2000s and led to the creation of the Transforming the Radiological Interpretation Process (TRIP TM ) Initiative, which focused on developing strategies to deal with the medical image management crisis [55] . The TRIP TM Initiative identified six research areas critical for managing the ever-increasing imaging volume: human per-ception, image processing and computer-aided detection, medical data visualization, image set navigation and usability, databases and systems integration, and methodology evaluation and performance validation [56] . Although technological and workflow solutions to help manage the large volume of data have been developed, continued work in medical image management is necessary to keep pace with the advancement of imaging technology.
Ergonomic factors are important to consider when designing a radiology reading room. In addition to maintaining a comfortable temperature, air flow, noise, and humidity level, the ACR, AAPM, and SIIM recommend that viewing conditions be optimized to minimize eye fatigue, that noise from computers and other devices be minimized, that proper chairs with lumbar support and adjustable height with armrests be made available, that workstation tables be height-adjustable, and that display devices be positioned an arm's length away from the viewer. To address work-related complaints from radiologists, researchers at Cornell University developed the Cornell Digital Reading Room Ergonomics Checklist in 2006 to evaluate the radiologist work environment and determine which areas need to be improved. 4 The checklist is composed of six sections: display screens, input devices, workstation and workstation accessories, chair, ambient environment, and other factors. While working, radiologists are encouraged to keep their necks in a neutral position, to use good posture, and to change position often [57] .
Computer-aided Detection and Diagnosis
Since the advent of computers for capturing and displaying radiological images, there has always been interest in determining whether computers may also be used to analyze images to detect and diagnose diseases [58] . Even the best radiologists make errors when interpreting images. The goal of computer-aided detection (CAD) and computer-aided diagnosis (CADx) is to minimize such errors from occurring and to improve overall accuracy and efficiency.
CAD and CADx have developed over the last 20 years. The first CAD system was developed by Nishikawa et al. in 1994 at the University of Chicago and was used to detect breast lesions and clustered microcalcifications on mammography [59] . In 1998, the first commercial CAD system, ImageChecker M1000®, developed by R2 Technology received FDA approval. CAD and CADx have also been applied to CT colonography and thoracic imaging. It is expected that the number of applications will continue to grow.
Although CAD and CADx systems can be developed using static program instructions, machine learning is a more novel algorithmic technique for making decisions dynamically. Machine learning evolved from the study of artificial intelligence. There are many approaches to developing a machine learning algorithm; however, they all use example cases to train the system. During the training process, the system learns how to assign appropriate weights to its inputs. Ultimately, the system develops the ability to make predictive decisions that are data-driven. Machine learning can be thought of as a way to transfer the knowledge of radiologists to the computers that will perform image analysis [60] . Adopting this approach to developing CAD and CADx provides the best results because the ideal system would function as an expert radiologist. Virtually all CAD and CADx systems utilize machine learning and perform four critical steps: preprocessing, segmentation, region of interest (ROI) analysis, and determination of whether detected structures represent true lesions. Early machine learning classification techniques, such as linear classifier, linear discriminant analysis (LDA), and simple neural networks have gradually evolved into more advanced techniques, such as support vector machines (SVMs), multiple-instance learning, and ensemble learning, which are in use today [60] . Growing literature suggests that when radiologists employ CAD and CADx for a second read, their diagnostic accuracy increases [61] .
Image interpretation has three crucial components: detection, description, and differential diagnosis. The major focus of computer-aided applications for image analysis has traditionally been on detection. However, CADx is gaining more attention. CADx utilizing neural networks has been used in chest radiography to provide a differential diagnosis for ground glass opacities [62] . IBM's supercomputer Watson has also entered the fray as a new way to provide clinical decision support for the medical field. Watson's natural language processing capabilities and ability to mine enormous amounts of data in a short amount of time has the potential to revolutionize the way CADx would function in the near future.
As CAD and CADx algorithms become more sophisticated, the process of reviewing straightforward examinations will become increasingly automated. We fully expect that in the future, simple cases will only be occasionally reviewed by humans. Radiologists will be able to devote their time and attention to the more complex and difficult cases. This will lead to improved diagnostic accuracy and efficiency and, most importantly, to better patient outcomes.
Three-dimensional Image Rendering
Three-dimensional (3D) image rendering is used in multiple imaging modalities and often enhances the visualization of pathology. All 3D rendering techniques have four interdependent classes of 3D imaging operations: preprocessing (defining the object system to create a geometric model of the objects under investigation), visualization (viewing and comprehending the object system), manipulation (altering the objects [e.g., virtual surgery]), and analysis (quantifying information about the object system) [63] . The three main 3D rendering techniques used in medical imaging are shaded surface display (SSD; also known as surface rendering), maximum intensity projection (MIP), and 3D volume rendering [64] .
SSD was the first 3D rendering technique applied to medical images [65] . Its development began in the 1970s and leveraged the computer graphics, image-processing techniques, data segmentation innovations, and display technology of the time [66] [67] [68] [69] [70] [71] . In SSD, surfaces of structures of interest are determined within the volume of data and an image representing the derived surfaces is displayed [64] . The MIP 3D rendering technique was first applied to magnetic resonance (MR) angiography [65] . It remains a popular method for creating 3D computed tomography (CT) angiographic images [72] [73] [74] [75] [76] . As its name suggests, MIP preferentially displays higher intensity structures (e.g., contrast-enhanced vessels) at the expense of lower intensity structures; however, with minor modifications, MIP can be used to preferentially display lower intensity structures (minimum intensity projection) [65] . SSD and MIP typically make use of less than 10% of the available data [65] . In contrast, 3D volume rendering is capable of incorporating the entire data set [77] [78] [79] [80] . 3D volume rendering sums the contributions of each voxel along a line extending from the viewer's eye through the entire data volume and then displays the resulting composite for each pixel [64] . Powerful computers are needed to perform 3D volume rendering in a timely fashion, since it is the most computationally-intensive technique.
As image-processing hardware continues to increase in speed and decrease in cost, the relatively low computational cost of SSD and MIP compared to volume rendering will become irrelevant; the selection of 3D rendering technique will only be determined by the specific clinical problem. Moreover, multiple different 3D rendering techniques may be performed for the same study because the information obtained is often complementary. 3D image rendering will continue to play an important role in helping radiologists interpret the ever-increasing volume of medical imaging data.
Business Analytics and Operational Analysis
Business analytics refers to the collection, analysis, and display of data that reflects activity within a business. In the case of a hospital or healthcare enterprise, this term refers not only to the standard business data of revenues and expenses, but also to how patients flow through a facility. How long are patients waiting to be seen in a given department or facility? How frequently does an expensive CT scanner sit idle? How often is it down for repair? How long has it been since its last preventive maintenance check? How many years have passed since it was purchased? Some of this data can reflect current issues-if no images have flown out of an imaging device for two hours, it could mean that there are no patients that need imaging; however, it could also mean that the device is down. Business analytics can help practice leaders sort out these questions and make good decisions.
In healthcare, there are few standards for business analytics. HL7 and DICOM are designed for conveying medical data, not business data. Billing systems do not address the immediate patient flow issues noted above. In response to this deficiency, SIIM in 2011 initiated SWIM-the SIIM Workflow Initiative in Medicine. 5 SWIM began by identifying workflow steps that are frequently executed in an imaging department and contributed the lexicon of those workflow steps to RadLex. Once the lexicon of workflow is agreed upon, the next challenge is to collect and distribute the event information in a standard fashion [81] . There are currently a number of products that access workflow information using proprietary methods and then display the workflow information as a "dashboard" [82] . Although these tools are useful, the lack of standards means that such products are expensive to implement and are frequently disrupted when systems are upgraded or replaced. The proposed IHE profile called SOLE-the Standardized Operational Log of Events, 6 seeks to address this challenge. This profile defines a standard way to collect events and how they may be accessed, leveraging the Audit Trail and Node Authentication (ATNA) profile that is already in widespread use. 7 Once standards are in place and in use for collecting and accessing workflow information, it becomes feasible to use workflow engine technology to assist the healthcare delivery process. Workflow engines (WFEs) are widely used in other industries, particularly manufacturing, where there are well-defined processes for a business. In healthcare, prior experiences with WFEs have been less positive because healthcare has many exception conditions leading to complex workflows [83, 84] . If those complexities are not included and modeled, the WFE will not be able to address the problems at hand and will actually put patients at risk rather than improve their health care. Imaging may be an area where WFEs can be implemented to great advantage. WFEs can improve efficiency and quality when adopted by components of an imaging department. Implementing WFEs in areas with few exceptions to workflow, and having a WFE that makes exception handling easy, is critical to long term success [85] . 9 "Big Data" and Radiogenomics "Big Data" in medical imaging encompasses the pixel data within imaging examinations as well as the interpretive report [86, 87] . Sophisticated algorithms are necessary to mine and analyze Big Data due to its enormous size. Big Data analytics holds the potential to discover important relationships between a disease's imaging phenotype and its clinical characteristics [88] [89] [90] . As Big Data becomes more readily accessible in healthcare, providers have a duty to prevent its abuse by ensuring that Health Insurance Portability and Accountability Act (HIPAA) standards are followed and protected health information is secured.
Efforts over the past 25 years to sequence and understand the human genome have 7 http://wiki.ihe.net/index.php?title=Audit_ Trail_and_Node_Authentication enabled "precision medicine," which seeks to improve clinical outcomes using detailed, personalized information to improve diagnosis, categorize disease, and guide treatment [91] . Imaging informatics plays a role in realizing the goals of precision medicine by making images and imaging-based information accessible and interoperable across clinical domains and biological scales [92] . The emerging field of radiogenomics investigates the relationships between a disease's genomic characteristics and its imaging phenotype to better understand the disease's biology, prognosis, and treatment options [93, 94] . Radiogenomics offers noninvasive tools to assess clinical and molecular characteristics of cancers, such as glioblastoma [95] , renal cell carcinoma [96] , and breast cancer [97] , and to predict radiation therapy response [98] . As the field of radiogenomics continues to mature, it will play a crucial role in providing medicine that is tailored to the needs of each individual patient.
Conclusion
The past 25 years have seen remarkable advances in the science and applications of informatics in medical imaging. It is difficult to imagine what the next 25 years will bring, but already one can see some broad outlines. Teleradiology will remain a cost-effective healthcare service and will continue to expand. The vendor-neutral archive (VNA) separates the platforms for image viewing and for image storage -allowing both systems to innovate more rapidly -and can provide a single home for enterprise-wide healthcare image data. Efforts are underway to more completely integrate diagnostic services, such as radiology and pathology, to meet the needs of precision medicine. Advances in computer-aided interpretation of medical images may change the landscape of services that can be offered to patients. Finally, the collection and analysis of discrete clinical and operational information will provide a data-rich environment to drive evidence-based care and practice improvement.
