Introduction
The coming together of populations that have long been isolated by geographical, ecological, or cultural barriers may give rise to a hybrid population (HP). Compared with the parental populations (PPs) they descend from, HPs have specific genetic features. In particular, HPs tend to show allele frequencies which are linear combinations of the PPs allele frequencies. This simple consideration has been used to develop several methods for estimating the relative contribution of each PP to the HP (Cavalli-Sforza and Bodmer 1971; Chakraborty 1986; Long 1991; Parra et al. 1998; Estoup et al. 1999) .
In populations that have a long history of separation (and especially if mutation rates are high), different mutations may be present, and there is therefore useful information not only in allele frequency differences between populations, but also in the amount of molecular differentiation between alleles. Under these conditions, taking into account also the molecular differences between alleles when admixture proportions are estimated seems desirable.
The first attempt along these lines (Pinto et al. 1996) was followed by the derivation of an estimator (called mY) that can be applied to any type of molecular data, as long as their amount of molecular diversity can be simply related to coalescence times (Bertorelle and Excoffier 1998) .
The application of mY (e.g., Hammer et al. 2000) has been limited to cases of admixture in which only two PPs contribute alleles to the gene pool of the HP. Here, we derive a system of linear equations that allows a simple extension of this model to the case in which the HP received a genetic contribution from any arbitrary number d of PPs. The behavior of our d-parental estimators of admixture proportions, and, in particular, the effect of increasing the number of estimated parameters on their errors, is evaluated by simulation. Finally, we apply this method to the study of a human HP with three putative PPs.
Derivation of the Multiparental Estimators
In the admixture model considered by Bertorelle and Excoffier (1998) , an ancestral population splits into two PPs, which evolve independently for generations. At that point, an HP is instantaneously created by combining two fractions, and (1 Ϫ ), of genes taken at random from each PP. From that moment on, i.e., for t A generations, the three populations evolve independently. Under this model, a least-squares estimator of , mY, was derived and applied to DNA sequences and microsatellites. Here, we use the same approach to analyze the relative contributions to the HP when d PPs are involved. We assume that all PPs contribute at once to the HP.
The mean coalescence time between a gene drawn from the HP and a gene drawn from the ith PP, t h,i , is given by
where t i,i is the mean coalescence time between two genes sampled in the same PP i, t i,j is the mean coalescence time between two genes sampled in two different PPs, i and j, and i (or j ) is the relative contribution of the ith (jth) PP to HP.
Noting that for d PPs there are d mean coalescence times t h,i and (d Ϫ 1) contributions to estimate (⌺ i ϭ 1), a least-squares estimator for i can be computed minimizing the sum of the squares of the differences between the left-and the right-hand sides of equation (1):
where t i is now the sum of t i,i and t A ; the right-hand side of equation (1) is slightly modified
The estimators are thus computed solving the (d Ϫ 1) linear equations obtained deriving equation (2) for the (d Ϫ 1) unknowns. This system turns out to be simply described by the general kth equation:
Testing the Estimators
The statistical behavior of the multiparental estimators of i , mY i , was analyzed in three different ways. First, we simulated the genealogy of genes sampled in the PPs and the HP assuming different values of i , , t A , and d. The ''true'' (i.e., imposed in the simulation) values of the relative contribution of each PP were then compared with their estimates obtained in each simulated sample by our proposed method. Second, we used real samples of human sequences at the mtDNA control region to create artificially admixed populations, and again we evaluated the performance of the method to estimate the known proportions of parental genes in the artificial HP. Finally, we estimated the female contribution of North African Berbers, Sub-Saharan Guineans, and Spanish mainlanders into the Canarian human population, and we compared our results with those obtained with other methods, considering also the historical evidence of the admixture process in this islands.
Monte Carlo Simulation of HP and PPs
The genealogies of samples of 60 DNA sequences from the HP and each PP were reconstructed following a coalescent approach (Hudson 1990 ). Mutations were then introduced assuming an infinite-sites model with ϭ 2Nu ϭ10 (N ϭ haploid effective population size; u ϭ mutation rate per locus per generation). For various combinations of the parameters , , t A , and d, 1,000 genealogies were generated, thus allowing an empirical evaluation of the bias and the standard error of the estimators. Mean coalescence times were estimated from the average number of nucleotide differences.
In general, the d-parental estimators seemed to retain the properties of the two-parental estimator of admixture proportions (Bertorelle and Excoffier 1998) . The estimator bias, unless very short divergence times among parental populations were assumed, was almost negligible (results not reported). On the other hand, the standard error became reasonably low only when PPs had diverged for a number of generations in the range of the population size or higher (see fig. 1 ). As observed for the two-parental estimator, the results reported in figure 1 also suggest that the age of the admixture event (t A ) affects the precision of the estimates. For example, for PPs with an effective population size of 500, reliable estimates of admixture proportions are expected if the PPs diverged at least 500 generations ago. Even in this case, however, if the admixture event occurred 25 generations ago, the errors in the estimates can increase by a factor 3 or 4. As noted earlier (Bertorelle and Excoffier 1998) , these results suggest some conditions ( Ͼ 1N, t A Ͻ 0.05N) for the applicability of the estimator mY i to single-locus data. If these conditions are not fulfilled, several loci with similar mutation rates should be simultaneously analyzed.
Interestingly, we did not observe any systematic increase in the errors of the estimates when the number of parental populations contributing to the HP gene pool increased from 2 to 5. On the other hand, at least when the PPs were more genetically differentiated ( ϭ 2N), the standard errors tended to be slightly higher (but the coefficient of variation tended to be lower) for the PPs with larger contributions to the HP.
Artificial Hybrid Populations
We also simulated artificial HPs by pooling individuals extracted from real samples of human populations. On the basis of a multidimensional analysis of 61 samples of human populations typed for hypervariable region I of mtDNA (Excoffier and Schneider 1999) , we chose one group of genetically rather homogeneous samples in Europe (Bavarians, Cornish, English, Germans, Welsh) and one group of genetically differentiated samples (!Kung, Australians, Japanese, Nootka, Saami). Using the sample allele frequencies as probabilities, and separately for each group of samples, we generated artificial PP samples of 100 sequences and a sample of 100 sequences (the artificial HP) extracted with fixed relative proportion from the PPs. This procedure was repeated 1,000 times, and the mean and standard errors of the estimators were then analyzed. Compared with the previous Monte Carlo simulations, the coalescent structure did not change among replicates; the standard errors we compute in this section therefore do not include the stochastic factors associated to the gene genealogy. Figure 2 shows the results obtained for the two groups of populations when the relative contributions were fixed at 0.6 for one PP and 0.1 for four others. The bias was virtually absent in both cases, but the error of our estimators seemed reasonably low only when very different populations were used as artificial PPs. In other words, single-locus analysis of admixture processes does not seem feasible for human populations if they are only slightly differentiated, as is the case for most European groups. Again, we expect that only the simultaneous analysis of several loci could provide more reliable estimates, as is also the case, for example, for trees summarizing the evolutionary relationships of populations (Mountain and Cavalli-Sforza 1997) . Finally, the results of this analysis seem to indicate a positive relationship between the error of the estimated contribution of a PP and its level of genetic variability. A set of simulations (whose results are not reported in detail) in which parental populations had different effective sizes supported the conclusion that the genetic variability of a PP and the error of its estimated contribution to the HP are positively correlated.
Application to a Real Case of Admixture Pinto et al. (1996) estimated that the Spanish contribution to the Canarian mtDNA pool was 36%, about half the contribution previously estimated from autosomal loci (Roberts et al. 1966; Pinto et al. 1994) . This difference was explained by an asymmetry of the female and male contributions, which was also supported by historical evidence. Berber and Guinean contributions to Canarian mtDNA were estimated to be 43% and 21%, respectively. When the estimator presented here was applied to the data of Pinto et al. (1996) , we obtained the following bootstrap average coefficients (ϮSE): Spaniards, 0.17 (Ϯ0.35); Berbers, 0.69 (Ϯ0.34); and Guineans, 0.14 (Ϯ0.08) . Bootstrap coefficients and SEs were obtained using the procedure described in Bertorelle and Excoffier (1998) .
Our results suggest, therefore, that a large majority of Canarian mtDNAs have a North African Berber origin and that the Spanish contribution was limited. These results seem more consistent than previous ones with the known history of the Spanish occupation and the presumed relationship between the pre-occupation people and the North African Berbers. We nevertheless note the large standard error associated with the estimates.
Inferring Admixture from Molecular Data 675
Conclusions Using a simple model with two parental populations and one admixed population, Bertorelle and Excoffier (1998) showed that the estimation of admixture proportions using a specific method for the analysis of molecular data was feasible and efficient when the gene pool of the PPs was sufficiently differentiated. Here, we have extended their method to any possible number of PPs.
A Monte Carlo simulation study shows that the multiparental estimators behave in a way very similar to that of the two-parental estimator. The number of parameters to estimate increases with the number of PPs, but so does the information contained in the data. This is probably the reason for the constancy of the standard errors with the numbers of PPs considered.
Simulating artificial HP using human mtDNA sequences, we showed that in our species, the level of divergence between populations from different continents is probably large enough to allow reliable estimates of admixture proportions based on a single locus. This is certainly not true for closely related populations, such as those in the Canarian example, where the analysis of several loci seems necessary.
Finally, it is important to remember that the estimators of admixture proportion proposed here were derived assuming a specific population model. Indeed, suppose two parental populations contributed to the hybrid population the same amount of genes, but at different times. Larger numbers of mutations are expected to accumulate between the hybrid population and the parental population which contributed its genes earlier; this may lead to a decreased similarity between them, producing an underestimation of the more ancient contribution. Small deviations from the model probably have limited effects on the admixture proportion estimates, but this point needs to be further clarified.
