We prove the consistency of the ℓ 1 penalized negative binomial regression (NBR). A real data application about German health care demand shows that the ℓ 1 penalized NBR produces a more concise but more accurate model, comparing to the classical NBR.
Introduction
Count data is an important type of statistical data in which the observation takes nonnegative integer values. Count data naturally arises in many areas such as health care demand (Riphahn et al., 2003) , consumer credit behaviors (Greene, 1994) , vehicle crash (Wei and Lovegrove, 2013) , psychology (Gardner et al., 1995) and so on. Poisson distribution is a counting measure extensively used to model count data (Cameron and Trivedi, 1998) , and the Poisson regression has been an important generalized linear model that is widely used in applications (Cupal et al., 2015; Stefany et al., 2009) . Moreover, penalized Poisson regressions have been extensively studied and used to model high dimensional count data (Algamal and Lee, 2015; Ivanoff S, 2016; Li and Cevher, 2015) . However, a major lim-Email addresses: fangxie219@foxmail.com (Fang Xie), zhijie.xiao@bc.edu (Zhijie Xiao) 1 Corresponding author itation of the Poisson regression is its restrictive assumption that the variance equals the mean. In practice, more and more applications are found to have an overdispersion feature that sample variance is much larger than sample mean (Cameron and Trivedi, 1998; Hilbe, 2011) , which violates the assumptions of Poisson regression. For this reason, a more general and flexible regression model, the negative binomial regression, has attracted a great deal of research attention and become a popular model in analyzing count data.
The NBR, as a generalization of the Poisson regression, loosens the highly restrictive assumption that the variance is equal to the mean made by the Poisson model. The negative binomial distribution has two parameters, the mean parameter µ, and the over-dispersion parameter r. dispersion property. When r → ∞, the negative binomial distribution converges to a Poisson distribution with the parameter µ (Cameron and Trivedi, 1998; Hilbe, 2011) .
Nowadays, negative binomial distribution is becoming more and more important in modeling real data in health care science (Lu et al., 2013; Riphahn et al., 2003) , biology (Mi et al., 2015) , psychology (Walters, 2007) , medicine (Aeberhard et al., 2014; An et al., 2016) , ecology (Lindén and Mäntyniemi, 2011) , finance (Cameron and Trivedi, 1996) and so on. As the dimension of data increases, variable selection is very important and necessary to simplify the fitting models. Stimulated by the great success of many penalized regressions such as lasso (Tibshirani, 1996) , the NBRs with a penalty have recently been proposed to analyze high dimensional data, for example, the data of the association between multiple biomarkers and prolonged hospital length of stay (Wang et al., 2016) . However, there are a few literature about the penalized negative binomial regression and hence less statistical theories. So, the first and main goal of this paper is to rigorously prove the consistency property of ℓ 1 penalized NBR.
In addition to the theoretical analysis, we also apply the ℓ 1 penalized NBR for analyzing real data about German health care demand. The data, supplied by the German Socioeconomic Panel (GSOEP), consist of 27326 samples observed in seven year. There are two dependent variables and 23 variables. For the brevity of analysis, we only consider one dependent variable, the number of doctor visit within the last quarter prior to the survey (DOCVIS). We compare the ℓ 1 penalized NBR with the classical NBR. The results show the ℓ 1 penalized NBR can produce a more simple and efficient model, which exhibits the most effective variables and gives a much smaller prediction error.
The rest of the paper is organized as follows. In Section 1.1, we give the notations throughout the paper. In Section 2.1, we introduce the model and the ℓ 1 penalized NBR method. The theoretical results are shown in Section 2.2. Sections 3 and 4 show the numerical results of ℓ 1 penalized NBR based on synthetic data and real data. We finally conclude in Section 5.
Notations

For any vector
two real sequences. The notation b n = o(a n ) means that lim n→∞ b n /a n = 0. The notation b n = O(a n ) means that lim n→∞ b n /a n = C with C being some constant.
Model and Main theorems
In this section, we first introduce the negative binomial model and the corresponding ℓ 1 regularized method. Then, we give our theoretical results on the consistency of this method.
Model and penalized negative binomial regression
The negative binomial regression model assumes that the response variable Y has a negative binomial distribution, and the logarithm of its expected value can be modeled by a linear combination of unknown parameters. Thus, given observed data (x 1 , y 1 ), · · · , (x n , y n ), we assume that
i β * and r > 0, with y i ∈ R, x i ∈ R p and NB(r, µ i ) signifies a negative binomial distribution with parameters (r, µ i ), where the mean µ i is modeled as e x ⊤ i β * , and β * = (β * 1 , · · · , β * p ) ⊤ ∈ R p is an unknown parameter to be estimated. By definition, the negative binomial probability density function has the form(Washington et al.,
2010)
for i = 1, 2, · · · , n, where Γ(·) is the gamma function.
Without loss of generality, we assume that 1 n n i=1
x ij = 0 and 1 n n i=1
x 2 ij = 1.
The estimator β for negative binomial regression obtained by ℓ 1 penalized maximum log-likelihood method is defined by
From Karush-Kuhn-Tucker conditions, we know that λ ≥ ∇L( β) ∞ . So, if the β is close to β * , the event {λ ≥ c ∇L(β * ) ∞ } will hold with high probability with some constant c > 1.
In fact, we indeed prove this event holds with probability approaching to 1 as n, p → ∞, see Lemmas 2.3 and 2.2 below.
Theoretical results
We aim to prove the consistency of estimator β and obtain the convergence rate of estimation error.
Notice that the last term on the right-hand side of equation above is the normalized form of y i . This part will play an important role later in evaluating the probability of event
For the negative binomial distribution, it is easy to check that its mean and variance have the following relationship:
where µ i is the mean and the parameter r describes the dispersion of the negative binomial distribution. If there exists some positive constant B > 1 such that r ≤ µ i /B − 1 for all i, we obtain that Var(y i |x i )/µ i ∈ [B, +∞) for all i. Hence, v i ≤ µ i /B for each i and v n ≤ max 1≤i≤n µ i /B. This implies that the value of v n depends on the maximum of means µ i .
For notation ease, we itemize the conditions throughout the paper:
C2. There exists a positive constant r such that sup i∈[n],j∈[p] |x ij | ≤ R < ∞.
C3. n, p satisfy that √ n < p ≤ o(e n 1/5 ) and p/α > 8 for all α ∈ (0, 1).
C4. For any δ ∈ R p satisfying δ S c 1 ≤ γ δ S 1 with some γ > 1, there exists a positive
Conditions C1 and C2 are conventional conditions that have been widely used in literature. Condition C3 is assumed since we focus on the high-dimensional regression problems including n > p and n < p. Condition C4 is the popular restricted eigenvalue assumption, see also in (Bickel et al., 2009; Jia et al., 2019) .
The following theorem gives the bounds of |L( β) − L(β * )| and ℓ 1 estimation error of β.
Theorem 2.1. Let β be defined in (2.1). Suppose that the conditions C1, C2, and C4
hold. If λ ≥ cV with some c > 1 and λs ≤ (c − 1) 2 φ 2 0 /6cR(c + 1) with s, R, φ 0 defined in C1, C2, and C4 respectively, we have
where C = 2c 1 c(c + 1)/(c − 1) 2 with some constant c 1 ∈ (2, 3].
The proof of Theorem 2.1 is given in the Supplementary Material (see Appendix A). From inequalities (2.2) and (2.3), we can know that β − β * 1 = O(λs) and |L( β) − L(β * )| = O(λ 2 s) which are satisfactory. But these two orders are obtained based on the event {λ ≥ cV } with some c > 1 and the condition λs ≤ (c − 1) 2 φ 2 0 /6cR(c + 1). So, we need to have further studies on the event and the order of s. The order of s is discussed in Remark 2.6.
We first study the event {λ ≥ cV } with some c > 1. Recall V = ∇L(β * ) ∞ and denote by V (1 − α|X) the (1 − α)-quantile of V . We give two choices of λ as follows. Given any α ∈ (0, 1) and some c > 1, define
where v n is defined in (2.2) and Φ is the cumulative distribution function of standard normal distribution.
We will show in the following two lemmas that under these two choices of λ, the probabilities of the event {λ ≥ cV } will approach to 1 as n, p → ∞.
Lemma 2.2. If λ = cV (1 − α|X) with some α ∈ (0, 1), then we have
Lemma 2.2 can be easily proved by the definition of the quantile.
where m = 6C 1 w 1 log p/p 3 with some positive constants C 1 and w 1 . In particular, as n, p → ∞, we have
The proof of Lemma 2.3 is given in the Supplementary Material (see Appendix B). The key technique is Cramér type moderate deviation theorem.
Combing Lemmas 2.2 and 2.3 with Theorem 2.1, we can obtain the following propositions 2.4 and 2.5 respectively, which give the bounds of ℓ 1 estimation error under two choices of λ.
Proposition 2.4. Let β be defined in (2.1). Suppose that the conditions C1, C2, C3, and C4 hold. If λ = cV (1 − α|X) with some α ∈ (0, 1) and c > 1 and λs ≤ (c − 1) 2 φ 2 0 6cR(c + 1) with s, R, φ 0 defined in C1, C2, and C4, then with probability at least 1 − α, the inequalities (2.2) and (2.3) hold.
Proposition 2.5. Let β be defined in (2.1). Suppose that the conditions C1, C2, C3,
, and C4, then with probability at least
with m = 6C 1 w 1 log p/p 3 with some positive constants C 1 and w 1 , the inequalities (2.2) and (2.3) hold.
Remark 2.6. Notice that the asymptotic choice of λ is order of (log p)/n. Then, β−β * 1 = O(s (log p)/n) and |L( β) − L(β * )| = O(s(log p)/n). If s satisfies s = o( n/ log p), then
Simulations
In this section, we conduct simulations to show the performances of ℓ 1 penalized NBR in the perspective of the variation of the estimation error of estimator β, true positive rate and true negative rate.
We generated the data (y i , x i ) from the negative binomial distribution NB(r, µ i ) with the following setting: r varies in {2, 1, 0.5, 0.25}, 
vector β * has 5 nonzero components taking value in [−1, 1] randomly. We set p = 30, n ∈ {100, 200, 400, 800}, and ρ = 0.5. The smaller r means that the data y i are more over-disperse.
We will compare the estimation error of estimator β, true positive rate (sensitivity) and true negative rate (specificity). We define the estimation error by β − β * 1 . Sensitivity is the fraction of the number of correctly selected predictors in all the effective predictors, and specificity is the fraction of the number of correctly unselected predictions in all the ineffective predictors. An ideal estimator should have the estimation error close to 0, and sensitivity and specificity close to 1. We repeat each realization 100 times to obtain the mean and standard deviation (SD) of the three criteria above. The results are shown in Table 1 .
It indicates that for fixed (r, p, ρ), the estimation error decreases with n increasing. At the same time, sensitivity increases towards 1 as we expect, but this pays a price on specificity.
So, we could choose an appropriate sample size to make a trade-off between sensitivity and specificity based on the actual situation.
An Application on German health care demand
We will apply the NBR with the ℓ 1 -penalized MLE method to a real dataset on German health care demand in this section. The data is a part of the German Socioeconomic Panel (GSOEP) data which was employed in (Riphahn et al., 2003) . The data source can be downloaded on http://qed.econ.queensu.ca/jae/2003-v18.4/riphahn-wambach-million/.
The data consist of 27326 observations from 7293 individuals observed one or several times during years {1984, 1985, 1986, 1987, 1988, 1991, 1994} . The number of observations for each year above are {3874, 3794, 3792, 3666, 4483, 4340, 3377}. In the original data, there are two dependent variables and 23 variables. The two dependent variables are DOCVIS (number of doctor visits within the last quarter prior to the survey) and HOSPVIS (number of hospital visits in the last calendar year). But in the interest of brevity, we just study on DOCVIS in this paper. We list all the variable and its mean and standard deviation in Table S1 in the Supplementary Material.
Consider the data in each observed year, we build models for DOCVIS by the ℓ 1 penalized NBR method and classical NBR method via maximum likelihood estimation. We randomly choose 500 samples to train and 500 samples to test for each year's data. For the ℓ 1 penalized NBR, we use the 10-fold cross validation to select the penalty level λ. We exhibit the prediction errors (PE) and regression coefficients of both two NBR methods in Table 2 . The "P-NBR" is short for ℓ 1 penalized NBR. The results show that the ℓ 1 penalized NBR not only simplifies the model but also produces more accurate PE than the classical NBR. So we can conjecture that the true model is sparse, in which the most important variables to effect DOCVIS are FEMALE, HSAT and HHKIDS. The classical NBR used all variables including some uncorrelated ones and made a misleading prediction.
Conclusion
We studied on two theoretical choices of penalty level, under which we proved that the ℓ 1 penalized negative binomial estimator is ℓ 1 consistent. We then conduct a simulation, whose results further confirm the convergence tendency of estimation errors. Finally, an real application shows that the ℓ 1 penalized NBR can produce a concise model that only contains key variables, and it has much smaller prediction errors than the classical NBR.
Appendix A. Proof of Theorem 2.1
Let δ = β − β * . Recall that S = {j : β * j = 0}. By definition of β and the convexity of L(β), we have
where V = ∇L(β * ) ∞ , and the last inequality utilizes the condition λ > cV . Combining (A.1) and (A.2), we obtain that
which makes the condition C4 hold with γ = c+1 c−1 > 1. For any β, u, v ∈ R p , we have
Under the assumption (C2), it is easy to verify that
Setting u = δ = β − β * , we have
. Thus, L(·) is a self-concordant like function with parameterR with respect to l 2 -norm.By Theorem 6.1 of [13] and condition C4, we have
Combining (A.1) and (A.4), we have
(A.5)
By condition C4 and (A.5), we have
then according to the condition on λ such that λs ≤
So, from (A.6), we obtainR
Then, (2.2) is obtained. Furthermore, by (A.1) and (A.2), we obtain
which implies (2.3). We finish the proof.
Appendix B. Proof of Lemma 2.3
Recall the gradient of L(β) at the point β = β *
is a positive constant for all θ < µ i (µ i +r) r ln( r µ i + 1). By the exponential Chebyshev's inequality, we have
|ǫ i | > A).
x ijǫi | > √ nt p,α ) and P 2 = P(sup i∈ [n] |ǫ i | > A), then the above inequality can be written as
By inequality (B.2) with A = 3w 1 log p, we obtain that
To estimate the P 1 , we need the following Sakhanenko type moderate deviation theorem of (Sakhanenko, 1991) , i.e.
Lemma Appendix B.1. Let η 1 , · · · , η n be independent random variables with Eη i = 0 and
Eη 2 i and T n = n i=1 E|η i | 3 /σ 3 n . Then there exists a positive constant D such that for all
whereΦ(x) = 1 − Φ(x) and Φ(x) is the cumulative distribution function of standard normal distribution.
Since E(ǫ i ) = E(ǫ i ) + E(ǫ i ) = 0, then it is easy to obtain that
where the last second and third inequalities utilize the relations F (a) = P(ǫ i > a) ≤ Since
we need to estimate |x ij (ǫ i − Eǫ i ) and | n i=1
x ij Eǫ i |. By condition C2,
By Cauchy-Schwarz inequality,
, we have Eη ij = 0 and |η ij | < 1. Notice that
E|η ij | 3 /σ 3 nj , we have
Hence, σ 2 nj = O( n (A+m) 2 ) and L nj = O( A+m √ n ). By inequality (B.5) and Lemma Appendix B.1, for large enough n, p such that n ≤ p ≤ o(exp {n 1/5 })(condition C3), we have
with t p,α − √ nm uniformly in [1, O(n 1/6 (log p) −1/3 )]. Next, we estimate O(1)(t p,α − √ nm) 3 T nj andΦ(t p,α − √ nm) respectively. Notice that log (p/α) < t 2 p,α < 2 log (2p/α) when p/α > 8. Then, under condition C3, we have
Furthermore, by the fact that for all a > 0 the inequality a 1+a 2 φ(a) ≤Φ(a) ≤ φ(a) a holds where φ(·) is the density function of standard normal distribution, we havē
(1 + 1 log (p/α) ) exp{(n log (p/α)) 1/2 m − nm 2 /2} 1 − √ nm/(log (p/α)) 1/2 . × (1 + 1 log (p/α) ) exp{(n log (p/α)) 1/2 m − nm 2 /2} 1 − √ nm/(log (p/α)) 1/2 + C 1 n/p 2 ,
where C 1 and w 1 are some positive constants.
So, the probability of event {λ ≥ cV } is
Additionally, notice that m, √ nm and nm 2 are o(n −2 ). As n, p → ∞ with n ≤ p ≤ o(exp {n 1/5 }), it is easy to obtain that o(1) ). Wei, F., Lovegrove, G., 2013. An empirical tool to evaluate the safety of cyclists: Community based, macro-level collision prediction models using negative binomial regression. Accident
Analysis & Prevention 61, 129-137. Let δ = β − β * . Recall that S = {j : β * j = 0}. By definition of β and the convexity of L(β), we have
Setting u = δ = β − β * , we have [v, v] . Thus, L(·) is a self-concordant like function with parameterR with respect to l 2 -norm.By Theorem 6.1 of [13] and condition C4, we have
To estimate the P 1 , we need the following Sakhanenko type moderate deviation theorem of (?), i.e. Lemma B.1. Let η 1 , · · · , η n be independent random variables with Eη i = 0 and |η i | < 1 for
Eη 2 i and T n = n i=1 E|η i | 3 /σ 3 n . Then there exists a positive constant
where the last second and third inequalities utilize the relations F (a) = P(ǫ i > a) ≤ C 1 exp {−a/w 1 } and F (−a) = P(ǫ i < −a) ≤ C 1 exp {−a/w 1 } for any a > 0. Denote m = 6C 1 w 1 log p/p 3 , then |Eǫ i | ≤ m and m = o(n −2 ). Since
Hence, σ 2 nj = O( n (A+m) 2 ) and L nj = O( A+m √ n ). By inequality (B.5) and Lemma B.1, for large enough n, p such that n ≤ p ≤ o(exp {n 1/5 })(condition C3), we have Furthermore, by the fact that for all a > 0 the inequality a 1+a 2 φ(a) ≤Φ(a) ≤ φ(a) a holds where φ(·) is the density function of standard normal distribution, we havē
where C 1 and w 1 are some positive constants. So, the probability of event {λ ≥ cV } is P(λ ≥ cV ) ≥ 1 − α(1 + O(1)( 2 log (2p/α) − √ nm) 3 n −1/2 (3w 1 log p + m)) × (1 + 1 log (p/α) ) exp{(n log (p/α)) 1/2 m − nm 2 /2} 1 − √ nm/(log (p/α)) 1/2 − C 1 n/p 2 .
Additionally, notice that m, √ nm and nm 2 are o(n −2 ). As n, p → ∞ with n ≤ p ≤ o(exp {n 1/5 }), it is easy to obtain that P(λ ≥ cV ) ≤ 1 − α(1 + o(1)).
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