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Abstract
We develop a novel asymptotic theory for local polynomial (quasi-) maximum-
likelihood estimators of time-varying parameters in a broad class of nonlinear time
series models. Under weak regularity conditions, we show the proposed estimators are
consistent and follow normal distributions in large samples. Our conditions impose
weaker smoothness and moment conditions on the data-generating process and its like-
lihood compared to existing theories. Furthermore, the bias terms of the estimators
take a simpler form. We demonstrate the usefulness of our general results by applying
our theory to local (quasi-)maximum-likelihood estimators of a time-varying VAR’s,
ARCH and GARCH, and Poisson autogressions. For the first three models, we are able
to substantially weaken the conditions found in the existing literature. For the Poisson
autogression, existing theories cannot be be applied while our novel approach allows us
to analyze it.
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1 Introduction
We provide a novel asymptotic theory for local polynomial estimators of time-varying pa-
rameters in a broad class of non-linear time series models. The theory imposes very little
structure on the chosen objective function used for estimation and on the underlying model
being estimated. In particular, in contrast to the existing literature on kernel-based estima-
tion of time-varying parameters, we impose substantially weaker smoothness and moment
conditions on the likelihood and its derivatives. For example, in the case of local linear
estimators we do not require the existence of so-called derivative processes. And for the
local constant version we only need the first-order derivative process to exist while the ex-
isting literature require higher-order derivatives to be well-defined. Finally, again compared
to existing theories, our results hold under much weaker restrictions on the bandwidth se-
quence used in the estimation thereby allowing for standard bandwidth selection procedures
to be used. These features of our theory in turn imply that our asymptotic results take
a simpler form and more closely resemble those found in the literature on local maximum
likelihood estimation in a cross-sectional setting. Our theory also applies to GARCH-type
models and for this class we show that additional biases appear due to the local polynomial
approximation being less precise.
We demonstrate the aformentioned attractive features of our theory in two ways: First,
we re-visit some specific models that have been analyzed elsewhere in the literature and
show that our theory allows us to substantially weaken existing regularity conditions for
the estimators to be well-behaved. Second, we apply our theory to models that fall outside
the framework of existing theories. A simulation study investigates the finite-sample perfor-
mance of the estimators and an empirical application shows the usefulness of the proposed
methodology in practice.
To motivate and further discuss our results, consider the following class of models,
Yn,t = G(Xn,t, εt; θn,t), θn,t = θ (t/n) , (1)
for t = 1, 2, ..., n where Yn,t and Xn,t are observed, εt is an unobserved error, and θn,t ∈ Rdθ
is sequence of a possibly time-varying parameters generated by an underlying function
θ : [0, 1] 7→ Rdθ . Here, Xn,t may contain lags of Yn,t and so the above class of models includes
m-order Markov models. However, our theory goes beyond the above and also covers many
other models such as generalized autoregressive models that include, for example, GARCH
as special case. Assuming that θ (·) is a smooth deterministic function, we develop and
analyze nonparametric estimators of θ (u) for any given u ∈ [0, 1]. Our proposed estimation
method is based on the local maximum likelihood principle (see Tibshirani and Hastie 1987
and Fan et al. 1995): It takes as input a given (quasi-)likelihood function of the model in the
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stable case where θt = θ is assumed constant. We then develop a kernel-weighted version of
this objective function where θ (t/n) is approximated by a polynomial in t/n. Maximizing
this w.r.t. the coefficients of the polynomial, we arrive at a local polynomial estimator of
θ (u) and its derivatives.
We develop a novel asymptotic theory showing that the polynomial estimators are point-
wise (in time) consistent and asymptotically normally distributed. The proof strategy pur-
sued here is different from the standard one found in the existing literature in that we
rely on a alternative expansion of the score function in order to obtain expressions of the
leading bias and variance components. This allows us to obtain a simpler expression of
the leading bias and variance terms under weaker regularity conditions compared to, e.g.,
Dahlhaus et al. (2017) and the references therein.
Our estimation method includes as special cases the local constant estimator and the
local linear estimator. We find that the local constant estimator suffers from additional
biases in the interior of the domain compared to the local linear estimator with its bias
involving the so-called derivative process of the stationary approximation to data. Moreover,
the local linear estimator enjoys the well-known automatic boundary adjustment property
meaning that at the beginning and end of the sample, this estimator will perform better
than the local constant one.
Our general theory encompasses most existing results for nonparametric estimators of
with time-varying parameters which are mainly for local constant estimators; see, e.g.,
Kristensen (2012), Robinson (1989), Dahlhaus and Subba Rao (2006) and Fryzlewicz et al.
(2008), and in many cases lead to weaker conditions for existing results to hold. We demon-
strate this feature by revisiting specific models analyzed in these papers and showing that
their asymptotic results carry through under substantially weaker moment and parameter
restrictions. Moreover, it allows us to analyze estimators of models that, as far as we can
tell, cannot be handled by the existing theory, such as Poisson autoregressions with time-
varying parameters. Our theory also contributes to the literature on asymptotic analysis of
local polynomial estimators of varying-coefficient models by extending existing results (as
in Fan et al. 1995 and Loader (2006)) to cover situations where the objective functions is
non-concave. This is an important extension since the quasi-likelihoods of most non-linear
models are non-concave, and the analysis of this case requires some new technical tools.
The remainder of the paper is organized as follows: Framework and estimators are
introduced in Section 2. Section 3 presents the asymptotic theory of the estimators. In
Section 4, we extend the theory to cover GARCH-type models. We then apply our general
theory to particular models in Section 5. We present the results of two simulation studies
and an empirical application in Sections 6 and 7, respectively. All lemmas and proofs have
been relegated to the Appendix.
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2 Framework
We are given n observations, Zn,t, t = 1, . . . , n, from a nonlinear time-series model with
associated (quasi-) log-likelihood ℓn,t (θ) = ℓt (Zn,t, Zn,t−1, ....Zn,0; θ) ∈ R where θ ∈ Θ. The
quasi-likelihood is assumed to identify the data-generating parameters when these are in
fact constant. That is, when θn,t = θ0 is constant, the data-generating parameter value is
the maximizer of θ 7→ limn→∞
∑n
t=1 E [ℓn,t (θ)] /n. A natural estimator in the time-invariant
case would then be the M-estimator maximizing the sample analogue,
∑n
t=1 ℓn,t (θ). The
choice of ℓn,t (θ) is, of course, model specific. For example, in a regression setting, we
could choose ℓn,t (θ) as the least squares criteria, while in (G)ARCH models it could be the
Gaussian (quasi-)log-likelihood.
Now, returning to the case where θn,t is potentially varying over time, we then wish to
estimate θ (u) for some given value u ∈ [0, 1] . We propose to do this using local polynomial
estimators where θ (t/n) is approximated by the following polynomial of order m ≥ 0 for
t/n ≈ u,
θ∗u (t/n) := β1 + β2 (t/n− u) + · · ·+ βm+1 (t/n− u)m /m! = D (t/n − u) β0, (2)
where β0 =
(
β′0,1, ..., β
′
0,m+1
)′ ∈ R(m+1)dθ with β0,i+1 = θ(i) (u) = ∂iθ (u) /∂ui ∈ Rdθ and
D (u) =
[
1, u, u2/2 . . . , um/m!
]⊗ Idθ ∈ Rdθ×(m+1)dθ .
Next, to control the approximation error, θ (t/n)− θ∗u (t/n), we introduce a kernel weighted
version of the global quasi-log-likelihood and substitute in the polynomial approximation,
Ln (β|u) = 1
n
n∑
t=1
Kb (t/n− u) ℓn,t (D (t/n− u) β) ,
where Kb (·) = K (·/b) /b, K : R 7→ R is a kernel function, and b = bn > 0 a bandwidth. We
then estimate the polynomial coefficients by
βˆ = argmax
β∈B
Ln (β|u) ,
where B ⊆ R(m+1)dθ will be specified below, so that θˆ (u) = βˆ0 and θˆ(i) (u) = βˆi+1, i =
0, ...,m. When m = 0, we recover the standard local-constant estimator.
Special care has to be taken with the implementation of local polynomial estimators
when the chosen objective function is not well-defined for all value of θ and/or Θ is com-
pact. A simple example is ARCH models where parameters have to remain positive for the
volatility process to be well-defined. In such cases, we have to ensure that D (t/n− u) β
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satisfies these constraints for t = 1, ..., n. To this end, it proves useful to introduce rescaled
versions of βˆ using the following weighting matrix,
Un = diag {1, b, ..., bm} ⊗ Idθ ∈ R(m+1)dθ×(m+1)dθ .
We then define αˆ = Unβˆ =
(
θˆ (u)′ , bθˆ(1) (u)′ , ..., bmθˆ(m) (u)′
)′
which satisfies
αˆ = argmax
α∈A
Qn (α|u) , Qn (α|u) = 1
n
n∑
t=1
Kb (t/n− u) ℓn,t (Db (t/n− u)α) ,
where Db (u) = D (u/b). Importantly, Db (t/n− u) and Kb (t/n− u) depend on the same
argument which facilitates the derivation of precise restrictions on the parameter space A
so that Qn (α|u) is well-defined for all α ∈ A. The corresponding parameter space for β
then takes the form Bn =
{
β = U−1n α : α ∈ A
}
which expands as b → 0. Moreover, the
asymptotic analysis proves to be much simpler to carry out in terms of αˆ since Un contains
the relative rates of convergence of βˆ as we shall see in the following section.
3 Asymptotic theory
To establish an asymptotic theory for the proposed class of local polynomial estimators,
we will rely on the concept of local stationarity as introduced by Dahlhaus (1997); see also
Dahlhaus and Subba Rao (2006) and Dahlhaus et al., 2017. We first generalize this concept
to sequences of random functions:
Definition 1. A triangular family of random sequences Wn,t (θ), θ ∈ Θ, t = 1, 2, ..., n and
n ≥ 1, is uniformly locally stationary on Θ (ULS(p, q,Θ)) for some p, q > 0 if there exists a
family of processes W ∗t (θ|u), u ∈ [0, 1], such that: (i) The process {W ∗t (θ|u)} is stationary
and ergodic for all (θ, u) ∈ Θ× [0, 1]; (ii) for some C <∞ and ρ < 1,
E
[
sup
θ∈Θ
‖Wn,t (θ)−W ∗t (θ|u)‖p
]1/p
≤ C
(∣∣∣∣ tn − u
∣∣∣∣
q
+
1
nq
+ ρt
)
. (3)
Compared to existing definitions of local stationarity, we allow for an additional term ρt
to appear in the approximation error. This is needed in order to allow for the initial value
of the (non-stationary) data-generating process to be arbitrary. In contrast, most of the
existing literature implicity assumes that the data-generating process has been intialized at
Zn,0 = Z
∗
0 (u) where Z
∗
0 (u) is its stationary approximation. This has as consequence that the
data-generating process changes as the researcher varies u in the local log-likelihood which
is a rather peculiar assumption. Moreover, in the estimation of GARCH-type models, the
conditional variance process entering the likelihood is normally initialized at a fixed value
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and so again an additional error term will appear when comparing this with its stationary
version. The above definition again allows for this feature. To see how the additional
error is generated in Markov models, we refer the reader to Theorem 7 in Appendix A.4
which allow for an arbitrary intialization of the data-generating process. The additional
error term due to different intializations is here assumed to decay geometrically and so
our definition rules out long-memory type processes. This is mostly for simplicity and we
expect that most of our results can be generalized to allow for slower decay rates. Appendix
A.1 contain a number of novel results for kernel weighted averages of parameter-dependent
locally stationary processes which will be used in the following analysis of our polynomial
estimators.
We will then require that ℓn,t (θ) is ULS(p, q,Θ) with stationary approximation ℓ
∗
t (θ|u).
To illustrate, consider (1): The stationary approximation will here take the form ℓ∗t (θ|u) =
ℓ (Z∗t (u) , θ) where Z
∗
t (u) = (Y
∗
t (u) ,X
∗
t (u)) is the stationary solution to the model when
θt = θ (u) is constant,
Y ∗t (u) = G (X
∗
t (u) , εt; θ (u)) , t = 1, 2, . . . (4)
If the data-generating process is locally stationary, it follows under great generality that the
likelihood and its derivatives are also locally stationary as shown in the following theorem:
Theorem 1. Suppose that Zn,t (θ) is ULS(p, q,Θ) with stationary approximation satisfying
E [supθ∈Θ ‖Z∗t (θ|u)‖p] <∞; (ii) εt is i.i.d. and independent of (Zn,t (θ) , Z∗t (θ|u)); and (iii)
for some r > 0, E [‖f (z, εt; θ)− f (z′, εt; θ)‖] ≤ C (1 + ‖z‖r + ‖z′‖r) ‖z − z′‖ for all θ ∈ Θ
and z, z′ ∈ Z. Then f (Zn,t, εt; θ) is ULS(p/ (r + 1) , q,Θ).
This result generalizes Proposition 2.5 in Dahlhaus et al. (2017) in two directions: First,
it allows for Zn,t (θ) to be parameter dependent and second it allows for an i.i.d. component,
εt, to enter the transformation. Allowing for parameter dependence means we can apply
the above result to GARCH-type models, among others. The reason why we allow for the
presence of the additional component εt is best illustrated by again considering (1): In this
model, we can rewrite Zn,t and thereby the likelihood ℓ (Zn,t; θ) as a function of Xn,t and the
error term εt. Doing so allows for easier verification of local stationarity of the likelihood
and its derivatives; see Section 5 for examples of this.
Under ULS, the nonstationary local likelihood function and its derivatives are well-
approximated by their stationary versions. For example, supα∈A |Q∗n (α|u) −Q∗n (α|u)| =
op (1) where Q
∗
n (α|u) = 1n
∑n
t=1Kb (t/n− u) ℓ∗t (Db (t/n− u)α|u). The next step is then to
develop a uniform Law of Large Numbers (ULLN) for Q∗n (α|u). Furthermore, in order to
analyze the bias properties of the local constant version, we need to be able to expand the
stationary version of the score function s∗n,t (θ) = ∂ℓ
∗
t (θ) / (∂θ) w.r.t. u. To this end, we
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introduce the following additional concepts:
Definition 2. A stationary process W ∗t (θ|u) is said to be Lp-continuous w.r.t. θ if the
following holds for all θ ∈ Θ: E [‖W ∗t (θ|u)‖p] <∞ and
∀ǫ > 0∃δ > 0 : E
[
sup
θ′:‖θ−θ′‖<δ
∥∥W ∗t (θ′|u)−W ∗t (θ|u)∥∥p
]1/p
< ǫ.
The process is said to be Lp-differentiable w.r.t. u if there exists a stationary and ergodic
process ∂uW
∗
t (θ|u) with E [‖∂uW ∗t (θ|u)‖p] <∞ such that
E [‖W ∗t (θ|u+∆)−W ∗t (θ|u)− ∂uW ∗t (θ|u)∆‖p]1/p = o (∆) , ∆→ 0.
Our definition of time differentiability is slightly different from the one found in Dahlhaus et al.
(2017) and other papers where differentiability w.r.t. u has to hold almost surely; our ver-
sion is slightly weaker since we only require it to hold in the Lp-norm. The definition of
Lp-continuity w.r.t. θ is also weaker than almost sure continuity: If θ 7→W ∗t (θ|u) is almost
surely continuous with E [supθ∈Θ ‖W ∗t (θ|u)‖p] <∞ the process is also Lp-continuous since
Dt(δ) = sup‖θ−θ′‖≤δ ‖W ∗t (θ|u)−W ∗t (θ′|u)‖p, δ > 0, will then satisfy limδ→0Dt(δ) = 0 al-
most surely and so, by dominated convergence, limδ→0 E[Dt(δ)] = 0. It is easily verified
that Lp-continuity w.r.t. θ implies stochastic equicontinuity of Q
∗
n (α|u) and so a ULLN
holds, c.f. Lemma 1(i) in Appendix A.1.
We are now ready to state the regularity conditions under which our estimators are
consistent:
Assumption 1. (i) K (·) ≥ 0 has compact support K and ∫ K (v) dv = 1 (ii) K is sym-
metric around 0; (iii) for some Λ <∞, |K(v)−K(v′)| ≤ Λ |v − v′|, v, v′ ∈ R.
Assumption 2. The parameter space A = {α ∈ R(m+1)dθ : D (v)α ∈ Θ,∀v ∈ K} where Θ
is compact. The true value θ (u) ∈ Θ.
Assumption 3. (i) ℓn,t (θ) is ULS(p, q,Θ) for some p ≥ 1 and q > 0 with stationary
approximation ℓ∗t (θ|u); (ii) θ 7→ ℓ∗t (θ|u) is L1-continuous; (iii) θ 7→ E [ℓ∗t (θ|u)] has a unique
maximum at θ (u) ∈ Θ.
Assumption 1(i) imposes stronger than usual assumptions on K and excludes, among
others, the Gaussian kernel and higher-order kernels. It includes, on the other hand the
Epanechnikov and the triangular kernel. The restriction that K (·) ≥ 0 is used to ensure
identification of the parameters when m > 0; without this, identification is not necessarily
guaranteed; see below for further discussion. The compact support assumption appears to
be quite important for the analysis of local polynomial estimation of non-concave models:
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In order to establish uniform convergence of the likelihood we need Θ to be compact as is
standard in the literature. But under this restriction, it is easily checked that Db (v)α /∈ Θ
as b → 0 for any given α = (α1, ..., αm+1) with αi 6= 0 for some i ≥ 1 and any v 6= 0.
Thus, to allow for kernels with unbounded support, we would generally need the parameter
space A to collapse at {(α1, 0, ..., 0) : α1 ∈ Θ} as b → 0. Such shrinking behaviour in turn
means that a Taylor expansion of ℓn,t (Db (v)α) w.r.t. α is not possible and so standard
arguments to establish asymptotic normality of αˆ cannot be applied. On the other hand,
by restricting the support K to be compact, it is easily checked that with A defined in
Assumption 2, Kb (v) ℓn,t (Db (v)α) is well-defined for all α ∈ A and v ∈ R (where we set
Kb (v) ℓn,t (Db (v)α) = 0 for v/b /∈ K). Moreover, (α1, 0, ..., 0) is an interior point of A and
so in our analysis of αˆ we can employ standard arguments involving a Taylor expansion of
the score function around this point. Thus, it appears as if the compact support assumption
is needed for standard asymptotic arguments to apply. One could replace the definition of
A with
An (u) =
{
α ∈ R(m+1)dθ : Db (v − u)α ∈ Θ,∀v ∈ {v ∈ [0, 1] : Kb (v − u) > 0}
}
.
This allows for a larger parameter space in finite samples. However, An (u)→ A as b→ 0,
and so we maintain the above definition of A for simplicity.
Assumption 3(ii)-(iii) are standard in the analysis of “global” extremum estimators
of stationary models on the form θ˜ (u) = argmaxθ∈Θ
∑n
t=1 ℓ
∗
t (θ|u). In particular, for
a given time series model, we can import existing results for verification of Assumption
3(ii)-(iii); see Section 5 for more details. 3(iii) in conjunction with the assumption that
K (·) ≥ 0 ensures that the local polynomial estimator identifies θ (u). If we allow for
kernels that take negative values, we have to replace 3(iii) with the following more ab-
stract identification condition: The function Q∗ (α|u) = ∫ K (v)E [ℓ∗t (D (v)α|u)] dv satis-
fies Q∗ (α|u) < Q∗ ((θ (u) , 0, ..., 0) |u) for any α 6= (θ (u) , 0, ..., 0). We have not been able
to provide primitive conditions for this to hold when K can take negative values and so
instead impose the positivity constraint on K.
If the objective function θ 7→ ℓn,t (θ) is concave and Θ is concave, we can replace As-
sumption 3(i)-(ii) with the following pointwise versions: For any θ ∈ Θ, ℓn,t (θ) is locally
stationary and E [|ℓ∗t (θ) |] < ∞; see Theorem 2.7 in Newey and McFadden (1994). Under
the above assumptions, the following consistency result holds:
Theorem 2. Let Assumptions 1-3 hold. Then, as b→ 0 and nb→∞, αˆ→p (θ (u) , 0, ...., 0)′.
In particular, θˆ (u)→p θ (u).
Note that the above theorem only shows consistency of θˆ (u) and so at this stage we
cannot make any statements regarding θˆ(i) (u), i = 1, ...,m. This is similar to other results
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for nonlinear extremum estimators where parameters associated with components appearing
in the objective function that grow (shrink) with a slower (faster) rate than the leading one
will not be identified; see, e.g., Theorem 9 in Han and Kristensen (2014) where a global
consistency result is only provided for the component with the fastest rate.
However, with some further regularity conditions on the quasi-likelihood function, we can
provide a more precise analysis of the estimators. With sn,t (θ) = ∂ℓn,t (θ) / (∂θ) ∈ Rdθ and
hn,t (θ) = ∂
2ℓn,t (θ) /
(
∂θ∂θ
′
)
∈ Rdθ×dθ , Dn,t (u) = Db (t/n− u) andKn,t (u) = Kb(t/n−u),
we introduce the score and hessian,
Sn (α|u) = 1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′ sn,t (Dn,t (u)α) ∈ R(m+1)dθ ,
Hn (α|u) = 1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′ hn,t (Dn,t (u)α)Dn,t (u) ∈ R(m+1)dθ×(m+1)dθ .
It is easily checked that α0 := Unβ0 belongs to the interior of A for all n large enough due
to Assumption 4(ii) in conjuntion with Assumption 2 and, due to the consistency result,
so will αˆ w.p.a.1. Thus, αˆ will satisfy the first-order condition which combined with the
mean-value theorem yield
0 = Sn (αˆ|u) = Sn (α0|u) +Hn (α¯|u) (αˆ− α0) , (5)
where α¯ is situated on the line segment connecting αˆ and α0. We then decompose the score
function into the bias and variance component, Sn (α0|u) = Bn (u) + Sn (u), where
Bn (u) =
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′ bn,t, Sn (u) =
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′ sn,t (θ (t/n)) , (6)
and bn,t = sn,t (θ
∗
u (t/n)) − sn,t (θ (t/n)) with θ∗u (t/n) defined in eq. (2). This decom-
position is different from the one usual employed in the analysis of kernel estimators
of time-varying coefficients where sn,t (θ (t/n)) is replaced by the stationary version of
the score function evaluated at θ (u), s∗t (θ (u) |u); see, e.g., Dahlhaus et al. (2017) and
Dahlhaus and Subba Rao (2006). This choice has as consequence that the corresponding
bias term in their case generally involves the time derivative process of the score function
and so their analysis tend to impose stronger regularity conditions. By instead centering the
analysis around sn,t (θ (t/n)), our version of the first-order bias component can be obtained
through a standard Taylor expansion w.r.t. θ,
bn,t ∼= hn,t (θ∗u (t/n)) {θ∗u (t/n)− θ (t/n)} ∼= −hn,t (θ (u))
θ(m+1) (u)
(m+ 1)!
{t/n− u}m+1 . (7)
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Thus, our approach allows for a simpler derivation of the leading bias and variance terms
under the following weak regularity conditions:
Assumption 4. (i) ℓn,t (θ) is twice continuously differentiable; and (ii) θ (u) lies in the
interior of Θ and is m+ 1 times continuously differentiable.
Assumption 5. (i) sn,t (θ (t/n)) is a martingale difference (MGD) array w.r.t. Fn,t =
F {Zn,t, Zn,t−1, . . .}; (ii) ωn,t (θ) = sn,t (θ) sn,t (θ)′ ∈ Rdθ×dθ is ULS(p, q, {θ : ‖θ − θ (u)‖ < ǫ})
for some p ≥ 1 and q, ǫ > 0 with L1-continuous stationary approximation ω∗t (θ|u).
Assumption 6. hn,t (θ) is ULS(p, q, {θ : ‖θ − θ (u)‖ < ǫ}) for some p ≥ 1 and q, ǫ > 0
with L1-continuous stationary approximation h
∗
t (θ|u) and H (u) ≡ E [h∗t (θ(u)|u)] is non-
singular.
Assumption 5 is non-standard compared to the existing literature (as discussed above)
and allows us to apply a martingale central limit theorem for locally stationary sequences
(see Lemma 1(iii) in Appendix A.1) to Sn (u). The MGD assumption amounts to assuming
that the time-varying model is correctly specified and has to be verified on a case-by-case
basis. Finally, Assumption 6 together with the expansion in eq. (7) is used to derive the
limits of Bn (u) and Hn (α¯|u),
√
nbSn (u)→d N (0,K2 ⊗ Ω (u)) , Ω (u) = E [ω∗t (θ (u) |u)] , K2 =
∫
K2 (v)D (v)D (v)′ dv.
(8)
(i)Hn (α¯|u)→p K1 ⊗H (u) , (ii)Bn (u) = bm+1
(
µ1 ⊗H (u) θ
(m+1) (u)
(m+ 1)!
+ oP (1)
)
, (9)
where µi =
∫
K (v) vm+iD (v) dv and Ki =
∫
Ki (v)D (v)D (v)′ dv, i ≥ 1. Combining these
limit results, we obtain:
Theorem 3. Suppose that Assumptions 1-6 hold. Then, as b→ 0 and nb→∞,
√
nbUn
{
βˆ − β0 −Rn (Bias (u) + oP (1))
}
→d N
(
0,K−11 K2K
−1
1 ⊗H (u)−1 Ω (u)H (u)−1
)
,
where Rn = diag
{
bm+1, bm, ..., b
} ⊗ Idθ and Bias (u) = K−11 µ1 ⊗ θ(m+1)(u)(m+1)! . In particular,
for i = 0, 1, ...,m,
√
nb2i+1
{
θˆ(i) (u)− θ(i) (u)− bm+1−i (Biasi (u) + oP (1))
}
→d N
(
0, κ2,iH (u)
−1Ω (u)H (u)−1
)
,
(10)
where Biasi (u) = κ1,i
θ(m+1)(u)
(m+1)! +oP (1) while κ1,i and κ2,i denotes the ith element of K
−1
1 µ1
and (i, i)th element of K−11 K2K
−1
1 , respectively.
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Similar to existing results for local polynomial estimators in a cross-sectional setting,
the bias component only depends on θ(m+1) (u) and so the estimators adapt to the curvature
of θ (u). The asymptotic variance in Theorem 3 can be estimated using plug-in methods:
It follows from the proof of Theorem 3 that
Vˆ (u) =
1
n
n∑
t=1
K2n,t (u)Dn,t (u)
′ sn,t (Dn,t (u) αˆ) sn,t (Dn,t (u) αˆ)
′Dn,t (u) ,
satisfies Vˆ (u)→p K2 ⊗ Ω (u) while Hn (αˆ|u)→p K1 ⊗H (u).
Comparing the above limit results and the conditions under which they are derived
with the corresponding ones found in Dahlhaus et al. (2017) and the references therein, we
note that our bandwidth restrictions are much weaker than theirs. In particular, standard
bandwidth selection rules can be employed here but not in their set-up. Moreover, the
existing literature requires time derivatives of the stationary score function to exist and be
well-behaved with these entering the bias expressions. We on the other hand are able to
obtain results that are analogous to the ones found in the literature on local polynomial
likelihood estimators; see, e.g., Theorem 1b of Fan et al. (1995).
Equation (10) holds for any value of m ≥ 0 and i = 0, ...,m. However, when m − i is
even, κ1,i = 0 since all odd moments of K are zero due to the symmetry assumption. For
example, for the local constant estimator (m = i = 0), Theorem 3 only informs us that the
bias component of θˆ (u) is op (b). To obtain the leading bias term in this case, a higher-order
expansion in eq. (6) is necessary. This expansion requires additional assumptions involving
time derivatives and standard derivatives w.r.t. θ of h∗t (θ (u) |u):
Assumption 7. h∗t (θ|u) is time-differentiable in the L1-sense at (θ (u) , u) with time-
derivative ∂uh
∗
t (θ (u) |u) ∈ Rdθ×dθ .
Assumption 8. For i = 1, ..., dθ: (i) ∂hn,t (θ) /∂θi exists and is ULS(1, q, {θ : ‖θ − θ (u)‖ < ǫ})
with L1-continuous stationary approximation ∂h
∗
t (θ|u) /∂θi.
Assumption 9.
∑∞
s=1
∣∣∣Cov (h∗ij,t (θ (u) |u) , h∗ij,t+s (θ (u) |u))∣∣∣ <∞, i, j = 1, ..., dθ .
The time-derivative ∂uh
∗
t (θ (u) |u) will generally involve time-derivatives of the under-
lying stationary approximation of data. For example, if hn,t (θ) = h (Zn,t (θ) ; θ) where the
right-hand side is differentiable w.r.t. Zn,t (θ) ∈ RdZ , then it takes the form
∂uh
∗
t (θ|u) =
dZ∑
i=1
∂h (Z∗t (θ|u) ; θ)
∂zi
∂uZ
∗
i,t (θ|u) , (11)
where ∂uZ
∗
i,t (θ|u) is the time derivative of Z∗t (θ|u). Assuming in addition that θ (u) is
m + 2 times continuously differentiable, the following asymptotic expansion of bn,t under
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Assumptions 7-8 holds:
bn,t ∼=− h∗t (θ (u) |u)
{
θ(m+1) (u)
(m+ 2)!
(t/n− u)m+1 + θ
(m+2) (u)
(m+ 2)!
(t/n− u)m+2
}
(12)
− ∂uh∗t (θ (u) |u)
θ(m+1) (u)
(m+ 1)!
(t/n− u)m+2 −
dθ∑
i=1
θ
(1)
i (u) ∂θih
∗
t (θ (u) |u)
θ(m+1) (u)
(m+ 1)!
(t/n− u)m+2
+
{t/n− u}2m+2
2 {(m+ 1)!}2
dθ∑
i=1
θ
(m+1)
i (u) ∂θih
∗
t (θ (u) |u) θ(m+1) (u)
The short memory condition imposed in Assumption 9 is used to control the variance
component of the first-order bias term derived in Theorem 3. A sufficient condition for this
assumption to hold is that h∗t (θ (u) |u) is a geometric moment contraction, c.f. Proposition
2 in Wu and Shao (2004). We then obtain the following higher-order expansion of the bias
component to be used when m− i is even:
Theorem 4. Suppose Assumptions 1-9 hold and θ (·) is m+2 times continuously differen-
tiable. Then, as b→ 0 and nb→∞,
Bn (u) =b
m+2 [Bias1 (u) + op (1)] + b
2m+2 [Bias2 (u) + op (1)] (13)
+ bm+1
[
µ1H (u)
θ(m+1) (u)
(m+ 1)!
+OP
(
1/nmin{q,1}
)
+ op
(
1√
nb
)]
,
where, with ∂uH (u) = E [∂uh
∗
t (θ (u) |u)] and ∂θiH (u) = E [∂h∗t (θ (u) |u) /∂θi],
Bias1 (u) = µ2H (u)
θ(m+2) (u)
(m+ 2)!
+ µ2∂uH (u)
θ(m+1) (u)
(m+ 1)!
+ µ2
dθ∑
i=1
θ
(1)
i (u) ∂θiH (u)
θ(m+1) (u)
(m+ 1)!
,
Bias2 (u) = − µm+2
2 {(m+ 1)!}2
dθ∑
i=1
θ
(m+1)
i (u) ∂θiH (u) θ
(m+1) (u) .
Corollary 1. The local constant estimator (m = 0) satisfies, as b → 0, nb3 → ∞ and
nmin{q,1}b→∞,
√
nb
{
θˆ (u)− θ (u)− b2 {H−1 (u)Bias0 (u) + op (1)}}→d N (0, κ2,0H−1 (u) Ω (u)H−1 (u)) ,
(14)
where κ2,0 =
∫
K2 (v) dv and, with κ1,0 =
∫
K (v) v2dv,
Bias0 (u) = κ1,0
{
H (u)
θ(2) (u)
2
+ ∂uH (u) θ
(1) (u) +
1
2
dθ∑
i=1
θ
(1)
i (u) ∂θiH (u) θ
(1) (u)
}
.
12
To our knowledge this is the first complete characterization of the bias components of
local constant estimators in general time-varying parameter models. Compared to existing
results for specific models (see, e.g., Dahlhaus and Subba Rao, 2006) , we see that our
bias expression takes a different form. In particular, ours only involves the first-order time
derivative process, ∂uh
∗
t (θ (u) |u), while existing results involve higher-order derivatives.
This is due to the aformentioned different proof techniques. One can show that our and
theirs bias expressions are equivalent under their stronger regularity conditions. Comparing
Theorems 3 and 4, we see that the local linear and local constant estimators share the same
convergence rate and asymptotic variance, but that the local constant estimator suffers
from additional biases. This is consistent with the theory found for local constant and
local linear estimators in a cross-sectional setting. However, compared with the theory in a
cross-sectional setting (as in Fan et al., 1995), our bias takes a slightly different form. This
is due to the fact that the data-generating process in our setting is non-stationary with
the stationary approximation generating additional biases. Similar to the results found in
a cross-sectional regression context, c.f. Fan (1993), we expect the additional biases of the
local constant estimator to translate into reduced precision and efficiency compared to the
local linear one.
Moreover, as is well-known, local polynomial estimators have the advantage of exhibiting
automatic boundary carpentering. This property also holds in our setting near the end
points of the sample (u = 0 and u = 1). Formally, we analyze the properties of the
estimators at u = cb and u = 1 − cb, respectively, for some c > 0. The following corollary
reports the properties for the first case, a similar result holds for the latter one. We leave
out the proof since it follows along the same arguments as Theorems 3 and 4, except that
the asymptotic bias and variance terms take a slightly different form.
Corollary 2. Let θˆm (u) be the local polynomial estimator of order m ∈ {0, 1}. Under the
same conditions as in Theorem 4,
√
nb
{
θˆm (cb)− θ (cb)− b1+m
(
κ1,mBiasm
(
0+
)
+ op (1)
)}→d N (0, amH−1 (0+)Ω (0+)H−1 (0+)) ,
where Ω (0+) = limu↓0 Ω (u), H (0
+) = limu↓0H (u), and
Bias0
(
0+
)
=
(
κc1,0
)−1
κc1,1H
−1
(
0+
)
Bias0
(
0+
)
; Bias1 (0+) =
1
2
(
κc1,2
)2 − κc1,1κc1,3
κc1,0κ
c
1,2 −
(
κc1,1
)2 θ(2) (0+) ;
a0 = κ
c
2,0/
(
κc1,0
)2
; a1 =
[(
κc1,2
)2
κc2,0 − 2κc1,1κc1,2κc2,1 + (κ1,1)2 κc2,2
]
/
[
κc1,0κ
c
1,2 −
(
κc1,1
)2]2
.
This corollary shows that the asymptotic biases and variances for the local constant
and linear estimators at the boundaries are different. While the difference between two
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asymptotic variances is only a scale, the bias of the local constant estimators vanishes at a
slower rate than the local linear one.
4 Extension to time-varying generalized autoregressive mod-
els
The theory developed in Section 3 requires sn,t (θ (t/n)) to be a Martingale difference.
This assumption is violated in time-varying GARCH-type models as we shall see. We
here demonstrate how our proof strategy can be generalized to cover the following class of
generalized autoregressive models (GAR’s),
Yn,t = GY (λn,t, εt) , λn,t = Gλ (Yn,t−1, λn,t−1, θ (t/n)) . (15)
This class includes GARCH and Poisson Autogressions, amongst others. Since λn,t is not
directly observed, the likelihood takes the form
ℓn,t (θ) = ℓ (Yn,t, λn,t (θ)) , λn,t (θ) = Gλ (Yn,t−1, λn,t−1 (θ) , θ) , (16)
where λn,t (θ) is initialized at λn,0 (θ) = λ0 for some fixed λ0 and ℓ (·) depends on the
functional form of GY and the assumed distribution of εt.
We will here only provide a theory for local constant estimators since the analysis of local
polynomial estimators requires a completely different proof strategy compared to the one
pursued in this paper. To see the complications that arise when analyzing local polynomial
estimators of GAR’s, first recall that we need to replace θ (t/n) in the model by its local
polynomial approximation, θ∗u (t/n). But this implies that instead of using λn,t (θ) in the
computation of the likelihood, we should use
λn,t (θ
∗
u (·)) = Gλ (Yn,t−1, λn,t−1 (θ∗u (·)) , θ∗u (t/n)) .
This in turn implies that the likelihod becomes a functional of θ∗u (·) and so the analysis of
local polynomial estimators for this class of models will require a completely different proof
strategy involving, amongst other things, the use of functional derivatives.
In the case of the local constant estimator, on the other hand, θ∗u (t/n) = β0 is constant
and most of the assumptions and arguments used in Section 3 carry over to GAR’s assuming
we can show that λn,t (θ) and its derivatives are ULS. However, Assumption 5 will no longer
hold in general. To see this, observe that
sn,t (θ) =
∂ℓ (Yn,t, λn,t (θ))
∂λ
∂θλn,t (θ) , (17)
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where
∂θλn,t (θ) = ∇θGλ (∂θλn,t−1 (θ) , Yn,t−1, λn,t−1 (θ) , θ) ,
with initial conditions ∂θλn,t (θ) = 0 and ∇θGλ (∂θλ, Y, λ, θ) := ∂Gλ(Y,λ,θ)∂θ + ∂Gλ(Y,λ,θ)∂λ ∂θλ.
Here, ∂ℓ (Yn,t, λn,t) / (∂λ) is a MGD under great generality while ∂ℓ (Yn,t, λn,t (θ (t/n))) / (∂λ)
will not enjoy this property since λn,t−1 (θ (t/n)) 6= λn,t−1. This in turn implies that
sn,t (θ (t/n)) will generally not be a MGD. Instead, for the arguments in Section 3 to apply
to estimators of GAR models, we here propose to replace sn,t (θ) in the definition of Sn (u)
by the following alternative version,
s¯n,t (θ) =
∂ℓ (Yn,t, λn,t)
∂λ
vn,t (θ)
for some process vn,t (θ) ∈ Fn,t−1 as chosen by us. A natural choice is vn,t (θ) = ∂θλn,t (θ)
but we here allow for added flexibility since in some applications other choices facilitate the
verification of the following high-level assumption (see the proof of Theorem 5 for one such
example):
Assumption 10. (i) s¯n,t (θ (t/n)) is a MGD w.r.t. Fn,t; (ii) ω¯n,t (θ) = s¯n,t (θ) s¯′n,t (θ) ∈
R
dθ×dθ is ULS(p, q, {θ : ‖θ − θ (u)‖ < ǫ}) for some p ≥ 1 and q > 0 with stationary approx-
imation ω¯∗t (θ|u); and (iii) E [‖s¯n,t (θ (t/n))− sn,t (θ (t/n))‖p]1/p ≤ C/nqs for some p ≥ 1
and qs > 0.
The above assumption is almost identical to Assumption 5 except sn,t (θ (t/n)) has been
replaced by s¯n,t (θ (t/n)). The important difference appears in part (iii) which states that
the former is well-approximated by the latter. In the case of Markov-type models, (iii) is
automatically satisfied; for GAR-type models, we provide tools for its verification below. We
then redefine variance and bias components as Sn (u) =
1
n
∑n
t=1Kn,t (u)Dn,t (u)
′ s¯n,t (θ (t/n))
and
B¯n (u) =
1
n
n∑
t=1
Kb (t/n− u) bn,t, bn,t = sn,t (θ (u))− s¯n,t (θ (t/n)) ,
where the latter can be decomposed into B¯n (u) = Bn (u) +Rn (u) where Bn (u) is defined
in eq. (6) and
Rn (u) =
1
n
n∑
t=1
Kb (t/n− u) rn,t, rn,t = sn,t (θ (t/n))− s¯n,t (θ (t/n)) . (18)
We then apply the existing theory to Sn (u) and Bn (u) using Assumption 10(i)-(ii) while
Rn (u) = Op (n
−qs) under part (iii), and so is negiglible if the bandwidth sequence is chosen
such that nqsb2 →∞:
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Theorem 5. Suppose that Assumptions 1-4, and 6-10 hold with m = 0. Then B¯n (u) =
Bn (u) + OP (1/n
qs) where Bn (u) satisfies eq. (13). In particular, under the additional
restriction that nqsb2 →∞, eq. (14) remains valid with Ω (u) = E [ω¯∗t (u)].
Compared to the estimation of Markov-type models considered in the previous section,
an additional bias term appears in the estimation of GAR models due to the additional
approximation error in λn,t−1 − λn,t−1 (θ (u)). In order to apply the above theory, it is
useful with primitive conditions under which ℓn,t (θ), ωn,t (θ) and hn,t (θ) are ULS and
part (iii) of Assumption 10 holds. To this end, observe that these are all functions of
Zn,t (θ) :=
(
λn,t (θ) , ∂θλn,t (θ) , ∂
2
θθλn,t (θ)
)
where the first two components are defined above
and ∂2θθλn,t (θ) is the matrix of second-order partial derivatives. These satisfy
∂2θθλn,t (θ) = ∇2θθGλ
(
∂2θθλn,t−1 (θ) , ∂θλn,t−1 (θ) , Yn,t−1, λn,t−1 (θ) , θ
)
with ∂2θθλn,t (θ) = 0, for some function ∇2θθGλ. Importantly, Zn,0 (θ) = (λ0, 0, 0) is fixed and
so existing results for local stationarity do not apply, c.f. the discussion following Definition
1 and we instead develop new tools to show that Zn,t (θ) is ULS. We can then apply Theorem
1 to show that ℓn,t (θ) and its derivatives are also ULS. Observe that, for a suitably defined
function G, Zn,t (θ) satisfies Zn,t (θ) = G (Yn,t−1, Zn,t−1 (θ) ; θ). The following theorem states
sufficient conditions for processes on this form to be ULS where we here allow data to also
be parameter dependent:
Theorem 6. Suppose thatWn,t (θ) is ULS(pW , 1,Θ) with stationary approximation W
∗
t (θ|u)
and that
Zn,t (θ) = G (Wn,t−1 (θ) , Zn,t−1 (θ) ; θ) , Zn,0 = z0,
where, for some β < 1 and rW , rθ ≥ 0,
∥∥G (w, z; θ) −G (w′, z′; θ′)∥∥
≤ C (1 + ‖w‖rW + ∥∥w′∥∥rW ) ∥∥w − w′∥∥+ β ∥∥z − z′∥∥+ C (1 + ‖w‖rθ + ∥∥w′∥∥rθ) ∥∥θ − θ′∥∥ .
Then the following results hold:
(i) Zn,t (θ) is ULS(pW/ (rW + 1) , 1,Θ) with Z
∗
t (θ|u) = G
(
W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ
)
.
(ii) If E [‖Wn,t (θ)−Wn,t (θ′)‖pW ]1/pW ≤ C ‖θ − θ′‖ then E
[
‖Zn,t (θ)− Zn,t (θ′)‖p˜Z
]1/p˜Z ≤
C ‖θ − θ′‖ with p˜Z = pW/ (max {rW , rθ}+ 1).
(iii) E
[
‖Zn,t (θ (t/n))− Zn,t‖pW /rθ
]rθ/pW ≤ C/n, where Zn,t = G (Wn,t−1 (θ (t/n)) , Zn,t−1; θ (t/n)).
(iv) If W ∗t (θ|u) is time-differentiable in the LαW sense and G (w, z; θ) is continuously
differentiable with respect to both w and z, then Z∗t (θ|u) is also time-differentiable in the
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LαZ sense with αZ = pWαW/ (pW + rWαW ) with time-derivative
∂uZ
∗
t (θ|u) =∂zG
(
W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ
)
∂uZ
∗
t−1 (θ|u)
+ ∂wG
(
W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ
)
∂uW
∗
t−1 (θ|u) .
Part (i) of the theorem provides us with conditions under which λn,t (θ) and its deriva-
tives are ULS and Lipschitz w.r.t. θ supposing that Yn,t is LS and Gλ and its derivatives are
Lipschitz. The above can then be combined with Theorem 1 to show ULS of the likelihood
and its derivatives. Parts (ii)-(iii) can be used to verify, e.g., E [‖λn,t (θ (t/n))− λn,t‖pλ]1/pλ ≤
C/n for some pλ ≥ 1. Suppose now that s (Yn,t, λn,t (θ (t/n))) satisfies the conditions of The-
orem 1. By the same arguments as used in the proof of this theorem, it then holds that
E [‖s (Yn,t, λn,t (θ (t/n)))− s (Yn,t, λn,t)‖p]1/p ≤ C/n for a suitable p ≥ 1 thereby verifying
part (iii) of Assumption 10; as an example of this, we refer the reader to the proof of
Corollary 5.
5 Examples
To demonstrate the usefulness of our general set-up, we here apply our theory to some
particular models. Throughout this section, Assumption 1 is implicitly assumed. All proofs
can be found in Appendix A.3.
Example 1. (Cai, 2007; Kristensen, 2012) Consider the following d-dimensional tv-VAR(q)
model,
Yn,t =
q∑
i=1
Φi (t/n)Yn,t−i +Σ(t/n) εt = θ (t/n)Xn,t +Σ(t/n) εt, (19)
where εt ∈ Rd is i.i.d. with E [εt] = 0 and E [εtε′t] = Id, Φi (·) ∈ Rd×d, i = 1, ...p, Σ (·) ∈
R
d×d, θ (u) = (vec′ (Φ1 (u)) , ..., vec
′ (Φp (u)))
′ ∈ Θ = Rd2q, and Xn,t =
(
Y ′n,t−1, ..., Y
′
n,t−q
)′⊗
Id. Under regularity conditions, its stationary approximation is given by
Y ∗t (u) =
q∑
i=1
Φi (u)Y
∗
t−i (u) + Σ (u) εt = θ (u)X
∗
t (u) + Σ (t/n) εt,
where X∗t (u) =
(
Y ∗t−1 (u)
′ , ..., Y ∗t−q (u)
′)′⊗ Id, while its derivative process ∂tY ∗t (u) takes the
form
∂uY
∗
t (u) =
q∑
i=1
Φi (u) ∂tY
∗
t (u) +
q∑
i=1
Φ
(1)
i (u)Y
∗
t−i (u) + Σ
(1) (u) εt.
and we collect these in ∂uX
∗
t (u) =
(
∂uY
∗
t−1 (u)
′ , ..., ∂uY
∗
t−q (u)
′)′⊗ Id. We estimate θ (u) by
local least-squares, ℓn,t (θ) = ‖Yn,t − θ′Xn,t‖2. Applying our asymptotic theory, we obtain
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the following novel result for the estimation of time-varying VAR(p) models:
Corollary 3. Suppose that θ (·) and Σ (·) are twice continuously differentiable with Φ (v) =
Id −
∑q
i=1Φi (v) z
i having all its eigenvalues outside the unit circle, v ∈ [0, 1]. Then the
local linear estimator satisfies Theorem 3 with H (u) = E
[
X∗t (u)X
∗
t (u)
′] and Ω (u) =
E
[
X∗t (u) Σ (u)Σ (u)
′X∗t (u)
′]. If in addition E [‖εt‖4] < ∞, then the local constant esti-
mator satisfies Theorem 4 with ∂θH (u) = 0, and ∂uH (u) = 2E
[
X∗t (u) ∂uX
∗
t (u)
′].
Example 2. (Dahlhaus and Subba Rao, 2006; Fryzlewicz et al., 2008) Suppose Wn,t =
Y 2n,t ∈ R+ solves the following tv-ARCH(q) model,
Wn,t = λn,tε
2
t , λn,t = ω (t/n) +
q∑
i=1
αi (t/n)Wn,t−i, (20)
where εt is i.i.d. with zero mean and unit variance. The corresponding stationary solution
and derivative process are given by
W ∗t (u) = λ
∗
t (u)ε
2
t , λ
∗
t (u) = ω(u) +
q∑
i=1
αi(u)W
∗
t−i(u), (21)
∂uW
∗
t (u) = ∂uλ
∗
t (u)ε
2
t , ∂uλ
∗
t (u) = ω
(1)(u) +
q∑
i=1
αi(u)∂tW
∗
t−i(u) +
q∑
i=1
α
(1)
i (u)W
∗
t−i (u) .
(22)
We estimate the time-varying parameter vector θ (u) = (ω(u), α1(u), ..., αp(u)) using our
local polynomial estimator based on the Gaussian quasi-log likelihood,
ℓn,t (θ) = − log (λn,t (θ))− Wn,t
λn,t (θ)
, λn,t (θ) = ω +
q∑
i=1
αiWn,t−i.
Corollary 4. For the tv-ARCH(q) model given by (20), assume that (i) E
[
ε4t
]
< ∞; (ii)
θ (·) is twice continuously differentiable with ∑pi=1 αi (v) < 1 for all v ∈ [0, 1]; and (iii)
θ (u) ∈ Int (Θ) where Θ =
{
θ ∈ [δL, δU ]q+1 |
∑q
i=1 αi ≤ 1− δ
}
for some 0 < δL < δU < ∞
and δ > 0. Then the local linear and local constant estimators estimators of the tvARCH
model satisfy Theorems 3 and 4, respectively, with Ω (u) = −V ar (ε2t )H (u),
H (u) = −E
[
∂θλ
∗
t (u) (∂θλ
∗
t (u))
′
λ∗t (u)
2
]
, ∂θiH (u) = 2E
[
∂θiλ
∗
t (u) ∂θλ
∗
t (u) (∂θλ
∗
t (u))
′
λ∗t (u)
3
]
,
∂uH (u) = 2E
[
∂uλ
∗
t (u) ∂θλ
∗
t (u) (∂θλ
∗
t (u))
′
λ∗t (u)
3
+
∂2θuλ
∗
t (u) (∂θλ
∗
t (u))
′
λ∗t (u)
2
]
where ∂θλ
∗
t (u) =
(
1,W ∗t−1 (u) , . . . ,W
∗
t−q (u)
)′
and ∂2θuλ
∗
t (u) =
(
1, ∂uW
∗
t−1(u), . . . , ∂uW
∗
t−q(u)
)′
.
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Comparing our conditions with the ones in Dahlhaus and Subba Rao (2006), we see
that ours are substantially weaker: They require that E
[
ε12t
]1/6∑p
j=1 αj (u) < 1− ρ which
rules out most empirically relevant situations. For example, if εt ∼ N (0, 1) then their
requirement becomes
∑p
j=1 αj (u) < 0.22. This strong condition is a by-product of their
proof strategy which requires mixing and stronger moment conditions of the derivative pro-
cess. Furthermore, while their bias component for the local constant estimator involves the
so-called second-order derivative process while ours only involves the first-order derivative.
Example 3. (Chen and Hong, 2016) Let Wn,t = Y
2
n,t ∈ R+ solve the following tv-GARCH
model,
Wn,t = λn,tε
2
t , λn,t = ω (t/n) + α (t/n)Wn,t−1 + β (t/n)λn,t−1, (23)
for t = 1, 2, . . . , n, where εt is i.i.d. (0, 1). We estimate θ (u) = (ω(u), α(u), β(u))
′ using
the Gaussian log-likelihood which takes the same form as in Example 2 except that now
λn,t (θ) = ω + αWn,t−1 + βλn,t−1 (θ) where λ
2
n,0 (θ) = λ0 > 0. The stationary solution and
its derivative process takes the form
W ∗t (u) = λ
∗
t (u) ε
2
t , λ
∗
t (u) = ω (u) + α (u)W
∗
t−1 (u) + β (u)λ
∗
t−1 (u) , (24)
and ∂uW
∗
t (u) = ∂uλ
∗
t (u)ε
2
t where
∂uλ
∗
t (u) = ω
(1)(u) +α(u)∂uW
∗
t−1(u) + β(u)∂uλ
∗
t−1(u) +α
(1)
i (u)W
∗
t−1 (u) + β
(1) (u)λ∗t−1 (u) .
(25)
To state our asymptotic theory, we also need the stationary version of the derivative process
w.r.t. θ, ∂θλ
∗
t (u) = (1/ (1− β (u)) , ∂αλ∗t (u) , ∂βλ∗t (u))′ where
∂αλ
∗
t (u) =W
∗
t−1 (u) + β (u) ∂αλ
∗
t−1 (u)
∂βλ
∗
t (u) = λ
∗
t (u) + β (u) ∂βλ
∗
t−1 (u) (u) ,
and ∂2θuλ
∗
t (u) =
(
β(1) (u) / (1− β (u))2 , ∂2αuλ∗t (u) , ∂2βuλ∗t (u)
)′
where
∂2αuλ
∗
t (u) = ∂uW
∗
t−1(u) + β
(1) (u) ∂αλ
∗
t−1 (u) + β (u) ∂
2
αuλ
∗
t (u)
∂2βuλ
∗
t (u) = ∂uλ
∗
t (u) + β
(1) (u) ∂βλ
∗
t−1 (u) (u) + β (u) ∂
2
βuλ
∗
t (u) .
Corollary 5. For the tvGARCH model given by (23), assume that (i) E
[
ε4t
]
<∞; (ii) θ (·)
is twice continuously differentiable with α (v) + β (v) < 1 for all v ∈ [0, 1]; and (iii) θ (u) ∈
Int (Θ) where Θ =
{
θ = (ω,α, β)′ ∈ [δL, δU ]3 |α+ β ≤ 1− δ
}
for some 0 < δL < δU < ∞
and δ > 0. Then the local constant estimator of the tvGARCH model satisfies Theorem 4
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with the relevant moments being on the same form as in Corollary 4 but now with λ∗t (u),
∂tλ
∗
t (u), ∂θλ
∗
t (u) and ∂
2
θuλ
∗
t (u) as defined above.
Again, our conditions are substantially weaker compared to those found in the existing
literature: Chen and Hong (2016) require E
[
ε16t
]
< ∞, that the GARCH process and its
derivative process are φ-irreducible, and that the bandwidth shrinks to zero at a very slow
rate.
Example 4. (Agosto et al., 2016) Let Yn,t ∈ {0, 1, 2, . . .} solve the following time-varying
Poisson Autoregression (tvPAR),
Yn,t|Fn,t−1 ∼ Poisson (λn,t) , t = 1, 2, . . . , n,
where Fn,t−1 = F {Yn,t−i : i = 1, 2, ...}, Poisson(λ) denotes a Poisson distribution with in-
tensity parameter λ, and
λn,t = ω (t/n) +
q∑
i=1
αi (t/n)Yn,t−i. (26)
This model is a time-varying parameter version of the model considered in Agosto et al.
(2016) who analyze the properties of Yn,t and of the MLE when θ (u) = (ω (u) , α1 (u) , ..., αp (u))
′
is constant. We here apply our general theory to the local linear MLE where the log-
likelihood function takes the form
ℓn,t (θ) := Yn,t log {λn,t (θ)} − λn,t (θ) , λn,t (θ) = ω +
q∑
i=1
αiYn,t−i.
Note here that the derivative process of Yn,t is not well-defined due to it being discrete-
valued, and so existing results, such as the ones in Dahlhaus et al. (2017), cannot be used
to analyze the local MLE. The following corollary provides the first asymptotic theory for
local linear estimation of the tvPAR model:
Corollary 6. For the tvPAR model given by (26), assume that (i) θ (·) is twice continuously
differentiable with
∑q
i=1 αi (v) < 1 for all v ∈ [0, 1]; and (ii) θ (u) ∈ Int (Θ) where, for some
0 < δL < δU <∞ and δ > 0, Θ =
{
θ ∈ [δL, δU ]q+1|
∑p
i=1 αi ≤ 1− δ
}
. Then the local linear
estimator satisfies Theorem 3 with
Ω (u) = E
[
(∂θλ
∗
t (u)) (∂θλ
∗
t (u))
′
λ∗t (u)
]
= −H (u) ,
where λ∗t (u) = ω (u) +
∑q
i=1 αi (u)Y
∗
t−i (u) and ∂θλ
∗
t (u) =
(
1, Y ∗t−1 (u) , ..., Y
∗
t−q (u)
)′
.
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6 Simulation study
In this section, we examine the finite-sample performances of our estimators. Throughout,
we use the Epanechnikov kernel and all results are based on 500 simulated data sets. The
performance of the estimators is evaluated using the mean absolute deviation error (MADE),
MADE := 1n
∑n
t=1
∣∣∣θˆ (t/n)− θ (t/n)∣∣∣, as well as their bias, variance, and mean squared
error.
The estimators were implemented as follows: First note that in most applications, we
wish to estimate the full parameter path that generated data, say, θ (1/n) , ..., θ ((n− 1) /n).
This involves n−1 optimization problems but observe that we will in general expect βˆ (i/n)
will be fairly close to βˆ ((i− 1) /n), i = 2, ..., n. This motivatives the following sequential
procedures: Do a full parameter search to obtain βˆ (1/n) = argmaxβ∈B Ln (β|1/n) and then
use Newton’s method for the remaining estimates: With bˆi,0 = βˆ ((i− 1) /n), compute
bˆi,k+1 = bˆi,k −H−1n
(
bˆi,k|i/n
)
Sn
(
bˆi,k|i/n
)
,
for k = 1, 2, ..., where Sn (β|u) and Hn (β|u) denote the score and hessian of Ln (β|i/n),
until convergence is achieved and set βˆ (i/n) equal to the termination value. We found
this method to work very well in practice. When m > 0, the initial computation of bˆi,k is
of dimension (m+ 1) dim (θ) which may be a high-dimensional problem. To resolve this,
we again propose a sequential procedure: First, compute the local constant estimator,
θˆ (u) = argmaxθ∈Θ Ln (θ|1/n); second, compute the local linear estimator intialized at(
θˆ (u) , 0
)
, and so forth.
To select b, we employ a generalized version of the cross-validation method proposed in
Richter and Dahlhaus (2017): As a first step, we compute the leave-one-out estimator,
βˆb (t0/n) = argmax
β∈B
n∑
t6=t0
Kb
(
t− t0
n
)
ℓn,t (D (t/n− u) β) ,
for t0 = 1, ..., n, and then use as criterion the over-all global quasi-likelihood,
CV (b) =
n∑
t=1
ℓn,t
(
D (t/n− u) βˆb (t/n)
)
.
We then choose our bandwidth as the minimizer of CV (b). Chu and Marron (1991) indicate
that cross-validation may be severely affected when the model is mis-specified so that the
score function is no longer a martingale difference. This can be handled by using a “leave-
(2l + 1)-out” version of the above cross-validation method.
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Table 1: Performance of the local constant (LC ) and local linear (LL) estimators in ARCH
model
ω (u) α (u)
WLS ML WLS ML
n LC LL LC LL LC LL LC LL
250
ISB 0.035 0.029 0.038 0.032 0.033 0.037 0.032 0.033
IV 0.077 0.094 0.068 0.066 0.087 0.112 0.091 0.090
IMSE 0.112 0.123 0.107 0.098 0.120 0.149 0.124 0.123
MADE 0.264 0.263 0.264 0.236 0.271 0.293 0.269 0.272
500
ISB 0.015 0.012 0.014 0.014 0.017 0.018 0.014 0.018
IV 0.042 0.045 0.042 0.035 0.056 0.068 0.062 0.056
IMSE 0.058 0.057 0.056 0.049 0.073 0.087 0.076 0.074
MADE 0.184 0.180 0.178 0.169 0.214 0.225 0.211 0.209
1000
ISB 0.008 0.008 0.006 0.007 0.009 0.009 0.006 0.008
IV 0.024 0.024 0.022 0.019 0.035 0.041 0.037 0.035
IMSE 0.032 0.031 0.028 0.026 0.044 0.049 0.043 0.043
MADE 0.138 0.132 0.129 0.124 0.162 0.169 0.159 0.158
Notes: The above table reports integrated squared bias (ISB), integrated variance (IV), integrated
mean squared errors (IMSE), and MADE.
6.1 Time-varying ARCH
We first consider the time-varying ARCH(1) in eq. (20) where ε ∼ i.i.d.N (0, 1) and
ω (u) = −.5 cos (6πu) + .7, α (u) = .4 cos (6πu) + .45.
We estimate ω (u) and α (u) using both local Gaussian log-likelihood and the WLS method of
Fryzlewicz et al. (2008) witht K chosen as the Epanechnikov kernel. The following results
are based on 500 simulated data sets with sample sizes n =250, 500 and 1000. Table 1
reports the performance of the estimators based on cross-validated bandwidths. The local
linear MLE performs best in terms of IMSE and MADE among the four estimators for
all sample sizes. We also report MADE values for both local constant and local linear
estimators. For all sample sizes, the bias for the QML estimator is always smaller than one
for WLS estimator.
To investigate the performance of the estimators near the end of the sample, we plot
the estimates of ω for n =1000 in Figure 1. As predicted by the theory, we observe that the
local linear estimators enjoys smaller biases near the boundary.
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Figure 1: Pointwise means of local constant and local linear MLE’s and LS estimators of ω
in ARCH model
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6.2 Poisson Autoregression
We here report simulation results for the local constan and local linear MLE’s of the fol-
lowing PARX(1) model with an additional exogeneous regressor Xn,t,
λn,t = ω (t/n) + α (t/n)Yn,t−1 + γ (t/n) exp (Xt−1) , (27)
where
ω (u) = 0.7− 0.5 sin (2πu) , α (u) = 0.5 + 0.4 sin (2πu) , γ (u) = 1 + 0.5 sin (2πu) ,
and
Xn,t = ρ (t/n)Xn,t−1 + σ (t/n) εt, εt ∼ i.i.d.N (0, 1) .
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Table 2: Integrated squared bias (IBias2), integrated variance (IVar), integrated mean
squared errors (IMSE), and median of MADE of the local constant (LC ) and local linear
(LL) estimators (n = 500)
ω (u) α (u) γ (u)
DGP LC LL LC LL LC LL
1
IBias2 0.006 0.014 0.002 0.003 0.003 0.003
IVar 0.075 0.078 0.005 0.004 0.018 0.019
IMSE 0.081 0.092 0.007 0.007 0.021 0.022
med.(MADE) 0.202 0.208 0.061 0.063 0.112 0.111
2
IBias2 0.008 0.015 0.002 0.002 0.002 0.002
IVar 0.091 0.077 0.005 0.003 0.019 0.016
IMSE 0.099 0.091 0.006 0.006 0.022 0.018
med.(MADE) 0.205 0.205 0.061 0.059 0.109 0.098
We examine the performance of the MLE under two different data generating processes
(DGP’s) for the covariate Xt.
DGP1 ρ (u) = 0.5 and σ (u) = 1 so that Xn,t = Xt is strictly stationary.
DGP2 ρ (u) = 0.5 − 0.4 cos (πu) and σ (u) = 1 + 0.5 cos (2πu) so that Xn,t is locally
stationary.
Table 2 reports the over-all performance of the estimators in terms of integrated squared
bias, variance, MSE and MADE. The table shows that the variance of the local linear
estimators is slightly smaller than the one of the local constant estimator. Otherwise, the
performance of the estimators are similar. Overall, we find that the performance of the
local linear estimator for DGP2 is better than the one for DGP1. Finally, similar to the
case of the tvARCH model, the local linear estimator again enjoys better performance near
the boundaries; we leave out the plots to save space.
7 Empirical application
The aim of this section is to analyze possible time-varying effects of various factors explain-
ing US corporate default rates when modelled with a PARX model. The data set on defaults
consists of monthly number of bankruptcies among Moody’s rated industrial firms in the
United States for the period 1982-2011 (T = 360 observations), collected from Moody’s
Credit Risk Calculator (CRC). Figure 2, which shows default counts and the correspond-
ing autocorrelation function, reveals (i) high temporal dependence in default counts; (ii)
existence of default clusters over time.
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Figure 2: Number of defaults per month among Moody’s rated US industrial firms in the
period 1982-2011 (top) and autocorrelation function of defaults (bottom)
Table 3: Model selection results for corporate defaults
PARX(1) PARX(3) PARX(6) GPARX(1,1) GPARX(2,1) GPARX(3,1)
logL -811.6 -737.2 -723.6 -741.0 -734.0 -731.3
AIC 1629.2 1484.3 1463.2 1490.0 1478.0 1474.6
BIC 1640.9 1503.7 1494.3 1505.5 1497.4 1497.9
p-value of PIT < 10−4 0.0194 0.0151 0.0028 0.0051 0.0068
We follow Agosto et al. (2016) and model monthly number of bankrupcies, Yt, by a
PARX model, but here allow for the possibility of time-varying parameters,
Yn,t|Fn,t−1 ∼ Poisson (λn,t) , t = 1, 2, . . . , n;
λn,t = ω (t/n) +
p∑
i=1
αi (t/n)Yn,t−i + γLI (t/n) exp (−LIn,t−1) ,
where LI is the so-called Leading Index released by the Federal Reserve (LI). This can
be seen as a leading indicator of economic activity. To select the number of lags, we first
estimate the model with constant parameters and then use AIC and BIC for model selection.
The results are reported in Table 3 from which we see that the preferred specification is the
PARX(3) model.
Agosto et al. (2016) found evidence of of two significant break when the Dot-com bubble
burst in the late 1990’s and again around the onset of the most recent financial crisis in 2008.
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Figure 3: Local linear estimate of tvPARX(6) model
The aim here is to see whether this finding is supported by the nonparametric estimation
for the time-varying parameters. We here focus on the tvPARX(6) model. Figure 3 shows
the time-series of local linear estimates,
{
θˆt
}
, for tvPARX(6). These graphs provide some
evidence of structural change. In particular, the impact of exp (−LI) on the default intensity
is significant and dramatically changes over the whole estimation period. All together, we
find substantial time-variation in the parameters that our local polynomial estimators are
able to capture well.
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A Appendix
A.1 Auxiliary results
In the following, assume that L satisfies: (i) L (·) has a compact support; (ii) for some
Λ <∞, |L(v)− L(v′)| ≤ Λ |v − v′|, v, v′ ∈ R. We denote Lb (·) := L (·/b) /b.
Lemma 1. The following hold as b→ 0 and nb→∞:
(i) Suppose {Wn,t (θ)} is ULS(p, q,Θ) with its stationary approximation {W ∗t (θ|u)} be-
ing Lp continuous for some p ≥ 1, q > 0 and Θ is compact Then, with A defined in As-
sumption 2,
sup
α∈A
∥∥∥∥∥ 1n
n∑
t=1
Lb (t/n− u)Wn,t (Db (t/n− u)α)−
∫
L (v)E [W ∗t (D (v)α|u)] dv
∥∥∥∥∥ = op (1) .
28
(ii) Suppose {Wn,t (θ (t/n)) ,Fn,t} is a martingale difference array; Vn,t (θ) =Wn,t (θ)W ′n,t (θ)
is ULS(p, q, {θ : ‖θ − θ (u)‖ < ǫ}) for some p ≥ 1 and q, ǫ > 0 with its stationary approxi-
mation V ∗t (θ|u) being Lp continuous; and v 7→ θ (v) is continuous at v = u. Then√
b
n
n∑
t=1
Lb (t/n− u)Wn,t (θ (t/n))→d N
(
0,
∫
L2 (v) dv × E [V ∗t (θ (u) |u)]
)
;
√
b
n
n∑
t=1
Lb (t/n− cb)Wn,t (θ (t/n))→d N
(
0,
∫ +∞
−c
L2 (v) dv × E [V ∗t (θ (u) |u)]
)
.
(iii) Suppose W ∗t is a stationary and ergodic sequence with
∑∞
s=0
∣∣cov (W ∗t ,W ∗t+s)∣∣ <∞.
Then, for any u ∈ (0, 1)
∣∣∣∣∣ 1n
n∑
t=1
Lb (t/n− u)W ∗t −
∫
L (v) dv × E [W ∗t ]
∣∣∣∣∣ = op
(
1/
√
nb
)
.
Proof of Lemma 1. Proof of (i). We first show that for all θ ∈ Θ,
1
n
n∑
t=1
Lb (t/n− u)Wn,t (θ)→p
∫
L (v) dv × E [W ∗t (θ|u)] .
Note that L(v) = 0 for |v| ≥ v¯ for some v¯ > 0. Then the Minkowski’s inequality implies
that
E
[∥∥∥∥∥ 1n
n∑
t=1
Lb (t/n− u) {Wn,t (θ)−W ∗t (θ|u)}
∥∥∥∥∥
p]1/p
≤ 1
n
n∑
t=1
|Lb (t/n− u)|E [‖Wn,t (θ)−W ∗t (θ|u)‖p]1/p
≤ C
n
n∑
t=1
|Lb (t/n− u)|
(
bq
∣∣∣∣t/n− ub
∣∣∣∣
q
+ 1/nq + ρt
)
≤ C
n
n∑
t=1
|Lb (t/n− u)| ×
(
bqv¯q + 1/nq + ρt
)
= O (bq) +O
(
n−q
)
+O
(
1√
nb
)
,
where we have used that
1
n
n∑
t=1
|Lb (t/n− u)| ρqt ≤ 1√
nb
√√√√ 1
n
n∑
t=1
(L2)b (t/n− u)
√√√√ n∑
t=1
ρ2qt = O
(
1√
nb
)
.
Next, with W¯t =W
∗
t (θ|u)−E [W ∗t (θ|u)], for sufficiently large n, 1n
∑n
t=1 Lb (t/n− u) W¯t =
1
nb
∑t¯
t=t Lb (t/n− u) W¯t, where t¯ = [n (u+ v¯b)] and t = [n (u− v¯b)]. Here, [x] denotes the
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integer part of any real number x. By summation by parts, we have, with Sn,t =
∑t
j=t W¯j ,
1
n
t¯∑
t=t
Lb (t/n− u) W¯t = 1
n
t¯∑
t=t
Lb (t/n− u) (Sn,t − Sn,t−1)
=
1
n
t¯−1∑
t=t
[Lb (t/n− u)− Lb ((t+ 1) /n− u)]Sn,t + 1
n
Lb (t¯/n− u)Sn,t¯.
Since
{
W¯t
}
is stationary, Sn,t has the same distribution as S˜n,t =
∑t−t+1
j=1 W¯j. Thus, for
some constant M ,
∣∣ 1
n
∑n
t=1 Lb (t/n− u) W¯t
∣∣ ≤ Mnb supt≤t¯−t+1 ∣∣∣S˜n,t∣∣∣. The ergodic theorem
yields S˜n,t/t → 0 which in turn implies that 1n
∑n
t=1 Lb (t/n− u) W¯t tends to zero almost
surely. Finally, using the mean value theorem, there exists vn,t ∈
[
t−1
n ,
t
n
]
so that with
L¯ = supv L (v),∣∣∣∣∣ 1n
n∑
t=1
Lb (t/n− u)−
∫
Lb (x− u) dx
∣∣∣∣∣ =
∣∣∣∣∣ 1nb
n∑
t=1
Lb (t/n− u)−
n∑
t=1
∫ t/n
(t−1)/n
Lb (x− u) dx
∣∣∣∣∣
≤ 1
nb
n∑
t=1
|Lb (t/n− u)− Lb (vn,t − u)|
≤ 1
nb
n∑
t=1
Λ
∣∣∣∣t/n− vn,tb
∣∣∣∣ = O
(
1
nb
)
,
which shows that 1n
∑n
t=1 Lb (t/n− u)E [W ∗t (θ|u)] =
∫
Lb (x− u) dxE [W ∗t (θ|u)]+O (1/ (nb)).
For the uniform convergence, we note that by definition of A, Db (v − u)α ∈ Θ for all
v ∈ supp (L) and α ∈ A. Thus, 1n
∑n
t=1Kb (t/n− u)Wn,t (Dn,t (u)α), where Dn,t (u) =
Db (t/n− u), is well-defined for α ∈ A, and
E
[
sup
α∈A
‖Wn,t (Dn,t (u)α)−W ∗t (Dn,t (u)α|u)‖p
]
≤ E
[
sup
θ∈Θ
‖Wn,t (θ)−W ∗t (θ|u)‖p
]
≤ C (|t/n− u|q + 1/nq + ρt)p .
Using Hı¨¿œlder’s inequality and Minkowski’s inequality,
E
[
sup
α∈A
∥∥∥∥∥ 1n
n∑
t=1
Lb (t/n− u) {Wn,t (Dn,t (u)α)−W ∗t (Dn,t (u)α|u)}
∥∥∥∥∥
]
≤ 1
n
n∑
t=1
|Lb (t/n− u)|E
[
sup
α∈A
‖Wn,t (Dn,t (u)α)−W ∗t (Dn,t (u)α|u)‖p
]1/p
≤ C b
q
n
n∑
t=1
|Lb (t/n− u)|
(∣∣∣∣ t/n− ub
∣∣∣∣
q
+ 1/nq + ρt
)
= O (bq) .
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Next,
sup
α∈A
∥∥∥∥∥ 1n
n∑
t=1
Lb (t/n− u) {W ∗t (Dn,t (u)α|u) − E [W ∗t (Dn,t (u)α|u)]}
∥∥∥∥∥
≤ sup
θ∈Θ
∥∥∥∥∥ 1n
n∑
t=1
Lb (t/n− u) {W ∗t (θ|u)− E [W ∗t (θ|u)]}
∥∥∥∥∥+ op (1)
where 1n
∑n
t=1 Lb (t/n− u) {W ∗t (θ|u)− E [W ∗t (θ|u)]} = oP (1) for all θ ∈ Θ. Thus, the re-
sult will follow if we can show stochastic equicontinuity of θ 7→ 1n
∑n
t=1 Lb (t/n− u)W ∗t (θ|u)
but this follows from the assumption of θ 7→ W ∗t (θ|u) being Lp continuous: For a given
θ ∈ Θ and ǫ > 0 there exists δ > 0 so that
E
[
sup
θ′:‖θ−θ′‖<δ
∥∥∥∥∥ 1n
n∑
t=1
Lb (t/n − u)W ∗t (θ|u)−
1
n
n∑
t=1
Lb (t/n− u)W ∗t
(
θ′|u)
∥∥∥∥∥
]
≤ 1
n
n∑
t=1
|Lb (t/n− u)|E
[
sup
θ′:‖θ−θ′‖<δ
∥∥W ∗t (θ|u)−W ∗t (θ′|u)∥∥
]
=
ǫ
n
n∑
t=1
|Lb (t/n− u)| = O (ǫ) .
Proof of (ii). Observe that
√
b/n
∑n
t=1 Lb (t/n− u)Wn,t (θ (t/n)) is a martingale with
quadratic variation Qn =
b
n
∑n
t=1 L
2
b (t/n− u)Vn,t (θ (t/n)). To derive the limit of Qn, write
Qn =
b
n
n∑
t=1
L2b (t/n− u)E [V ∗ (θ (t/n) |u)] +
b
n
n∑
t=1
L2b (t/n− u) {Vn,t (θ (t/n))− V ∗t (θ (t/n) |u)}
+
b
n
n∑
t=1
L2b (t/n− u) {V ∗t (θ (t/n) |u)− E [V ∗t (θ (t/n) |u)]} .
For the first term, employing standard results for kernel averages together with the fact
that θ 7→ E [V ∗t (θ|u)] is continuous (because V ∗t (θ|u) is L1-continuous),
b
n
n∑
t=1
L2b (t/n− u)E [V ∗t (θ (t/n) |u)]→
∫
L2 (x) dxE [V ∗t (θ (u) |u)] .
Applying arguments similar to those in the proof of Lemma 1(i) together with continuity
of v 7→ θ (v), L1-continuity of θ 7→ V ∗t (θ|u) and L having compact support, we have for all
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n large enough,
b
n
n∑
t=1
L2b (t/n− u)E [‖Vn,t (θ (t/n))− V ∗t (θ (t/n) |u)‖]
≤ b
n
n∑
t=1
L2b (t/n− u) sup
‖θ−θ(u)‖<ǫ
E [‖Vn,t (θ)− V ∗t (θ|u)‖] = o (1) ,
and
b
n
n∑
t=1
L2b (t/n− u) {V ∗t (θ (t/n) |u)− E [V ∗t (θ (t/n) |u)]}
≤ b
n
n∑
t=1
L2b (t/n− u) sup
‖θ−θ(u)‖<ǫ
E [‖V ∗t (θ|u)− E [V ∗t (θ|u)]‖] = o (1) .
The result now follows if the Lindeberg condition is satisfied, c.f. Brown (1971). But, as
nb→∞, with mn,t (θ) =
√
b/nLb (t/n− u)W ∗t (θ|u),
n∑
t=1
‖mn,t (θ (t/n))‖2 1 (‖mn,t (θ (t/n))‖ > ε)
≤
n∑
t=1
(
‖mn,t (θ (t/n))‖2 − ‖m∗t (θ (u) |u)‖2
)
1 (‖mn,t (θ (t/n))‖ > ε)
+
n∑
t=1
‖m∗t (θ (u) |u)‖2 1
(
‖mn,t (θ (t/n))‖ > ε, ‖m∗t (θ (u) |u)‖ ≤ ε/
√
2
)
+
n∑
t=1
‖m∗t (θ (u) |u)‖2 1
(
‖m∗t (θ (u) |u)‖ > ε/
√
2
)
.
Recycling the arguments used in the analysis of Qn, it follows that the first and third terms
are op (1). Similarly, the convergence of the second term is obtained with the following
inequality and Markov’s inequality:
n∑
t=1
‖m∗t (θ (u) |u)‖2 1
(
‖mn,t (θ (t/n))‖ > ε, ‖m∗t (θ (u) |u)‖ ≤ ε/
√
2
)
≤ ε
2
2
n∑
t=1
1
(
‖mn,t (θ (t/n))‖2 − ‖m∗t (θ (u) |u)‖2 > ε2/2
)
.
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Proof of (iii). Assume w.l.o.g. that E [W ∗t ] = 0 and then use
V ar (An) ≤ 1
n
n∑
t1,t2=1
|Lb (t1/n− u)| |Lb (t2/n− u)|
∣∣cov (W ∗t1 ,W ∗t2)∣∣
≤ L¯
(nb)2
n∑
t1,t2=1
∣∣∣∣L
(
t1/n− u
b
)∣∣∣∣ |cov (Wt1 ,Wt2)| = O
(
1
nb
)
.
A.2 Proofs: Main results
Proof of Theorem 1. We first note that f (Z∗t (θ|u) , εt; θ) is stationary and ergodic because
f is a measurable function of (Z∗t (θ|u) , εt). Moreover, with pZ = p/ (r + 1),
E
[
sup
θ∈Θ
‖f (Zn,t (θ) , εt; θ)− f (Z∗t (θ|u) , εt; θ)‖pZ
]1/pZ
≤ CE
[(
1 + ‖Zn,t (θ)‖pr/(r+1) + ‖Z∗t (θ|u)‖pr/(r+1)
)
‖Zn,t (θ)− Z∗t (θ|u)‖pZ
]1/pZ
≤ CE [‖Zn,t (θ)− Z∗t (θ|u)‖p]1/p ≤ C
(|t/n− u|q + 1/nq + ρt) .
where we have employed Hoelder’s inequality.
Proof of Theorem 2. We apply Lemma 1(i) to Qn (α|u) = 1n
∑n
t=1Kb (t/n− u) ℓn,t (Dn,tα)
and obtain supα∈A |Qn (α|u)−Q∗ (α|u)| = oP (1), whereQ∗ (α|u) =
∫
K (v)E [ℓ∗t (D (v)α|u)] dv.
Now, observe that for any α = (α1, ..., αm+1) with αi 6= 0 for some i ≥ 2, the polynomial
v 7→ D (v)α is non-constant almost everywhere. Thus, for any α 6= α∗ = (θ (u) , 0, ..., 0),
D (v)α 6= θ (u) = D (v)α∗ for almost all v ∈ [0, 1] and so by Assumption 3(iii) E [ℓ∗t (D (v)α|u)] <
E [ℓ∗t (θ (u) |u)] = E [ℓ∗t (D (v)α∗|u)] for almost every v. Since K (·) ≥ 0 this in turn implies
that
Q∗ (α|u) =
∫
K (v)E [ℓ∗t (D (v)α|u)] dv <
∫
K (v)E [ℓ∗t (D (v)α0|u)] dv = Q∗ (α∗|u) .
Finally, by the dominated convergence theorem together with Assumption 3(ii) α 7→ Q∗ (α|u)
is continuous. This proves αˆ→p α∗, c.f. Theorem 2.1 in Newey and McFadden (1994).
Proof of Theorem 3. From Theorem 2 we know that αˆ →p α∗ := (θ (u) , 0, ...., 0). It is
easily checked that the limit is situated in the interior of A and so w.p.a.1. so will αˆ. As a
consequence, αˆ will satisfy (5) w.p.a.1. Adding and subtracting Sn (u) and then rearranging
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yields
0 =
√
nbSn (u) +Hn (α¯|u)
√
nb
(
αˆ− α0 −H−1n (α¯|u) {Sn (α0|u)− Sn (u)}
)
.
Here, H−1n (α¯|u) is well-defined w.p.a.1 since, as shown below, it converges towards an
invertible matrix. The claimed asymptotic result now follows if we can verify the claims of
eqs. (8)-(9):
Proof of eq. (8). First note that, with L(u) = K(u)D (u),
√
nbSn (u) =
√
b
n
∑n
t=1 Lb(t/n−
u)⊗ sn,t (θ (t/n)) . The result now follows from Lemma 1(ii) under Assumption 5.
Proof of eq. (9)(i). With L(u) = K(u)D (u)D (u)
′
, we can writeHn (β|u) = 1n
∑n
t=1 Lb(t/n−
u) ⊗ hn,t (Dn,t (u)β). Applying Lemma 1(i) in conjunction with Assumption 6, we then
obtain supα∈B(ǫ) ‖Hn (α|u)−K1 ⊗H (D (v)α|u)‖ = op(1), where H (θ|u) = E [h∗t (θ|u)] is
continuous w.r.t. θ and B(ǫ) = {α : ‖α− α∗‖ < ǫ} for some small ǫ > 0. Thus, given that
α¯ →p α∗, Hn (α¯|u) →p K1 ⊗ H (θ (u) |u). Finally, note here that since K is a probability
density function, K1 is invertible, while H (θ (u) |u) = H (u) is invertible by assumption.
Proof of eq. (9)(ii). First observe that Dn,t (u)α0 = θ
∗
u (t/n) where θ
∗
u (t/n) was defined
in (2). Now, employ the mean-value theorem twice to obtain that, for some θ¯n,t lying
between θ∗u (t/n) and θ (t/n) and some un,t ∈ [t/n, u],
bn,t =hn,t
(
θ¯n,t
) {θ∗u (t/n)− θ (t/n)} = −hn,t (θ¯n,t) θ(m+1) (un,t)(m+ 1)! (t/n− u)m+1
=− (t/n− u)m+1 hn,t
(
θ
(
t
n
))
θ(m+1)
(
t
n
)
(m+ 1)!
+
{
hn,t
(
θ
(
t
n
))
θ(m+1)
(
t
n
)
− hn,t
(
θ¯n,t
)
θ(m+1) (un,t)
} ( t
n − u
)m+1
(m+ 1)!
.
The first term is locally stationary and so by the same arguments as in the proof of Lemma
1(ii),
bm+1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
(
t/n− u
b
)m+1
hn,t (θ (t/n))
θ(m+1) (t/n)
(m+ 1)!
= bm+1
{
µ1 ⊗H (u) θ
(m+1) (u)
(m+ 1)!
+ op (1)
}
.
Next, observe that for |t/n− u| ≤ Cb, ∥∥θ¯n,t − θ (t/n)∥∥ ≤ ‖θ∗u (t/n)− θ (t/n)‖ ≤ C˜bm+1and
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so, using the ULS property of hn,t(θ),
sup
n,t
E
[∥∥∥∥hn,t
(
θ
(
t
n
))
− hn,t
(
θ¯n,t
)∥∥∥∥
]
≤ C
(
bq
∣∣∣∣ tn − ub
∣∣∣∣
q
+ 1/nq
)
+ sup
‖θ−θ′‖≤C˜bm+1
E
[∥∥h∗t (θ|u)− h∗t (θ′|u)∥∥]→ 0,
as n→∞. Similarly, using the uniform continuity of θ(m+1) (·), supn,t
∥∥θ(m+1) ( tn)− θ(m+1) (un,t)∥∥→
0 as n→∞. These two results combined show that the remainder term is op (1) .
Proof of Theorem 4. Proof proceeds exactly as the one of Theorem 3, but we now establish
that bn,t satisfies eq. (12). Using a second-order expansion w.r.t. θ followed by a second-
order Taylor expansion w.r.t. u, we obtain
bn,t =− hn,t (θ (t/n))
[
θ(m+1) (u)
(m+ 1)!
{t/n− u}m+1 + θ
(m+2) (un,t)
(m+ 2)!
{t/n− u}m+2
]
. (28)
+
1
2
dθ∑
i=1
θ
(m+1)
i (un,t)
(m+ 1)!
∂hn,t
(
θ¯n,t
)
∂θi
θ(m+1) (un,t)
(m+ 1)!
{t/n− u}2m+2 . (29)
For the first term, write
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
(
t/n− u
b
)m+1
hn,t (θ (t/n))
=
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
(
t/n− u
b
)m+1
[hn,t (θ (t/n))− hn,t (θ (u))]
+
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
(
t/n− u
b
)m+1
h∗t (θ (u) |u)
+
b
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
(
t/n− u
b
)m+2
∂uh
∗
t (θ (u) |u)
+
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
(
t/n− u
b
)m+1
[hn,t (θ (u))− h∗t (θ (u) |u)− ∂uh∗t (θ (u) |u) {t/n− u}]
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where, by Lemma 1(iii) together with Assumption 9 and Lemma 1(i), respectively,
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
(
t/n− u
b
)m+1
[hn,t (θ (t/n))− hn,t (θ (u))] = bµ2
dθ∑
i=1
θ
(1)
i (u) ∂θiH (u) + oP (b) ,
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
{
t/n− u
b
}m+1
h∗t (θ (u) |u) = µ1H (u) + oP
(
1/
√
nb
)
,
1
n
n∑
t=1
Kn,t (u)Dn,t (u)
′
{
t/n− u
b
}m+2
∂uh
∗
t (θ (u) |u) = µ2∂uH (u) + oP (1) ,
while, using Assumption 7,
n∑
t=1
|Kn,t (u)| ‖Dn,t (u)‖
∣∣∣∣ t/n− ub
∣∣∣∣
m+1
E [‖hn,t (θ (u))− h∗t (θ (u) |u)− ∂uh∗t (θ (u) |u) {t/n− u}‖]
≤b1+δ
n∑
t=1
|Kn,t (u)| ‖Dn,t (u)‖
∣∣∣∣ t/n− ub
∣∣∣∣
m+2+δ
+
1
nqh
n∑
t=1
|Kn,t (u)| ‖Dn,t (u)‖
∣∣∣∣t/n− ub
∣∣∣∣
m+1
+
n∑
t=1
|Kn,t (u)| ‖Dn,t (u)‖
∣∣∣∣ t/n− ub
∣∣∣∣
m+1
ρt
=o (b) +O
(
1/nmin{q,1}
)
.
For the second term and the third term (i = 1, ..., dθ), copying the arguments from the proof
of eq. (9)(ii),
n∑
t=1
Kn,t (u)Dn,t (u)
′
{
t/n− u
b
}m+2
hn,t
(
θ¯n,t
) θ(m+2) (un,t)
(m+ 2)!
= µ2H (u)
θ(m+2) (u)
(m+ 2)!
+ oP (1) ,
n∑
t=1
Kn,t (u)Dn,t (u)
′
{
t/n− u
b
}2m+2 θ(m+1)i (un,t)
(m+ 1)!
∂hn,t
(
θ¯n,t
)
∂θi
θ(m+1) (un,t)
(m+ 1)!
= µm+2
θ
(m+1)
i (u)
{(m+ 1)!}2∂θiH (u) θ
(m+1) (u) + oP (1) .
where the second result uses Assumption 8. Collecting terms now yield the claimed result.
Proof of Theorem 5. All arguments in the proofs of Theorems 3-4 remain valid except for
the following two adjustments: First, we now have an additional bias component Rn (u), as
defined in eq. (18), which we have to show is negiglible. Second, the variance component
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now takes the form Sn (u) =
1
n
∑n
t=1Kb (t/n− u) s¯n,t. But under Assumption 10(iii),
E [‖Rn (u)‖] ≤ 1
n
n∑
t=1
Kb (t/n− u)E [‖sn,t (θ (t/n))− s¯n,t‖] = O (1/nqs) ,
and so Rn (u) = Op (1/n
qs) = op
(
b2
)
where the second equality follows from the added
bandwidth condition b2nqs →∞. Moreover, it is easily checked that the arguments used in
the proof of Lemma 1(iii) carries over to the redefined version of Sn (u) under Assumption
10(i)-(ii).
Proof of Theorem 6. With pZ = pW/ (rW + 1),
E
[
sup
θ∈Θ
‖Zn,t (θ)− Z∗t (θ|t/n)‖pZ
]1/pZ
=E
[
sup
θ∈Θ
∥∥G (Wn,t−1 (θ) , Zn,t−1 (θ) ; θ)−G (W ∗t−1 (θ|t/n) , Z∗t−1 (θ|t/n) ; θ)∥∥pZ
]1/pZ
≤CE
[
sup
θ∈Θ
(
1 + ‖Wn,t−1 (θ)‖pZrW +
∥∥W ∗t−1 (θ|t/n)∥∥pZrW ) ∥∥Wn,t−1 (θ)−W ∗t−1 (θ|t/n)∥∥pZ
]1/pZ
+ βE
[
sup
θ∈Θ
∥∥Zn,t−1 (θ)− Z∗t−1 (θ|t/n)∥∥pZ
]1/pZ
≤CE
[
sup
θ∈Θ
∥∥Wn,t−1 (θ)−W ∗t−1 (θ|t/n)∥∥pW
]1/pW
+ βE
[
sup
θ∈Θ
∥∥Zn,t−1 (θ)− Z∗t−1 (θ|t/n)∥∥pZ
]1/pZ
...
≤C
t∑
i=1
βiE
[
sup
θ∈Θ
∥∥Wn,t−i (θ)−W ∗t−i (θ|t/n)∥∥pW
]1/pW
+ βtE
[
sup
θ∈Θ
‖z − Z∗0 (θ|t/n)‖pZ
]1/pZ
≤C
t∑
i=1
βi
(
(i+ 1) /n+ ρt−i
)
+ βtE
[
sup
θ∈Θ
‖z − Z∗0 (θ|t/n)‖pZ
]1/pZ
≤ C (1/n + ρt) ,
where we have applied Hoelder’s inequality and
E
[
sup
θ∈Θ
∥∥Wn,t−i (θ)−W ∗t−i (θ|t/n)∥∥pW
]1/pW
≤ E
[
sup
θ∈Θ
∥∥Wn,t−i (θ)−W ∗t−i (θ| (t− i) /n)∥∥pW
]1/pW
+ E
[∥∥W ∗t−i (θ| (t− i) /n)−W ∗t−i (θ|t/n)∥∥pW ]1/pW
≤ C1
(
1/n + ρt−i
)
+ C2 (i/n) .
The proof of Z∗t (θ|u) being well-defined and stationary with E [supθ∈Θ ‖Z∗t (θ|t/n)‖pZ ] <∞
and E [supθ∈Θ ‖Z∗t (θ|u)− Z∗t (θ|v)‖pZ ] ≤ C |u− v|q proceeds in the same way.
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To show the second part write, with p˜Z = pW/rθ,
E
[
‖Zn,t (θ)− Zn,t‖p˜Z
]1/p˜Z
= E
[
sup
θ∈Θ
‖G (Wn,t−1 (θ) , Zn,t−1 (θ) ; θ)−G (Wn,t−1 (θ) , Zn,t−1; θ (t/n))‖p˜Z
]1/p˜Z
≤ CE
[
sup
θ∈Θ
(1 + ‖Wn,t−1 (θ)‖pW )
]1/pZ
‖θ − θ (t/n)‖+ βE
[
sup
θ∈Θ
‖Zn,t−1 (θ)− Zn,t−1‖pZ
]1/pZ
...
≤ C
t∑
i=1
βi ‖θ − θ ((t− i) /n)‖ .
Substituting in θ = θ (t/n) and using it is continuously differentiable,
∑t
i=1 β
i ‖θ (t/n)− θ ((t− i) /n)‖ ≤
C
∑t
i=1 β
ii/n ≤ C/n.
To show the final part, write
∂uZ
∗
t (θ|u) = ∂zG
(
W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ
)
∂uZ
∗
t−1 (θ|u)+∂wG
(
W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ
)
∂uW
∗
t−1 (θ|u) .
By assumption,
∥∥∂zG (W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ)∥∥ ≤ β < 1. Moreover, with pZ = pWαW / (pW + rWαW ),
E
[∥∥∂wG (W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ)∂uW ∗t−1 (θ|u)∥∥pZ]1/pZ
≤ CE
[(
1 + 2
∥∥W ∗t−1 (θ|u)∥∥pW rWαW /(pW+rWαW )) ∥∥∂uW ∗t−1 (θ|u)∥∥pZ]1/pZ
≤ CE [∥∥∂uW ∗t−1 (θ|u)∥∥αW ]1/αW <∞.
where we have applied Hoelder’s inequality. It implies that ∂uZ
∗
t (θ|u) has a finite αZ =
pWαW / (pW + rWαW )-th moment. Furthermore,
‖Z∗t (θ|u+ b)− Z∗t (θ|u)− ∂uZ∗t (θ|u) b‖
=
∥∥G (W ∗t−1 (θ|u+ b) , Z∗t−1 (θ|u+ b) ; θ)−G (W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ)− ∂uZ∗t (θ|u) b∥∥
≤β ∥∥Z∗t−1 (θ|u+ b)− Z∗t−1 (θ|u)− ∂uZ∗t−1 (θ|u) b∥∥
+ C
(
1 + 2
∥∥W ∗t−1 (θ|u)∥∥rW ) ∥∥W ∗t−1 (θ|u+ b)−W ∗t−1 (θ|u)− ∂uW ∗t−1 (θ|u) b∥∥
+ b
∥∥∂zG (W¯ ∗t−1 (θ|u) , Z¯∗t−1 (θ|u) ; θ)− ∂zG (W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ)∥∥ ∂uZ∗t−1 (θ|u)
+ b
∥∥∂wG (W¯ ∗t−1 (θ|u) , Z¯∗t−1 (θ|u) ; θ)− ∂wG (W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ)∥∥ ∂wZ∗t−1 (θ|u)
where
(
W¯ ∗t−1 (θ|u) , Z¯∗t−1 (θ|u)
)
is situated on the line segment connecting
(
W ∗t−1 (θ|u) , Z∗t−1 (θ|u)
)
and
(
W ∗t−1 (θ|u+ b) , Z∗t−1 (θ|u+ b)
)
. Since
{∥∥∂wG (W¯ ∗t−1 (θ|u) , Z¯∗t−1 (θ|u) ; θ)∥∥pW /rW} is
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uniformly integrable,
E
[∥∥∂wG (W¯ ∗t−1 (θ|u) , Z¯∗t−1 (θ|u) ; θ)− ∂wG (W ∗t−1 (θ|u) , Z∗t−1 (θ|u) ; θ)∥∥pW /rW ]→ 0
as b→ 0. This completes the proof.
A.3 Proofs: Examples
Proof of Corollary 3. We apply our theory with Θ = Rd
2q since the least-squares criterion
used for estimation is concave in θ, c.f. the comments following Assumptions 1-3. We first
show that Xn,t is locally stationary with p ≥ 2 moments when E
[
‖εt‖2
]
< ∞. Without
loss of generality, we here only provide a proof for Yn,t = Φ(t/n)Yn,t−1 + Σ(t/n) εt to be
locally stationary under the following conditions: Φ (u) and Σ (u) are twice continuously
differentiable; and all eigenvalues of Φ (u) lie inside the unit circle for u ∈ [0, 1]. We first
verify the conditions of Theorems 7 for G (x, e, ϑ) := Φx + Σe where ϑ = (Φ,Σ) with Φ
having all eigenvalues inside the unit circle. First,
E [‖G (0, εt;u)‖p] ≤ ‖Σ (u)‖p E [‖εt‖p] <∞;
second, for all x, x′ ∈ Rd,
E
[∥∥G (x, εt;ϑ)−G (x′, εt;ϑ)∥∥p]1/p ≤ ∥∥Φ (x− x′)∥∥ ≤ ‖Φ (x− x′)‖‖x− x′‖
∥∥x− x′∥∥ ≤ ρ∥∥x− x′∥∥ ,
where ρ = supx 6=0
‖Φx‖
‖x‖ < 1 since all eigenvalues of Φ lie inside the unit circle; and for all
ϑ, ϑ′,
E
[∥∥G (xy, εt;ϑ)−G (x, εt;ϑ′)∥∥p]1/p = ∥∥Φ− Φ′∥∥ ‖x‖+∥∥Σ− Σ′∥∥E [‖εt‖p]1/p ≤ C (1 + ‖x‖) ∥∥ϑ− ϑ′∥∥ .
Next, we verify that the log-likelihood and its derivatives are ULS: Observe that
∥∥∥∥∂ℓn,t (θ)∂Yn,t
∥∥∥∥ ≤ 2 (‖Yn,t‖ − ‖θ‖ ‖Xn,t‖) ,
∥∥∥∥∂ℓn,t (θ)∂Xn,t
∥∥∥∥ = 2 (‖Yn,t‖ − ‖θ‖ ‖Xn,t‖) ‖θ‖ ,
and so 1 applies with r = 1. For the score function, observe that s¯n,t = 2Xn,tΣ (t/n) εt
which is a Martingale difference with ωn,t = 4Xn,tΣ (t/n) εtε
′
t (Σ (t/n))
′X ′n,t. Then,
s¯n,t = sn,t (θ (t/n)) ,
∥∥∥∥ ∂ωn,t∂Xn,t
∥∥∥∥ = 4 ‖Σ (t/n) εt‖2 ‖Xn,t‖ ,
and so 1 applies with r = 1. The hessian is also ULS by similar arguments. Thus, with
E
[
‖εt‖2
]
<∞, all conditions for Theorem 3 hold.
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To analyze the local constant estimator, first note that our proof of local stationarity
also implies that Y ∗t (u) is a GMC(p) and so we can apply Proposition 2 in Wu and Shao
(2004) to obtain that the process is short-range dependent. With p = 4 this in turn
implies that h∗t (θ|u) = X∗t (u)X∗t (u)′ satisfies Assumption 9. The derivative process takes
the form ∂uY
∗
t (u) = Φ
(1) (u)Y ∗t−1 (u) + Φ (u) ∂uY
∗
t−1 (u) + Σ
(1) (u) εt. The joint process
Z∗t (u) =
(
∂uY
∗
t (u)
′ , ∂uY
∗
t (u)
′)′ solves another VAR model whose stability condition is
satisfied due to all eigenvalues of Φ (u) lying inside the unit circle. It now follows by
Propostion 2.5 in Dahlhaus et al. (2017) and the remarks following this that the derivative
process of the hessian, ∂uh
∗
t (θ|u) = 2∂uX∗t (u)X∗t (u)′, satisfies Assumption 7. Finally, we
note that the third-order derivatives of the log-likelihood are zero and so Assumption 8
is trivially satisfied. Thus, with E
[
‖εt‖4
]
< ∞, Theorem 4 applies to the local constant
estimator.
Proof of Corollary 4. Verification of all our general conditions for the stationary version, in-
cluding identification and existence of relevant moments, follow from Kristensen and Rahbek
(2005). For the analysis of the local linear estimator, what remains is to show local station-
arity of the log-likelihood function, the conditional variance of the score function and the
hessian. First, it follows from, e.g., Dahlhaus and Subba Rao (2006) that Wn,t is LS(1, 1)
with supn,t E [Wn,t] <∞ and E [W ∗t (u)] <∞. Thus, local stationarity of the log-likelihood
and its derivatives can be shown by verifying the conditions of Theorem 1. We have ℓn,t (θ) =
log (λn,t (θ)) +Wn,t/λn,t (θ) with λn,t (θ) = θ
′Vn,t and Vn,t = (1,Wn,t−1, ...,Wn,t−q)
′. Here,
λn,t (θ) is trivially ULS(1, 1,Θ) while∣∣∣∣∂ℓn,t (θ)∂Wn,t
∣∣∣∣ = 1λn,t (θ) ≤
1
ω
≤ 1
δL
,
∥∥∥∥ ∂ℓn,t (θ)∂λn,t (θ)
∥∥∥∥ ≤ 1λn,t (θ) +
Wn,t
λ2n,t (θ)
≤ 1
δL
+
Wn,t
δLλn,t (θ)
,
where
Wn,t
λn,t (θ)
=
θ(t/n)′Vn,t
θ′Vn,t
ε2t ≤
supu ω (u) +
∑p
i=1 supu αi (u)
δL
ε2t . (30)
Thus, ℓn,t (θ) satisfies the conditions of Theorem 1 with r = 0 and q = 1. Next, we verify
Assumption 5 with the score function sn,t (θ) = (1−Wn,t/λn,t (θ)) ∂θλn,t (θ) /λn,t (θ). Here,
∂θλn,t (θ) = Vn,t is trivially ULS(1, 1,Θ). The process {sn,t (θ (t/n)) ,Fn,t−1} is a MGD and
ωn,t (θ) takes the form
ωn,t (θ) =
∂θλn,t (θ) (∂θλn,t (θ))
′
λ2n,t (θ)
(1−Wn,t/λn,t (θ))2 .
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By combining (30) with sup{θ:‖θ−θ(u)‖<ǫ} ‖∂θλn,t (θ) /λn,t (θ)‖ ≤ p/δL,
∥∥∥∥∂ωn,t (θ)∂Wn,t
∥∥∥∥ = 2 ‖∂θλn,t (θ)‖2λ3n,t (θ) |1−Wn,t/λn,t (θ)| ≤ C
(
1 + ε2t
)
,
∥∥∥∥∂ωn,t (θ)∂λn,t (θ)
∥∥∥∥ = 2 ‖∂θλn,t (θ)‖2λ3n,t (θ)
∣∣∣∣∣1− 3Wn,tλn,t (θ) +
4W 2n,t
λ2n,t (θ)
∣∣∣∣∣ ≤ C (1 + ε2t + ε4t ) ,∥∥∥∥ ∂ωn,t (θ)∂ (∂θλn,t (θ))
∥∥∥∥ = 2 ‖∂θλn,t (θ)‖λ2n,t (θ) (1−Wn,t/λn,t (θ))2 ≤ C
(
1 + ε2t + ε
4
t
)
,
and so ωn,t (θ) satisfies the conditions of Theorem 1 with r = 0 and q = 1. The hessian
takes the form
hn,t (θ) =
∂θλn,t (θ) ∂θλn,t (θ)
′
λ2n,t (θ)
[
2Wn,t
λn,t (θ)
− 1
]
,
and recycling the inequalities established above it follows that the hessian is also ULS(1,1,Θ).
This verifies the conditions for Theorem 3.
For the analysis of the local constant estimator, observe that h∗t (θ (u) |u) is GMC(p)
for some p > 0, and so Lemma 1 and Proposition 2 in Wu and Shao (2004) imply that the
process is short-range dependent and so satisfies Assumption 9. Next, to verify Assumption
7, we apply Proposition 2.5(ii) in Dahlhaus et al. (2017): Under their assumptions, the
derivative process takes the form
∂uh
∗
t (θ|u) =
∂h∗t (θ|u)
∂W ∗t (u)
∂uW
∗
t (u) +
∂h∗t (θ|u)
∂λ∗t (θ|u)
∂uλ
∗
t (θ|u) +
∂h∗t (θ|u)
∂ [∂θλ
∗
t (θ|u)]
∂θuλ
∗
t (θ|u) ,
where ∂uλ
∗
t (θ|u) = θ′∂uV ∗t (u), ∂θuλ∗t (θ|u) = ∂uV ∗t (u) =
(
0, ∂uW
∗
t−1(u), ..., ∂uW
∗
t−q(u)
)′
,
and the derivative process ∂uW
∗
t (u) is given in eq. (22). We note that the first partial
derivative is bounded by a constant C and the remaining two partial derivatives are bounded
by C
(
1 + ε2t
)
. Also, Proposition 3.1 in Subba Rao (2006) implies that W ∗t (u) is time-
differentiable in the L1sence at u. By employing the proof of Theorem 1, we have that
h∗t (θ (u) |u) is time-differentiable in the L1 sense. Finally, the third-order derivatives takes
the form
∂hn,t (θ)
∂θi
= −2∂θiλn,t (θ) ∂θλn,t (θ)∂θλn,t (θ)
′
λ3n,t (θ)
[
3Wn,t
λn,t (θ)
− 1
]
;
recycling the inequalities derived above, we conclude that these are ULS(1, 1, {θ : ‖θ − θ (u)‖ < ǫ}).
Proof of Corollary 5. We here verify the conditions of Theorem 5. First, using the results
of Subba Rao (2006), we have that (Wn,t, λn,t) is LS(1, 1) with supn,t E [Wn,t] < ∞ and
supu E [W
∗
t (u)] < ∞. Next, observe that the likelihood and score and take the same form
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as in the proof of Corollary 4. The volatility process is now given by λn,t (θ) = ω+αWn,t−1+
βλn,t−1 (θ) , and its first and second-order derivatives w.r.t. θ take the form ∂θλn,t (θ) =
(∂ωλn,t (θ) , ∂αλn,t (θ) , ∂βλn,t (θ))
′ and ∂2θθλn,t (θ) =
(
∂2ωβλn,t (θ) , ∂
2
αβλn,t (θ) , ∂
2
ββλn,t (θ)
)′
where
∂ωλn,t (θ) = 1 + β∂ωλn,t−1 (θ) ,
∂αλn,t (θ) =Wn,t−1 + β∂αλn,t−1 (θ) ,
∂βλn,t (θ) = λn,t−1 (θ) + β∂βλn,t−1 (θ) ,
and
∂2ωβλn,t (θ) = ∂ωλn,t−1 (θ) + β∂
2
ωβλn,t−1 (θ) ,
∂2αβλn,t (θ) = ∂αλn,t−1 (θ) + β∂
2
αβλn,t−1 (θ) ,
∂2ββλn,t (θ) = 2∂βλn,t−1 (θ) + β∂
2
ββλn,t−1 (θ) .
We the proceed to show that λn,t (θ), ∂θλn,t (θ) and ∂
2
θθλn,t (θ) are ULS and establish
bounds for the following ratios: λn,t/λn,t (θ), ‖∂θλn,t (θ)‖ /λn,t (θ) and
∥∥∂2θθλn,t (θ)∥∥ /λn,t (θ).
Given that β < 1, it is easily checked using Theorem 6(i) that λn,t (θ), ∂θλn,t (θ) and
∂2θθλn,t (θ) are ULS(1, 1,Θ). For example, λn,t (θ) = ω + αWn,t−1 + βλn,t−1 (θ) satisfies the
conditions of Theorem 6 with rW = 0 and rθ = 1. To establish the desired bound, first note
that, with ω¯ = supu ω (u), α¯ = supu α (u) and β¯ = supu β (u),
λn,t ≤ ω¯ + α¯Y 2n,t−1 + β¯λn,t−1 ≤ · · · ≤
ω¯
1− β¯ +
t∑
i=1
β¯iWn,t−i + λ0.
We can now apply the same arguments as on p. 62 in Francq and ZakoA˜¯an (2004) to show
there exists constants c <∞ and 0 < ρ < 1 such that for all θ ∈ Θ and some r < 1,
λn,t
λn,t (θ)
≤ c
t∑
i=0
ρriW¯ rn,t−i,
where W¯n,t := ω¯+α¯Wn,t−1 satisfies supn,t E
[
W¯ rn,t
]
<∞. Similarly, again copying arguments
from Francq and ZakoA˜¯an (2004),
‖∂θλn,t (θ)‖
λn,t (θ)
≤ C,
∥∥∂2θθλn,t (θ)∥∥
λn,t (θ)
≤ C.
It now follows by the same arguments as in the proof of Corollary 4 that Assumptions 3-4
are satisfied.
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Next, we verify Assumption 10 with
s¯n,t (θ) = (1−Wn,t/λn,t) ∂θλn,t (θ)
λn,t (θ)
=
(
1− ε2t
) ∂θλn,t (θ)
λn,t (θ)
.
The process {s¯n,t (θ) ,Fn,t−1} is a MGD and ωn,t (θ) takes the form
ωn,t (θ) =
∂θλn,t (θ) (∂θλn,t (θ))
′
λ2n,t (θ)
(
1− ε2t
)2
.
By the same arguments as for the tvARCH,
∥∥∥∥∂ωn,t (θ)∂λn,t (θ)
∥∥∥∥ = 2 ‖∂θλn,t (θ)‖2λ3n,t (θ)
(
1− ε2t
)2
,
∥∥∥∥ ∂ωn,t (θ)∂ (∂θλn,t (θ))
∥∥∥∥ = 2 ‖∂θλn,t (θ)‖λ2n,t (θ)
(
1− ε2t
)2
,
and so ωn,t (θ) satisfies the conditions of Theorem 1 wirh r = 0 and q = 1. Furthermore,
Assumption 10(iii) holds with qs = 1 since it is easily checked using Theorem 6(iii) that
E [|λn,t − λn,t (θ (t/n))|] ≤ C/n.
The hessian takes the form
hn,t (θ) = −∂θλn,t (θ)∂θλn,t (θ)
′
λ2n,t (θ)
[
1− 2 Wn,t
λn,t (θ)
]
+
∂2θθλn,t (θ)
λn,t (θ)
[
1− Wn,t
λn,t (θ)
]
,
and recycling the inequalities established above and again applying Theorem 6 it follows
that the hessian is also ULS(1, 1,Θ) with stationary version
h∗t (θ (u) |u) = −
∂θλ
∗
t (u) ∂θλ
∗
t (u)
′
λ∗t (u)
2
[
1− 2W
∗
t (u)
λ∗t (u)
]
+
∂2θθλ
∗
t (u)
λ∗t (u)
[
1− W
∗
t (u)
λ∗t (u)
]
= −∂θλ
∗
t (u) ∂θλ
∗
t (u)
′
λ∗t (u)
2
(
1− 2ε2t
)
+
∂2θθλ
∗
t (u)
λ∗t (u)
(
1− ε2t
)
.
It can be shown that h∗t (θ (u) |u) is GMC(p) for some p > 0, and so Lemma 1 and Propo-
sition 2 in Wu and Shao (2004) imply that it is short-range dependent and so satisfies
Assumption 9.
Next, we verify Assumption 7: Since hn,t (θ) is ULS(1, 1,Θ),
E [‖hn,t (θ (u))− h∗t (θ (u) |t/n)‖] < C
(
1/n + ρt
)
.
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The derivative process of h∗t (θ|u) takes the form
∂uh
∗
t (θ|u) =
∂h∗t (θ|u)
∂W ∗t (u)
∂uW
∗
t (u) +
∂h∗t (θ|u)
∂λ∗t (θ|u)
∂uλ
∗
t (θ|u)
+
∂h∗t (θ|u)
∂ [∂θλ
∗
t (θ|u)]
∂θuλ
∗
t (θ|u) +
∂h∗t (θ|u)
∂ [∂θθλ
∗
t (θ|u)]
∂θθuλ
∗
t (θ|u) .
We note that the first partial derivative is bounded by a constant C and the remaining
three partial derivatives are bounded by C
(
1 + ε2t
)
. Also, Proposition 3.1 in Subba Rao
(2006) implies that W ∗t (u) is time-differentiable in the L1-sense at u. We then obtain
from Theorem 6(iv) that λ∗t (θ|u), λ∗t (θ|u), and ∂2θθλ∗t (θ|u) are time-differentiable in the
L1-sense. By employing Theorem 6(iv) one more time, we find that h
∗
t (θ (u) |u) is also
L1-differentiable.
Finally, the third-order derivatives takes the form
∂hn,t (θ)
∂θi
=
2∂θiλn,t (θ) ∂θλn,t (θ)∂θλn,t (θ)
′
λ3n,t (θ)
[
1− 3 Wn,t
λn,t (θ)
]
− ∂
2
θθi
λn,t (θ)∂θλn,t (θ)
′ + ∂θλn,t (θ) ∂
2
θθi
λn,t (θ)
′
λ2n,t (θ)
[
1− 2 Wn,t
λn,t (θ)
]
− ∂θiλn,t (θ)∂
2
θθλn,t (θ)
λn,t (θ)
2
[
1− 2 Wn,t
λn,t (θ)
]
+
∂3θθθiλn,t (θ)
λn,t (θ)
[
1− Wn,t
λn,t (θ)
]
recycling the inequalities derived above, we conclude that these are ULS(1, 1, {θ : ‖θ − θ (u)‖ < ǫ}).
Proof of Corollary 6. We first show that the PAR process is locally stationary by verifying
the conditions of Theorem 7. First, write the process as
Yn,t = G (Yn,t−1, ..., Yn,t−q, εt; θ (t/n)) := Nt
(
ω (t/n) +
q∑
i=1
αi (t/n)Yn,t−i
)
,
where εt := Nt (·), t = 1, 2, ..., are i.i.d. copies of a Poisson process (see Agosto et al. (2016)
for details). For any x0 ∈ R+q and all θ ∈ Θ,
E [|G (x0, Nt; θ)|] ≤ E
[
Nt
(
ω +
q∑
i=1
αix0,i
)]
= ω +
q∑
i=1
αix0,i <∞;
and for all x, x′ ∈ R+q,
E
[∥∥G (x,Nt; θ)−G (x′, Nt; θ)∥∥] ≤ E
[∥∥∥∥∥Nt
(
q∑
i=1
αi
∣∣xi − x′i∣∣
)∥∥∥∥∥
]
=
q∑
i=1
αi
∣∣xi − x′i∣∣ ,
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where
∑q
i=1 αi < 1. Finally,
E
[∥∥G (x,Nt; θ)−G (x,Nt; θ′)∥∥] = ∣∣ω − ω′∣∣+ q∑
i=1
∣∣αi − α′i∣∣E [Nt (x)] ≤ C (1 + x) ∥∥θ − θ′∥∥ .
This shows that Xn,t := (Yn,t−1, ..., Yn,t−q) is LS(1, 1) which in turn implies that Yn,t is
LS(1, 1), c.f. Theorem 1. However, later we need the existence of higher-order moments,
and so we demonstrate by induction that E [λ∗t (u)
r] <∞ for all r <∞: First, E[λ∗t (u)] =
ω (u) +
∑q
i=1 αi (u)E [λ
∗
t (u)] which has a well-defined solution while
(λ∗t (u))
r =
r∑
j=0
(
r
j
)( q∑
i=1
αi (u)Y
∗
t−i (u)
)j
ωr−j (u) ,
and so
E[(λ∗t (u))
r] =
r∑
j=0
(
r
j
)
E


(
q∑
i=1
αi (u)Y
∗
t−i (u)
)j (ω (u))r−j
= ω (u)r + E
[(
q∑
i=1
αi (u)Y
∗
t−i (u)
)r]
+ E [pr−1 (X
∗
t (u))] ,
with pr−1 (x) being an (r − 1)th order polynomial. By induction, E [pr−1 (X∗t (u))] < ∞,
and we are left with considering terms of the form, for some constants cij ,
E
[(
q∑
i=1
αi (u)Y
∗
t−i (u)
)r]
=
q∑
i=1
r∑
j=0
cijα
j
i (u)E
[
Y ∗t−i (u)
j
]
=
q∑
i=1
αri (u)E
[
Y ∗t−i (u)
r]+ Cr
=
q∑
i=1
αri (u)E [λ
∗
t (u)
r] + Cr
where, again by induction, Cr <∞. Collecting terms, E [(λ∗t (u))r] =
∑q
i=1 α
r
i (u)E [λ
∗
t (u)
r]+
C˜r which has a well-defined solution since
∑q
i=1 α
r
i (u) < 1. This in turn implies that
E [Y ∗t (u)
r] < ∞ for all r < ∞. We can now apply Theorem 7 to obtain that λn,t and Yn,t
are LS(r, 1) with E[λrn,t] <∞ and E[Y rn,t] <∞.
Next, we observe that λn,t (θ), ∂θλn,t (θ) and ∂
2
θθλn,t (θ) are on the same form as in the
GARCH model, except that Y 2n,t−1 has been replaced by Yn,t−1. In particular, it is easily
checked that λn,t (θ) , ∂θλn,t (θ) and ∂
2
θθλn,t (θ) are ULS(1, 1,Θ) and with all polynomial
moments since Yn,t−1 has all polynomial moments. Thus, it only remains to show that the
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log-likelihood and its derivatives w.r.t. θ satisfy the conditions of Theorem 1. First,
∣∣∣∣∂ℓn,t (θ)∂Yn,t
∣∣∣∣ = |log {λn,t (θ)}| ≤ max {|log δL| , λn,t (θ)} ,
where λn,t (θ) has all relevant moments. Second,∣∣∣∣ ∂ℓn,t (θ)∂λn,t (θ)
∣∣∣∣ = Yn,tλn,t (θ) + 1 ≤
Yn,t
δL
+ 1,
where again the right-hand side has all relevant moments. The score function takes the form
sn,t (θ) = (Yn,t/λn,t (θ)− 1) ∂θλn,t (θ) which satisfies the Martingale difference condition
with conditional variance ωn,t (θ) = ∂θλn,t (θ) ∂θλn,t (θ)
′ /λn,t (θ). As before, due to all
polynomial moments existing, it is easily checked that the conditional variance satisfies the
conditions of Theorem 1 and similarly for the hessian which is on the form
hn,t (θ) =
Yn,t
λ2n,t (θ)
∂θλn,t (θ) ∂θλn,t (θ)
′ −
(
Yn,t
λn,t (θ)
− 1
)
∂2θθλn,t (θ) .
The analysis of the third-order derivatives is similar and so is left out.
A.4 Local stationarity of Markov processes
Dahlhaus et al. (2017) consider the following general class of nonlinear autoregressive dis-
tributed lag models,
Yn,t = G (Yn,t−1, εt, θ (t/n)) , t = 1, . . . , n, (31)
where G : Y × E ×Θ 7→ Y is some mapping, εt ∈ E ⊆Rdε is a sequence of i.i.d. errors, and
θ (·) ∈ Θ. We here develop generalized versions of their results concerning local stationarity
of Yn,t with stationary approximation Y
∗
t (u) solving
Y ∗t (u) = G
(
Y ∗t−1 (u) , εt; θ (u)
)
, u ∈ [0, 1] . (32)
In particular, which is in contrast to the existing literature, we do not require that Yn,0 =
Y ∗0 (u) and instead allow Yn,0 to be initialized at some arbitrary value.
Assumption 11. (i) There exist y0 ∈ Y and p > 0 such that supθ∈Θ E [‖G (y0, εt; θ)‖p] <
∞; (ii) there exists ρ < 1 so that for all y, y′ ∈ Y,
E
[∥∥G (y, εt; θ)−G (y′, εt; θ)∥∥p]1/p ≤ ρ∥∥y − y′∥∥ ;
46
(iii) there exist p˜ ≥ 1, q > 0 and r ≥ 0 so that for all θ, θ′ ∈ Θ, E
[
‖G (x, εt; θ)−G (x, εt; θ′)‖p˜
]1/p˜
≤
C (1 + ‖y‖r) ‖θ − θ′‖q and (iv) E
[
‖Yn,0‖p˜
]
<∞.
Assumption 11(i) ensures that the process is well-behaved around y0 while Assumption
11(ii) is the contraction condition implying that {X∗t (u)} is attracted with uniform rate
towards “the centre” of its state space for any given starting point. Finally, Assumption
11(iii) allows us to bound the the difference between Yn,t and Y
∗
t (t/n). Compared to
Dahlhaus et al. (2017), we here allow for p 6= p˜. In particular, assuming we can verify
E
[
‖Y ∗t (u)‖p˜r
]
<∞ this allows us to show higher-order local stationarity (p˜ > p). This is,
for example, used in Example 4.
Theorem 7. Under Assumptions 11(i)-(ii), there exists a stationary and ergodic solution,
{Y ∗t (u)} to 32 which is GMC(p) with supu∈[0,1] E [‖Y ∗t (u)‖p] < ∞. If furthermore 11(iii)-
(iv) hold, supu∈[0,1] E
[
‖Y ∗t (u)‖p˜r
]
< ∞ and θ (·) ∈ Θ is continuously differentiable, then
Yn,t is LS(p, q) with supn,t E
[
‖Yn,t‖p˜
]
<∞ so that, for some C <∞,
E
[
‖Yn,t − Y ∗t (t/n)‖p˜
]1/p˜
≤ C
(
1
nq
+ ρt
)
, E
[
‖Y ∗t (u)− Y ∗t (v)‖p˜
]1/p˜
≤ C |u− v|q .
Proof of Theorem 7. The first part of the result follows from Proposition 4.4 in Dahlhaus et al.
(2017). For the second part,
E [‖Y ∗t (u)− Y ∗t (v)‖p]1/p˜ =E
[∥∥G (Y ∗t−1 (u) , εt, θ (u))−G (Y ∗t−1 (v) , εt, θ (v))∥∥p˜]1/p˜
≤E
[∥∥G (Y ∗t−1 (u) , εt, θ (u))−G (Y ∗t−1 (u) , εt, θ (v))∥∥p˜]1/p˜
+ E
[∥∥G (Y ∗t−1 (u) , εt, θ (v))−G (Y ∗t−1 (v) , εt, θ (v))∥∥p˜]1/p˜
≤C
(
1 + E
[∥∥Y ∗t−1 (u)∥∥rp˜]1/p˜
)
|u− v|q + ρE
[∥∥Y ∗t−1 (u)− Y ∗t−1 (v)∥∥p˜]1/p˜ ,
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and
E
[
‖Yn,t − Y ∗t (t/n)‖p˜
]1/p˜
=E
[∥∥G (Yn,t−1, εt, θ (t/n))−G (Y ∗t−1 (t/n) , εt, θ (t/n))∥∥p˜]1/p˜
≤ρE
[∥∥Yn,t−1 − Y ∗t−1 (t/n)∥∥p˜]1/p˜
≤ρE (∥∥G (Yn,t−2, εt−1, θ ((t− 1) /n))−G (Y ∗t−2 (t/n) , εt, θ ((t− 1) /n))∥∥)1/p˜
+ ρE
[∥∥G (Y ∗t−2 (t/n) , εt, θ ((t− 1) /n))−G (Y ∗t−2 (t/n) , εt, θ (t/n))∥∥p]1/p˜
≤ρ2E
[∥∥Yn,t−2 − Y ∗t−2 (t/n)∥∥p˜]1/p˜ + ρC
(
1 + E
[∥∥Y ∗t−2 (t/n)∥∥rp˜]1/p˜
)
1/nq.
Continuing the above two recursions yield the desired results.
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