Abstract. Vega, Sirius, β Leo, α Car and α Cen A belong to a sample of twenty stellar sources used for the calibration of the detectors of the Short-Wavelength Spectrometer on board the Infrared Space Observatory (ISO-SWS). While general problems with the calibration and with the theoretical modelling of these stars are reported in Decin et al. (2003) , each of these stars is discussed individually in this paper. As demonstrated in Decin et al. (2003), it is not possible to deduce the effective temperature, the gravity and the chemical composition from the ISO-SWS spectra of these stars. But since ISO-SWS is absolutely calibrated, the angular diameter (θ d ) of these stellar sources can be deduced from their ISO-SWS spectra, which consequently yields the stellar radius (R), the gravity-inferred mass (M g ) and the luminosity (L) for these stars. For Vega, we obtained θ d = 3.35 ± 0.20 mas, R = 2.79 ± 0.17 R , M g = 2.54 ± 1.21 M and L = 61 ± 9 L ; for Sirius θ d = 6.17 ± 0.38 mas, R = 1.75 ± 0.11 R , M g = 2.22 ± 1.06 M and L = 29 ± 6 L ; for β Leo θ d = 1.47 ± 0.09 mas, R = 1.75 ± 0.11 R , M g = 1.78 ± 0.46 M and L = 15 ± 2 L ; for α Car θ d = 7.22 ± 0.42 mas, R = 74.39 ± 5.76 R , M g = 12.80 +24.95 −6.35 M and L = 14573 ± 2268 L and for α Cen A θ d = 8.80 ± 0.51 mas, R = 1.27 ± 0.08 R , M g = 1.35 ± 0.22 M and L = 1.7 ± 0.2 L . These deduced parameters are confronted with other published values and the goodness-of-fit between observed ISO-SWS data and the corresponding synthetic spectrum is discussed.
Introduction
In the first two papers of this series Decin et al. 2003 , hereafter referred to as Paper I and Paper II respectively), a method is described to analyse a sample of ISO-SWS spectra of standard stars in a consistent way. We did not only concentrate on the possibility to extract reliable stellar parameters from the medium-resolution ISO-SWS spectra, but have also demonstrated where problems in the computation of synthetic spectra -based on the  and  code (Gustafsson et al. 1975; Plez et al. 1992 , version May 1998 in the calibration of the ISO-SWS detectors remarks in mind, the synthetic spectrum based on assumed and deduced parameters is confronted with the ISO-SWS spectrum. Furthermore, we will discuss why we have assumed certain parameters and we will confront the deduced parameters from the ISO-SWS spectra with other literature values.
The appendix of this article is published electronically. Most of the grey-scale plots in the printed version of the article are printed in colour in the appendix, in order to better distinguish the different spectra.
Summary of general discrepancies (Paper II)
For the warm stars in our sample, the origin of the general discrepancies between the ISO-SWS and synthetic spectra could be reduced to 1. inaccurate atomic oscillator strengths in the infrared, 2. problematic computation of hydrogenic line broadening, 3. fringes at the end of band 1D (3.02-3.52 µm), 4. inaccurate Relative Spectral Response Function (RSRF) at the beginning of band 1A (2.38-2.60 µm) and 5. memory effects in band 2 (4.08-12.00 µm).
Stellar parameters
In Paper I of this series, a method was described to determine stellar parameters from the band-1 data (2.38-4.08 µm) of ISO-SWS spectra. This method was based on the presence of different molecular absorbers in this wavelength range, each having their own characteristic absorption pattern. Since the infrared absorption pattern of these A0-G2 stars is completely dominated by atoms (with the exception of α Cen A, for which the CO first overtone and fundamental bands are weakly visible) this method of analysis could not be applied to these stars. Moreover, it was demonstrated in Paper II that there are still quite some problems with the oscillator strengths of infrared atomic transitions. It was therefore impossible to determine the effective temperature (T eff ), the gravity (log g), the microturbulence (ξ t ), the metallicity ([Fe/H] ) and the abundance of carbon, nitrogen and oxygen for these warm stars from their ISO-SWS spectra. In order to further analyse these spectra, we have performed a detailed literature study to find accurate values for these stellar parameters. Using these parameter values, synthetic spectra were computed for each target. From the absolutely calibrated ISO-SWS spectra, we then could deduce the angular diameter (θ d ). The angular diameter together with the Hipparcos' parallax (with the only exception of α Cen A for which a more precise parallax by Pourbaix et al. (1999) is available) then yielded the stellar radius. Together with the assumed gravity and effective temperature, the gravity-inferred mass (M g ) and the stellar luminosity (L) are derived.
The resultant stellar parameters are summarised in Table 1 . The objects have been sorted by spectral type. Since the error bars of certain assumed stellar parameters were necessary for the propagation to the mean error of other deduced parameters (see Eq. (18) in Paper I), the error bars on all stellar parameters are given. The mean error on the angular diameter is estimated from the intrinsic error, the absolute flux error (10%) and the error in the assumed effective temperature (see Paper II). Whenever σ(log g) ≥ 0.40, the lower and upper limit of the gravity-inferred mass M g are estimated as being 2/3 of the maximum error. In the subsequent subsections, each star will be discussed individually. A short description of the methods and/or data used and on the parameters assumed and deduced by the different authors quoted in next sections, can be found in the electronic version of the appendix.
3.1. α Cen A: AOT01, speed 4, revolution 607 3.1.1. Some specific calibration details
Since α Cen A is component of a binary, one has to check the flux contribution of the second component (HIC 71681, K1 V). From the coordinates of the system in 1997, its proper motion and the correction for the orbit, one obtains α A = 14h 39m 24.13s δ A = −60deg 49 17.9 α B = 14h 39m 22.73s
This results in a difference in spacecraft coordinates of dy = −12.1241 and dz = 10.9342 . Taking the pointing jitter into account (≤1.5 ), and the fact that the average difference between the G and K star in the wavelength range from 1.6 µm to 11.2 µm is 0.91 m (Cohen et al. 1996a) , one can calculate that the maximal flux contribution from the K dwarf around 3 µm is 6 Jy, which is negligible.
The factors, by which the data of the different sub-bands are multiplied (see Table 3 in Paper II) show a good agreement with the band-border ratios determined by Feuchtgruber (1998) . The only exception is band 2C, but this is not so significant, due to the large scatter for the band-border ratio between band 2B and band 2C (Fig. 6 in Feuchtgruber 1998 ) and the memory effects in band 2.
Comparison with other AOT01 observations
Alpha Cen A has also been observed during revolution 294 with the AOT01 speed-1 option. The pointing offsets were dy = −0.797 and dz = −0.832 . Also for this observation, the contribution of the K main-sequence companion of α Cen A is negligible. The data of both band 1B and band 1E have been multiplied by a factor 1.01. The relative features match quite well taking the uncertainties of the speed-1 observation into account. There is, however, a difference in absolute flux level of 16% (Fig. 1) . In revolution 294, the activation of the scientific measurements was started later than usual because of the time allocated for the Delta-V manoeuvre and the measurement of the superfluid He mass. These two activities may have influenced the quality of the speed-1 observation. As will be argued in a subsequent article in this series -where we will confront the obtained synthetic spectra with the templates of Cohen (Cohen et al. 1992b (Cohen et al. , 1995 (Cohen et al. , 1996b Witteborn et al. 1999) -it is reasonable to assume that the absolute flux level of the speed-4 observation is somewhat too high. Since the absolute flux accuracy is quoted to be ∼10%, this 16% flux-difference is still within the quoted error bar. Table 1 . Fundamental stellar parameters for the selected stars in the sample. The effective temperature T eff is given in K, the logarithm of the gravity in cgs units, the microturbulent velocity ξ t in km s −1 , the angular diameter in mas, the parallax π in mas, the distance D in parsec, the radius R in R , the gravity-inferred mass M g in M and the luminosity L in L . 3.1.3. Comparison between the ISO-SWS spectrum and the synthetic spectrum ( Fig. 2) As discussed in Paper II, it is quite difficult to pin down the fundamental parameters of α Cen A from the SWS-spectrum, due to the absence of molecular features. Therefore, the parameters found by Neuforge-Verheecke & Magain (1997) were used to calculate the corresponding synthetic spectrum. Subsequently, the angular diameter, radius, mass and luminosity were derived. This resulted in the following parameters: T eff = 5830 ± 30 K, log g = 4.35 ± 0.05, ξ t = 1.0 ± 0.1 km s −1 , [Fe/H] = 0.25 ± 0.02, ε(C) = 8.74 ± 0.05, ε(N) = 8.26 ± 0.09, ε(O) = 9.13 ± 0.06, π = 737.0 ± 2.6 mas, θ d = 8.80 ± 0.51 mas, R = 1.27 ± 0.08 R , M g = 1.35 ± 0.22 M and L = 1.7 ± 0.2 L , with Looking to the relative contribution of the different chemical species (see Fig. 3 .1 in and to the Atmospheric Trace Molecule Spectroscopy (ATMOS) spectrum of the Sun (Geller 1992; Gunson et al. 1996) , it is obvious that the atoms dominate the infrared spectrum of α Cen A, although the CO fundamental and first-overtone bands start arising around 4.4 µm and 2.4 µm respectively. As described in Paper II, problems with inaccurate oscillator strengths of the atomic lines in the infrared in the line list of Hirata & Horaguchi (1995) caused quite some discrepancies between the ISO-SWS and synthetic spectra. By using the identifications given by Geller (1992) for the ATMOS solar spectrum, the strongest contributors to the most prominent features were identified, with the strongest lines originating from Fe, Al, Si and Mg transitions (see, e.g., Fig. 5 in Paper II). The largest difference between the ISO-SWS spectrum of α Cen A and the rebinned ATMOS spectrum of the Sun occurs around 2.4 µm. As discussed in Paper II, the origin of this problem is situated in the problematic RSRF of band 1A in this wavelength region. The problems with the computation of the Humphreys lines near the Humphreys ionisation edge result in β 1D being higher than the maximum acceptable value for this sub-band as given in Table 3 in Paper I.
Comparison with other published stellar parameters
-Assumed parameters: It has to be noted that the fundamental stellar parameters (T eff , log g,
, determined by several authors using different methods, are in excellent agreement (see Table 2 ). Since the most up-to-date spectroscopic analysis based on high-resolution and high signal-to-noise spectra of α Cen A was performed by Neuforge-Verheecke & Magain (1997) , their derived parameters were used as input parameters. -Deduced parameters:
The angular diameter deduced from the AOT01 speed-4 observation of α Cen A (revolution 607), is somewhat larger than the values obtained by other indirect methods, but is still within the error bars of the other values. The origin of the difference may be too high a flux level of the ISO-SWS AOT01 speed-4 observation (see Sect. 3.1.2). As a consequence, the stellar radius, gravity-inferred mass and luminosity are also somewhat larger than the other values listed in Table 2 . Different methods were used by different authors to estimate the radius of α Cen A: using T eff and L (e.g., Soderblom 1986; Furenlid & Meylan 1990) , using θ d and π (e.g., Volk & Cohen 1989) or using the pmode oscillations found in α Cen A (e.g., Pottasch et al. 1992) . The same can be said for the luminosity, where Flannery & Ayres (1978) have used different broad-band systems and narrow-band photometric indices to estimate the luminosity; Volk & Cohen (1989) and Pottasch et al. (1992) have used the assumed T eff and deduced R-values. The most quoted mass value for α Cen A is the one deduced by Demarque et al. (1986) (M = 1.085 ± 0.010 M ). Pourbaix et al. (1999) found for the first time an agreement between astrometric and spectroscopic mass ratio. Their value for the mass (M = 1.160 ± 0.031 M ) is in better agreement with a mass estimated from the evolutionary tracks of Girardi et al. (2000) (for T eff = 5830 K and L = 1.7 L , we found M = 1.02 ± 0.20 M ) than our gravity-inferred mass of 1.30 ± 0.21 M .
3.2. α Car: AOT01, speed 4, revolution 729
Some specific calibration details
Only the band-1A flux had to be multiplied with a factor larger than 1.02, although this is still smaller than the mean bandborder ratio between band 1A and band 1B for that revolution (see Fig. 1 in Feuchtgruber 1998).
Comparison between the ISO-SWS spectrum
and the synthetic spectrum ( Fig. 3) Using the stellar parameters T eff = 7350 K, log g = 1.80, (Desikachary & Hearnshaw 1982) Table 2 . Literature study of α Cen A, with the effective temperature T eff given in K, the mass M in M , the microturbulent velocity ξ t in km s −1 , the angular diameter θ d in mas, the luminosity L in L and the radius R in R . Angular diameters deduced from direct measurements (e.g. from interferometry) are written in italic, while others (e.g. from spectrophotometric comparisons) are written upright. Assumed or adopted values are given between parentheses. The results of this research are mentioned in the last line. Only the error bars on the deduced parameters are given. A short description of the methods and/or data used by the several authors can be retrieved from http://www.ster.kuleuven.ac.be/˜leen/artikels/ISO3/appendix.ps. Just as for α Cen A, the large β-values from the Kolmogorov-Smirnov test may be explained by the problematic prediction of the atomic lines and especially the hydrogen lines (which dominate the spectral signature) and the noise. The more pronounced discrepancy visible at the beginning of band 1A is due to calibration problems (RSRF). The lower gravity of α Car with respect to the other warm stars is reflected in the smaller broadening of the hydrogen lines. Despite this lower gravity, all but one sub-band are rejected by the Kolmogorov-Smirnov test.
Comparison with other published stellar parameters
-Assumed parameters: From Table 3 , it is clearly apparent that a gravity determined in a spectroscopic way (i.e. by requiring that the abundance of neutral and ionised lines yield the same abundance) is usually lower than a photometric gravity (i.e. determined from photometric colours, or by using the wellknown relation between g, T eff , M and L, where the mass has been determined by locating the stellar object on theoretical evolutionary tracks). It is well known that the accuracy of spectroscopic determinations of gravities from ionisation equilibria or molecular equilibria for individual stars is not very good for giants (cf., e.g., Trimble & Bell 1981; Brown et al. 1983; Smith & Lambert 1985) . Therefore, the values given by Desikachary & Hearnshaw (1982) were adopted as atmospheric parameters for α Car.
-Deduced parameters:
The angular diameter derived from the ISO-SWS data is larger than the two values based on the InfraRed Flux Method (IRFM, Blackwell & Shallis 1977; Blackwell et al. 1980) in Table 3 . Napiwotzki et al. (1993) quoted that temperatures deduced by using the IRFM are too low by 1.6-2.8%, corresponding to angular diameters which are too large by 3.5-5.9%. When inspecting the other stars of the sample which have been analysed by means of the IRFM, this trend however is not visible. The reason for the discrepancy in angular diameter may be the problematic determination of the continuum in the spectrum of a warm star Paper II. This larger angular diameter however can not explain the difference in radius and luminosity seen between our results and other literature values. Lyubimkov & Boyarchuk (1984) have estimated a mass value of 8 ± 1.5 M for α Car from the evolutionary tracks of Becker (1981) in the log T eff -log g plane. Also Russell & Bessell (1989) have determined the mass from evolutionary tracks. Together with the gravity mentioned by Boyarchuk & Lyubimkov (1983) , this results in the stellar radius of ∼53 R . Using V − I = 0.44 (Johnson et al. 1966) , the bolometric correction BC I from Bessell et al. (1998) and the Hipparcos' parallax, we obtain M bol = −5.68 ± 0.12 (L = 14723 ± 1654 L ), in agreement with our T eff based luminosity. From the evolutionary tracks of Claret & Gimenez (1995) we estimate a somewhat higher mass value being 10.5 ± 0.5 M . When our gravity-inferred mass of 12.8 M would have been used by Lyubimkov & Boyarchuk (1984) and Russell & Bessell (1989) , a stellar radius of 67 R and Table 3 . See caption of Table 2 , but now for α Car. a luminosity of 12 000 L would have been deduced, in close agreement with our results. Volk & Cohen (1989) found a luminosity of 1795 ± 71 L . This value was determined from the effective temperature, which was deduced directly from the literature values of angular diameter measurements, total-flux observations (from the literature) and the parallax from Hoffleit & Jaschek (1982) . The parallax value mentioned by Hoffleit & Jaschek (1982) (π = 28 mas) is however a factor 2.68 higher than the value given by the Hipparcos catalogue. Using the Hipparcos' parallax would increase the stellar radius by the same amount -resulting in R = 68 R -and the luminosity by a factor 7.2 -giving L ≈ 13 000 L , both values now being in good agreement with our deduced values.
3.3. β Leo: AOT01, speed 3, revolution 189 3.3.1. Some specific calibration details β Leo is one of the few stars of our sample for which no speed-4 observation has been obtained. The signal-to-noise is therefore smaller than for the other warm stars. The shape of the spectrum in band 2 (after application of a standard calibration procedure) is very suspicious. A quick-look at the SPD (=Standard Processed Data, which gives the signal as a function of time) reveals immediately the origin of the problem. A photometric check is taken between the measurements with aperture 1 and aperture 2 and between the measurements with aperture 2 and aperture 3, i.e. just before the up scan of band 2A, and before the up scan of band 2C (Fig. 4) . The calibration source is, however, much brighter than β Leo, resulting in a strong memory effect. Only the dark current before each measurement (at a certain aperture) has the same reset time as the measurement itself and could be used to subtract the dark current. Since the dark current before the measurement with aperture 3 (band 2C) is strongly affected by memory effects arising from the photometric check, the mean flux value of the dark current is higher than the flux values of the down scan beyond 9 µm. Therefore only the up scan of band 2C is used, and the fact is taken into account that memory effects are destroying the reliability of this up scan. In order to correct for this too high dark current, the data of band 2C are shifted upwards by 3.5 Jy (Table 3 in Paper II). The other factors used to combine the different subbands may also be found in Table 3 in Paper II. 
Comparison with other AOT01 observations
β Leo has also been observed in revolution 040 during PV (Performance Verification) with the AOT01 speed-1 option. The pointing offsets were dy = −0.737 and dz = 0.913 . Due to the triangular shape of the instrumental beam profile in the cross-dispersion direction of SWS, a pointing offset in the cross-dispersion direction causes a higher signal loss than in the dispersion-direction. For this observation, a photometric check was only taken before the up scan of band 2A and after the down scan of band 2C. So, only the up scan of band 2A can be affected by memory effects originating from the photometric check. The down scan of band 2A (and band 1D) displays however a signal jump 640 s after the start of the observation (Fig. 5) . The origin of such signal jumps is at the moment unclear (Leech et al. 2002, p. 66) . The jumps in bands 1 and 2 are similar to each other, but different from jumps in band 3. They can be negative or positive, and there seems to be a relation between the signal jump and a residual pulse effect after reset. It is recommended to adjust the baseline of the affected portion to the pre-jump baseline. For reason of safety, these data have been flagged as "no-data". In order to obtain a smooth spectrum, the data of the sub-bands 1A, 1B and 1E of this speed-1 observation have been multiplied by a factor 1.01.
The photometric flux level of this observation (revolution 040) is about 5% lower than the AOT01 speed-4 observation taken during revolution 189. A few differences between the two observed spectra are somewhat more pronounced, e.g. around 2.42 µm, 2.58 µm, 3.8 µm (see Fig. 6 ). Inaccuracies in the speed-1 observations -clearly visible from the comparison between up and down scan -originate from these discrepancies. 
Comparison between the ISO-SWS spectrum
and the synthetic spectrum (Fig. 7) Good-quality published stellar parameters for β Leo were found in Holweger & Rentzsch-Holm (1995) . These authors list as parameters: T eff = 630 K, log g = 4.20. Using Strømgren photometry, Gardiner et al. (1999) obtained Fe/H] ≈ +0.2 dex. A microturbulent velocity of 2 km s −1 was assumed. With an angular diameter deduced from the ISO-SWS spectrum θ d = 1.47 ± 0.09 mas, one obtains R = 1.75 ± 0.11 R , M g = 1.78 ± 1.04 M and L = 15 ± 3 L . The corresponding deviation estimating parameters are β 1A = 0.060, β 1B = 0.028, β 1D = 0.087, β 1E = 0.038.
The large β-values for β Leo are not very surprising. One first of all has to take into account the problems with the hydrogen lines, which dominate the spectrum. Secondly, for band 1A, there is also a large discrepancy at the wavelengths were the H5-23 and H5-22 lines emerge at the beginning of this band. A problem with the RSRF is at the origin of this discrepancy Paper II. The large β 1D -value is arising from the problems nearby the Humphreys ionisation edge Paper II. The lower signal/noise ratio in a AOT01 speed-3 observation compared to the other observations also contributes to larger β-values.
Comparison with other published stellar parameters
-Assumed parameters: From the detailed investigation by Smalley & Dworetsky (1993) , one may conclude that atmospheric parameters derived from photometry, spectrophotometry and from Hβ and Hγ profiles all agree quite well, provided that adequate opacities and metallicities are used. Especially the values of the effective temperature and gravity should be Table 4 . See caption of Table 2 , but now for β Leo. 1. Brown et al. (1974) ; 2. Code et al. (1976) ; 3. Moon (1985) ; 4. Moon & Dworetsky (1985) ; 5. Lester et al. (1986) very reliable when determined from photometry, and they should not be significantly affected by uncertainties in the metallicity (Smalley & Dworetsky 1993) . From the research of Gardiner et al. (1999) , one may however conclude that the determination of the effective temperature and the gravity for this star from Balmer line profiles (as done e.g. by Smalley & Dworetsky 1995) seems to be rather uncertain, because β Leo is located close to the maximum of the Balmer line width. Therefore, the values found by Holweger & Rentzsch-Holm (1995) -who have used Strömgren photometry -were taken as stellar parameters for the theoretical model and corresponding synthetic spectrum. Since Gardiner et al. (1999) estimated β Leo to be slightly overabundant ([Fe/H] ≈ +0.2 dex) from Strömgren photometry, this value was assumed for the metallicity. For the microturbulent velocity a value of 2 km s −1 was assumed.
-Deduced parameters: Malagnini & Morossi (1990 , 1997 have used a flux-fitting method which determines simultaneously the effective temperature and the angular diameter. Their obtained values agree well with the angular diameter deduced from the ISO-SWS spectrum. The small differences in the luminosity and radius values mentioned by Malagnini & Morossi (1990) are partly due to the use of the parallax value of Hoffleit & Jaschek (1982) , which is a factor 1.1 lower than the Hipparcos' parallax. When we then compare our gravityinferred mass with the mass estimated from evolutionary tracks by Malagnini & Morossi (1990) , we see that our deduced value is somewhat lower than their quoted value. Using log T eff = 3.936 and log L = 1.176 ± 0.058, we estimated from the evolutionary tracks of Girardi et al. (2000) a mass of 1.9 M , which is thus somewhat closer to the value of 2.3 M , given by Malagnini & Morossi (1990) .
3.4. Sirius: AOT01, speed 4, revolution 689
Some specific calibration details
The speed-4 observation of Sirius only suffered from very small pointing errors. Bands 1A and 1B were shifted upwards by 1%, band 1E was shifted downwards by 0.5%. 
Comparison with other AOT01 observations
At the end of the ISO mission -during revolution 868 -Sirius was once more observed using the AOT01 mode, but now with a higher speed, resulting in a lower resolution and a lower signal-to-noise ratio. The pointing offsets were negligible. Only the data of band 1A were divided by a factor 1.01 to optimise the match between the different sub-bands. The absolute-flux levels differ however by 12% (Fig. 8) . With a quoted absoluteflux accuracy of 10% and the template of Cohen (Cohen et al. 1992a ) being in absolute-flux level in between these two observations this difference is not worrying. Taking the lower signal-to-noise ratio of the speed-1 observation into account, the features of the two observational spectra of Sirius do agree well.
Comparison between the ISO-SWS spectrum
and the synthetic spectrum (Fig. 9) For Sirius the effective temperature, the gravity and the metallicity were taken from Bell & Dreiling (1981) , while the microturbulence and the abundances of C, N and O are the values found by Lambert et al. (1982) who have used the model parameters found by Bell & Dreiling (1981) . The adopted stellar parameters for Sirius are thus T eff = 10150 K, log g = 4.30, ξ t = 2.0 km s −1 , [Fe/H] = 0.50, ε(C) = 7.97, ε(N) = 8.15, ε(O) = 8.55, π = 379.21 ± 1.58 mas, resulting in θ d = 6.17 ± 0.38 mas, R = 1.75 ± 0.11 R , M g = 2.22 ± 1.06 M and L = 29 ± 6 L . Using these parameters, the deviation estimating parameters β from the Kolmogorov-Smirnov statistics are β 1A = 0.041, β 1B = 0.017, β 1D = 0.098 and β 1E = 0.027.
Sirius is the star in our sample with the highest gravity. So, it is not surprising that the synthetic spectrum deviates largely from the observed spectrum in band 1D, where the Humphreys lines determine the spectral signature. The pronounced discrepancy seen around 6 µm is a consequence of the use of an inaccurate model for the memory-effect correction in the OLP6.0 calibration of the ISO-SWS data. Consequently the relative spectral response functions are still not well determined in band 2.
Comparison with other published stellar parameters
-Assumed parameters: Several authors determined the effective temperature and the surface gravity for Sirius by using uvbyβ photometry and the grids of Moon & Dworetsky (1985 ) (e.g., Lemke 1990 Hill & Landstreet 1993; Hui-Bon-Hoa et al. 1997) .
The values of the effective temperature obtained in that way are in between the values derived from the IRFM (e.g., Blackwell et al. 1980) and the values derived from comparing observed and theoretical fluxes (e.g., Bell & Dreiling 1981) , with the IRFM-results being the lowest ones. The derived values for the gravity from the Balmer line profile and from photometric data are in good agreement, and more or less the same abundance pattern is derived by different authors. The microturbulence and C, N and O abundance Table 5 . See caption of Table 2 , but now for Sirius. 1. Blackwell et al. (1980); 2. Popper (1980); 3. Bell & Dreiling (1981); 4. Lambert et al. (1982) ; 5. Moon (1985) ; 6. Moon & Dworetsky (1985) ; 7. Sadakane & Ueta (1989); 8. Volk & Cohen (1989); 9. Lemke (1990); 10. Hill & Landstreet (1993); 11. Smalley & Dworetsky (1995); 12. Hui-Bon-Hoa et al. (1997); 13. Rentzsch-Holm (1997); 14. di Benedetto (1998); 15. Qiu et al. (2001) ; 16. present results.
deduced by Lambert et al. (1982) were assumed as input parameters, who have taken T eff , log g and [Fe/H] from Bell & Dreiling (1981) as model parameters.
The only indirect measurement of the angular diameter available is from IRFM. Our derived angular diameter of θ d = 6.17 ± 0.38 mas corresponds with the value of Blackwell et al. (1980) . Contrary to the target α Car, a good agreement is found for the luminosity and radius values of Sirius between our deduced values and the ones of Volk & Cohen (1989) . The reason is situated in the Hipparcos' parallax now being almost the same as the parallax of Hoffleit & Jaschek (1982) (π = 378 mas), used to determine R and L from θ d . Moon (1985) used a quite different method, based on a new relation between the visual surface brightness F ν and the (b − y) 0 colour index of uvbyβ photometry (see the appendix available at http://www.ster.kuleuven.ac. be/˜leen/artikels/ISO3/appendix.ps). His quoted value lies within the error bars of our deduced value. Not only for Sirius, but also for other warm stars in the sample, we note a large error bar on the derived mass M g , which mainly depends on the error in the gravity. This demonstrates that other methods for mass determination (e.g. from data of eclipsing and visual binaries) are far more useful than the underlying method for the M g determination (from the gravity and the radius).
3.5. Vega: AOT01, speed 3, revolution 178 3.5.1. Some specific calibration details
This speed-3 observation of Vega in revolution 178 had some problems with the pointing: dy = −0.608 and dz = −1.179 . Switching then to a larger aperture between band 1B and band 1D results in a flux-jump, which is clearly visible in the factors used to shift the different sub-bands. In order to have a smooth spectrum, we had to multiply the data of bands 1A and 1B by a factor 1.06 (see Table 3 in Paper II).
3.5.2.
Comparison between the ISO-SWS spectrum and the synthetic spectrum ( Fig. 10 ) As will be discussed in Sect. 3.5.3, the following stellar parameters were adopted for Vega: T eff = 9650 K, log g = 3.95,
. From the ISO-SWS spectrum of Vega, an angular diameter of 3.35 ± 0.20 mas was deduced, with then yields a stellar radius of 2.79 ± 0.17 R , a gravity-inferred mass of 2.54 ± 1.21 M and a stellar luminosity of 61 ± 9 L . Both the synthetic spectrum based on these parameters and the ISO-SWS spectrum of Vega are displayed in Fig. 10 . The corresponding β-values are β 1A = 0.057, β 1B = 0.046, β 1D = 0.010, β 1E = 0.041.
In spite of the lower signal-to-noise and lower resolution of the ISO-SWS observation, good β-values are obtained. One indeed would not expect such a low β-value in band 1D, the wavelength-range in which the hydrogen Humphreys lines are absorbing. The reason for this is twofold: first of all, Vega has the lowest gravity in our sample of main-sequence stars, resulting in a smaller pressure-broadening and thus in smaller hydrogen lines. Consequently, the discrepancy with the synthetic predictions, which underestimate the strength of the Humphreys lines, is not as pronounced as for the other main-sequence stars in our sample. Secondly, Vega has been observed by using the AOT01 speed-3 option and we have already pointed out the small -but visible in the spectrum -mispointing for this observation. The larger noise inherent to this observation can therefore partly camouflage the problem with the theoretical computation of the hydrogen Humphreys lines. Our statistical test will not report this problem, since the Kolmogorov-Smirnov test is a global goodness-of-fit test and fitting by eye was still necessary to detect this kind of problems. A new statistical approach in which a global and local goodness-of-fit test are combined is therefore now under development.
Comparison with other published stellar parameters
The bright star Vega has been studied extensively in recent years because it serves as the primary standard star for photoelectric spectrophotometry. Since so many publications are available for this star -as well as for Sirius -we only have quoted the main publications in the last two decades.
-Assumed parameters: Inspecting Table 6 , we can see that the published values for the different parameters all do agree well. As for Sirius, the temperature values derived from IRFM are somewhat lower than the other published values (see also the remark made by Napiwotzki et al. (1993) , who quoted that the IRFM temperatures are too low by 1.6-2.8% for main-sequence stars). A detailed study of Vega was made by Dreiling & Bell (1980) . From this study Venn & Lambert (1990) have adopted the effective temperature (T eff = 9650 K) and the gravity (log g = 3.95). Using the microturbulent velocity found by Lambert et al. (1982) (ξ t = 2.0 km s −1 ), Venn & Lambert (1990) have determined the chemical composition for Vega. Using the solar metallicity obtained from meteoritic data, ε(Fe) = 7.51, as a reference value, their abundances for carbon, nitrogen, oxygen and iron were respectively: ε(C) = 8.42 ± 0.15, ε(N) = 8.00 ± 0.15, ε(O) = 8.74 ± 0.15 and [Fe/H] = −0.53 ± 0.15. -Deduced parameters:
Our angular diameter derived from the ISO-SWS spectrum corresponds to the IRFM value from Blackwell et al. (1980) . The same note as made in Sect. 3.4.4 concerning the luminosity and radius values mentioned by Volk & Cohen (1989) can be made: since the parallax value mentioned by Hoffleit & Jaschek (1982) (π = 133 mas) only differs with the Hipparcos' value by a factor 1.03, the values for R and L are in close agreement. This can also be said for the radius value given by Dreiling & Bell (1980) , who too have used the parallax of Hoffleit & Jaschek (1982) . The new relation established by Moon (1985) results in stellar radius values which are somewhat lower than our deduced value and the values mentioned by Moon (1985) and Volk & Cohen (1989) .
Conclusion
The five warmest stars in a sample of 16 stars -used for the calibration of the detectors of ISO-SWS -have been discussed spectroscopically. The absence of molecular features and the presence of atomic features whose oscillator strengths are not well-known rendered the determination of the effective temperature, gravity, microturbulent velocity, metallicity and the abundance of C, N, and O from the ISO-SWS data unfeasible. Good-quality published values were then used for the computation of the synthetic spectra. In general, no more discrepancies than the ones reported in Paper II have been detected. A comparison with other -lower resolution -ISO-SWS data revealed a rather good relative agreement (∼2%), but the absolute flux-level and so the deduced angular diameter could differ by up to 16%. Nevertheless, the angular diameter, luminosity and stellar radius deduced from the ISO-SWS data are in good agreement with other published values deduced from other data and/or methods. Since this research has shown clearly that the available oscillator strengths of atomic transitions in the infrared are at the moment still very inaccurate, one of us (J. S.) has worked on a new atomic linelist by deducing new oscillator strengths from the high-resolution ATMOS spectrum of the Sun (625-4800 cm −1 ) (Sauval 2002) . This new atomic linelist will be presented in Paper V of this series.
