3D visualization of digital human becomes a key tool for the medical visualization, especially for medical education. Web3D technology has been commonly applied in this field. However, the quality of rendering is not expected for the medical purpose. Nowadays, global illumination (GI) map is an efficient tool for real-time lighting and shadow rendering. On the cloud baking server, a large number of rendered GI maps are generated under variety of configuration in the scene on the Web3D interface end. GI tree works on organizing these baked maps for reusing in the Web3D client. Meanwhile, it dispatches the existing baked maps directly in the case that the viewpoint appears in the duplicate positions in the Web3D client. This is the main stream solution of the cloud pre-rendering. However, it is a challenge to store and manage excessive rendered maps. In this paper, we propose a light-weight collaborative machine learning method for lighting and shadow rendering in medical applications. In this system, the conditional generative adversarial networks (GAN) works for generating the GI map instead of finding out the similar from number of stored maps, and we propose structure-aware 3D image warping method to improve the system performance. The experiments demonstrated that our proposed system not only guarantees the resolution of the GI map in the Web3D client, but also significantly reduces the rendering computational needs so as to improve the system performance.
I. INTRODUCTION
Nowadays, 3D visualization of digital human becomes the key tool for the medical visualization and education. E-learning systems are increasingly supporting medical education and medical health. This system allows users to learn knowledge in an autonomous, time and location independent style [1] . Medical education is undergoing significant changes due to technological developments in the areas of 3D model rendering and computer-aided design.
The web client as a universal multimedia platform can be accessed easily. It exists several online E-learning systems for showing digital health by rendering 3D models, such as virtual liver [2] and anatomy teaching [3] . However, all these systems do not produce high quality visual effects. The 3D rendering task of the web client is mainly com-The associate editor coordinating the review of this manuscript and approving it for publication was Wenbing Zhao . pleted by Web3D. With the development of Web3D technology, the applications are emerging in various fields, such as medical education and training [4] , video games [5] , virtual reality [6] and so on. However, the rendering capability of Web3D client is rather limited, that is to say, the complex rendering task (i.e., global illumination) cannot work in the real time. For Web3D-based visualization of digital human, the users always have high rendering quality requirements. To address this issue, the cloud baking [7] , [8] works as a collaborative system with dynamic scene illumination and shadow rendering. It divides the complex task of rendering within the scene between the cloud server and the Web3D client. The server renders global illumination (GI) map including soft shadow, indirect illumination, and ambient occlusion in real time. As the cloud baking runs, the server is in charge of GI maps rendering. Then, the generated GI maps will be transmitted to Web3D clients. These maps are organized by the sprite tree [9] .
It eliminates the need to repeat rendering by deploying the relevant images directly from the sprite tree when the Web3D client viewpoint pass to the same location repeatedly. It will definitely lead to a large occupation of storage space (see Table 2 ).
In C/S cloud rendering system, the interaction latency consists of the request transmission, the GI map rendering, GI map encoding, GI map decoding, 3D image warping, and blending phases. It causes poor performance on the Web3D client. Theoretically, the real-time global illumination rendering is practically a mapping from the buffer of the screenspace, for instance, the position map, normal map, reflection map, and other attributes in a virtual 3D scene, to various frames of screen effect. It can be treated as a typical task of image-to-image translation. GAN has achieved significant results in image-to-image translation field [10] . In this paper, we investigate the learning method based on GAN for the image-based pre-rendering so as to achieve the high resolution real-time Web3D rendering. In our system, the well pre-trained GAN is deployed on the Web3D client to visualize 3D human organs.
The main contributions of this paper are as follows:
1) The Web3D client-enhanced global illumination generation via GAN is proposed for Web3D applications. The performance of the network architecture is better than the existing state-of-the-art methods in terms of producing high quality effects on Web3D.
2) The proposed method enables to effectively reduce the interaction latency and storage space compared to cloud rendering. 3) The rapid structure-aware 3D warping method is proposed so as to reduce the inference frequency of GAN and decrease hole artifacts caused by inference latency.
II. RELATED WORKS A. WEB3D REMOTE RENDERING SYSTEM
For real-time rendering system, Web3D remote rendering refers to the high complexity 3D rendering task placed on the remote cloud server by making full use of its powerful hardware rendering capabilities to quickly get the high quality rendering results. The remote rendering system is divided into two categories based on the participation of Web3D client in the entire rendering task.
1) Server-end Remote Rendering Module. It puts the rendering task completely on the server and transmits image frames and video streams to the Web3D client. Since the Web3D client is only used to receive and display results, it does not perform any rendering tasks, thus decreasing the hardware requirements of the Web3D client [11] . After the system assigns the rendering tasks to the cloud server, it only needs to store the modeling data on the cloud server and render it. This allows users to view the rendering results of these models only on the Web3D client. It helps to protect the modeling data, because the data can not be directly accessed [12] . Because this kind of system requires excessive computing power, the scalability can be severely limited. In addition, the inevitable interaction latency will have a significant impact on the quality of the user experience [11] . Shi et al. [13] proposed a high-quality low-latency remote rendering visualization system and a mobile web-based remote rendering visualization system proposed by Maamar [14] . 2) Collaborative Remote-Rendering Module. It allows the Web3D client to participate in rendering. The rendering tasks are distributed based on not only the performance of the hardware devices of the Web3D client, but also the cloud server respectively. In practice, the rendering tasks with high computing intensity are assigned to the cloud server, while those with low computing intensity to the Web3D client. This could use the rendering capability of the Web3D client while reducing the rendering burden of the cloud server. This class of system has been widely applied to the illumination rendering in a dynamic scene. Crassin et al.'s CloudLight system firstly proposed the idea of sharing illumination rendering tasks [15] . The asynchronous method for cloud-based rendering suggested by Keith Bugeja enables a collaborative illumination rendering that is irrelevant to the viewpoint [16] . The cloud baking system proposed by Chang et al. [8] implements real-time collaborative global illumination rendering on the Web3D client. The Web3D client implements direct illumination rendering, while the cloud server performs global illumination rendering. We will make a full comparison with this system.
B. GENERATIVE ADVERSARIAL NETWORKS
The real-time global illumination rendering is practically a mapping from screen space buffer, for instance, the position map, normal map, reflection map, and other attributes in a virtual 3D scene, to various frame images of screen effect. Therefore, this is the typical task of image-to-image translation. For this task, the image is taken as input for translation into another representation of the scene. Besides, GAN has made remarkable achievements in the image-to-image translation field, including 'pix2pix' [10] , generate photograph from sketch [17] , [18] , domain adaptation [19] , image editing [20] , [21] , video prediction [22] . Neural Style Transfer [23] is another form of image-to-image translation that combines the style of one image with the content of another image to generate the final image. In addition, Dual-GAN [24] , CycleGAN [25] and DiscoGAN [26] introduce the cycle consistency loss to deal with cross-domain imageto-image translation tasks. In fact, the deep learning-based global illumination rendering is present, such as CNN-based Deep Shadering [27] , the conditional GAN-based Deep illumination [28] . This study will be expanded based on the networks as mentioned above. VOLUME 8, 2020 C. 3D IMAGE WARPING 3D image warping is widely used in 3D video processing [29] and image-based rendering [30] . In real-time interactive rendering of 3D graphics, this method is often used to reduce interaction latency [8] , [9] , [13] . This method will produce the hole distortion when the information in the input image is not sufficient to produce the entire image at a new viewpoint. There are multiple solutions to solve this problem such as the layered depth images [31] , the super visual distortion [32] and the double warping [13] .
The architecture of our proposed system, GIGAN. The red dashed line allows the system to directly generate the warped image using the latest GI map by structure-aware warping method instead of generating the GI map via GAN.
III. OVERVIEW
We propose a new rendering AI system called GIGAN for the global illumination effect of the Web3D client via GAN. Figure 1 illustrates the whole workflow of our GIGAN system. When the system runs, the Web3D client loads the original 3D model and the pre-trained generative network. When the users edit the scene on the Web3D client, the client uses the WebGL renderer to generate the direct illumination (DI) map including diffuse and specular reflection effects at the current viewpoint v t−1 . Then, the Web3D client applies the pre-trained network to generate a GI map at the same viewpoint v t−1 . Moreover, to guarantee the same input images of generative network as the training phase, the WebGL renderer needs to render auxiliary texture buffers, such as albedo map, normal map and depth map. All of them help the network to generate the GI map that approximates the quality of offline rendering (see Sec.IV in detail). Finally, the system blends the DI map with the GI map (weighed averaging for every pixel, see Equation (1)).
where P, P DI , P GI represent the corresponding pixel in the DI map, GI map and final output frame respectively. τ is the parameter and τ ∈ [0, 1]. The inevitable interaction latency still exists in GIGAN system. The Web3D client consumes 20-30 ms to generate one GI map, which has less time-consuming than the traditional global illumination real-time rendering method (such as voxel cone tracing [33] ). However, the camera may have moved to another viewpoint v t (different from viewpoint v t−1 ) due to this interaction latency. Since the time of the DI map rendering is negligible compared to the time of GI map generation, the DI map may be at viewpoint v t and the GI map is still at viewpoint v t−1 . Therefore, blending GI map and DI map from different viewpoints will inevitably produce the image ghosting distortion(see Figure 4 (a)). To solve this issue, we propose the structure-aware 3D image warping method to predict a GI map at viewpoint v t by using the latest generated GI map (see Sec.V). This method has three advantages as follows. Firstly, it can eliminate the inconsistency of blending. Secondly, it always maps the latest GI map pixels (in units of primitives) to the DL map at the current viewpoint v t , so it allows us to use the different cameras' field of views (FOV) to render DL map and generate GI map respectively. Finally, we can set wider FOV to render the training dataset. This can guarantee that the GI map generated by GAN has more scene information than the DI map rendered by WebGL renderer, so we can make fullly use of enough information of one GI map in prediction phase (note that there are two sets of cameras in the scene. One is the local camera C local for Web3D rendering. The other is the GI camera C GI only for recording the viewpoint when generating the GI map and without rendering). The system predicts a GI map in every 30 frames instead of every frame in order to improve the whole system performance and reduce the predicted frequency of GAN (see Table 3 ). That is to say, we use the generative network to predict one GI map and then use structure-aware 3D image warping method in the 1st frame, but only use the structure-aware 3D image warping method in the remaining 29 frames. Therefore, the interaction latency in GIGAN system consists of the GI prediction, structure-aware 3D image warping, and blending phase, which has less latency compared to the cloud baking system (see Table1). Figure 2 shows the difference between only direct illumination by Web3D rendering and our GIGAN method (blending DI map rendered by Web3D and GI map generated by GAN) in the lung, human blood vessel, and digestive system scenes respectively.
IV. GENERATIVE ADVERSARIAL NETWORK
Both the rendering and image synthesis tasks have the same objective, but the way of processing is different. For the former one, it uses the rendering pipeline. For the latter, the values of the network-related parameter are calculated to generate the map. In respect to the proposed system, we apply GAN to generate a GI map on Web3D client instead of rendering it on the cloud server. Deep Illumination is our direct inspiration for this work because it has excellent performance in GI map generation with GAN. In this section, we mainly explain the proposed network.
A. NETWORK STRUCTURE Figure 3 shows the network architecture of GIGAN. For the generator network, we use the encoder-decoder framework with skip connection based on U-net [34] . Skip connection connects the ith layer and the (N − i)th layer of the network (N represents the overall number of layers of the network), which enables the information to be transmitted directly from the encoder layer to the decoder layer. Skip connection is conducive to the sharing of low-level information between input and output, and can also alleviate the gradient disappearance problem.
To generate the GI map, we apply auxiliary buffers, including the albedo map, normal map in view space, and depth map. The albedo map provides the color information of texture to the network. The normal map helps the network to detect silhouettes of objects and discontinuities in shading better. The depth map helps the network to identify the distance from the camera. In general, the auxiliary buffers help to disambiguate the colors by providing information about the contours and silhouettes of the scene objects, as well as about different materials. DI map and auxiliary buffers are concentrated as input to the generator and then go through eight down-sampling layers and eight up-sampling layers to generate a GI map. LeakyReLu is used as the activation function throughout the down-sampling process. ReLu and tanh (the last layer only) is used as the activation function during the up-sampling process. Besides, batch normalization layer is also used except for the first layer and the last layer. Moreover, we use dropout layer in the first three up-sampling process instead of providing random noise to the generative network [10] .
For the discriminator network, since the global illumination generated by multiple bounces of the light source can produce a color enhancement effect in the local areas of scenes, we employ the Markovian patch GAN structure [23] to capture the high-frequency information contained in the local image. Moreover, Markovian patch GAN discriminates images in the patch size instead of the entire image, which has fewer parameters and high efficiency in training. The discriminator consists of 5 encoders, using LeakyReLU (excluding the last layer) as the activation function. In order to avoid introducing the interdependence of different samples in the same batch, the discriminator does not use the batch normalization layer to ensure the effectiveness of the gradient penalty.
B. TRAINING STRATEGY
We combine conditional Wasserstein GAN with gradient penalty (CWGAN-GP) [35] and L1 regularization loss to make the generated image as similar as possible to the target image and to improve the stability of the training process and the diversity of output results. The conditional Wasserstein GAN with the gradient penalty loss is defined as:
where G is a generator, D is a discriminator, c, y ∼ p tr (c, y) are training images respectively from the source domain and the corresponding target domain,ȳ ∼ p gp represents the distribution after linear interpolation between the real data distribution and the generated data distribution, λ GP is a hyperparameter.
L1 loss is equivalent to per-pixel loss, which is defined as
Our final objective is given by:
Alternativaly, the training time of the network consumes 3-4 hours on a single GPU. During training, the network randomly reads data from the data set in batch size to 8. The G and D alternately use mini-batch stochastic gradient descent and the Adam solver (learning rate is 0.0002; β 1 is 0.5; β 2 is 0.999; λ GP is 10; λ L1 is 100) to update the weight of the network.
C. DATA ACQUISITION
We will now describe the preparation of the training data. The training set contains 5 scenes, which are the lung on the white plane, the lung inside of the cornell box, the digest system on the white plane, the lung inside of the cornell box, and the human blood vessel on the white plane. We start with a smooth camera fly-through animation with 1500 frames for each scene available for training and 100 frames for validation. Every frame consists of depth, normal, albedo, direct illumination maps and the ground truth from the path tracing. Meanwhile, a direct light source moves along the x-axis and y-axis of the scene to provide changes in illumination. All image pairs are in 512 * 512 resolution.
While fly-throughs of 3D scenes provide a convenient way to collect arbitrary amounts of training data, changes can be a problem. The network learns to reconstruct global illumination it sees during training. If the training set does not have any new objects or change the color of lights, its ability to reconstruct such unseen features can remain limited. Ideally, we could thus train the network with dozens of very different scene geometries, lighting setups, and camera motions.
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V. STRUCTURE-AWARE 3D IMAGE WARPING
The two cameras projecting the DI and GI information of the scene must have the same direction and position in world space. However, it takes 20-30 ms to predict one GI map. Even if DI map can be rendered immediately with new viewpoints, the GI map corresponding to the new viewpoint will be generated later. This latency causes the DI map and GI map to become asynchronous, which causes the ghost distortion(see Figure 4 ). Cloud baking [8] is optimized with pixel-level 3D image warping because it aims at massive scenes (the size of the scene model data is vast). The limited loading capability of the Web3D client requires that massive amounts of data (mainly model data in the scene) can only be loaded and displayed after being lightweight. However, the lightweight model data is different from the original data. These differences makes cloud baking system optimize distortion based on the pixel-level 3D image warping method.This paper aims to the medical models, so the scene data is not very huge, and there is unnecessary to use lightweight models at the Web3D client. Therefore, this paper proposes a more efficient structure-aware 3D image warping method, which reconstructs the high quality illumination information mainly by rebinding the 3D vertices and texture coordinates, as illustrated in Figure 5(b) .
The pixel-level 3D image warping method divides into two steps (see Figure 5 (a)): 1) Reference image projection. It projects pixels on the reference image plane into 3D world space to form the 3D point cloud with color; 2) 3D point cloud re-projection. They are then projected onto the target image plane to form a new image. This technique is commonly used in image-based rendering applications to address image misalignment caused by camera parameter variations. Cloud baking makes full use of this technology, which uses the GI map as the reference image, and the DI map rendered by the Web3D client as the target image. The GI map completely fits with the DI map after 3D warping method.
For web-based virtual reality applications, the properties of the 3D model like vertices and materials are accessible. Therefore, this paper replaces the pixel-level 3D image warping with the structure-aware 3D image warping. This method VOLUME 8, 2020 makes fullly use of the particularity of the web-based virtual reality application and eliminates the most complicated first step in the pixel-level 3D image warping. Instead of projecting pixels on the reference image into the 3D space, the image as a texture is directly mapped to the 3D model of the Web3D client. This algorithm reduces the amount of computation from pixel-by-pixel calculation to key pixel (the 3D model vertices) calculation (see Figure 5(b) ). Moreover, the entire mapping process uses the linear texture filtering, which is more efficient than conventional pixel-by-pixel filtering. In this paper, we set the GI map generated by GAN as a reference texture and then calculate the corresponding UV coordinates based on the vertex coordinates of the 3D model and the matrix of the GI camera C GI . Finally, the texture is bound to the vertices of the 3D model by the UV coordinates and then projected to the local camera. Of course, there is occlusion between different objects in the scene, so we need to consider the depth information between local camera and GI camera during warping (see Algorithm 1) .
Equation (5) shows the calculation of the UV coordinates, where P represents the vertex coordinate of the 3D model in the model space, which contains four elements x, y, z, and w; x, y, and z respectively represent the components on the x, y, and z axes; w is the homogeneous value; UV represents the texture coordinate of the reference image, which is a 2D vector; M p , M v , M w respectively represent the projection matrix, the view matrix and the world matrix of the GI camera.
VI. RESULTS AND DISCUSSION
For the web client, we use the laptop with an Intel Core i7-7700HQ 2.8 GHz CPU, an Nvidia GeForce GTX1060M GPU, and 8GB of RAM. The computer runs Windows 10 and uses Google Chrome version 71 as the web client. We build on Tensorflow.js framework to predict GI maps using GAN on the Web3D client.
A. CLOUDBAKING VS. OUR GIGAN SYSTEM
In this section, the experiment compares the difference between cloud baking and our GIGAN system. Firstly, we measure the average interaction latency for every request. The interaction latency in GIGAN system consists of the GI prediction, structure-aware 3D image warping, and blending phase, and has less latency compared to the cloud baking system. Table1 shows the results that since GIGAN system only has a Web3D client, the transmission phase, the image encoding, and the image decoding phase are eliminated. Besides, we can see that generating GI maps via GAN is faster than real-time rendering of GI maps. Moreover, structure-aware 3D image warping has higher computational efficiency than pixel-level 3D image warping. Secondly, we evaluate the storage space occupation. Since the cloud baking system uses the GI map tree to reduce interaction latency, the saved GI maps take up a lot of storage space. In contrast, the storage space of our GIGAN system is mainly occupied by the GAN model, and the storage space of our GIGAN system is still the same, even for different scenarios.
B. COMPARISON WITH DEEP SHADING AND DEEP ILLUMINATION
In this section, the experiment studies the quality of generated GI map by GAN. To compare various shading algorithms of deep learning, we choose three different evaluation metrics, including RMSE, SSIM, and PSNR. We only present subsets of metrics in this paper for concise demonstration purposes, and some parts of the image are zoomed to facilitate detailed comparison. We have selected two state-of-the-art shading algorithms of deep learning to compare the outcomes with, including Deep Shading [27] and Deep illumination [28] . To achieve a fair comparison, the input to all networks is albedo map, DI map, normal map in view space, and depth map with 512*512 resolution(see Figure 7 ). We have found that our method can perform better visual effect than others.
C. PIXEL-LEVEL 3D IMAGE WARPING VS. STRUCTURE-AWARE 3D IMAGE WARPING
In this section, the experiment compares the performance between structure-aware 3D image warping and pixel-level 3D image warping method. Figure 7 shows that the structure-aware 3D image warping method has a lower CPU and GPU load(in %) than the pixel-level 3D image warping method. This further illustrates that structure-aware 3D image warping is superior to pixel-level 3D image warping in both performance and rendering requirements. Moreover, structure-aware 3D image warping can also effectively improve the whole system performance. For our GIGAN system, the system performance is mainly reflected in the frame rate and the image quality after blending DL map with GI map. Therefore, we move the camera to evaluate the influence of inference frequency on the system frame rate and image quality. We set different frequency to test the system performance, for example, the third row in Table 3 means the generative network generate one GI map every 20 frames. Table 3 shows the frames per second(fps) and the image quality in the SSIM metric after blending DI map with GI map. It illustrates that the lower the inference frequency, the better the system performance. Furthermore,the blending image quality with structure-aware 3D image warping performs better results than without it.
D. INTERNAL CAMERA PROPERTY VS. QUALITY
The final display of the image depends on the inherent properties of the local camera, such as field of view, near plane, far plane, aspect ratio, and so on. The aspect of the camera is normally set according to the screen resolution of a device, therefore, in this experiment, we set the camera's aspect to 1 to ensure that the generative network make the correct inference in various devices. As another important attribute of the camera, FOV could determine the range of view. When the camera renders an image from the same viewpoint, a higher value of FOV will allow it to view more information about the scene. Undoubtedly, the increase in FOV could distort the object photographed by the camera, which may affect the final results. Let F GI be the FOV of the GI camera to render training dataset, that is to say, the GI map generated by network is similar to rendered GI map in F GI . F local be the FOV of the local camera to render DI map and set it to 60 • . We set different F GI to render the training set to train the GAN and use SSIM to evaluate the impact of F GI on the quality of FIGURE 8. The Web3D client render a DI map at viewpoint v t −1 ,and then using GAN to generate GI map under the same viewpoint v t −1 but in different FOV. In the next request, the Web3D client render a DI map under viewpoint v t , we only use structure-aware 3D image warping instead of using GAN again to generate GI map under viewpoint v t . We can find that the larger FOV, the better the warping result. the generated GI map. As shown in Figure 9 , the generative networks are trained a certain number of iterations. We use SSIM to compare the ground truth and the generated GI map. It illustrates that as the FOV increases, the generated image quality also increases, but its growth trend slows down.
When the FOV of the camera is 90 degrees or larger, there is no significant improvement in SSIM, and the visual effects are roughly similar.
Besides, we find that the higher F GI can further improve system performance with structure-aware 3D image warping. Table 3 shows the structure-aware 3D image warping can improve the final result in low inference frequency. And it can be realized that as the F GI increases, the GI map has more information than the DI map rendered by Web3D. In Figure 8 , we train three GANs with different F GI (60 • , 90 • and 120 • ). When the Web3D client renders a DI map by the local camera at viewpoint v t−1 , we use three GANs to generate GI map at the same viewpoint v t−1 . In the next request, the local camera rotates to viewpoint v t , so the Web3D client renders a DI map at viewpoint v t immediately. We only use the structure-aware 3D image warping method instead of using GAN again to predict the GI map at viewpoint v t . It uses the GI map in different FOV of the previous frame as the reference plane and uses the DL map at the viewpoint v t as the target plane. We can find that the larger the FOV, the better the warping result. Therefore, the inference frequency can be further reduced, but the final image result may be blurred due to the large FOV value. Therefore, we need to weigh the values of FOV and inference frequency. In this paper, we set F GI is 90 • , and every 30 frames to predict one GI map.
VII. CONCLUSION
The system proposed in this paper is capable of producing vivid global illumination on web client and can display high-quality rendering of medicine models. The Web3D client uses the pre-trained generative model to predict the GI map. Compared with the previous method, the system does not need the server to render the GI map, which can avoid the latency caused by the client-server mode. Moreover, structure-aware 3D image warping can further improve the overall performance of the system. At present, due to the viewpoint correlation of our GIGAN system, although the 3D warping method can effectively reduce the prediction frequency, if the user moves the camera greatly, the latest GI map is not enough to supplement the GI information at the latest viewpoint, the Web3D client needs to use the generative network to re-predict the GI map at the latest viewpoint, which will lead to frequent prediction. In addition, although generative adversarial network can effectively approximate global illumination and still achieve the expected result for some unknown areas of the scene, the GI map prediction for some complex dynamic scene is still a huge challenge such as blood flow in blood vessels and cells in the future work.
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