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VI. SUMMARY 
i t )  / cc-degradable agreement protocol that achieves Lamport’s 
Byzantine agreement [6] up to ( i t  faults, and a degraded form of 
agreement with more than i t )  but at most e/  faults is proposed. Up to 
l i t  faults, all the fault-free nodes agree on an identical value. For more 
than faults (up to u faults). the degraded form of agreement allows 
the fault-free nodes to agree on at most two different values, one of 
which is necessarily the default value; the other value is the sender’s 
value if the sender is fault-free. It is shown that 2 m  + u + 1 nodes 
are necessary and sufficient to achieve ut / e/  -degradable agreement. 
An I I I  /el-degradable agreement algorithm is presented for more than 
2ut + et nodes. Also, i t  can be shown that network connectivity of 
I I I  + (t + 1 is necessary and sufficient to perform ru/u-degradable 
agreement. 
Further research is required to explore applications of degradable 
agreement. This paper also formulates the problem of degradable 
clock synchronization which is a subject of further research. Degrad- 
able agreement approach has been extended to the hybrid fault 
model [ I O ] .  This recent work shows that degradable agreement can 
effectively trade reliability with safety. 
VII. APPENDIX 
Algorithm BYZ (0,O) below achieves O/cr-degradable agreement, 
1 )  The sender sends its value to all the (-\- - 1) receivers. 
2) Each receiver broadcasts the value it received from the sender 
to (-V - 2 )  other receivers. As there are (:V - 1) receivers, 
each receiver now has (X - 1) values. 
3) Each receiver uses VOTE (S - 1 .  *Y - 1) of these (S - 1 )  
values. 
provided -1- 2 e/  + 1. 
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Wildcard Dimensions, Coding Theory and 
Fault-Tolerant Meshes and Hypercubes 
Jehoshua Bruck, Robert Cypher, and Ching-Tien Ho 
Absstract-Hypercubes, meshes and tori are well known interconnection 
networks for parallel computers. The sets of edges in those graphs can 
be partitioned to dimensions. It is well known that the hypercube can be 
extended by adding a wildcard dimension resulting in a folded hypercube 
that has better fault-tolerant and communication capabilities. First we 
prove that the folded hypercube is optimal in the sense that only a single 
wildcard dimension can be added to the hypercube. We then investigate 
the idea of adding wildcard dimensions to d-dimensional meshes and tori. 
Using techniques from error correcting codes we construct tl-dimensional 
meshes and tori with wildcard dimensions. Finally, we show how these 
constructions can be used to tolerate edge and node faults in mesh and 
torus networks. 
I. ~NTRODUCTION 
The mesh and the torus are two of the most important networks for 
parallel computers. A great deal of research has focused on the mesh 
and torus networks and several parallel computers have been built 
with 2- or 3-dimensional mesh or torus topologies. Examples include 
the MPP (of Goodyear Aerospace), the MP-I (sold by MASPAR), 
Victor (of IBM), Paragon (of Intel), T3D (of Cray:), and Parsytec. One 
of the most important issues in the design of a system which contains 
many components is the system’s performance in the presence of 
faults. Hence, it is of major practical importance to develop efficient 
techniques (in terms of the cost of the redundancy) to handle faults 
in mesh and torus architectures. 
Our approach is based on a graph model. In this model the 
architecture is viewed as a graph, where the nodes represent the 
processors and the edges represent communication links between the 
nodes. A target graph with 3 nodes is first selected. Next, the required 
amount of fault-tolerance, k ,  is determined. Then a fault-tolerant 
graph with S nodes is defined with the property that given any set 
of k or fewer faulty edges, the remaining graph (after removal of the i 
faulty edges) is guaranteed to contain the target graph as a subgraph. 
Note that this approach guarantees that any algorithm designed for the 
target graph will run with no slowdown in the presence of k or fewer 
edge faults in the fault-tolerant graph, regardless of their distribution. 
Minimizing the cost in this model amounts to constructing a fault- 
tolerant graph with minimum degree. 
While our focus is on tolerating edge faults, it is natural to also 
consider what happens when there are node faults [6].  Because our 
fault-tolerant constructions do not have redundant nodes, it is clear 
that the target graph will not be contained in the healthy portion 
of the fault-tolerant graph when it contains node faults. However, 
we will show that our constructions also have optimal connectivity 
properties, given their degree. More specifically, we will show that 
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if the number of node faults is less than the degree of the fault- 
tolerant graph, the healthy portion of the fault-tolerant graph remains 
connected. 
The key to our fault-tolerant mesh constructions is a technique 
for adding redundant edges using what we call wildcard dimensions. 
While it was known that it is possible to add a single wildcard 
dimension to a hypercube [I] ,  it was not known if more wildcard 
dimensions can be added to hypercubes, nor was it known if wildcard 
dimensions can be added to mesh and torus networks. In this brief 
contribution, we present the following results: I )  a proof that it is 
not possible to add more than a single wildcard dimension to a 
hypercube, 2)  a technique, based on error-correcting codes, for adding 
wildcard dimensions to mesh and torus networks, and 3) a proof that 
meshes and tori with wildcard dimensions can tolerate edge faults 
with no slowdown in performance and that they also have optimal 
connectivity properties. 
The brief contribution is organized as follows. In Section 11, we 
define the concept of a wildcard dimension and prove that only a 
single wildcard dimension can be added to the hypercube. In Section 
111, we show how tori networks can be represented using a new 
algebraic framework. We use this new framework to characterize 
ton with wildcard dimensions. In Section IV, we use techniques 
from error correcting codes to construct tori networks with wildcard 
dimensions. In Section V, we show how these constructions can be 
used to tolerate edge faults in mesh and tori networks. Finally, in 
Section VI, we prove that our constructions have optimal connectivity 
properties. 
11. WILDCARD DIMENSIONS IN HYPERCUBES 
Let Q d  denote the d-dimensional hypercube. It consists of N = 2d 
nodes, where node 0 5 i 5 :V - 1 is represented by the d bit binary 
representation of i .  Two nodes, say x = ( S , & - I s d - . L  . * . S O )  and 
Y = (yci.-l,gci-2.. . yo) ,  are connected by an edge iff there is a 
single j for which .rJ $ . y l ,  and this edge is called a dimension-j 
edge. Hence, the set of edges in the hypercube can be partitioned to 
d dimensions. 
In [ l i ]  it was suggested to add another set of edges to the 
hypercube, called the wildcard dimension, resulting in a folded 
hypercube network. (A related idea of adding an extra dimension was 
presented in the definition of the extra-stage cube network [ I ] . )  The 
folded hypercube topology was also defined independently in [8]. but 
with a different name (the bisectional interconnection network) and 
with a different addressing scheme for the nodes. A formal definition 
of the folded hypercube network is given next. 
Defnition I :  A d-dimensional folded hypercube, denoted by Fci, is 
a d-dimensional hypercube to which extra links are added connecting 
every pair of nodes that are bit-wise complements of each other. 
A wildcard edge in F d  is an edge that connects node ,-Y = 
(.r~-l.r~~-2....q~) andnode-r  = ( S , / - I S , j - 2  Fo). For example, 
in F4, the neighbors of node (0000) are (OOOl), (0010), ( O I O O ) ,  
(1000) and (1111). 
The structure of Qci and F,I can be described using a more general 
framework, see also [lo]. The idea is to assume that every node 
in a graph with 2d nodes is represented by a unique string of d 
bits. The edges are specified by a set of ofSsefs, denoted by S, 
of binary vectors of length d.  Any two nodes, say X and Y, are 
connected by an edge iff there exists a vector I.' E S such that 
S + 1' = I' where addition is vector addition performed over 
G F ( 2 ) .  We use the notation {O:. . ,n  - l}" to denote the set 
{i- I I '  = ( t ~ 1 . . . . . 1 1 ~ ~ )  where TI ,  E {0:..,rr - I}}. In general 
we have the following. 
{0 :... n - l}". The graph G(r1,d.S) is a graph with nd nodes 
Defnition 2: Let n and d be positive integers. Let S 
and edges specified by the set of vectors in S.  Namely, two nodes, 
say X and Y ,  are connected by an edge iff there exists a vector 
1' E S such that X + V = I.' or I' + 1,- = X where addition is 
performed modulo n. 
Dejnition 3: A dimension in the graph G(n,  d ,  S )  is the set of 
edges that corresponds to a vector in the set S. Namely, an edge 
(with endpoints X and 1') is in the dimension that corresponds to a 
vector V E S if either X + V = Y or Y + Ti = X where addition 
is performed modulo n.  
Now we define the concept of a wildcard dimension. 
Defnition 4: Let n and d be positive integers. Let S I  C 
(O;..,n - l}", SZ {O,...,n - l}d and S = 5'1 U S Z .  The 
vectors in the set Sz correspond to wildcard dimensions if for every 
set Ss C S with IS1 I vectors the graph G(n. d, S:3) is isomorphic 
to G(n.,d,Si) .  
We note here that in most of our results we assume that n is 
a prime. In this case, addition and multiplication over G F ( n )  are 
defined as addition and multiplication modulo TL. Some of our results 
are correct also for n which is a power of a prime. In this case, 
addition and multiplication over G F ( n )  can be defined modulo a 
preselected irreducible polynomial of degree t t  . 
Using this framework it is clear that Qd = G( 2, d ,  SI ) where, 
S I  = { 0 0 0 ~ ~ ~ 0 0 1 , 0 0 0 ~ ~ ~ 0 1 0 ; ~ ~ ,  1 0-..000),namely, theset of 
d vectors with Hamming weight one. (The Hamming weight of a 
vector is the number of nonzero entries in a vector.) Also, the folded 
hypercube Fd = G( 2, d ,  SZ ) where SZ = SI U { 1 . . . 11 }, namely, 
the set SI augmented by the all-I vector. 
It was proven in [lo] that Q d  and F d  are related in a rather 
interesting way. Given an arbitrary set A, 1.41 = tl, where A C S.L. 
the graph G(2, d ,  A )  is isomorphic to Q d .  This property was used to 
obtain more efficient communication algorithms for Fci 191 as well as 
fault-tolerant constructions for cube-connected-cycles networks [4]. 
A natural question is whether it is possible to extend the hypercube 
by more than a single wildcard dimension. Namely, is i t  possible to 
find a set of offsets S, IS1 > d+  1, such that for an arbitrary A C S, 
with 1.41 = d ,  G(2 ,d ,A)  is isomorphic to Q d ?  In the following 
theorem we prove that the folded hypercube F d  is optimal in the 
sense that the hypercube can be extended only by a single wildcard 
dimension. 
Theorem 1: Let S be a set of vectors of length d such that for 
every A C S ,  where (AI = d, the graph G(2 ,d ,A)  is isomorphic 
to Q d .  Then 1.51 5 d + 1. 
Pro08 Assume, without loss of generality, that there exists a set 
S = { S ~ . S l ; - . , s d + l }  withthedesiredproperty,with 1.5'1 = d + 2 ,  
and prove that it leads to a contradiction. 
For every set A such that G(2,  d, A )  is isomorphic to dJd the set 
A has rank d. This follows from the fact that Q d  is a connected 
graph, hence, A spans the whole space (0, l}d. Namely, any set of d 
vectors in S also has rank d.  Hence, any two vectors in S are distinct 
and any vector in S can be specified as a linear combination of any 
other d vectors in S .  
In particular, s d  and &+I are distinct and both can be specified as 
linear combinations of the vectors {So, 5'1, . . . , Sd-. 1 }. Now, since 
they are distinct, one of the linear combinations consists of at most 
d-1 vectors. Assume, without loss of generality, that S,i = S,. 
Hence, the set {SO. Si,. . . , S ~ - . L >  s d }  has rank smaller than d which 
is a contradiction. 0 
In the foregoing theorem we have proven that for hypercubes 
one can add at most one wildcard dimension. Surprisingly, we will 
show that when n is a prime and tl  2 tl, it is possible to add 
n + 1 - d wildcard dimensions to a d-dimensional torus of the 
form n x n x . . . x 71. This result, which is based on ideas from 
error-correcting codes, is developed in the remaining sections. 
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111. WILDCARD DIMENSIONS IN TON 
In this section, we investigate the issue of wildcard dimensions 
in d-dimensional torus networks. In particular, we will characterize 
the sets of offsets that correspond to tori networks with wildcard 
dimensions. We denote a d-dimensional mesh and a d-dimensional 
torus of the form n x n x . . .  x T L  by A42 and T,", respectively. 
First, we will define these graphs using the framework described in 
Definition 2. 
Dejlnition 5: S d  is defined to be the set of d vectors of length 
d which have Hamming weight 1. The torus graph T," is defined 
to be isomorphic to G(n,  d ,  Sd). The mesh graph M," is defined 
to be a torus without wraparound edges. More formally, each node 
X in itfi is connected to all nodes of the form X f V, where 
V E S,l, (in this case, the addition is not performed modulo n) 
provided (S f If') E {0,1,. . . , n - l}'i. 
The set s d  in the foregoing definition is one possible choice of a set 
of offsets that represents a torus. The question is what other choices 
of S will result in a graph isomorphic to a torus. In the following 
theorem, we will give a necessary and sufficient condition on the set 
S such that G ( n ,  d .  S )  is isomorphic to the torus T,". Through the 
rest of this section, we will assume that the parameter n is prime. 
Theorem 2: Let d be a positive integer, let n be a prime number 
andlet S {O.l; . .?n - l } d .  The graph G(n .d ,S )  is isomorphic 
to the torus T," if and only if S is a set of d linearly independent 
vectors over GF(  n). 
Proofi Assume that G(n, d ,  S) is isomorphic to. T,". We first 
prove that the set S spans the space (0. l:.., n - l}d, Le., it 
contains d linearly independent vectors. This follows from the fact 
that the graph T t  is connected, namely, there is a path from the 
all-0 node to every other arbitrary node. This path corresponds to 
a linear combination of vectors in S.  Hence, the vectors in S span 
(0.1, . . I , I (  - l}". Now since the degree of T," is 2d the set S must 
be of size d for rL > 2. This completes the proof of the necessary part. 
Now we assume that S is a set of d linearly independent vectors 
over GF(n  ) and prove that G(7c. d, S) is isomorphic to T,". We prove 
it by showing that there is a 1-1 mapping between G(n,  d, S) and 
T," defined by a linear transformation, using S, that will be denoted 
by 9. Let S = {.so, gl,. . . , z<,-~}. Since S spans the whole space, 
every vector 2 E ( 0 , l . .  . . ~ n - l } d  can be uniquely written as 2 = 
computations are performed over GF( I C )  and for all 0 5 i 5 d - 1, 
b, E { O , l , . . . , n  - l}. The definition of the 1-1 mapping between 
nodes of G(n ,  d. S) and nodes of T i  depends on the above linear 
transformation d. In particular, a node b in T," corresponds to node 
d(b) in G( n. d,  S ) .  We now have to prove that this 1-1 mapping 
between the nodes results in a 1-1 mapping between the edges. Let 
(g ,b)  be an edge in T t .  There is a vector c E s d  (c has Hamming 
weight 1 )  such that either g + c = b or b + = g. Also notice that 
d(r) E -5'. Hence, ( O ( ( L ) , @ ( ~ ) )  is an edge in G ( n , d , S ) .  Note that 
0 
Example: Let S = { ( 1 , 2 ) , ( 1 , 4 ) }  then G ( 5 , 2 , S )  shown in 
Fig. l(a) is isomorphic to a 5 x 5 torus, because (1 ,2)  and (1 ,4)  are 
linearly independent over G F ( 5 ) .  Fig. I(b) shows the new labeling 
as a torus. 
It is clear that we can use Theorem 2 to add wildcard dimensions 
to tori. In particular, all that is required is a set of offsets S, where 
1st 2 d ,  such that every d vectors in S are linearly independent. 
Then, applying Theorem 2, it follows that the graph that consists of 
d arbitrary dimensions in G( n. d ,  S) is isomorphic to a torus. Thus, 
the key is having a construction defined as follows. 
Defenition 6: Let 72 be a prime number and d a positive integer. 
We define V (  n, d )  to be a set of vectors of length d over the finite 
def 
$ h ( b d - i , b d . - 2 . . . . . b O )  = b d - i S d - - l  $ b d - - 2 S d - - 2 + . . . $ b ~ % ,  where 
the mapping of the edges is also a 1-1 mapping. 
a b c d e  f 
f c d e  a b  
(a) 
a b c d e  f 
f c d e  a b  
(b) 
Fig. 1. (a)AnexampleofG(S,2,{(1,2). (1,4)}),onthe top.(b)Alabeling 
of the graph as a 5 x 5 torus, on the bottom. 
field GF(n) ,  that has the property that any d vectors in the set are 
linearly independent over GF( n) .  For convenience, we will represent 
V(n ,  d )  in a matrix form with the columns of the matrix being the 
vectors in V(n.d) .  
For example, 
) ( 1 4 4 1 0 1  
1 1 1 1 1 0  
V ( 5 , 3 ) =  1 2 3 4 0 0 . 
The graph G( 5 , 3 ,  I?( 5 . 3 ) )  is a three-dimensional torus with 3 
wildcard dimensions. In the next section we will present a general 
method for constructing V ( n ,  d ) ,  which is based on coding theory. 
IV. LINEARLY INDEPENDENT VECTORS OVER FINITE FIELDS 
Our method for constructing fault-tolerant tori is based on the 
existence of a set of vectors of length d over the finite field 
G F ( n ) ,  that has the property that any d vectors in the set are 
linearly independent over G F ( n ) .  We denote this set by I'(n,d). In 
particular, constructing a fault-tolerant d-dimensional torus is based 
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upon the construction of V(n ,  d ) .  In this section we will present a 
construction of V ( n ,  d )  of n+ 1 vectors of length d over GF(n) ,  for 
any n which is prime and for any d 5 n. Our construction follows 
from known constructions in error-correcting block codes. For more 
details on this subject refer to [12]. 
The main issue in the theory of error correcting codes is to 
construct a large set of vectors (code) with the property that the 
Hamming distance between any two vectors in the code is larger 
than a predefined parameter d' (the minimum distance). Linear block 
codes are codes that have the property that the set of codewords 
forms a vector space over GF(  n). These codes can be described by 
a matrix known as the parity check matrix. In particular, a code of 
leng? n' (the length of vector in the code) and dimension IC' (consists 
of 2 k  codewords) can be described by an (n' - IC' ) x n' parity check 
matrix H .  A vector V of length n' is in the code if and only if 
1;. HT = 0, where 0 denotes an all-0 vector of length (n' - k ' ) .  Let 
H be a parity check matrix of a linear code over G F ( n )  of length 
n' dimension k' and minimum distance d'. The following facts are 
known in coding theory. 
Fact I) The Singleton bound: n' - k' + 1 2 d' .  Codes for which 
n' - IC' + 1 = d' are called MDS (Maximum Distance 
Separable) codes. 
Fact 2) Any d' - 1 columns in H are linearly independent over 
G F ( n ) .  
The following theorem follows from the two previous facts. 
Theorem 3. The columns of the parity check matrix of an MDS 
code over G F ( n )  form a I ' (n,d) set withd = n'-IC' and n = n'-1. 
(Note that we let d = d' - 1, n = )I' - 1 and n' - k' = d in 
relating coding theory notation to the matrix 1 '( n,  d) . )  MDS codes 
that are based on codes known as extended Reed-Solomon codes are 
known for all G F ( n )  and rt'  = n + 1. This construction exists for 
arbitrary fields (even in the case where 11 is a power of a prime). 
Here we present one way to construct a parity check matrix of 
the form t f  x ( n  + 1) for a Reed-Solomon code by extending the 
Vandermonde matrix. 
Construction I :  
1 1 1 . ' .  1 
1 2 3 . ' .  
1 2  2 2  32 . . .  
. .  . . .  
1,/-2 y - 2  3"-2 . , , ( n  - 1)"* 0 0 
( n  - 1 y - I  0 1 l & i  2</-1 3"-l . , , 
Since I . (n ,d)  as defined above is a parity check matrix of an 
MDS code we get the following. 
CoroElary I :  Let n be a positive prime and let d be an integer 
with d 2 2.  Any d column vectors in I T (  n. d )  of Construction 1, are 
linearly independent over GF( 17 ) .  
l v ( v ,  d )  in Construction 1 has 11 + 1 vectors. We note that finding 
the longest MDS code for a given n is a well known open problem 
and a well known conjecture is that n + 3 is an upper bound. 
As an example for d = 2 and an arbitrary prime number n,  
As another example consider n = 7 and d = 3, we get 
) ( 1 4 2 2 4 1 0 1  
1 1 1 1 1 1 1 0  
V ( 7 , 3 ) =  1 2 3 3 5 6 0 0 . 
Any 3 vectors in V(7 ,3)  are linearly independent over GF(7) .  
F'(7,3) can be used to obtain a construction of a 7 x 7 x 7 3- 
dimensional torus with 5 wildcard dimensions. 
We conclude this section with the following corollary. 
Corollary 2: Given the set of columns b'(7~, d )  in Construction 
1 ,  the graph G(n,d ,V(n .d) )  is a d-dimensional torus of form 
n x n x . . . x n with n + 1 - d wildcard dimensions. 
v. EDGE FAULT-TOLERANT MESHES AND TORI 
In this section, we will give constructions of edge-fault-tolerant d- 
dimensional meshes and tori. The constructions are based on V ( n ,  d )  
that was described in Construction 1 .  We first define more precisely 
the notion of edge fault tolerance. 
Definition 7: Let k be a nonnegative integer and let G = (17, E )  
be a graph. We say that the graph G' = (V, E ' )  is (k.G)-edge- 
tolerant if the subgraph of G' induced by removing any k edges 
from G' contains G as a subgraph. 
Note that both G and G' have the same node set. Next, we present 
a simple technical lemma. 
Lemma I: Let d and s be positive integers with d < s. For any 
assignment of 2s - 2d + 1 balls to s buckets, there exist at least d 
buckets, each of which contains at most one ball. 
Pro08 Assume, for the sake of contradiction, that there are 
only d - 1 buckets with at most 1 ball in each. Then there are 
s - d + 1 buckets that have at least two balls. Namely. there are 
at least 2s - 2d + 2 balls, which contradicts the number of balls 
Note that 2s - 2d + 1 is the maximum number of balls one can 
distribute over s buckets to guarantee that there exist at least d buckets 
each with at most one ball in it. We use this lemma to utilize the 
wildcard dimensions as follows, 
Theorem4: Let d be an integer where (1 2 2 ,  let n be a 
prime number where it + 1 2 d, and let S E I r ( i t . d )  where 
d 5 1.51 5 n + 1. Let IS1 = s. Then the graph G ( t t , d , S )  is 
( s  - d. T:)-edge-tolerant and (2s  - %d + 1, M;)-edge-tolerant. 
Proofi By Corollary 2 there are s - d wildcard dimensions, 
which implies that there are s (wildcard and standard) dimensions. 
Thus, if there are at most s - d edge faults, at least d dimensions con- 
tain no faulty edges. These (1 nonfaulty dimensions form the torus T,". 
For the case where the target graph is ill:, consider the distribution 
of 2s - 2d+ 1 edge faults over the s dimensions. According to Lemma 
1, there must exist d dimensions which contain at most one faulty 
edge each. The graph defined by these d dimensions i s  a torus T:1' 
which contains at most 1 faulty edge in each dimension. The healthy 
edges in this graph contain the mesh M,", because it is possible to 
rotate each dimension, independently, so as to place the single faulty 
edge in that dimension (if it exists) in the position of a wraparound 
edge in the torus, which is not required in the mesh. The proof for 
that is by induction on the number of dimensions and rotation is 
0 
Note that the fault-tolerant graph C:( n .  d. S )  has degree 2s,  where 
d 5 s 5 n + 1, and can tolerant 2 s  - 2d + I edge faults such that 
the remaining graph still contains M,': as a subgraph. 
given. 0 
performed on a single dimension at a time. 
It can be easily verified that any two column vectors in 17(n, 2 )  are 
linearly independent over G F ( n ) .  This set can be used to obtain a 
construction of an I I  x r t  2-dimensional torus with 11 - 1 wildcard Throughout this section, let 1 7 ( n . d )  be the d x ( n  + 1)  matrix 
dimensions. defined in Construction 1. In this section, we will show that the 
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connectivity of the graph G(n,  d, S) is the same as its degree, where 
S C T.’(n,d) and d 5 IS1 5 n. 
A. Preliminaries 
The vertex set of a graph Ur is denoted by Ir(W’). A graph u’ 
is vertex-transitive if for any two vertices u and v of W, there is 
an automorphism (T of W satisfying ( ~ ( u )  = u. The connectivity of 
a graph W, denoted conn(W),  is the smallest number j such that 
there exists some set of j vertices whose deletion results either in a 
disconnected subgraph or a single vertex. A graph W is regular if 
all vertices have the same degree. The degree of a regular graph W ,  
denoted d e g ( W ) ,  is the degree of any of its vertices. A graph W is 
optimally connected if it is regular and deg(  if’) = corm( W ) .  
A cutset in a graph 1%’ is a set of vertices whose deletion leaves a 
disconnected graph. Let W\C denote the subgraph remaining after 
the vertices of a cutset C have been deleted. Now let C be a minimum 
cutset of W, that is, IC1 = conn(W).  The connected components 
of U-\C are called parts of u’. All the parts of W of minimum 
cardinality are called atoms. (In other words, far each minimum cutset 
of W, the parts are listed and the lists are then combined. The atoms 
are all of the parts of the same minimum cardinality occurring in 
the combined list.) Let a ( W )  denote the cardinality of an atom of 
a vertex-transitive graph 11,‘. Two useful lemmas of [ 131 (See also 
[2]) are now stated. 
Lemma 2 [13]: Let Ur be a connected and vertex-transitive graph 
with c.onw(W) < d e g ( W ) .  Then IV(W)l = ca(W) for some integer 
Lemma 3 [13]: Let 1V be a connected and vertex-transitive graph 
with c o n n ( W )  < deg(L.t’). Then conn(W) = ca(6V) for some 
integer r 2 2. 
B. The Connectivity of Tori with Wildcard Dimensions 
We begin with a general theorem about the connectivity of vertex- 
transitive graphs. 
Theorem 5: Let G be a connected and vertex-transitive graph of 
!v nodes, where i’v = n:=l p : ‘ ,  p~ < p 2  < . . . < p k , p ; ’ s  are prime, 
T , ’ S  are positive integers, and deg(G)  < 2p1. Then G is optimally 
connected. 
Proot  Assume G is not optimally connected, i.e., conn(G)  < 
d e g ( G )  5 2 p l .  From Lemma 3, cor~n(G) 2 2a(G). Thus, u(G)  < 
p l ,  which implies n(G) = 1 because p l  is the smallest prime that 
divides A- and n ( G )  divides ;I7 (by Lemma 2). But, n(G) = 1 implies 
that G is optimally connected, which is a contradiction. 0 
Corolliiry 3: Let n be prime, let d be any positive integer with 
d 2 2, and let S c l ’ ( n , d )  with d 5 1.9 5 11. Then the graph 
G( J X :  d ,  S) is optimally connected. 
froqf  Clearly, G ( n ,  d. S) is connected (as 1.91 2 d )  and vertex- 
transitive and deg(  G( I t ,  d ,  S ) )  < 2n. Applying Theorem 5 completes 
Corollury4: Let G be a graph which is connected, vertex- 
transitive and has N vertices where Ai is prime. Then G is optimally 
connected. 
Note that the parameter n in Corollary 3 is a prime number. 
This restriction can be removed while still guaranteeing that the 
graph G( n .  (1, S )  is optimally connected. We now present this general 
theorem. The proof is omitted here and can be found in [ 5 ] .  
Theorem 6: Let d be any integer where d 2 2, let n be an integer 
where ri 2 3, and let S C V ( n . d )  where d 5 IS1 5 n.  Then the 
graph G( I t ,  d. S )  is optimally connected. 
We now give a few remarks. Note the restriction that IS1 5 71 in the 
previous theorem. This is because if IS1 = rt + 1, Le., S = T/’( n.  d ) ,  
the graph G( n .  d ,  S) may not be optimally connected. For instance, 
the graph G(n ,2 ,17 (n ,d ) )  where 1 )  2 4, has degree 212 + 2 and 
I‘ 2 2. 
the proof. 0 
Fig. 2 Three edge-disjoint spanning trees on a 5 x 5 torus with a wildcard 
dimension. 
connectivity 2 7 1 .  The latter can be shown by removing any two 
nonadjacent rows (of 2n nodes totally) to disconnect the graph, where 
rows are identified by the first element of the vectors in I,‘( n ,  d ) .  
Although we only give an existence proof for Theorem 6, we 
actually have a construction of 2s  node-disjoint paths between 
any two vertices in G ( n , 2 , S ) ,  where S is the first s vectors of 
V ( n , d )  and 2 5 s 5 n.  The basic idea is to define s parallel 
paths from the s “forward” neighbors of the source node to the 
s “backward” neighbors of the destination node, such that no two 
paths touch the same column. Then, another set of s parallel paths 
from s “backward” neighbors of the source node to the s “forward” 
neighbors of the destination node can be similarly defined. The 
construction has separate cases depending on whether s 5 [n/21 
and depending on the difference between the column indices of the 
source and destination nodes. 
We also have a construction of 2s (the maximum possible) edge- 
disjoint spanning trees in G ( n ,  2, s) for any S C IT( n .  d )  where 17 is 
prime. Note that there are known constructions of four edge-disjoint 
spanning trees on an 71 x T t  torus [3], [7]. Since any two vectors in 
S form the whole edge set of an n x n torus, one can construct four 
edge-disjoint spanning trees using only two vectors. When S contains 
an even number of vectors, four such edge-disjoint spanning trees 
are constructed for each pair of vectors. When 5’ contains an odd 
number of vectors, in addition to creating four trees for each pair of 
vectors, six trees are constructed for a set of three vectors. Without 
loss of generality, we can assume the three vectors are (0,1), (1,O) 
and (1:  1 )  since rt is prime. Fig. 2 gives an example of three edge- 
disjoint spanning trees on a 5 x 5 torus with a wildcard dimension 
using only ”forward” edges. The other three edge-disjoint spanning 
trees can be similarly derived using only “backward” edges. 
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Implementation of Four Common Functions 
on an LNS Co-Processor 
Debasish Das, Krishnendu Mukhopadhyaya, and Bhabani P. Sinha 
Aktruct-We propose a scheme for evaluating four commonly used 
functions namely, 1) inverse trigonometric functions, 2) trigonometric 
functions, 3) the exponential function, and 4) the logarithmic function 
with the help of a logarithmic number system (LNS) processor. A novel 
idea of series folding has been introduced for computing the above 
functions, expressed in the form of infinite series. We also show that with 
a suitable choice of the radix for the LNS we can evaluate exponential 
and logarithmic functions without using any extra hardware. 
Index Terms- Logarithmic number system, series folding, inverse 
trigonometric functions, arctangent function, trigonometric functions, 
exponential function, logarithmic function. 
I. INTRODUCTION 
Many real time applications in the areas of signal processing, 
process control, etc., require very fast evaluation of a large number 
of mathematical functions. Cpntemporary Arithmetic Logic Units 
(ALU) of a general purpose computer may often find it difficult 
to meet this requirement of massive real-time computations. One 
of the main reasons for not achieving such high rate of arithmetic 
computations is the relative inefficiency associated with floating-point 
operations. 
To overcome this difficulty, the idea of the Logarithmic Number 
System (LNS) for the representation and manipulation of numbers 
was proposed [ I ] .  LNS offers several advantages compared to the 
floating-point representation. A fast arithmetic unit was developed [2] 
for obtaining very high computational data rates. Such processors are 
very efficient in performing operations like multiplication, division, 
squaring and square-rooting, but slow for operations like addition 
and subtraction. Addition and subtraction operations in LNS need 
to perform a table look-up and this table is to be stored as part gf 
the LNS processor. A technique for reducing the size of the look-up 
tables has been proposed in [3]. 
One of the problems associated with the design of the LNS 
processor was the conversion of a number from the binary floating- 
point system to LNS and vice-versa. In the design given in [2], the 
authors proposed the use of the look-up tables to perform these 
operations. However, methods for generating the logarithm of a 
number using PLAs have evolved, as given in (41 and have solved this 
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problem too. To reduce the number of conversions from floating-point 
to LNS, it is reasonable to think about an LNS co-processor which can 
perform all the arithmetic operations performed by a commercially 
available numeric co-processor and with the same precision. The 
LNS co-processor as designed in [2] was of very limited application. 
The processor could perform only six basic arithmetic operations 1) 
addition, 2) subtraction, 3) multiplication, 4) division, 5) squaring, 
and 6) square-rooting. It is difficult for a co-processor bf such 
limited capability to satisfy the demanding needs of computing other 
mathematical functions involved in many real-time applications. 
In this brief contribution, we propose the idea of implementing 
four other general purpose functions in such a co-processor, by 
using suitable algorithms and a little amount of extra hardware. 
The four functions that we have chosen for implementation are very 
fundamental and frequently needed. They are 1) inverse trigonometric 
functions, 2) trigonometric functions, 3) the exponential function, and 
4) the logarithmic function. Each of these functions is first expressed 
as a power series and then evaluated by the LNS co-processor. In 
evaluating such infinite power series of a variable .c, the primary 
problem is that the number of terms which are to be evaluated and 
then summed up, depehds on the precision and the value of the 
argument x. If z is a small fraction close to zero, the number of 
terms to be summed up will be small; otherwise it will be large. The 
proposed technique is centered around developing an algorithm based 
on an idea of series folding, such that by suitably transforming the 
argument, we can compute the value of the function, by evaluating 
a small number of terms for a given precision. Since the number of 
multiplications/divisions to be performed in a power series evaluation 
soon ovemdes the number of additiondsubtractions, and also because 
the multiplicatioddivision dominated computations can be executed 
at a faster rate on an LNS co-processor, the proposed technique helps 
to compute these functions very quickly with a reasonable accuracy. 
In the final part of our work, we will show that a suitable choice 
of the radix r of the LNS, may eliminate the requirement of any 
extra computation other than table look-up for the exponential and 
logarithmic functions, again without affecting the precision. 
11. LOGARtTHMIC NUMBER SYSTEM AND ASSOCIATED ARITHMETIC 
In LNS, a number x is represented in signed magnitude form, i.e., 
as a pair (S, e) ,  where s = ( - l ) 5 ( r ) e ,  S being the sign bit ( which 
is either 0 or 1 according to the sign of x) and e being the signed 
exponent of the radix r. The exponent e is expressed in fixed point 
binary mode with say, I bits for the integer part and F bits for the 
fractional part and one bit for the sign of the exponent, Le., with a 
total of (I + F + 1 ) bits. If the radix is considered to be 2, then the 
smallest number that can be represented using the scheme is 2 - N ,  
where X = (2’ - 1) + (1 - 2-”) = (2’ - 2 - F ) .  The ratio between 
two consecutive numbers is equal to T ’ - ~ ,  and the corresponding 
precision F is roughly (111r)2-~. Typically, if I = 5, F = 26, and 
T = 2, we can have a precision of 26 bits in radix 2. However, 
for the purpose of comparison with the precision of floating-point 
representation, E will be assumed as 2-23(z  lop7). 
Arithmetic operations involving manipulation of the exponent part 
only can very easily be performed using such a representation. 
Assume that two numbers A and B are represented in the LNS format 
as the tuples ( S ( A ) , e ( A ) )  and ( S ( B ) . e ( D ) )  respectively where 
A = ( - l ) 5 ( A ) r e ( A )  and B = ( - l ) . ’ ( B ) ~ e ( B ) .  Now, if C = A * B,  
and C is represented in the LNS form as the pair (S(C).e(C)),  then 
e(C)  = ? ( A )  + e ( B )  and S ( C )  = S ( A )  -E S ( B ) .  For C = a B’  
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