Abstract. This paper deals with the use of wavelets in the framework of the Mortar method. We first review in an abstract framework the theory of the mortar method for non conforming domain decomposition, and point out some basic assumptions under which stability and convergence of such method can be proven. We study the application of the mortar method in the biorthogonal wavelet framework. In particular we define suitable multiplier spaces for imposing weak continuity. Unlike in the classical mortar method, such multiplier spaces are not a subset of the space of traces of interior functions, but rather of their duals.
In particular we consider here the mortar method [7, 8] which has been designed for such purpose. In the mortar method the interface of the decomposition is itself decomposed into "mortars" (which in this paper will be called "multiplier edges" or "sides"): each "mortar" is a whole edge of a given subdomain, and the "mortars" are disjoint from each other. Weak continuity is imposed by requiring that on each mortar the jump of the approximate solution is orthogonal to a suitable "multiplier space". Such method has nowadays been applied to a wide variety of real-life problems in both two and three dimensions [3, 4, 33] and it is well suited for parallel implementation [1] . We consider here the second version of such method [5] , in which strong continuity of the discrete functions at cross points is not required.
The aim of this paper is to introduce and analyze the application of such a method in the context of biorthogonal wavelet bases. We limit our analysis to the two dimensional case, and for simplicity we assume that all the subdomains are rectangular. For the sake of notational simplicity we chose to split the paper in two parts. In the first part we briefly review the theory of the mortar method. While doing that we underline the basic requirements on the discretization spaces needed in order to get stability and convergence. Moreover we point out the main differences between what happens in the framework of (for instance) finite elements and what will happen when dealing with wavelets.
In the second part we show that, for a suitable choice of the "multiplier space", wavelets fulfill such requirements. Due to the particular structure of the mortar method we are able to do that by concentrating on one subdomain and one "mortar". In particular we provide an error estimate, which, in the case of a geometrically conforming decomposition, is optimal.
The mortar method
Rather than introducing and analyzing the mortar wavelet method directly, for the sake of notational simplicity we prefer to review at first the theory of the Mortar method in an abstract framework. In doing that, we will point out some basic assumptions, which we will later check in the wavelet case. We follow essentially the guidelines of [7, 8] . Most of the proofs are the same in an abstract framework as they are in the finite element framework, and we will therefore omit them, or sometimes just briefly sketch them, for the sake of completeness.
On the other hand, when dealing with wavelets, one is naturally confronted with two new issues:
• the natural choice of the multiplier space on an edge is not necessarily a subset of the space of traces of the interior functions, as it is in the classical mortar method; we will see that, under suitable assumptions which are easily verified in the wavelet case, this does not yield any major modification in the results that can be obtained, with no substantial difference with respect to the "classical" mortar method (in this respect see also [36] ); • since interpolation on general non dyadic (even coarse) grids in the wavelet context is still an open problem, we are led to analyze the approximation error also in the case in which the existence of an approximation operator that is interpolating at cross-points is not verified; we will see that this leads (in the geometrically non conforming case) to a loss of a factor of the order of | log(h)| in the error estimate.
The geometry
Let Ω ⊂ R 2 be a polygonal domain. We will consider a decomposition of Ω as the union of L subdomains Ω ,
which, for the sake of simplicity we will assume to be rectangular. We set Throughout this section we will assume that the above decomposition is fixed. The constants in the bounds that we are going to prove will in general depend on the size of the subdomains, unless otherwise stated. We denote by γ (i) (i = 1, . . . , 4) the i-th side of the th subdomain:
For = 1, . . . , L let ν denote the outer unit normal to the subdomain Ω , and for u ∈ H 1 (Ω ), let ∂u /∂ν denote the outer normal derivative.
Remark 2.1. The decomposition is said to be geometrically conforming if each edge γ (i) coincides with Γ n (= ∂Ω ∩ ∂Ω n ) for some n. If the decomposition is not geometrically conforming, then each interior edge γ (i) will be in general split as the union of several segments Γ n :
where I (i) individuates the set of indices n for which the subdomain Ω n is adjacent to the edge γ (i) of the subdomain Ω :
We assume that the subdomains are regular in shape, and from now on we will make the following grading assumption (which is automatically fulfilled in the case of a geometrically conforming regular decomposition):
The constants appearing in the estimates of the following sections will in general depend on the bound ρ.
For defining the mortar method we start by choosing a splitting of the skeleton S as the disjoint union of a certain number of subdomain sides γ (i) , which we will call "multiplier sides" (in the usual terminology these are called "non mortars" or "slave sides"). More precisely, we choose an index set I ⊂ {1, . . . , L}×{1, . . . , 4} Figure 2 . Two possible choices of "multiplier sides". For the one on the left we have (using the indexing of Fig. 1 ) I = {(2, 3), (1, 2), (1, 3), (3, 2)} and I * = {(4, 1), (4, 4) , (3, 1) , (2, 4)} while for the one on the right I = {(1, 2), (3, 1), (3, 2) , (4, 1)}. Remark that in all cases the set {1, . . . , L}×{1, . . . , 4}\I ∪I * individuates the edges which belong to the external boundary ∂Ω.
Furthermore we will denote by I * ⊂ {1, · · · , L}×{1, · · · , 4} the index-set corresponding to "trace sides" ("mortars" or "master sides" in the usual terminology), which is defined in such a way that I * ∩ I = ∅ and
Corresponding to the splitting (7) we define a normal direction on the skeleton. More precisely for ( , i) ∈ I (γ (i) multiplier side) we set
Since
Moreover, we let [u] denote the jump of u along the skeleton S with the proper sign:
In order to simplify the notation in the following we will sometimes make use of a multi-index m = ( , i). We will for instance write γ m , m ∈ I (respectively m ∈ I * ) for
In the following, lettingΩ be either one of the domains Ω, Ω , ∂Ω , γ (i) and Γ n , we will denote by · s,Ω (resp. | · | s,Ω ) the norm (resp. seminorm) of the space H s (Ω). Moreover, we will also make use of the norm of the space H 1/2 00 (Ω), which we will simply denote by · H 1/2 00 (Ω) .
The continuous problem
For simplicity we will consider the following model problem. Given f ∈ L 2 (Ω), find u : Ω−→R such that
Given the splitting of the domain Ω introduced in the previous section, we will consider a non conforming domain decomposition method for the solution of such a problem. In order to do that let
where
otherwise. The space H 1/2 * (∂Ω ) will be endowed with the norm · 1/2,∂Ω , and we will denote by · −1/2, the norm of the corresponding dual space. Remark that in general · −1/2, = · −1/2,∂Ω .
Remark 2.2.
Remark that by definition the elements of both X and T (and in the sequel the elements of the discrete subspaces X δ and T δ ) satisfy an homogeneous boundary condition on ∂Ω.
On X we introduce the following broken norm and semi-norm:
In the following it will also be convenient to introduce the following norm on T :
Moreover, for λ ∈ L 2 (S) we will use the notation:
Let now a composite bilinear form a X : X×X−→R be defined as follows:
The bilinear form a X is clearly not coercive on X. In order to obtain a well posed problem we will then consider proper subspaces of X, consisting of functions satisfying a suitable weak continuity constraint. More precisely, for any subspace M of L 2 (S) let a constrained space X (M ) be defined as follows:
We will consider the following problem (depending on the choice of the "multiplier space" M ):
In the following we will consider multiplier spaces M satisfying the following assumption.
(BP):
There exists a constant C M > 0 such that the following broken Poincaré inequality holds for all u ∈ X (M ) :
The bound (19) is evidently equivalent to the coercivity of the bilinear form a X over X (M ). By simply observing that
one gets the following well known result (see for instance [7] ).
Theorem 2.4. LetM satisfy assumption (BP). Then for all M such thatM ⊂ M we have the following:
• the solution u M of problem P M exists and is unique;
• for u solution of (10) the following bound holds with constantC =C(M ):
Mortar discrete problem -Approximation spaces
For each let now V δ be a family of finite dimensional subspaces of H 1 (Ω ) ∩ C 0 (Ω ), depending on a parameter δ = δ > 0 and satisfying an homogeneous boundary condition on ∂Ω ∩ ∂Ω . Set
and, for each edge γ (i) of the subdomain Ω let
We set
For each m = ( , i) ∈ I let a finite dimensional multiplier space M m δ on γ m be given, also depending on the parameter δ:
We set:
The constrained approximation and trace spaces X δ and T δ are then defined as follows:
We can now introduce the following discrete problem:
The following result holds:
Then for all δ > 0, problem P δ admits a unique solution u δ which satisfies the following error estimate:
withC constant depending onM .
Stability
In order to apply the result of the previous sections, we need to choose the multiplier spaces M m δ in such a way thatM = ∩ δ M δ ∼ m∈I ∩ δ M m δ satisfies assumption (BP). We would like to recall that assumption (BP) is much less restrictive than it might seem at first sight. It is well known [7] that in the framework considered here, a sufficient condition for (BP) to hold is the following: for all m = ( , i) ∈ I (γ (i) multiplier side), for any
In fact, roughly speaking, any function for which | · | X = 0, does necessarily take a constant value on each subdomain, and, if it belongs to the constrained space X (M ), by (31) such constant values agree. Since the functions in X (M ) vanish at the boundary, the function is then identically zero. The validity of assumption (31) has been studied for several types of discretizations. Several sufficient conditions for it to hold are therefore known. We recall for instance the following result [6] which can be applied in our framework.
Proposition 2.7 (Sufficient condition I). If card{I (i) } ≤Ñ (card{I (i) } being the number of subdomains adjacent to γ (i) andÑ being the number of polynomials exactly reproduced inM m ), then (31) holds.
It is also easy to prove that the following condition holds.
Proposition 2.8 (Sufficient condition II). A sufficient condition forM m to satisfy (31) is that ∀n ∈ I
In fact, for g = c n on Γ n we have γm gβ n = Γ n gβ n = c n , and if g is orthogonal to all the functions inM m this implies c n = 0.
Remark 2.9. In the case of a geometrically conforming decomposition (for all m = ( , k), γ m = Γ n , for some n) the above condition is also necessary, which is in general not true in the case of geometrically non conforming decompositions (see for instance the case of the mortar element method in the framework of a spectral decomposition, in which case the elements of M m δ are polynomial functions).
Approximation error
In order to bound the right hand side of (30) we will make the following assumptions on the spaces considered:
and 
where h m is a discretization parameter acting as "mesh size" on γ m .
Remark 2.10.
It is well known [35] that for s < 1/2 the Sobolev space
s , the two resulting norms being equivalent. However, since the constants in the norm equivalence explode as s tends to 1/2, it is not difficult to realize that for (37) to hold uniformly in s,
In fact, such inverse inequalities are usually proven for s = 0 and then extended to s ∈ (0, 1/2) by space interpolation. If
Moreover we remark that, also by space interpolation, assumption (A1) implies that the projection operator π m verifies for all s, 0 < s < 1/2:
uniformly in s.
the following lemma holds:
. Using (37) and (39), for any ε, 0 < ε < 1/2 it holds:
where the last bound derives from (38). Choosing ε = 1 | log h| we get (40).
We can now define a linear operator π :
(∂Ω ) that we will need in the following: more precisely, for η = (η ) =1,... ,L , π(η) is defined on multiplier sides as π m applied to the jump of η, while it is set identically zero on trace sides and on the external boundary ∂Ω:
By observing that for all
we obtain the following corollary of Lemma 2.11.
Corollary 2.12. If assumptions (A1-A3) hold, then for any
We are then able to prove the following theorem.
Theorem 2.13. Let assumptions (A1-A3) hold. Then for any u ∈ H
1 0 (Ω) we have:
Proof. For each let w δ, be an arbitrary element of
.. ,L . Sincew δ does not necessarily satisfy the jump condition, it may not belong to X δ . We now define an element w δ ∈ X δ as follows:
where, by abuse of notation for η ∈ T 0 m (m = ( , i)) we indicate by R m (η) the element of X δ which coincides with R m (η) in Ω and which is identically zero on the other subdomains. We easily check that w δ belongs to X δ . In fact for η ∈ T 0 m we have,
and hence
We can now bound 
Since the w δ, are arbitrary, we get the thesis.
2 Corollary 2.14. Let the family V δ be given and let M δ be defined by (26) and X δ by (27) (23) , (25);
Then, for u solution of (10) and u δ solution of (29) the following error estimate holds:
Remark 2.15. We remark that assumptions (A1-A3) deal independently with each subdomain and also with the coupling between the discretization on a subdomain and the multiplier space M m δ defined on each one of its sides. In the construction of suitable discretization spaces, it will then be sufficient to study the properties of the discretization on one subdomain and the multiplier space induced on one of its sides.
Clearly, Theorem 2.13 yields only a sub-optimal error estimate, where, due to the constraint, a factor of the order | log h| is lost with respect to the optimal approximation rate. Nevertheless, if the solution is sufficiently regular, an optimal error estimate can be retrieved, provided that a suitable projector exists, verifying an interpolation property at cross points. More precisely the following theorem holds.
Theorem 2.16. For somes
δ being the "mesh-size" of the discretization in the subdomain Ω ; • for all A ∈ ∂Ω such that A is a vertex of Γ n for some n,
Remark 2.17. We point out that in the case of general discretizations, for m = ( , i) ∈ I (γ (i) multiplier side) the two mesh size parameters h m in the inverse inequality (37) (corresponding to the "finest mesh size" on γ m ) and δ in the direct inequality (48) (corresponding to the "coarsest mesh size" in Ω ) do not necessarily coincide.
, as in the proof of Theorem 2.13 we have .
We now observe that [
The conclusion follows by observing that
This last bound can be proven by space interpolation [35] . On one hand, we have Π δ, u − u ∈ Hs −1/2 0 (Γ n ) and
On the other hand
Since H (Γ n ), we obtain that 
is fulfilled with a stability constant α = α(h), decreasing as | log h| −1 . In fact, it is easy to see that Fortin's Lemma [13] can be applied by setting the Fortin projector equals to (Id − π). An alternative to such an approach is to work with suitable mesh dependent norms. Then, in the finite element framework, a discrete inf-sup condition can be proven to hold uniformly in h [12] . However, working with mesh dependent norms usually yields (when, as in the present framework it is not possible to work "triangle by triangle"), a dependence of the constant in the estimates obtained on the ratio between the coarser and the finer "mesh sizes" of each subdomain. This is due to the concurrent use of direct and inverse inequalities. In the case of a very non uniform discretization, as one would have in an adaptive wavelet scheme, such a ratio can be much larger than the logarithmic factor in the bound (44) and in the resulting error estimate. Therefore, though for the sake of simplicity we will concentrate, later on, on a uniform wavelet discretization, we chose here to use natural norms such as · −1/2,S . We remark that in the geometrically conforming case, if the solution is sufficiently regular, we still get an optimal error estimate (see Th. 2.16 and 3.21).
The mortar wavelet method
We now come to the problem of constructing mortar approximation spaces in a general wavelet context. In view of Remark 2.15 we focus here on one (rectangular) subdomain Ω which for simplicity we identify with the unit square. The approximation spaces on ]0, 1[ 2 will be obtained from tensor-product of one-dimensional spaces. Starting from a (now classical) multiresolution analysis on the interval (see for instance [2, 19] ), we construct a wavelet family (adapted to the "multiplier" sides) which will allow to define a suitable multiplier space verifying by construction the basic assumptions (A.1-A.3) needed to apply the abstract result of the previous section.
Multiresolution analyses on the interval and approximation properties

Scaling functions on the interval
The construction of multiresolution analyses and associated wavelet bases on the interval, which preserve the approximation properties of the wavelet bases on R has nowadays already been discussed in a number of papers (see [2, 19] for the first constructions, but also [18, 25, 30, 34] ). To be as general as possible, we will consider the case of biorthogonal wavelet bases, that includes the one of orthonormal bases. Let us point out which are the properties of such bases, which will be needed for the design and the analysis of the mortar wavelet method and which we will assume to be verified by the chosen basis. We recall that a wide class of bases exists, which satisfy by construction such assumptions.
We assume that we are given a couple of biorthogonal multi-resolution analyses (MRA) of L 2 (0, 1), that is a couple of increasing sequences of finite dimensional subspaces (
, whose respective union is dense in L 2 (0, 1). Without loss of generality, we can assume that dimV j = dimṼ j = 2 j + 2 (see [2, 21, 32] for example). The spaces V j andṼ j are respectively spanned by biorthogonal scaling function Riesz bases (ϕ j,k ) k=0,... ,2 j +1 and (φ j,k ) k=0,... ,2 j +1 , verifying:
We recall that by the definition of Riesz's basis, the two following norm equivalences hold uniformly in j:
and
The scaling function bases are usually constructed as a modification of the corresponding (compactly supported) scaling functions in L 2 (R) (see [27] ). In this process, one naturally distinguishes between edge (left and right) functions and interior functions: interior functions coincide with scaling functions on the line whose support is included into ]0, 1[ while edge function are linear combinations of scaling functions on the line (restricted to ]0, 1[), whose support overlaps the left (resp. right) edge. Consequently, for j ≥ j 0 , the scaling basis of V j is usually indexed as follows, with N a given integer:
• ϕ For notational simplicity, we will omit in the following the suffixes "left" and "right". We will then denote (ϕ j,k ) k=0,... ,2 j +1 and (φ j,k ) k=0,... ,2 j +1 the above bases. We recall that these functions have compact support and are scale invariant, i.e. ∀j ≥ j 0 , ∀x ∈ [0, 1], and ∀k = 0, . . . , N − 1 (resp. ∀k = 0, . . . ,Ñ − 1 for the second equality) on the left boundary it holds
while on the right boundary we have ∀k = 2 j − N + 2, . . . , 2 j + 1 (resp. ∀k = 2 j −Ñ + 2, . . . , 2 j + 1)
Moreover, the interior scaling functions coincide with the original scaling functions on the real line and ∀j ≥ j 0 , ∀k = N, . . . , 2 j − N + 1, and they take the form:
is the scaling function of the corresponding multiscale analysis for L 2 (R). An analogous relation holds for the dualsφ j,k . Finally we can also suppose, that all scaling functions of V j vanish at the edges 0 and 1, except one function at each edge. For example we will assume that only the functions ϕ j,0 and ϕ j,2 j +1 verify a non-vanishing boundary condition:
We will assume that the two MRA are respectively R-regular andR-regular, that is for all j, k in the range considered it holds ϕ j,k ∈ H R (0, 1) andφ j,k ∈ HR(0, 1), with R ≥ 1,R > 0. Following [19] , these scaling functions are constructed in such a way that they satisfy Strang-Fix conditions, that is they allow to reconstruct polynomials up to degree N − 1 in the space V j and up to degreeÑ − 1 in the spaceṼ j . More precisely, we will have for all j ≥ j 0 and for n = 0, . . . , N − 1
and for n = 0, . . . ,Ñ − 1
with a 
When designing the mortar wavelet method, the space V , and
, ∀n = 0,Ñ − 1 (59) admit solutions (α k ) k=0,Ñ −1 and (β k ) k=2 j −Ñ +2,2 j +1 satisfying α 0 = 0 and β 2 j +1 = 0. Then the family:
Moreover the spaceṼ * j defined by:
contains all polynomials of degreeÑ − 1.
Remark thatṼ * j does not verify homogeneous boundary conditions.
Proof. The biorthogonality between families (φ * j,k ) and (ϕ j,k ) is a trivial consequence of the biorthogonality between (φ j,k ) and (ϕ j,k ). By construction, the (φ j,k ) reproduce polynomials up to orderÑ − 1. Indeed, by equation (58) we have, ∀n = 0, . . . ,Ñ − 1:
where we applied the definition (60). Since the α k satisfy the following equation:
we have
Then each polynomial P of degreeÑ writes:
Using (60) again this yields
Since the β k satisfy the following equation:
Since clearly the set {2 j/2 2 j (1 − x) n , n = 0, . . . ,Ñ − 1} generates the set of polynomials of degrees less or equal thanÑ − 1, this yields the thesis. In general we will have to verify case by case that such an assumption holds. Remark that, thanks to the scale invariance property of the scaling functions, it will be enough to verify it once and for all for j = j 0 .
Projectors on MRA spaces and approximation properties
Let P j andP j be the biorthogonal projectors associated to V j andṼ j defined, as usual, for all η and λ in L 2 (0, 1) by:
where ·|· denotes the L 2 (0, 1) scalar product. It is well known that under the assumptions of the previous section, the following Jackson and Bernstein inequalities hold:
, we have:
while, for 0 ≤ r ≤ s ≤Ñ , r ≤R and for all λ ∈ H s (0, 1) it holds:
Moreover, a scaling argument yields the following inverse inequalities 
and for all r, s, 0 ≤ r ≤ s ≤R one has:
In the following it will also be useful to consider the biorthogonal projector on V 0 j induced by its dualṼ * j and its adjointπ j .
Moreover letπ j : L 2 (0, 1) →Ṽ * j be the adjoint of π j :
The natural environment for analyzing the projectors π j consists in the spaces with null zero-th order trace. More precisely, for s ≥ 1 we denote by H 
For all r ≤R, for all s, 0 ≤ r ≤ s ≤Ñ , for all λ ∈ H s (0, 1), we have:
Proof. It is not difficult to check that both π j andπ j are L 2 (0, 1) bounded projectors. Let us for example consider π j (η): using the definition of ϕ * j,k and the Riesz's basis property (54) it is not difficult to realize that
As far asπ j is concerned, we first observe that, by the definition ofφ * j,k and using the Riesz's basis property (54) it holds
where the coefficients c k and d k are given by (60): 
Moreover, for all η ∈ L 2 (0, 1) and for all λ ∈Ṽ * j ,
Wavelets
We can now introduce two couples of biorthogonal wavelet bases, which will both be needed for the analysis and/or for the implementation of the mortar wavelet method. On one hand we will need the complement spaces W j andW j defined as follows. Definition 3.8. The complement spaces W j and its dualW j are defined by:
Let us now introduce the complement space W
and its dual. To do this, we will use the biorthogonal projectorπ j defined in the previous section. 
Following [20] it is possible to construct wavelet bases for W j ,W j , W 0 j andW * j . We will then have biorthogonal wavelet Riesz bases
3.3. Mortar approximation spaces in the wavelet framework
2D multiresolution analyses
As usual in the unit ]0, 1[ 2 we will consider as approximation spaces a two-dimensional MRA V j defined by tensor products of one-dimensional MRA:
where the multi-index set K j is defined by
2 and where, using the notation (f ⊗ g)(x, y) = f (x)g(y) the functions Φ j,k are defined by
andΦ j,k =φ j,k1 ⊗φ j,k2 .
In the same way, V 0 j , the subspaces of V j verifying homogeneous boundary conditions and its dualṼ * j are, for
It is well known that the family (
. The two-dimensional biorthogonal projections on respectively V j and V 0 j will be denoted by P j and Π j and their adjoint byP j andΠ j . They are defined respectively as:
Two-dimensional wavelets are constructed (as usual) by tensor products of univariate bases. In particular, we will then have two couples of biorthogonal wavelet bases, which we will denote by {Ψ j,κ } κ∈Ij , {Ψ j,κ } κ∈Ij , and {Ψ
defined in such a way that:
where I j and I * j will denote suitable multi-index sets. The corresponding complement spaces will then be denoted by
Remark 3.13. There are several ways of building wavelet bases for the spaces W j ,W j , W 0 j andW * j . The basis which is classically used in the context of wavelet discretization is constructed starting from the observation that the space W j can be decomposed as
The functions in the basis take then the three forms
A second basis for W j can be obtained by further decomposing
m=j0 W m , which yields a decomposition for W j of the form
The basis functions take then the forms
The same alternative holds for the three other spacesW j , W 0 j andW * j . Depending on the choice made, the index sets I j and I * j will have different forms. In the first case, the multi-index κ will be a triplet κ = (k, k , ), where the "type parameter" = 1, 2, 3 distinguishes between the three forms ϕ j,k ⊗ ψ j,k , ψ j,k ⊗ ϕ j,k and ψ j,k ⊗ ψ j,k . In the second case, it will be a quadruplet (m, n, m , n ) with suitable restrictions on the values of m and m (max{m, m } = j and, using the convention ψ j0−1,k = ϕ j0,k , m, m ≥ j 0 − 1). We remark however that Theorem 3.15 in the following holds for both choices.
Again, Jackson and Bernstein inequalities and norm equivalences analogous to (67-73) and (84-85) are still valid in dimension 2. In particular, the following two theorems hold. 
For all r, s, 0 ≤ r ≤ s ≤ R, and for all u ∈ V j
Theorem 3.15. The following norm equivalences hold:
Trace and multiplier spaces
In order to use such spaces in the framework of the mortar method, for each edge of ]0, 1[ 2 we need to define a space suitably coupled with the space of traces of the functions in V j , as required in Section 2.5, to be used as multiplier space if the edge is chosen to be a multiplier edge.
Let then γ be any edge of ]0, 1[ 2 . Thanks to the tensor product structure of the space V j , the space T j (γ) of traces of functions of V j can be identified to the space spanned by the basis of scaling functions on the interval:
Then, the space T
00 (γ) of functions of T j (γ) vanishing at the extrema of γ verifies:
The choice of the multiplier space on the edge γ is the object of the following definition.
Definition 3.16.
If γ is a multiplier side a natural choice for the multiplier space M j (γ) on γ will be:
Remark 3.17. The multiplier space M j verifies M j ⊂T j , and not M j ⊂ T j as usual in the mortar methods, see [8] (we fall back in the classical mortar method framework, i.e.M j is a subspace of codimension 2 of T j , if orthonormal wavelets are considered). Such a choice has some advantage over a choice implying M j ⊂ T j . Such a space is in fact exactly the dual space of T 0 j . Thanks to the biorthogonality property of the two bases for the spaces M j and T 0 j , the matrix appearing in the linear system that has to be solved for computing the projector π j is diagonal. This also happens for spectral approximation, while for P1 finite elements, the corresponding linear system involves a tridiagonal matrix. We recall that the computation of the projector π j is needed for imposing the constraint in the numerical resolution of the linear system stemming from (29) , if one wants to avoid the explicit construction of a basis for X δ . 
Proof. Either one of the conditions (i) and (ii) is sufficient to ensure that assumption (BP) is satisfied with a constantC ultimately depending on the geometric decomposition of Ω in subdomains and on the particular wavelet space chosen. Since the approximation and multiplier spaces satisfy assumption (A.1-A.3), we can then apply Corollary 2.14, which, together with the Jackson type inequalities (91) and (74) yields (100).
Remark 3.20. In the case of a geometrically non conforming decomposition, condition (ii) might be quite restrictive, forcing the discretization to be very fine (2 −j( ) ≤ N −1 inf |Γ n |). It is opinion of the authors that such condition can in practice be relaxed by only asking 2 −j( ) ≤ inf |Γ n |.
In the geometrically conforming case we have instead the following (optimal) error estimate: 
Proof. The result follows from Corollary 2.18, provided it exits a projectorΠ j satisfying the assumptions of Theorem 2.16. Indeed, observing that for a geometrically conforming decomposition all cross points are vertices of all the subdomains to which they belong, the projectorΠ j : H s (]0, 1[ 2 ) → V j can be defined as: and so on). It is easily verified thatΠ j is indeed a projector and that it verifiesΠ j (u)(A i ) = u(A i ) for any vertex A i . Moreover it is not difficult to check that the Jackson inequality of the form (48) is valid fors = R andt = N , providedΠ j is bounded from H t (Ω ) to H s (Ω ). This is the case if 1 < t.
Some remarks on the implementation
It is well known that in the implementation of the mortar method, the multiplication by the stiffness matrix can be performed by applying subdomainwise the local stiffness matrix (which does not take into account the constraints), after multiplication by a "transfer matrix" which gives the values of the constrained degrees of freedom (the ones living on the interior of multiplier sides) in terms of the remaining (free) degrees of freedom. The transfer matrix is a discrete realization of the projector π (Sect. 2.5).
In the case that a geometrically conforming decomposition is considered and that all subdomains are discretized by wavelets, applying such projector (π j , see (71)) reduces to performing either a fast wavelet transform or an inverse fast wavelet transform depending on which of the two discretizations on the "trace" and on the "multiplier" side is finer.
In general, when a non geometrically conforming decomposition is considered and/or wavelets are coupled with some other method, in the case in which a multiplier side γ m is chosen in a subdomain discretized by wavelets, then, thanks to (71), applying the transfer matrix reduces to computing the scalar products of the functions on the corresponding "trace sides" with the scaling functionsφ * j,k , k = 1, . . . , 2 j . We refer to [16] for an analysis of the effect that using numerical quadrature in computing the projector π has on the method.
Furthermore, in the numerical resolution of the linear system arising from the wavelet mortar method it is possible to take advantage of the features of wavelet basis in order to design efficient preconditioners . This can be done for instance by using the good spectral properties of wavelets in an iterative substructuring approach [10] .
