Abstract. We propose and describe a hybrid GRASP with weight perturbations and adaptive path-relinking heuristic (HGP-PR) for the Steiner problem in graphs. In this multi-start approach, the greedy randomized construction phase of a GRASP is replaced by the combination of several construction heuristics with a weight perturbation strategy that combines intensification and diversification elements, as in a strategic oscillation approach. The improvement phase circularly explores two different local search strategies: the first uses a node-based neighborhood for local search, while the second uses a key-path-based neighborhood. An adaptive path-relinking technique is applied to a set of elite solutions as a post-optimization strategy. Computational experiments on a large set of benchmark problems of three different classes are reported. We first illustrate the effectiveness of preprocessing procedures for several classes of test problems. Next, we present computational results illustrating the contribution of each algorithmic feature to the robustness of the complete algorithm. Finally, we show that our algorithm outperforms other heuristics in the literature, obtaining consistently better or comparably good solutions for all classes of test problems.
1. Introduction. Let G = (V, E) be a connected undirected graph, where V is the set of nodes and E denotes the set of edges. Given a non-negative weight function w : E → IR + associated with its edges and a subset X ⊆ V of terminal nodes, the Steiner problem in graphs (SPG) consists in finding a minimum weighted connected subtree of G spanning all terminal nodes in X. The solution of SPG is a Steiner minimum tree. The non-terminal nodes that end up in the Steiner minimum tree are called Steiner nodes.
described by Verhoeven et al. [37] . Among some efficient approximate algorithms, we find implementations of metaheuristics such as genetic algorithms (Esbensen [12] and Kapsalis et al. [23] ), tabu search (Bastos and Ribeiro [1] , Duin and Voss [11] , Gendreau et al. [16] , Ribeiro and Souza [34] , and Xu et al. [42, 43] ), GRASP (Martins et al. [28, 29, 30] ), and simulated annealing (Dowsland [8] ).
GRASP is a metaheuristic for combinatorial optimization [14] , in which each iteration has two phases: construction and local search. The best solution over all iterations is returned as the result. In this paper, we describe a hybrid GRASP procedure for the Steiner problem in graphs, following the perturbation strategy proposed by Canuto et al. [3] for the prize-collecting Steiner tree problem and integrating other elements from different metaheuristics. In this multi-start approach, the construction phase of a GRASP is replaced by the combination of several construction heuristics with a weight perturbation strategy. A strategic oscillation scheme combining intensification and diversification elements is used for the perturbation of the original weights. The improvement phase circularly explores two different local search strategies: the first uses a node-based neighborhood for local search, while the second uses a key-path-based neighborhood. An adaptive path-relinking technique is applied to a set of elite solutions as an intensification strategy.
In the next section, we present the basic structure of the hybrid GRASP procedure based on weight perturbations. Section 3 describes the weight perturbation strategy. In Section 4 we describe the heuristics used in the construction phase and their combination. The local search procedure based on the cyclic investigation of node-based and key-path-based neighborhoods is described in Section 5. The hybrid path-relinking procedure and the construction of the pool of elite solutions are described in Section 6. Test problems and preprocessing results illustrating the effectiveness of reduction procedures are introduced in Section 7. Computational experiments on a large number of benchmark problems with different characteristics are reported in Section 8. We give computational evidence that each algorithmic feature contributes independently to improve solution quality. Results illustrating the effectiveness and the robustness of the new algorithm are also discussed. Concluding remarks and comparisons with other literature algorithms are made in Section 9.
2. Hybrid GRASP with perturbations. We apply the basic structure and the main concepts of a GRASP (greedy randomized adaptive search procedure) to devise a hybrid algorithm for the approximate solution of the Steiner problem in graphs. GRASP [13, 14] can be seen as a metaheuristic which captures good features of pure greedy algorithms (fast local search convergence and good quality solutions) and also of random construction procedures (diversification to explore the solution space). Each iteration consists of a construction phase followed by a local search phase. Path-relinking is applied as a post-optimization intensification strategy.
In the construction phase, a feasible solution is built by a randomized greedy algorithm. The solutions generated by a GRASP construction are not likely to be locally optimal. Hence, it is almost always beneficial to apply local search as an attempt to improve each constructed solution. A local search algorithm works in an iterative fashion by successively replacing the current solution by a better one from its neighborhood. Success for a local search algorithm depends on the suitable choice of a neighborhood structure, efficient neighborhood search techniques, and the starting solution. The GRASP construction phase plays an important role with respect to this last point, since it produces good starting solutions leading the local search to fast convergence.
In the case of our hybrid GRASP with weight perturbations procedure, the construction phase is implemented using a number of greedy heuristics combined with weight perturbations randomly recomputed at each iteration. The idea of introducing some noise into the original weights is similar to that in the so-called "noising method" of Charon and Hudry [4] . It adds more flexibility into algorithm design and may be even more effective than the greedy randomized construction of the basic GRASP procedure, in some circumstances where the construction algorithms are not very sensitive to their randomization. This is indeed the case for the shortest-path heuristic of Takahashi and Matsuyama, described in Section 4 and used as one of the main building blocks of our construction phase. Figure 2 .1 illustrates the pseudocode of a generic hybrid GRASP implementation. The algorithm takes as an input parameter the maximum number of GRASP iterations. The customization of these generic steps into an approximate algorithm for the Steiner problem in graphs will be described in the following sections.
procedure Hybrid GRASP with perturbations(max iterations) 1
Read and preprocess the input data; 2 for k = 1, . . . , max iterations do 3
Apply a perturbation strategy to the original weights; 4
Construct a greedy solution using the weights after perturbation; 5
Apply local search to this solution using the original weights; 6 Update the pool of elite solutions; 7 end for; 8
Apply path-relinking to the pool of elite solutions; 9
Return the best solution found; end Hybrid GRASP with perturbations; 3. Weight perturbation strategy. The construction phase of our hybrid procedure relies on weight randomization to build different solutions at different iterations. Edge weights are randomly perturbated at each iteration and one of the construction heuristics described in the next section is applied to the original graph with the modified weights.
The methods used for weight randomization incorporate learning mechanisms associated with intensification and diversification strategies originally proposed for tabu search methods. Three distinct weight randomization methods (D, I, U ) are applied along the algorithm. At each GRASP iteration i, the modified weight w i e of each edge e ∈ E is randomly selected from a uniform distribution between w e and r i (e) · w e , where the coefficient r i (e) depends on the selected weight randomization method applied at iteration i. Let t i−1 (e) be the number of locally optimal solutions in which edge e ∈ E appeared, after i − 1 iterations of the hybrid GRASP procedure have been performed. Clearly, 0 ≤ t i−1 (e) ≤ i − 1. Table 3 .1 displays how the coefficients r i (e) are computed by each randomization method.
In method D, values of the coefficients r i (e) are larger for edges which appeared more frequently in previously found local optima. This scheme leads to a diversifica- 
tion strategy, since more frequently used edges are likely to be penalized with stronger augmentations. Contrarily, method I is an intensification strategy penalizing less frequent edges with larger coefficients r i (e). Finally, in the third randomization method U weights are penalized according to a uniform strategy, which is not affected by frequency information.
The original weights without any penalization are used in the first three iterations, once for each construction heuristic. The weight randomization methods are then cyclically applied, one at each of the remaining iterations, starting with method I, next D, then U , then I again, and so on. The alternance between diversifying (method D) and intensifying (method I) iterations characterizes a strategic oscillation approach [18] . Computational results illustrating the effectiveness of this strategy will be reported later in Section 8.1.
Construction phase.
At each iteration i of the hybrid GRASP procedure, one of the heuristics described below is randomly selected to build a new solution in the construction phase. As described in the previous section, the constructive heuristics make use of the modified edge weights w i e in all but the first three iterations, in which the original weights w e are used.
The first one is a fast implementation of the shortest-path heuristic (SPH) of Takahashi and Matsuyama [35] , using any randomly selected terminal node as the root of the initial tree. At any iteration, let H be the set of terminal nodes already spanned by the current tree and s ∈ X \ H be its closest non-spanned terminal node. Then, the algorithm appends to the current tree all nodes in the shortest path from s to it and inserts s into the set H of already spanned terminal nodes. The algorithm stops as soon as all terminal nodes have been spanned. Since the shortestpath heuristic performs exactly |X| − 1 iterations and Dijkstra's algorithm [6, 7] is applied at each iteration for the computation of shortest paths, the overall complexity of this procedure is O(|X||E| log |V |).
The second heuristic is based on Kruskal's algorithm for finding the minimum spanning tree of a graph. Initially, there are |X| connected components, each made up by a single terminal. In each iteration, we find the shortest path joining two connected components. The vertices in both components and those in this path are combined into a new, bigger component. The algorithm stops when a single component spanning all terminals is created. In each step, the algorithm must find the shortest path connecting two components. At the first iteration, this can be achieved by |X| − 1 executions of Dijkstra's algorithm, each one having a different terminal as source and stopping as soon as some other terminal is reached. These computations allow finding the closest terminal for every component. In each of the following |X| − 2 iterations, this piece of information can be updated with a single application of Dijkstra's algorithm, with the vertices of the newly created component as sources. Since there are O(|X|) executions of Dijkstra's algorithm and each one takes O(|E| log |V |) time, the total running time of the heuristic is O(|X||E| log |V |).
Finally, the third algorithm is a minimum-spanning-tree-based heuristic. First, a minimum spanning tree of the original graph G = (V, E) is computed. If all leaves are terminal nodes, then the algorithm returns the current tree. Otherwise, all degree one non-terminal nodes are removed from the tree and a new minimum spanning tree of the graph induced in G by the nodes remaining after pruning is computed. These steps are repeated until no further pruning of the current tree is possible. Since at most |V |−|X| iterations are necessary and each minimum spanning tree can be computed in time O(|E| · α(|E|, |V |)) using Kruskal's algorithm [26] with edges preordered at each GRASP iteration according to their perturbated weights, then the overall complexity of the complete algorithm is O(|V ||E|α(|E|, |V |)), where α(., .) is the inverse of the Ackerman function (see e.g. Cormen et al. [6] ). This strategy can be applied together with the two previous heuristics.
We note that other construction heuristics could be used together with or instead of those outlined above, with their application alternated at different iterations. The main outcome of the combination of different heuristics lies on the fact that they may generate structurally different solutions, driving the local search procedure to explore different regions of the solution space which otherwise would not be investigated. This leads to a more robust algorithm, since a single heuristic is not likely to be appropriate to all classes of instances. Multiple heuristics can be chosen so as to deal more efficiently with a wider variety of classes. Computational results reported later in Section 8.2 have shown that, in the specific case of our hybrid GRASP with perturbations algorithm for the Steiner problem in graphs, the above combination was able to ensure enough solution diversity and consistently led the procedure to find quite good solutions.
5. Local search. As proposed by Martins et al. [30] , two neighborhood definitions are combined to yield a more effective local search strategy: a node-based neighborhood and a key-path-based neighborhood. The local search procedure starts from the solution produced by the construction phase by applying one of the two local search algorithm described in Sections 5.1 and 5.2 below. Next, the other local search algorithm is applied to the locally optimal solution produced by the latter. These two local search algorithms are successively applied until one of them is not able to improve the solution previously produced by the other.
5.1. Node-based neighborhood. We can associate a feasible solution of SPG with each subset S ⊆ V \X of Steiner nodes such that the graph induced in G = (V, E) by S ∪ X is connected. Let S * be the set of Steiner nodes in the optimal solution of SPG. Then, the optimal solution T * to SPG is a minimum spanning tree of the graph induced in G by the node set S * ∪ X. Solutions of the Steiner problem SPG may be characterized by their associated sets of Steiner nodes and one of the corresponding minimum spanning trees. Accordingly, the search for the Steiner minimum tree T nodes which can be obtained either by adding to S a new non-terminal node, or by eliminating from S one of its Steiner nodes.
Each solution S has at most |V | − |X| feasible neighbors. Nodes are examined for either insertion or elimination in circular order. In the case of a node s / ∈ S candidate for insertion, we first check in time O(|V |) if it may lead to a feasible solution by investigating if there are at least two edges connecting s with the nodes currently in S. Next, we compute a minimum spanning tree T (S ∪ {s}) of the subgraph induced in G by (S ∪ {s}) ∪ X. There are O(|V |) candidate edges to appear in T (S ∪ {s}), which are those already in T (S) and those connecting s to the nodes in S ∪ X. If the edges of the graph and the edges adjacent to each node are stored in the ascending order of the original weights, then the new minimum spanning tree can be quickly found in time O(|V | · α(|V |, |V |)) using Kruskal's algorithm [6, 26] . In the case of a node s ∈ S candidate for elimination, we calculate in O(|E| · α(|E|, |V |)) time the minimum spanning tree T (S \ {s}) of the subgraph induced in G by (S \ {s}) ∪ X.
In both cases (insertion or elimination), all degree one non-terminal nodes of each neighbor are pruned. A feasible neighbor solution replaces the current one whenever its cost is not greater than that of the latter. The local search resumes from the next to be examined node. The procedure stops at a local optimum after a full pass of all nodes without improvement in the cost of the best solution. Since the current solution is replaced by the first improving neighbor, the order in which nodes are investigated may affect the solution found. So as to drive different applications of the local search to different solutions, at each iteration the nodes are investigated in a circular order defined by a different random permutation of their original indices.
Key-path-based neighborhood.
A key-node is a Steiner node with degree at least three. A key-path is a path in a Steiner tree T of which all (if any) intermediate nodes are Steiner nodes with degree two in T and whose extremities are either terminals or key-nodes. A Steiner tree has at most |X| − 2 key-nodes and 2|X| − 3 key-paths. A minimum Steiner tree consists of key-paths that are shortest paths between key-nodes or terminals. We use the key-path-based local search, proposed by Verhoeven et al. [37] .
Let T = {l 1 , l 2 , . . . , l K } be a Steiner tree, where each l i , i = 1, . . . , K, denotes a key-path. Also, let C i and C ′ i denote the two components that result from the removal of the key-path l i from T . The key-path-based neighborhood of the current tree T is defined as the set
and that N (T ) has at most 2|X| − 3 elements. We note that solutions only have neighbors with lower or equal cost. The replacement of a key-path in T can lead to the same Steiner tree if no shorter path exists. This implies that local minima have no neighbors and that the neighborhood is not connected.
As in the case of the node-based neighborhood, nodes are examined in circular order. Also, since the current solution is replaced by the first improving neighbor, the order in which the key-paths are investigated may affect the solution found. As before, to diversify the solutions found by local search, at each iteration the nodes are investigated in a circular order following a different random permutation of their original indices. We investigate all key-paths originating at each node, avoiding the investigation of paths already examined. Local search is performed by the compu-tation of the shortest path between the two subsets of nodes that remain after the removal of each key-path. The search always moves to improving neighbors and stops after a full pass of all nodes without improvement in the weight of the best solution. The criteria for determining wether a neighbor is "improving" or not are:
1. If the weight of the new neighbor is strictly smaller than that of the current solution (i.e., if the weight of the new shortest path is smaller than that of the candidate key-path for elimination), it replaces the latter. 2. In case both paths have the same weight, we replace the current solution by the new neighbor if the new shortest path has more terminals as extremities than the original key-path. The rationale for this criterion is that a key-path with more terminals as extremities leads to the reduction of the degree of at least one key-node and, eventually, to a reduction in the number of key-nodes by a contraction of two key-paths. This longer key-path will have a greater chance of being replaced at some future iteration. 3. Finally, in case both the original key-path and the new shortest path have the same weight and the same number of terminals as extremities, we keep the solution with the longest of the two paths in terms of the number of nodes. Longer key-paths are more likely to yield a reduction in solution weight at future iterations of the local search.
In case the two solutions are different, but equivalent with respect to these selection heuristics, we replace the current solution by the new neighbor. The above criteria are quite effective whenever there are multiple paths connecting the same pair of nodes, which happens very often in degenerated instances where many edges have the same weight. To make them still more effective, they are embedded in the shortest path algorithm itself. Whenever the algorithm has to choose between two paths with the same weight, it chooses the one connecting more terminal nodes or that with the largest number of nodes.
6. Path-relinking and elite solutions. Path-relinking generates new solutions by exploring trajectories that connect elite solutions [17, 19, 20] . Starting from one or more of these solutions, paths in the solution space leading towards other guiding elite solutions are generated and explored in the search for better solutions. This is accomplished by selecting moves that introduce attributes contained in the guiding solutions. Path-relinking may then be viewed as a strategy that seeks to incorporate attributes of high quality solutions (elite solutions), by favoring these attributes in the selected moves.
To implement post-optimization intensification strategies based on path-relinking for the Steiner problem in graphs, our hybrid GRASP procedure with weight perturbations maintains and handles a pool with a fixed number of at most p elite solutions identified along the search, whose construction is described below. Two alternative path-relinking strategies exploring this pool of elite solutions are described in Sections 6.2 and 6.3. An adaptive hybrid path-relinking strategy is presented in Section 6.4.
6.1. Pool construction. The pool of elite solutions is first initialized with p "null" solutions, whose cost is artificially made equal to infinity. Any solution obtained at the end of the local search will be considered as a new elite solution to replace the current worst in the pool if it is different from every other solution currently in the pool and strictly better than the worst one.
This original pool is said to constitute the first (or current) generation of elite solutions. The next (or new) generation pool is again initialized with null solutions. The solutions generated by the relinking schemes described in the next sections are progressively inserted into this next generation pool, whenever they satisfy the above criteria. If the best solution in the next generation pool improves the best one of the current generation, then path-relinking is applied again to the new generation; otherwise it stops.
6.2. Path-relinking by complementary moves. This strategy is similar to that already used by Bastos and Ribeiro [1] in their reactive tabu search algorithm for the Steiner problem in graphs. For each pair of elite solutions (initial and guiding) in the pool, we first compute their symmetric difference, i.e., the set of all nodes which are Steiner nodes in one of them, but not in the other. This set defines the moves (insertions and/or eliminations) which should be applied to the initial solution until the guiding solution is attained. Starting from the initial solution, we always perform the best (most decreasing or least increasing) remaining move still in this list, until the guiding solution is attained. The best solution found along this trajectory is a candidate for insertion in the next generation pool.
6.3. Path-relinking by weight penalization. In this strategy, path-relinking is applied to each pair of elite solutions by means of a random perturbation of edge weights, followed by the application of the shortest-path heuristic (using the modified weights) of Takahashi and Matsuyama described in Section 4. Once a solution has been constructed with the modified edge weights, the original weights are restored and the hybrid local search procedure described in Section 5 is applied to the previously constructed solution.
The weight perturbation function is devised so as to make the constructive heuristic find solutions preserving characteristics that are shared by both solutions in each pair. The weights of edges common to both solutions are kept unchanged. Weights of edges appearing in only one solution are multiplied by a strong penalty factor, randomly generated with a uniform distribution in the interval [50, 100]. Finally, weights of edges appearing in none of them are made artificially high (they are multiplied by 2000 in our implementation), in order to avoid their use by the construction procedure.
6.4. Adaptive hybrid path-relinking. The second path-relinking scheme by weight penalization is likely to be faster for sparser instances (i.e., those with too many non-terminal nodes), since the scheme by complementary moves would have to investigate too many candidate moves in such situations. This intuition was confirmed by computational results which are later reported and commented in Section 8.4. In terms of solution quality, both approaches lead to solutions of roughly the same quality.
To make the path-relinking procedure more effective and robust, independently of instance characterization, we propose the following hybrid adaptive procedure. In a first pass after the construction of the first generation pool, both schemes are applied to relink the best solution in the pool with every other elite solution also in the pool. If the pool contains p elite solutions, each scheme will perform p − 1 relink operations. The path-relinking scheme with the smallest average computation time is then applied to the remaining pairs of elite solutions in the pool (path-relinking by weight penalization is chosen whenever the average computation times are equal).
7. Test problems and preprocessing. The computational experiments reported in the next section were performed on three sets of test problems with quite different characteristics. Different preprocessing strategies were applied to each set. The hybrid GRASP with perturbations procedure described in the previous sections was applied exclusively to the instances not solved to optimality by the preprocessing procedures themselves.
OR-Library instances.
This set is made up by the 20 randomly generated instances from each of the series C, D, and E of problems available from the ORLibrary [2] , which are often used as benchmark instances for the Steiner problem. Integer edge weights were randomly generated in the interval [1, 10] . Problems in series C have |V | = 500 nodes, problems in series D have 1000 nodes, and those in series E have 2500 nodes. The number of edges in each series range from |E| = 1.25 × |V | to |E| = 25 × |V |, while the number of terminals ranges from |X| = 5 to |X| = |V |/2. Optimal solutions are known for all problems in this series.
These instances may be significantly reduced by preprocessing. We applied the classical tests from Duin and Volgenant [10] and a new test proposed by Uchoa et al. [36] . An outline of the preprocessing procedure follows. We first apply the Nearest Special Vertex (NSV) test [10] (also known as Terminal Distance test [24] , for the fixation of short edges at one), until no further reduction is possible. Next, we apply the Special Distance (SD) test [10] once for each edge (for the fixation of long edges at zero) and the simple Degree (D) test [10] (which is actually a group of tests consisting of the elimination of non-terminal nodes with degree one, fixation at one of edges adjacent to terminals with degree one, and collapse of edges adjacent to non-terminal nodes with degree two by a single edge). After that we exhaustively apply tests D, NSV, and SD, i.e., these tests are cyclically applied until no further reduction is possible. Finally, we apply tests D, NSV, and SD with Expansion (SDExp) [36] exhaustively.
VLSI instances.
We consider a set of 116 instances extracted from real VLSI layout problems by Koch and Martin [24] and available from the Steinlib repository (ftp://ftp.zib.de/pub/mp-testdata/steinlib). They are defined over grid graphs with holes. Instance sizes range from a few hundred vertices and edges, to larger problems with up to 36,711 vertices and 68,117 edges (alut2625), with the number of terminals varying from 10 to 2344. Koch and Martin [24] themselves found optimal solutions for 83 of these instances. More recently, Uchoa et al. [36] solved other 29 instances to optimality. Optimal solutions are still unknown for four instances (alue7065, alue7080, alut2610, and alue2625) in this class.
VLSI instances cannot be significantly reduced by the traditional Duin and Volgenant's tests [10] . Uchoa et al. [36] presented new reduction tests particularly suited to such instances, by enhancing the existing tests with the idea of expansion introduced by Winter [41] for the rectilinear Steiner tree problem. While the traditional tests only remove edges satisfying some fixed condition, the tests with expansion adopt an "on-line theorem proving" approach. They start by assuming that a certain edge e belongs to every optimal solution and use the traditional conditions to derive a chain of logical implications, demonstrating that certain edges do or do not belong to an optimal solution. If a contradiction is reached, the initial assumption is proved to be false, i.e., there exists an optimal solution that does not use edge e and the latter may then be removed. Since the resulting SD with Expansion (SDExp) and Bottleneck Degree 3 with Expansion (BD3Exp) tests may be computationally expensive, we used two restricted, but faster versions of each of them, by limiting the amount of "look ahead". We begin with the restricted versions of these tests to find the "easy" reductions, leaving the complete and expensive tests to be applied to the already reduced, smaller instances. The outline of our preprocessing procedure can be described as follows. We start with test D and the most restricted versions of tests SDExp and BD3Exp exhaustively applied. Next, we apply (also exhaustively) test D along with the less restricted versions of tests SDExp and BD3Exp. Next, we apply the NSV test. Finally, we exhaustively apply tests D, SDExp (complete), BD3Exp (complete), and NSV until no further reductions can be obtained.
Incidence instances.
The incidence problems were created by Duin and Voss [11] so as to make currently known reduction tests ineffective, which was confirmed in practice by Koch and Martin [24] . These instances are divided into four series, according to their number of vertices: 80 (series dv080), 160 (dv160), 320 (dv320), and 640 (dv640) vertices. Within each series, there are 20 different combinations of edge and terminal densities, each with 5 instances.
Reductions.
In general, preprocessing helps the heuristics to find improved solutions in smaller computation times, due to variable fixations and graph reductions. In some extreme cases, preprocessing may even find by itself the optimal solutions to some instances. The preprocessing procedures outlined in Sections 7.1 and 7.2, based on the reduction tests proposed by Duin and Volgenant [10] and Koch and Martin [24] , together with the enhanced tests described by Uchoa et al. [36] , have been coded in C++ and compiled with GCC using the full optimization -O3 flag. They have been applied only to the OR-Library and VLSI instances, since the incidence instances are almost insensitive to reduction tests.
Computational results obtained for the 60 OR-Library instances and the 116 VLSI instances on a 350 MHz AMD K6-2 with 128 MB of memory are presented in Tables A.1 to A.6. For each of these instances, we give the preprocessing time in seconds and the characteristics (number of nodes, edges, and terminals) of both the original graph and the one obtained after the reductions. The preprocessing procedures are quite effective, being able to strongly reduce the number of vertices and edges of the original graphs. They are even able to solve to optimality by themselves alone three OR-Library instances (c20, d20, e20) and 39 VLSI instances (see Tables A.4 to A.6).
In the next section, we report computational results obtained with the hybrid GRASP procedure described in Sections 2 to 6 for the instances not solved to optimality by preprocessing (57 reduced OR-Library instances, 77 reduced VLSI instances, and 400 original incidence instances).
Computational results.
The hybrid GRASP procedure with weight perturbations and adaptive path-relinking was also coded in C++ and compiled with GCC using the full optimization -O3 flag. In this section, we report computational results obtained with the hybrid GRASP procedure on a 350 MHz AMD K6-2 with 128 MB of memory for all incidence instances and for the OR-Library and VLSI instances not solved to optimality after preprocessing. Computation times reported in this section do not include preprocessing.
We investigate the behavior of several components of the hybrid GRASP procedure and compare the results obtained by this new algorithm with respect to other heuristics in the literature. We note that the computational study reported below in Sections 8.1 to 8.4 should be considered much more as an illustration of the robustness and of the effectiveness of different strategies described throughout this work, instead of as a parameter tuning experiment. Final results for all instances are discussed in detail in Section 8.5, where the issues of solution quality and algorithm robustness are also addressed.
8.1. Weight randomization strategies. In this section, we evaluate the effectiveness of the weight randomization strategy proposed in Section 3, showing that the combination of the three perturbation methods D, I, and U is quite robust and most often leads to better results than if they were otherwise used.
A total of 370 instances (57 OR-Library instances, 73 VLSI instances for which the optimal value is known, and 240 incidence instances with up to 320 nodes -the complete incidence instances have been discarded, since they are relatively easy but very time-consuming) are used in the computational study whose main results are reported in Table 8 .1. This table reports results obtained after 128 hybrid GRASP iterations, followed by the application of the adaptive path-relinking strategy described in Section 6.4. The three heuristics described in Section 4 are used in the construction phase, combined as described in Section 3.
Each instance was run five times, using five consecutive prime numbers starting at 270001 as seeds. We discarded all instances for which the seven weight perturbation methods led to the same final average solution over the five runs (52 OR-Library instances, 55 VLSI instances, and 135 incidence instances). We report three different statistics concerning the effectiveness of each combination of weight perturbation methods. The first result gives the average relative error obtained with the corresponding method over all these instances. For each run, the relative error observed with some perturbation method is computed with respect to the best average solution value among those found for this instance with the seven different perturbation methods compared. The second result is the score achieved by each perturbation method considering all instances. For a given instance, the score of a method M is defined as the number of methods that found better average solutions than M . In other words, if M found the best solution, its score is 0; if it found the second best, it is 1; and so on, until 6. In case of ties, all methods involved receive the same score, equal to the number of methods strictly better than all of them. To compute the overall score of each method, we simply sum the scores it obtained in every instance. Finally, the third result indicates the number of instances for which each perturbation method led to the best average solution value among those found by the seven combinations.
For each class of instances, results in bold face indicate the best perturbation method with respect to each evaluation criterion (relative average error, score, best average solution value). We note that even though combination IDU , proposed in Section 3, is not the one which led to the best results for each specific class of instances, it is most often the second best and quite close to the best one. In fact, this is the most robust combination, leading to the best overall results, as Table 8 .1 shows. This combination will be maintained in the remaining of this computational study.
Combination of construction heuristics.
We now evaluate the influence of the mix of heuristics used in the construction phase. Since Takahashi and Matsuyama's shortest-path heuristic (T ) is by far the fastest and leads to the best individual results among the three heuristics presented in Section 4, it appears in all tested combinations. These combinations also involve the multi-span (M ) and the Kruskal-based (K) heuristics. Once again, we notice that any other heuristics could be combined within the construction phase.
The same 370 instances considered in the previous section have been used in the computational study whose main results are reported in Table 8.2. This table reports results obtained after 128 hybrid GRASP iterations, followed by the application of the adaptive path-relinking strategy described in Section 6.4. The weight perturbation strategy adopted was IDU .
As before, each instance was ran five times and all instances for which the four tested combinations of construction heuristics led to the same final average solution over the five runs (52 OR-Library instances, 58 VLSI instances, and 147 incidence instances) have been discarded. The same statistics described in the previous section assess the effectiveness of each combination of construction methods. Again, results in bold face indicate the best combination of heuristics with respect to each evaluation criterion (relative average error, score, best average solution value), for each class of instances. The combination T M K using all three construction heuristics described in Section 4 is clearly the best for the OR-Library and the VLSI instances. Since it also led to some of the best results for the incidence instances, this combination will be selected and used in the sequel.
Effectiveness of the local search procedure.
We now investigate and compare the behavior of different local search strategies: (i) node-based local search (N ), (ii) path-based local search (P ), (iii) hybrid local search starting with the nodebased neighborhood (N P ), and (iv) hybrid local search starting with the path-based neighborhood (P N ). Unlike in previous sections, we have considered all instances in this test (57 from the OR-Library, 77 VLSI instances, and 400 incidence problems). Detailed computational results for each series of test problems are reported in Table 8 .3.
We report three different statistics concerning the effectiveness of each local search strategy, with respect to the initial solution obtained by the shortest-path heuristic of Takahashi and Matsuyama. Each of them corresponds to some possible evaluation criterion to compare the different strategies. We discarded all instances for which none of the local search strategies have been able to improve the initial solution (14 out of the 57 OR-Library instances, 25 out of the 77 VLSI instances, and 41 out of 400 incidence instances). The first result gives the average improvement obtained with the corresponding local search strategy over all instances. For each instance, the improvement observed with some local search strategy is computed with respect to the initial solution found by the shortest-path heuristic. The second result is a score achieved by each local search strategy, computed as described in Section 8.1. The third result indicates the number of times each local search strategy led to the best solution among those found by the four strategies. As before, results in bold face indicate the best strategy for each evaluation criterion (improvement, score, best solutions). Finally, we also give the average relative time of each local search strategy, with respect to the time taken by the pure node-based local search. To avoid the effect of small numbers, in this computation we discarded all instances for which the latter took less than 0.3 seconds. The path-based local search is consistently faster than that using the node-based neighborhood for both the VLSI and the OR-Library instances. The complexity of evaluating each neighbor within both neighborhoods is roughly the same. However, the number of neighbors is generally smaller in the case of the path-based neighborhood, in which each solution has at most min{|V | − 1, 2|X| − 3} neighbors, while each solution has |V | − |X| neighbors within the node-based neighborhood. The circular hybrid local search strategies are not too much slower than the others.
As a general rule, we may say that the larger is the graph density or the number of terminal nodes, the better should be the behavior of the node-based local search with respect to the path-based one in terms of solution quality. For very sparse instances, such as those arising from VLSI problems, the first approach is quite ineffective. In these cases, only very rarely a single node may be inserted or removed from the current solution without leading to an infeasible solution. The results in Table 8 .3 show that the path-based neighborhood was more effective for VLSI and OR-Library instances, while the node-based local search led to better results for the incidence instances.
The results in Table 8 .3 show that the circular hybrid local search strategies are much more effective, finding consistently better solutions than those using single node-based or path-based neighborhoods. Since they start by applying either a single node-based or a path-based local search, the solutions they find cannot indeed be worse than those obtained with the first neighborhood. Due to their effectiveness, we use the circular hybrid local search strategies combining the two neighborhoods in the experiments reported next. At each GRASP iteration, we randomly select between the two alternatives, starting from either the path-based or the node-based neighborhood.
8.4. Path-relinking strategies. We have described in Sections 6.2 and 6.3 two alternative path-relinking schemes, based respectively on complementary moves and on weight randomization. Sparse instances such as those arising from VLSI problems are often degenerated, in which case good quality (elite) solutions may be quite different and too many complementary moves may exist. In this case, pathrelinking based on complementary moves is likely to be very time consuming for such instances. This observation led to the hybrid adaptive path-relinking strategy described in Section 6.4.
Four different path-relinking strategies are investigated: (i) weight randomization (W R), (ii) one-way complementary moves starting from the best among each pair of elite solutions (CM 1), (iii) two-way complementary moves starting from each solution in each pair of elite solutions (CM 2), and (iv) hybrid adaptive path-relinking (HA). Detailed computational results for each series of test problems are reported in Table 8 .4.
We report in this table three different statistics concerning the effectiveness of each path-relinking strategy, with respect to the solution obtained after 128 iterations of the hybrid GRASP procedure. Starting from the same 370 instances considered in the experiments reported in Sections 8.1 and 8.2, we discarded all those for which none of the path-relinking strategies has been able to improve the solution found by the hybrid GRASP procedure (50 out of the 57 OR-Library instances, 60 out of the 73 VLSI instances, and 165 out of the 240 non-complete incidence instances with up to 320 nodes). The first result gives the average improvement obtained with the corresponding path-relinking strategy over all instances. For each instance, the improvement achieved by each path-relinking strategy is computed with respect to the solution found after 128 iterations of the hybrid GRASP procedure. The second result is a score achieved by each path-relinking strategy, computed as described in Section 8.1. The third result indicates the number of times each path-relinking strategy led to the best solution among those found by the four strategies. Once again, results in bold face indicate the best strategy for each evaluation criterion (improvement, score, best solutions). Finally, we also give the average relative time of each path-relinking strategy, with respect to the time taken by strategy CM 1. To avoid the effect of small numbers, in this computation we discarded all instances for which the latter took less than 0.5 seconds.
We first note that although the full application of the CM 2 two-way complementary moves strategy takes approximately twice as much time as that of CM 1, it led to solutions which are only marginally better than those obtained by the latter. It is also interesting to note that CM 1 systematically led to better solutions whenever it started from the best among the two elite solutions involved in the path-relinking operation. This is due to the fact that this strategy explores much more carefully the neighborhood of the initial solution than that of the guiding solution. Starting from the best of them, we give the algorithm a better chance to explore more carefully the neighborhood of the most promising solution. We also note that the complete application of CM 1 is generally faster, especially for incidence instances, than that of the W R weight randomization strategy. However, although CM 1 led to better solutions than W R in the case of the incidence instances, the latter found much better solutions for both the OR-Library and VLSI instances.
As described in Section 6.4, the adaptive path-relinking strategy is based on sampling a one-pass series of relinking operations involving the best elite solution and every other solution in the pool, using the schemes of both CM 1 and W R strategies. After this first pass, the algorithm proceeds by applying the full strategy associated with the scheme which led to the smallest processing time after the initial path. As both path-relinking strategies usually lead to similar-quality solutions, this adaptive scheme aims at selecting the fastest strategy among the two. However, Table 8 . 4 shows that usually the chosen strategy is also the one leading to the best solution. Table 8 .5 summarizes the choices made by the adaptive path-relinking strategy, along the five runs of each of the 370 instances involved in this experiment (for a total of 1850 runs in this table). In conclusion, we note that (i) the scheme which leads to the smallest processing times is most often also that which finds the best solutions after the application of the complete path-relinking strategy and that (ii) the adaptive pathrelinking strategy is quite efficient and systematically leads to improvements in the solutions found at the end of the 128 hybrid GRASP iterations. The computational results reported in Tables B.1 to B.10 and discussed in the forthcoming section are based on the use of this hybrid adaptive path-relinking strategy. Tables B.11 to B.14. For each instance, we first display its processing time in seconds after 128 hybrid GRASP iterations, together with the additional time associated exclusively with the hybrid adaptive path-relinking. Next, we give the value of the best solution found after one, two, four, eight, 16, 32, 64, and 128 iterations. Finally, we display an upper bound which corresponds to either the optimal value or the best known solution [24, 36] . Results in bold face indicate optimal solutions.
In particular, we note that the runs of the hybrid GRASP with perturbations and adaptive path-relinking algorithm whose results are reported in these tables found optimal solutions for most VLSI instances for which the optimal value is known, and strictly better solutions than those reported by Koch and Martin [24] for the four instances for which the optimum is unknown (alue7065, alue7080, alut2610, and alut2625). Tables B.1 to B.14, we display in Figure 8 .1 the average deviation of the current best solution at iterations 1, 2, 4, 8, 16, 32, 64, and 128 with respect to the best solution found after pathrelinking. Also, for all the above runs for which a provably optimal solution was found (57 OR-Library instances, 73 VLSI instances, and 66 incidence instances), we show in Figures 8.2 the increase in solution quality (percentual number of instances within some deviation with respect to the known optimal value) at the same iterations.
For each class of test problems and for all runs reported in
The results in Figures 8.1 and 8.2 show that solution quality steadly improves with the increase in the number of hybrid GRASP iterations. In approximately 90% of the cases, the first 16 iterations already led to quite good solutions within 0.5% of the optimal value. Although the remaining iterations have a smaller contribution in the improvement of solution quality, they are particularly important in the case of the most difficult instances. The effectiveness of path-relinking may be clearly seen in Figure 8 .1.
The two main parameters which have a strong influence in solution quality are the number of iterations (which affects the best solution found after the hybrid GRASP iterations) and the number of elite solutions kept in the pool (which affects the best solution found after path-relinking). Solution quality improves with the increase of any of them. To illustrate that the results obtained by the hybrid GRASP with perturbations and adaptive path-relinking could be further improved if more computation time were allowed, we display some additional computational results in Tables 8.6 and 8.7 for a restrained set of 15 selected instances among the hardest ones, for which an op- within 5% of optimum within 3% within 2% within 1% optima timal solution was not found in the previously reported runs. In Table 8 .6 we give the value of the best solution found without path-relinking (HGP) and the computation time (in seconds) when the number of hybrid GRASP iterations is doubled from 128 to 256. As expected, the computation times observed for 256 iterations are approximately twice those previously observed with only 128 iterations. Improved solutions were found for four out of the 15 selected instances (alut2610, taq0903, dv160-311, and dv640-041). However, we note that path-relinking by itself was able to find equivalent or even better solutions for the first three instances among the latter, in less total time than that used when the number of iterations was increased to 256 (see Table 8 .7). Once again, this result illustrates the effectiveness of path-relinking. Table 8 .7 depicts the results obtained when the size of the pool of elite solutions is increased from ten to 20, with the number of hybrid GRASP iterations fixed at 128. For each instance, we give the value of the best solution found after path-relinking (HGP-PR) and the computation time (in seconds) when the number of elite solutions stored in the pool is doubled from ten to 20. It is interesting to note that an increase in the size of the pool of elite solutions does not necessarily leads to a corresponding increase in computation time: in some cases it is even reduced, since the number of generations of elite solutions may be smaller. Moreover, improved solutions were found for ten instances out of the 15 selected ones when the pool size was increased from ten to 20. These results show that besides the robustness of the hybrid GRASP with perturbations and path-relinking algorithm, its effectiveness can even be further increased if more computation time is allowed.
9. Concluding remarks. In this work, we presented a hybrid GRASP with perturbations and adaptive path-relinking (HGP-PR) algorithm for the Steiner problem in graphs. The algorithm incorporates several features of different metaheuristics, such as memory-based construction procedures, strategic oscillation driven by weight perturbations, variable neighborhoods, evolutionary population methods, and path-relinking. We have given computational evidence that each of these features contributes independently to improve solution quality and, consequently, to the effectiveness of the whole algorithm.
The hybrid GRASP with perturbations algorithm outperformed other approximate algorithms and metaheuristics, obtaining better solutions than recent implementations of path and vertex exchange algorithms [11] , tabu search [1, 16, 34] , and GRASP [29, 30] . We briefly compare the results obtained by the hybrid GRASP with perturbations heuristic proposed in this paper, without (HGP) and with (HGP-PR) the adaptive path-relinking strategy. We consider the following other approximate algorithms from the literature: the reactive tabu search algorithm of Bastos and Ribeiro [1] , also without (RTS) and with (RTS-PR) path-relinking; the tabu search algorithms of Gendreau et al. [16] (F-tabu) and Ribeiro and Souza [34] (TS); and the procedure Svertex+reBuild from Duin and Voss [11] . Results from the latter are presented in two versions. The first version (SV1) corresponds to results extracted from Table II of [11] , which have been obtained through the exact computation of the minimum distance matrix. In the second version (SV2), we reproduce the results from Table III of [11] , using the approximate computation of the distance matrix. Computation times are quite smaller in the second case, due to the smaller complexity of the initialization steps. Processing times in the first case were obtained from [11] , summing up the times in column sec1 of Rebuild with those in column sec2 of Svertex+reBuild in Table III. Run statistics for the above algorithms are summarized in Tables 9.1 to 9.3 for all 60 OR-Library instances and for all incidence instances with up to 320 nodes. Overall results for the incidence instances dv640 and for the VLSI instances are omitted in this comparative study, since they have not been systematically addressed by other heuristics in the literature. The results reported for heuristics RTS and RTS-PR for the OR-Library instances are averages taken over ten runs for each instance. All other results reported here were obtained after only one run for each instance. The first two tables compare the algorithms in terms of solution quality. Table 9.1 displays the number of optimal solutions found by each algorithm, including those found by the preprocessing procedure, while Table 9 .2 displays the average relative errors (computed with respect to a lower bound for the instances for which an optimal solution is not known). Since one problem in each of the OR-Library series C, D, and E has been solved to optimality by the preprocessing procedure, the average relative errors observed by algorithms HGP and HGP-PR for these series were computed exclusively over the remaining 19 instances. The hybrid GRASP procedure HGP-PR performed remarkably well for the OR-Library instances (as well as for the VLSI instances), with better results than every other algorithm. In the case of the incidence instances, the hybrid GRASP procedure and the reactive tabu search algorithm found similar quality solutions. As mentioned before, the hybrid GRASP with perturbations and adaptive path-relinking algorithm found optimal solutions for most VLSI instances for which the optimal value is known, and strictly better solutions than those reported by Koch and Martin [24] for the four instances for which the optimum is unknown (alue7065, alue7080, alut2610, and alut2625). The substitution of the greedy randomized construction phase of a GRASP by a purely greedy construction using randomized weights had already led to sound computational results for the prize-collecting Steiner tree problem in [3] . The numerical results in this paper illustrate once again that the application of this idea to other problems should be pursued. We have also shown that the use of intelligent construction procedures can strongly improve memoryless approaches. We have extended one step further the ideas originally discussed by Glover and Fleurent [15] , proposing the combination of a variety of construction algorithms integrated within a strategic oscillation scheme driven by the weight perturbations. We have also shown that perturbations can be used to implement easily and effectively a wide variety of algorithmic features, such as randomized greedy heuristics; intensification, diversification, and strategic oscillation strategies; and path-relinking.
Finally, we note that path-relinking is a quite effective strategy to improve the solutions found by metaheuristics such as GRASP or tabu search. As already observed for the reactive tabu search algorithm in [1] , path-relinking improved the results obtained by the hybrid GRASP with perturbations in terms of both the number of optimal solutions found and the average deviation from the optimal value. The adaptive path-relinking scheme proposed in this work also played a major role in the robustness of the complete algorithm. We have also shown that besides the robustness of the HGP-PR algorithm, its effectiveness can be even further increased if more computation time is allowed. 
