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a b s t r a c t
This paper is concernedwith weighted least squares solutions to general coupled Sylvester
matrix equations. Gradient based iterative algorithms are proposed to solve this problem.
This type of iterative algorithm includes a wide class of iterative algorithms, and two
special cases of them are studied in detail in this paper. Necessary and sufficient conditions
guaranteeing the convergence of the proposed algorithms are presented. Sufficient
conditions that are easy to compute are also given. The optimal step sizes such that
the convergence rates of the algorithms, which are properly defined in this paper, are
maximized and established. Several special cases of the weighted least squares problem,
such as a least squares solution to the coupled Sylvester matrix equations problem,
solutions to the general coupled Sylvester matrix equations problem, and a weighted least
squares solution to the linear matrix equation problem are simultaneously solved. Several
numerical examples are given to illustrate the effectiveness of the proposed algorithms.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper, we use tr (A) , ρ (A) , λ (A) , AT, rank (A) , λmax (A) , σmax (A) and σmin (A) to denote the trace, the
spectral radius, the eigenvalue set, the transpose, the rank, the maximal eigenvalue, the maximal singular value and the
minimal singular value of matrix A, respectively. We then use cond (A) to denote the condition number of matrix A, i.e.,
cond (A) = σmax(A)
σmin(A)
. For a squarematrix A, the notation A > 0means that A is symmetric and positive definite. The notations
‖A‖F and ‖A‖2 refer to, respectively, the Frobenius norm and 2-norm ofmatrix A and 1m×n refers to amatrixwhose elements
are 1. For any positive integer N , we denoteN = {1, 2, . . . ,N}. The Kronecker product of twomatrices A and B are denoted
by A⊗ B. The stretching function vec (A) is defined as
vec (A) = [aT1 aT2 · · · aTm]T where A = [a1 a2 · · · am] ∈ Rn×m.
Let A, B and X be some matrices with appropriate dimensions, then we have the following well-known identity (see, for
instance, [14])
vec (AXB) = (BT ⊗ A) vec (X) . (1)
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Moreover, for arbitrary matrix X ∈ Rm×n, there holds
‖X‖F = ‖vec (X)‖F = ‖vec (X)‖2 . (2)
For two matrices A = [Ai,j] and B = [Bi,j] , i ∈ P , j ∈ Q where Ai,j, Bi,j ∈ Rri×cj , the Khatri–Rao product is defined as
A ∗ B = [Ai,j ⊗ Bi,j] , i ∈ P , j ∈ Q.
Coupled Sylvester matrix equations (see (5) given later) have wide applications in many areas. For example, in stability
analysis of control systems and robust control, we need to solve the coupled Sylvester matrix equations AX + YB = C
and DX + YE = F where A, B, C,D, E and F are known [10]. For stability analysis of discrete-time Markovian jump linear
systems [11], the following coupled Sylvester matrix equations
Ai
(
N∑
j=1
piijPj
)
ATi − Pi + Si = 0, i ∈ N , (3)
where Ai, Si > 0, i ∈ N are known matrices and pii,j ≥ 0, i, j ∈ N are known scalars, are required to be solved. Coupled
Sylvester matrix equations can be used to solve the projected generalized Lyapunov equations, encountered in asymptotic
stability analysis, controllability and observability properties of descriptor linear systems [9]. Coupled Sylvester matrix
equations have alsowide applications inmanyother fields of pure and appliedmathematics such as communication systems,
perturbation analysis and economics [11]. For more applications of coupled Sylvester matrix equations, see [2,17] and the
references therein. Due to their wide applications, searching for analytical and numerical solutions to them has been active
in the past few decades. For example, analytical solutions to a class of generalized Sylvester matrix equations are obtained,
by using the Smith normal form of certain polynomialmatrices in [4–6]. Iterative algorithms are proposed in [12,13] to solve
the coupled Sylvester matrix equations (3). The conjugated-gradient iterative method is adopted in [8] to find bisymmetric
solutions of the coupled Sylvester matrix equation A1X1B1 + A2X2B2 + · · · + AlXlBl = C , and it is proven that the desired
solutions can be obtained by the proposed algorithm in finite steps. A finite iterativemethod is also proposed in [25] to solve
a pair of coupled linear matrix equations (AXB, CXD) = (E, F) . By using the hierarchical identification principle, iterative
algorithms are proposed in [21–24] to solve general linear matrix equations and coupled Sylvester matrix equations. For
more references on this topic, see [3,7,18–20] and the references therein.
In some applications, coupled Sylvester matrix equations may not be consistent, so that solutions to them do not exist or
are not unique. In these cases, only least squares solutions can be obtained. Least squares solutions to linearmatrix equations
or coupled linear matrix equations, have also been well studied in the literature in the past few years. Conjugated-gradient
based iterative methods are developed in [26,27] respectively for solving the least squares symmetric solution of the linear
matrix equation AXB = C and the least-squares reflexive solution of the matrix equations A1XB1 = C1, A2XB2 = C2. The
LSQR method is used in [28] to solve the least squares problem of BXAT = F with some linear constraints. The problem of
vector least squares solutions for a class of coupled singular matrix equations, is considered in [2] where both analytical
results and numerical results are provided in some special cases. Especially, the weighted least squares iterative method is
used to obtain numerical solutions to the second-order coupled Sylvester matrix equations. For more results in this area,
see [2,29] and the references given there.
In this paper, we consider the weighted least squares solutions problem for general coupled Sylvester matrix equations.
By adopting the gradient search principle in optimization theory, we provide a general gradient based iterative algorithm
to solve this problem. The method used in this paper is quite different from those in all the references mentioned above.
Especially, we have provided necessary and sufficient condition to guarantee the convergence of the proposed algorithm.
Based on this necessary and sufficient condition, a sufficient but wieldy condition can be induced. In deriving some of the
results, we have discovered that a related result in the literature is in fact incorrect. Moreover, we have suggested a method
to choose the optimal step size in the algorithm, such that the proposed iteration converges fastest. We have also provided
several numerical examples to show the effectiveness of the proposed approach.
The remainder of this paper is organized as follows. The problem formulation and some preliminary results are given
in Section 2. The main results of this paper are shown in Section 3 which is divided into three parts for clarity. Numerical
examples are given in Section 4. Section 5 concludes the paper.
2. Problem formulation and preliminaries
2.1. Problem formulation and preliminary results
Let Xi ∈ Rni×mi , i ∈ P be a series of matrices, the matrix group X is defined as
X = (X1, X2, . . . , Xp) ∈ (Rn1×m1 × Rn2×m2 × · · · × Rnp×mp) .
For any X = (X1, X2, . . . , Xp) , Y = (Y1, Y2, . . . , Yp) and X, Y ∈ (Rn1×m1 × Rn2×m2 × · · · × Rnp×mp) , we give the following
notations
X± Y = (X1 ± Y1, X2 ± Y2, . . . , Xp ± Yp)
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‖X‖F =
√
‖X1‖2F + ‖X2‖2F + · · · +
∥∥Xp∥∥2F
X = Y⇔ X1 = Y1, X2 = Y2, . . . , Xp = Yp
vec (X) =
[
(vec (X1))T (vec (X2))T · · ·
(
vec
(
Xp
))T]T
.
Recall that the weighted matrix Frobenius norm (WMFN) of a matrix A ∈ Rm×n, with respect to two positive definite
matricesM ∈ Rm×m and N ∈ Rn×n, is given by [1,2]
‖A‖M,N =
∥∥∥M 12 AN− 12 ∥∥∥
F
.
The problem considered in this paper can then be stated as follows.
Problem 1 (Weighted Least Squares Solutions for Coupled Sylvester Matrix Equations). Let Ai,j ∈ Rri×nj , Bi,j ∈ Rmj×ci and
Ci ∈ Rri×ci , i ∈ Q, j ∈ P be some known matrices. Assume that Mi ∈ Rri×ri ,Ni ∈ Rci×ci , i ∈ Q, are given positive
definite matrices. Find the matrix group X= (X1, X2, . . . , Xp), such that J (X) defined as
J (X) =
√√√√√ q∑
i=1
∥∥∥∥∥ p∑
j=1
Ai,jXjBi,j − Ci
∥∥∥∥∥
2
Mi,Ni
, (4)
is minimized.
Problem 1 includes the following several problems as special cases.
Problem 2 (Least Squares Solutions for Coupled Sylvester Matrix Equations). Let Ai,j ∈ Rri×nj , Bi,j ∈ Rmj×ci and Ci ∈ Rri×ci , i ∈
Q, j ∈ P be some known matrices. Find the matrix group X= (X1, X2, . . . , Xp), such that F (X) defined as
F (X) =
√√√√ q∑
i=1
∥∥∥∥∥ p∑
j=1
Ai,jXjBi,j − Ci
∥∥∥∥∥
2
F
,
is minimized.
Problem 3 (Solutions for Coupled Sylvester Matrix Equations). Let Ai,j ∈ Rri×nj , Bi,j ∈ Rmj×ci and Ci ∈ Rri×ci , i ∈ Q, j ∈ P be
some knownmatrices. Find the unique solution X= (X1, X2, . . . , Xp) (if it exists), to the following coupled Sylvester matrix
equations
Ai,1X1Bi,1 + Ai,2X2Bi,2 + · · · + Ai,pXpBi,p = Ci, i ∈ Q. (5)
Problem 4 (Weighted Least Squares Problem [2]). Let A ∈ Rm×n be a constantmatrix, C ∈ Rm be a constant vector,M ∈ Rm×m
be a given positive definite matrix, and N ∈ R be a given positive scalar. Find the vector X ∈ Rn, such that
G (X) = ‖AX − C‖M,N ,
is minimized.
We note that if p = q, iterative algorithms are proposed in [21,24], to solve Problem 3 by using the hierarchical
identification principle. However, Problem 3 is a special case of Problem 1, which is the focus of this paper.
Let$ and ω be determined respectively by
$ =
p∑
j=1
mjnj, ω =
q∑
i=1
rici. (6)
We define two matrices Υ andΠ associated with the index function J (X) as
Υ =

BT1,1 ⊗ A1,1 BT1,2 ⊗ A1,2 · · · BT1,p ⊗ A1,p
BT2,1 ⊗ A2,1 BT2,2 ⊗ A2,2 · · · BT2,p ⊗ A2,p
...
...
. . .
...
BTq,1 ⊗ Ap,1 BTq,2 ⊗ Ap,2 · · · BTq,p ⊗ Aq,p
 ∈ Rω×$ , (7)
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and
Π =

N−11 ⊗M1 0 · · · 0
0 N−12 ⊗M2 · · · 0
...
...
. . .
...
0 0 · · · N−1q ⊗Mq
 ∈ Rω×ω, (8)
respectively. Clearly, if we denote A = [Ai,j] , B = [Bi,j] , i ∈ Q, j ∈ P and N = diag {Ni}qi=1 ,M = diag {Mi}qi=1 , then we
can write Υ = BT ∗ A andΠ = N ∗M. Denote C = (C1, C2, . . . , Cq) . Then we have the following proposition whose proof
is given in Appendix for clarity.
Proposition 1. Let the condition in Problem 1 be satisfied. Then the matrix group X = (X1, X2, . . . , Xp), minimizes J (X) if and
only if X satisfies
Υ TΠΥ x = Υ TΠc, (9)
where x = vec (X) and c = vec (C).
The following corollary can be immediately obtained according to Proposition 1.
Corollary 1. The following statements hold.
1. Solution to Problem 1 is unique if and only if Υ is of full column rank. In this case, the unique solution X∗ =(
X1,∗, X2,∗, . . . , Xp,∗
)
is given by
x∗ =
(
Υ TΠΥ
)−1
Υ TΠc, (10)
where x∗ = vec (X∗) and c = vec (C).
2. Solution to Problem 2 is unique if and only if Υ is of full column rank. In this case, the unique solution X∗ =(
X1,∗, X2,∗, . . . , Xp,∗
)
is given by x∗ =
(
Υ TΥ
)−1
Υ Tc, where x∗ = vec (X∗) and c = vec (C) .
3. Problem 3 has a unique solution if and only if Υ is nonsingular. In this case, the unique solution X∗ =
(
X1,∗, X2,∗, . . . , Xp,∗
)
,
is given by x∗ = Υ −1c, where x∗ = vec (X∗) and c = vec (C) .
4. Solution to Problem 4 is unique if and only if A is of full column rank. In this case, the unique solution X∗ is given by
X∗ =
(
ATMA
)−1
ATMC . (11)
2.2. Convergence rate analysis of general coupled iterations
In this subsection, we consider the convergence rate of a general coupled linear iteration
Yl (k) =
p∑
i=1
q∑
j=1
Al,i,jYi (k− 1)Bl,i,j + Cl, Yl (k) ∈ Rml×nl , l ∈ P , (12)
whereAl,i,j,Bl,i,j and Cl, i, l ∈ P , j ∈ Q are constant matrices with appropriate dimensions. Letting
Y (k) = (Y1 (k) , Y2 (k) , . . . , Yp (k)) , C = (C1,C2, . . . ,Cp) ,
and by means of the Kronecker product, the coupled linear iteration (12) can be written as the following vector form
vec (Y (k)) = Θvec (Y (k− 1))+ vec (C) , (13)
where
Θ =

q∑
j=1
(
BT1,1,j ⊗A1,1,j
) q∑
j=1
(
BT1,2,j ⊗ A1,2,j
) · · · q∑
j=1
(
BT1,p,j ⊗A1,p,j
)
q∑
j=1
(
BT2,1,j ⊗A2,1,j
) q∑
j=1
(
BT2,2,j ⊗ A2,2,j
) · · · q∑
j=1
(
BT2,p,j ⊗A2,p,j
)
...
...
. . .
...
q∑
j=1
(
BTp,1,j ⊗Ap,1,j
) q∑
j=1
(
BTp,2,j ⊗ Ap,2,j
) · · · q∑
j=1
(
BTp,p,j ⊗Ap,p,j
)

∈ RN×N , (14)
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withN =∑pi=1mini. It is well-known that iteration (13) converges for arbitrary initial condition if and only if ρ (Θ) < 1 [14,
15].Moreover, the smaller theρ (Θ) , the faster the iteration IN (13)will converge. For this reason, the number− log (ρ (Θ))
is usually used to denote the convergence rate of iteration (13) [14]. For clarity, we give the following definition for
convergence rate of the general coupled linear iteration in (12).
Definition 1. Assume that the coupled linear iteration in (12) converges to the unique matrix group Y∞ =(
Y1,∞, Y2,∞, . . . , Yp,∞
)
, for arbitrary initial condition Y (0) . The convergence rate for the coupled linear iteration (12) is
a scalar γ = − logβ with 0 < β < 1 such that
‖Y (k)− Y∞‖F ≤ χβk ‖Y (0)− Y∞‖F , k ≥ 0, (15)
and there exists at least one Y (0) 6= Y∞, such that ‘‘=’’ hold in (15) for arbitrary k. In (15), χ is a positive scalar independent
of k and β .
Our next result shows that − log (ρ (Θ)), can indeed be used to denote the convergence rate of the coupled linear
iteration in (12), in the sense of Definition 1 in a special case. The proof of this result is given in Appendix.
Proposition 2. Assume that Θ ∈ RN×N defined in (14) is a real symmetric matrix with ρ (Θ) < 1. Then the convergence rate of
the coupled linear iteration in (12)) in the sense of Definition 1 is − log (ρ (Θ)). Moreover, for arbitrary initial condition Y (0),
there holds
‖Y (k)− Y∞‖F ≤ ρk (Θ) ‖Y (0)− Y∞‖F . (16)
3. Main results
3.1. Basic iterative algorithms for solving Problem 1
Denote matrix group X = (X1, X2, . . . , Xp) and
Ji (X) = 12
∥∥∥∥∥M 12i
(
p∑
j=1
Ai,jXjBi,j − Ci
)
N
− 12
i
∥∥∥∥∥
2
F
, i ∈ Q. (17)
Then the index function J (X) can be written as
J2 (X) = 2
q∑
i=1
Ji (X) , Ĵ (X) .
Therefore, J (X) is minimized if and only if Ĵ (X), is minimized. The essential of our method is to use the gradient search
principle to find the optimal matrix group X∗, such that Ĵ (X) is minimized. This can be done because of the fact that the
gradient of the new index function Ĵ (X), is easy to compute. The result is given as followswhose proof is simple and omitted.
Lemma 1. Let J (X) be defined as (4). Then
∂ J2 (X)
∂Xl
= ∂̂ J (X)
∂Xl
= 2
q∑
i=1
ATi,lMi
(
p∑
j=1
Ai,jXjBi,j − Ci
)
N−1i B
T
i,l, l ∈ P . (18)
Consequently, the gradient based algorithm for solving Problem 1 can be constructed as follows:
Xl (k) = Xl (k− 1)− µLl
q∑
i=1
ATi,lMi
(
p∑
j=1
Ai,jXj (k− 1) Bi,j − Ci
)
N−1i B
T
i,lRl, l ∈ P , (19)
where µ is the step size to be specified later and Ll ∈ Rml×ml , Rl ∈ Rnl×nl , l ∈ P are some nonsingular constant matrices.
Denote
Φ =

RT1 ⊗ L1 0 · · · 0
0 RT2 ⊗ L2 · · · 0
...
...
. . .
...
0 0 · · · RTp ⊗ Lp
 ∈ R$×$ , (20)
where$ is defined as (6). We then have the following theorem regarding solution to Problem 1, by using the iteration in
(19).
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Theorem 1. Assume that Υ is of full column rank. Let X∗ =
(
X1,∗, X2,∗, . . . , Xp,∗
)
be the unique solution to Problem 1. Denote
X (k) = (X1 (k) , X2 (k) , . . . , Xp (k)) and
λ
(
ΦΥ TΠΥ
) = {α1 ± β1i, α2 ± β2i, . . . , αs ± βsi} , (21)
where βi, i ∈ S can be zero. Then there exists a µ such that the iteration in (19) converges to a constant matrix group
X∞ =
(
X1,∞, X2,∞, . . . , Xp,∞
)
for arbitrary initial condition X (0) = (X1 (0) , X2 (0) , . . . , Xp (0)) if and only if
αi > 0, ∀i ∈ S or αi < 0, ∀i ∈ S. (22)
Moreover, if (22) is satisfied, the iteration in (19) converges to a constant matrix group X∞ for arbitrary initial condition X (0), if
and only if
0 < µ <
2αi
α2i + β2i
, if αi > 0, i ∈ S
2αi
α2i + β2i
< µ < 0, if αi < 0, i ∈ S.
(23)
In addition, if (23) is satisfied and let limk→∞ X (k) = X∞, then X∗ = X∞.
Proof. Rewrite the iteration in (19) as follows
Xl (k) = Xl (k− 1)− µLl
p∑
j=1
q∑
i=1
(
ATi,lMiAi,jXj (k− 1) Bi,jN−1i BTi,l
)
Rl + µLl
q∑
i=1
ATi,lMiCiN
−1
i B
T
i,lRl, l ∈ P . (24)
By taking vec on both sides of (24), and using (1), we can get
vec (Xl (k)) = vec (Xl (k− 1))− µ
p∑
j=1
q∑
i=1
(
RTl Bi,lN
−1
i B
T
i,j ⊗ LlATi,lMiAi,j
)
vec
(
Xj (k− 1)
)
+µ
q∑
i=1
RTl Bi,lN
−1
i ⊗ LlATi,lMivec (Ci) , l ∈ P . (25)
Then using the notations X (k) , (7) and (8), Eq. (25) can be simplified as
vec (X (k)) = (I − µΨ ) vec (X (k− 1))+ µΓ vec (C) , (26)
where Ψ = [Ψl,j] , l, j ∈ P with
Ψl,j =
q∑
i=1
(
RTl Bi,lN
−1
i B
T
i,j ⊗ LlATi,lMiAi,j
)
= (RTl ⊗ Ll) q∑
i=1
(
Bi,l ⊗ ATi,l
) (
N−1i ⊗Mi
) (
BTi,j ⊗ Ai,j
)
,
and Γ = [Γl,i] , l ∈ P , i ∈ Q with
Γl,i =
q∑
i=1
RTl Bi,lN
−1
i ⊗ LlATi,lMi
= (RTl ⊗ Ll) q∑
i=1
(
Bi,l ⊗ ATi,l
) (
N−1i ⊗Mi
)
.
Therefore, by using (7) and (8) again, we have Ψ = ΦΥ TΠΥ and Γ = ΦΥ TΠ . Accordingly, we can write Eq. (26) as
vec (X (k)) = (I − µΦΥ TΠΥ ) vec (X (k− 1))+ µΦΥ TΠvec (C) . (27)
Hence, the iteration in (19) converges for arbitrary initial condition X (0), if and only if I − µΦΥ TΠΥ is Schur stable. In
view of (21), the eigenvalues of I −µΦΥ TΠΥ are 1−µ (αi ± βii) , i ∈ S. Thus I −µΦΥ TΠΥ is Schur stable if and only if
1 > |1− µ (αi ± βii)| , i ∈ S
⇔ (1− µαi)2 + µ2β2i < 1, i ∈ S
⇔ µ2 (α2i + β2i )− 2µαi < 0, i ∈ S. (28)
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Obviously, the inequality in (28) has a solution µ if and only if (22) holds. Moreover, if (22) holds, the solution to the
inequality in (28) is exactly (23).
Now taking the limit on both sides of (27), gives
vec (X∞) =
(
I − µΦΥ TΠΥ ) vec (X∞)+ µΦΥ TΠvec (C) ,
which, together with the nonsingularity ofΦ, implies
vec (X∞) =
(
ΦΥ TΠΥ
)−1
ΦΥ TΠvec (C)
= (Υ TΠΥ )−1 Υ TΠvec (C) .
Therefore, it follows from Corollary 1, that X∞ is the solution to Problem 1. This completes the proof. 
However, condition (22) is difficult to verify, and inequality (23) is hard to compute, as they require all the eigenvalues of
thematrixΦΥ TΠΥ , whose dimensions may be very large. If some special structure is imposed on thematrixΦ, the results
turn to be simple.
Proposition 3. Assume that the matrixΥ is of full column rank, andΦ is positive definite. Let X∗ =
(
X1,∗, X2,∗, . . . , Xp,∗
)
be the
unique solution to Problem 1. Denote X (k) = (X1 (k) , X2 (k) , . . . , Xp (k)). Then iteration (19), converges to the constant matrix
X∗, for arbitrary initial condition X (0) = (X1 (0) , X2 (0) , . . . , Xp (0)) if and only if
0 < µ <
2
λmax
(
ΦΥ TΠΥ
) = 2
σ 2max
(
Π
1
2ΥΦ
1
2
) . (29)
Proof. It follows from theproof of Theorem1, that the iteration in (19) converges to a constantmatrix groupX∞ for arbitrary
initial condition X (0), if and only if I − µΦΥ TΠΥ is Schur stable. Note that ifΦ is positive definite, we have
λ
(
ΦΥ TΠΥ
) = λ (Φ 12 (Φ 12Υ TΠΥΦ 12 )Φ− 12 )
= λ
((
Π
1
2ΥΦ
1
2
)T (
Π
1
2ΥΦ
1
2
))
=
{
σ 2i
(
Π
1
2ΥΦ
1
2
)}N
i=1
.
That is to say, the eigenvalues ofΦΥ TΠΥ are positive real numbers. Hence I − µΦΥ TΠΥ is Schur stable if and only if
max
1≤i≤$
{∣∣1− µλi (ΦΥ TΠΥ )∣∣} = max
1≤i≤$
{∣∣∣1− µσ 2i (Π 12ΥΦ 12 )∣∣∣} < 1,
which is equivalent to (29). At last, we have X∗ = X∞ in view of Theorem 1. 
Remark 1. It follows from Proposition 3, that ifΦ is positive definite, the algorithm in (19) is always guaranteed to converge
to X∗, provided the step size µ is sufficiently small. This is quite different from the case that Φ is not positive definite, in
which case the iteration in (19) converges conditionally.
We next use the idea in the proof of Theorem 1 to test a result proposed in [2]. In [2], the following second order coupled
Sylvester matrix equation
AX + YB = C, DX + YE = F , (30)
with A,D ∈ Rm×m, B, E ∈ Rn×n, C, F ∈ Rm×n being known matrices, is considered. The weighted least squares iteration
X (k) = X (k− 1)+ α [U1 U2] [∆1 (k− 1)∆2 (k− 1)
]
, (31)
Y (k) = Y (k− 1)+ α [∆1 (k− 1) ∆2 (k− 1) ] [V1V2
]
, (32)
where∆1 (k) = C − AX (k)− Y (k) B,∆2 (k) = F − DX (k)− Y (k) E and[
U1 U2
] = (GTMG)−1 GTM, G = [AD
]
, (33)[
V1
V2
]
= N−1HT (HN−1HT)−1 , H = [B E] , (34)
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with M ∈ R2m×2m and N ∈ R2n×2n some positive definite matrices, is used to obtain an iterative solution to the second-
order coupled Sylvester matrix equation (30), which is assumed to have a unique solution. The following result is given
in [2], which is based on the methods of [21], to guarantee the convergence of the iteration in (31) and (32).
Proposition 4 (Theorem 14 in [2]). If the coupled Sylvester matrix equation determined by (30) has a unique solutions X and
Y , then the weighted iterative solution X (k) , Y (k) given by the algorithms in (31) and (32) converges to X and Y for any finite
initial value X (0) and Y (0) if
α = 1
m+ n or α =
1
λmax
[
G
(
GTMG
)−1 GTM]+ λmax [N−1HT (HN−1HT)−1 HT] , (35)
where G and H are defined in (33) and (34).
Unfortunately, this result is incorrect. This fact can be seen from Example 1 given in Section 4. The correct one may be
stated as follows.
Proposition 5. If the coupled Sylvester matrix equation determined by (30) has a unique solution X∗ and Y∗, then there exists a
scalar α such that the weighted iterative solution X (k) , Y (k) given by the algorithms in (31) and (32) converges to X∗ and Y∗ for
any finite initial value X (0) and Y (0) if and only if the real parts of all the eigenvalues of the following matrix
W =
[
I ⊗ U1A+ I ⊗ U2D BT ⊗ U1 + ET ⊗ U2
V T1 ⊗ A+ V T2 ⊗ D V T1 BT ⊗ I + V T2 ET ⊗ I
]
, (36)
have the same sign and the matrix[
I ⊗ U1 I ⊗ U2
V T1 ⊗ I V T2 ⊗ I
]
, (37)
is nonsingular.
Proof. Taking vec on both sides of iteration (31) and (32) and using (1), gives[
vec (X (k))
vec (Y (k))
]
= (I − αW )
[
vec (X (k− 1))
vec (Y (k− 1))
]
+ α
[
I ⊗ U1 I ⊗ U2
V T1 ⊗ I V T2 ⊗ I
] [
vec (C)
vec (F)
]
.
Hence iteration (31) and (32) converges for arbitrary initial condition X (0) and Y (0) if and only if I − αW is Schur stable.
Similar to the proof of Theorem 1, I − αW is Schur stable for some α, if and only if the real parts of all the eigenvalues of
W have the same sign. On the other hand, if (31)-(32) converges, letting limk→∞ X (k) = X∗, limk→∞ Y (k) = Y∗ and taking
limit on both sides of (31) and (32) yields
W
[
vec (X∗)
vec (Y∗)
]
=
[
I ⊗ U1 I ⊗ U2
V T1 ⊗ I V T2 ⊗ I
] [
vec (C)
vec (F)
]
. (38)
We note thatW can be factorized as
W =
[
I ⊗ U1 I ⊗ U2
V T1 ⊗ I V T2 ⊗ I
] [
I ⊗ A BT ⊗ I
I ⊗ D ET ⊗ I
]
. (39)
Since the matrix in (37) is nonsingular, it follows from (38) and (39) that[
vec (X∗)
vec (Y∗)
]
=
[
I ⊗ A BT ⊗ I
I ⊗ D ET ⊗ I
]−1 [
vec (C)
vec (F)
]
,
which completes the proof. 
Proposition 5 suffers the problem that it is difficult to chooseM andN , such that the eigenvalues ofW satisfy the proposed
conditions, and thematrix in (37) is nonsingular. Hence, we conclude that the iteration in (31) and (32), is in fact not suitable
to use in practice. In the next subsection, we will provide a modified version of the iteration in (31) and (32), and whose
convergence is guaranteed.
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3.2. Two special cases of the proposed iterative algorithm
In this subsection, we consider two special cases of the iteration in (19). The first special case is obtained by choosing
Ll = Iml×ml and Rl = Inl×nl , l ∈ P in iteration (19). Then it becomes
Xl (k) = Xl (k− 1)− µ
q∑
i=1
ATi,lMi
(
p∑
j=1
Ai,jXj (k− 1) Bi,j − Ci
)
N−1i B
T
i,l, l ∈ P , (40)
where µ is the step size specified later. Different from the results given in [21], no special matrix product is required to
construct our algorithm. To present our main results, we need the following lemma whose proof is provided in Appendix.
Lemma 2. Assume that mi, i ∈ N are some given positive scalars. Denote mmax = max1≤i≤n {mi} and mmin = min1≤i≤n {mi} .
Then
min
0<u< 2mmax
max
1≤i≤n
{|1− umi|} = mmax −mminmmax +mmin . (41)
Moreover, the unique uopt such that (41) holds is uopt = 2/ (mmax +mmin) .
Corollary 2. Assume that Υ is of full column rank. Let X∗ =
(
X1,∗, X2,∗, . . . , Xp,∗
)
be the unique solution to Problem 1. Denote
X (k) = (X1 (k) , X2 (k) , . . . , Xp (k)) .
1. The iteration in (40) converges to a constant matrix group X∞ =
(
X1,∞, X2,∞, . . . , Xp,∞
)
for arbitrary initial condition
X (0) = (X1 (0) , X2 (0) , . . . , Xp (0)) if and only if
0 < µ < µmax ,
2
σ 2max
(
Π
1
2Υ
) . (42)
Moreover, if (42) is satisfied, then X∗ = X∞.
2. For arbitrary µ satisfying (42), the convergence rate of the iteration in (40) in the sense of Definition 1 is given by
γ = − log (ρ (I − µΥ TΠΥ )) .
Moreover, there holds
‖X (k)− X∗‖F ≤ ρk
(
I − µΥ TΠΥ ) ‖X (0)− X∗‖F . (43)
3. The convergence rate of the iteration in (19) is maximized when
µ = µopt = 2
σ 2max
(
Π
1
2Υ
)
+ σ 2min
(
Π
1
2Υ
) . (44)
In this case, the maximal convergence rate is given by
γmax = − log
 cond2
(
Π
1
2Υ
)
− 1
cond2
(
Π
1
2Υ
)
+ 1
 . (45)
Proof. (1) This is a consequence of Proposition 3, in view ofΦ = I .
(2) Notice that iterations (24) and (27) are, respectively, in the formof (12) and (13), withmatrixΘ = I−µΥ TΠΥ , which
is real symmetric. Then the convergence rate of the iteration in (40) in the sense of Definition 1 is− log (ρ (I − µΥ TΠΥ )),
by means of Proposition 2. As a result, the inequality in (43) follows directly from inequality (15).
(3) According to the above statement, the convergence rate of the iteration in (40) is maximized if and only if
− log (ρ (I − µΥ TΠΥ )) is maximized, or equivalently, ρ (I − µΥ TΠΥ ) is minimized. That is, to solve the following
minimization problem
min
0<µ<µmax
ρ
(
I − µΥ TΠΥ ) = min
0<µ<µmax
max
1≤i≤$
{∣∣1− µλi (Υ TΠΥ )∣∣} . (46)
We notice that (46) is in the form of (41). Therefore, according to Lemma 2, ρ
(
I − µΥ TΠΥ ), is minimized if µ is chosen as
(44). Moreover,
ρ
(
I − µoptΥ TΠΥ
) = σ 2max
(
Π
1
2Υ
)
− σ 2min
(
Π
1
2Υ
)
σ 2max
(
Π
1
2Υ
)
+ σ 2min
(
Π
1
2Υ
)
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=
cond2
(
Π
1
2Υ
)
− 1
cond2
(
Π
1
2Υ
)
+ 1
,
which implies (45). At last, we notice that µopt < µmax. This completes the proof. 
We clearly have the following two corollaries of Corollary 2. Especially, Corollary 4 can be regarded as a generalization
of a result given in [21].
Corollary 3. Assume that matrix Υ is nonsingular. Then Problem 3 has a unique solution X∗ =
(
X1,∗, X2,∗, . . . , Xp,∗
)
.
Denote X (k) = (X1 (k) , X2 (k) , . . . , Xp (k)) . Then iteration (40) converges to X∗ for arbitrary initial condition X (0) =(
X1 (0) , X2 (0) , . . . , Xp (0)
)
, if and only if µ satisfies (42). Furthermore, the convergence rate of iteration (40) is maximized
when µ = µopt. Moreover, for arbitrary initial condition X (0), the relation in (43) holds.
Corollary 4. Let A ∈ Rm×n, C ∈ Rm, 0 < M ∈ Rm×m and 0 < N ∈ R. Consider the following iteration
X (k) = X (k− 1)+ µATM (C − AX)N−1. (47)
If A is of full column rank, then limk→∞ X (k) = X∗ =
(
ATMA
)−1 ATMB which is the unique solution to Problem 4, for arbitrary
initial condition X (0) if and only if
0 < µ <
2
N−1σ 2max
(
M
1
2 A
) .
Moreover, the convergence rate of iteration (47) is maximized, if
µ = 2
N−1
(
σ 2max
(
M
1
2 A
)
+ σ 2min
(
M
1
2 A
)) .
The second special case of iteration (19) is obtained by choosing the matrices Ll ∈ Rml×ml and Rl ∈ Rnl×nl , l ∈ P as
Ll =
(
q∑
v=1
ATv,lM˜vAv,l
)−1
, Rl =
(
q∑
v=1
Bv,lN˜−1v B
T
v,l
)−1
,
where M˜v ∈ Rrv×rv and N˜v ∈ Rcv×cv , v ∈ Q are some given positive definite matrices. Accordingly, iteration (19) can be
written as follows
Xl (k) = Xl (k− 1)− µ
(
q∑
v=1
ATv,lM˜vAv,l
)−1 q∑
i=1
ATi,lMi∆i (k− 1)N−1i BTi,l
(
q∑
v=1
Bv,lN˜−1v B
T
v,l
)−1
, l ∈ P , (48)
where∆i (k− 1) is defined as
∆i (k− 1) =
p∑
j=1
Ai,jXj (k− 1) Bi,j − Ci, i ∈ Q.
Wenote that in this case, thematrixΦ defined as (20), is positive definite, and therefore Proposition 3 can be used to analyze
the convergence property of iteration (48).
The iterative algorithm for solving the second order coupled Sylvestermatrix equation (30) associatedwith iteration (48)
is given by
X (k) = X (k− 1)+ αL1
(
ATM1∆1 (k− 1)N−11 + DTM2∆2 (k− 1)N−12
)
R1 (49)
Y (k) = Y (k− 1)+ αL2
(
M1∆1 (k− 1)N−11 BT +M2∆2 (k− 1)N−12 ET
)
R2, (50)
where∆1 (k) = C − AX (k)− Y (k) B,∆2 (k) = F − DX (k)− Y (k) E and
L1 =
(
ATM˜1A+ DTM˜2D
)−1
, R1 =
(
N˜−11 + N˜−12
)−1
(51)
R2 =
(
BN˜−11 B
T + EN˜−12 ET
)−1
, L2 =
(
M˜1 + M˜2
)−1
, (52)
with M˜i and N˜i, i = 1, 2 some positive definite matrices. The following result follows from Proposition 3 directly.
B. Zhou et al. / Journal of Computational and Applied Mathematics 224 (2009) 759–776 769
Corollary 5. If the second-order coupled Sylvester matrix equation (30), has a unique solution X∗ and Y∗, then iteration (49) and
(50) converges to X∗ and Y∗ for any finite initial value X (0), and Y (0) if and only if
0 < α <
2
σ 2max (Ω)
, (53)
whereΩ is in the form of
Ω =

(
N
− 12
1 R
1
2
1
)
⊗
(
M
1
2
1 AL
1
2
1
) (
N
− 12
1 B
TR
1
2
2
)
⊗
(
M
1
2
1 L
1
2
2
)
(
N
− 12
2 R
1
2
1
)
⊗
(
M
1
2
2 DL
1
2
1
) (
N
− 12
2 E
TR
1
2
2
)
⊗
(
M
1
2
2 L
1
2
2
)
 ,
with Ri and Li, i = 1, 2 given by (51)- (52).
If we use iteration (48) to solve Problem 4, then we can get the following result which is exactly Lemma 13 in [2] that is
based on the results in [21].
Corollary 6. If A is a non-square m × n matrix and is of full column rank. Then the following weighted least squares iterative
algorithm
X (k) = X (k− 1)+ β (ATMA)−1 ATM (C − AX (k− 1)) , (54)
converges for arbitrary initial condition X (0), if and only if 0 < β < 2.Moreover, let limk→∞ X (k) = X∗, then X∗ is the unique
solution to Problem 4.
Proof. We note that iteration (54), is in the form of (48) with M˜ = M, and N˜ = N. Therefore, it follows from Proposition 3
that iteration (54) converges for arbitrary initial condition if and only if
0 < β <
2
λmax
(
ΦΥ TΠΥ
) , (55)
whereΠ = N−1M,Υ = A andΦ = N (ATMA)−1 . Therefore
λmax
(
ΦΥ TΠΥ
) = λmax (N (ATMA)−1 ATN−1MA) = 1. (56)
Substituting (56) into (55) gives 0 < β < 2. On the other hand, by taking limit on both sides of (54), we obtain
X∗ =
(
ATMA
)−1 ATMC which completes the proof by means of (11). 
Though both iterations (47) and (54) produce the unique solution to Problem 4, no matrix inversion is required in (47).
Hence, iteration (47) may be more suitable to use in practice.
3.3. Sufficient conditions for the convergence of the algorithms
Although Proposition 3 and Corollary 2 provide necessary and sufficient conditions to guarantee the convergence of
the algorithms (19) and (40), respectively, the conditions (29) and (42) are difficult to verify as Υ may have very large
dimensions. To overcome this shortcoming, we provide in this subsection a sufficient but simple condition to guarantee the
convergence of (19) and (40). To this end, we firstly introduce the following two lemmas.
Lemma 3 ([16]). Let A be a block partitioned matrix with
A =

A1,1 A1,2 · · · A1,q
A2,1 A2,2 · · · A2,q
...
...
. . .
...
Am,1 Am,2 · · · Am,q
 ,
and let each Ai,j, i ∈M, j ∈ Q be an appropriately dimensioned matrix. Then for any induced matrix p-norm
‖A‖p ≤
∥∥∥∥∥∥∥∥∥

∥∥A1,1∥∥p ∥∥A1,2∥∥p · · · ∥∥A1,q∥∥p∥∥A2,1∥∥p ∥∥A2,2∥∥p · · · ∥∥A2,q∥∥p
...
...
. . .
...∥∥Am,1∥∥p ∥∥Am,2∥∥p · · · ∥∥Am,q∥∥p

∥∥∥∥∥∥∥∥∥
p
.
Furthermore, the inequality becomes equality if the F-norm is used.
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Lemma 4. Let A be any matrix. Then ‖A‖2 ≤ ‖A‖F .Moreover, the ‘‘ = ’’ holds if and only if rank (A) ≤ 1.
Proof. Let σ1 ≥ σ2 ≥ · · · ≥ σr > 0 be the singular values of matrix A. Then ‖A‖2 = σ1 and ‖A‖F =
∑r
i=1 σi. Therefore‖A‖2 ≤ ‖A‖F and moreover, ‖A‖2 = ‖A‖F if and only if σ2 = · · · = σr = 0, which is equivalent to rank (A) = 1. At last, if
rank (A) = 0, i.e., A is a null matrix, we clearly have ‖A‖2 = ‖A‖F . 
We then can prove the following proposition.
Proposition 6. Assume that the matrix Υ , is of full column rank, and Φ is positive definite. Let X∗ =
(
X1,∗, X2,∗, . . . , Xp,∗
)
be
the unique solution to Problem 1. Denote X (k) = (X1 (k) , X2 (k) , . . . , Xp (k)) . Then the iteration in (19) converges to X∗ for
arbitrary initial condition X (0) = (X1 (0) , X2 (0) , . . . , Xp (0)), provided
0 < µ <
2
abσ 2max (P)
or 0 < µ <
2
ab
q∑
k=1
p∑
i=1
∥∥Bk,i∥∥22 ∥∥Ak,i∥∥22 , (57)
where a, b and P are, respectively, given by
a = max
1≤i≤q
{
σmax
(
N−1i
)
σmax (Mi)
}
, b = max
1≤i≤p
{σmax (Ri) σmax (Li)} , (58)
P =

σmax
(
B1,1
)
σmax
(
A1,1
)
σmax
(
B1,2
)
σmax
(
A1,2
) · · · σmax (B1,p) σmax (A1,p)
σmax
(
B2,1
)
σmax
(
A2,1
)
σmax
(
B2,2
)
σmax
(
A2,2
) · · · σmax (B2,p) σmax (A2,p)
...
...
. . .
...
σmax
(
Bq,1
)
σmax
(
Aq,1
)
σmax
(
Bq,2
)
σmax
(
Aq,2
) · · · σmax (Bq,p) σmax (Aq,p)
 . (59)
Proof. For two arbitrary matrices A and B,, it is easy to verify that
‖A⊗ B‖2 = ‖A‖2 ‖B‖2 = σmax (A) σmax (B) . (60)
Therefore, using Eq. (60) and notations (8), (20) and (58), we get
‖Π‖2 = max
1≤i≤q
{∥∥N−1i ⊗Mi∥∥2} = max1≤i≤q {∥∥N−1i ∥∥2 ‖Mi‖2} = a, (61)
‖Φ‖2 = max
1≤i≤p
{‖Ri ⊗ Li‖2} = max
1≤i≤p
{‖Ri‖2 ‖Li‖2} = b. (62)
On the other hand, we have
σmax
(
Π
1
2ΥΦ
1
2
)
=
∥∥∥Π 12ΥΦ 12 ∥∥∥
2
≤
∥∥∥Π 12 ∥∥∥
2
‖Υ ‖2
∥∥∥Φ 12 ∥∥∥
2
= ‖Π‖ 122 ‖Υ ‖2 ‖Φ‖
1
2
2 .
Substituting (61) and (62) into the above inequality gives
σmax
(
Π
1
2ΥΦ
1
2
)
< a
1
2 b
1
2 ‖Υ ‖2 . (63)
Moreover, by means of Lemma 3 and using notation (59), we have
‖Υ ‖22 <
∥∥∥∥∥∥∥∥∥

∥∥BT1,1 ⊗ A1,1∥∥2 ∥∥BT1,2 ⊗ A1,2∥∥2 · · · ∥∥BT1,p ⊗ A1,p∥∥2∥∥BT2,1 ⊗ A2,1∥∥2 ∥∥BT2,2 ⊗ A2,2∥∥2 · · · ∥∥BT2,p ⊗ A2,p∥∥2
...
...
. . .
...∥∥BTq1 ⊗ Ap1∥∥2 ∥∥BTq,2 ⊗ Ap,2∥∥2 · · · ∥∥BTq,p ⊗ Aq,p∥∥2

∥∥∥∥∥∥∥∥∥
2
2
=
∥∥∥∥∥∥∥∥∥

∥∥B1,1∥∥2 ∥∥A1,1∥∥2 ∥∥B1,2∥∥2 ∥∥A1,2∥∥2 · · · ∥∥B1,p∥∥2 ∥∥A1,p∥∥2∥∥B2,1∥∥2 ∥∥A2,1∥∥2 ∥∥B2,2∥∥2 ∥∥A2,2∥∥2 · · · ∥∥B2,p∥∥2 ∥∥A2,p∥∥2
...
...
. . .
...∥∥Bq,1∥∥2 ∥∥Ap,1∥∥2 ∥∥Bq,2∥∥2 ∥∥Ap,2∥∥2 · · · ∥∥Bq,p∥∥2 ∥∥Aq,p∥∥2

∥∥∥∥∥∥∥∥∥
2
2
= ‖P‖22 . (64)
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Now using Lemma 4 and (64), we get
‖Υ ‖22 < ‖P‖22 ≤ ‖P‖2F =
q∑
k=1
p∑
i=1
∥∥Bk,i∥∥22 ∥∥Ak,i∥∥22 . (65)
Then by substituting inequality (64) into inequality (63) and then into inequality (29), we can obtain the first inequality in
(57). Similarly, by substituting inequality (65) into inequality (63) and then into inequality (29), we can obtain the second
inequality in (57). The proof is completed. 
Remark 2. If the iteration in (40) is considered, then we can obtain a similar result to Proposition 6 by setting b = 1.
4. Examples
Example 1. Consider the second-order coupled Sylvester matrix equation (30), with the following parameters
A =
[
0.6981 0.8758
0.9588 0.0559
]
, B =
[
0.5251 0.0707
0.1965 0.6732
]
, C =
[
0.7425 0.5407
0.4889 0.0993
]
,
D =
[
0.7698 0.1275
0.1858 0.4726
]
, E =
[
0.6089 0.6043
0.7968 0.5147
]
, F =
[
0.2406 0.6913
0.9687 0.3236
]
.
We first use the algorithm proposed in [2] (see Proposition 4 given in this paper), to obtain the iterative solutions. Choose
the positive definite matricesM and N , as follows
M =
[
M1,1 M1,2
M2,1 M2,2
]
=

2.0000 1.0000 0.1100 −0.2000
1.0000 1.5000 −0.1000 0.3000
0.1100 −0.1000 1.0000 0.5000
−0.2000 0.3000 0.5000 1.0000
 , (66)
N =
[
N1,1 N1,2
N2,1 N2,2
]
=

2.0000 0.2000 0.5000 −0.1000
0.2000 2.0000 −0.3000 0.2000
0.5000 −0.3000 1.5000 0.4000
−0.1000 0.2000 0.4000 1.5000
 . (67)
Then thematrixW defined as (36), has eigenvalue set {2.1384, 1.7846, 1.5589, 0.2151, 0.4408, 1.0000±0.3774i,−0.1381}.
Therefore, by means of Proposition 5, iteration (31) and (32)), will not converge no matter what α is chosen. Shown in Fig. 1
in which
δ (k) = ‖C − AX(k)− BY (k)‖F + ‖F − DX(k)− Y (k)E‖F ,
are the results with different step size α and the same initial conditions X (0) = Y (0) = 12×2 × 10−6. Note that α = 14
corresponds to the given step size (35) in Proposition 4.
We next use iteration (49) and (50), to produce iterative solutions to the second-order coupled Sylvestermatrix equation
(30). The coefficient matrices are still chosen as before. Let M1 = M˜1 = M1,1,M2 = M˜2 = M2,2,N1 = N˜1 = N1,1 and
N2 = N˜2 = N2,2 whereM1,1,M2,2,N1,1 and N2,2 are given in (66) and (67). In this case, according to Corollary 5, the iteration
(49) and (50) converges if and only ifα satisfies (53), i.e., 0 < α < 2.0171. Shown in Fig. 2 are the convergence performances
of the iteration (49) and (50)with different step sizeα and the same initial conditionsX (0) = Y (0) = 12×2×10−6. Specially,
when α = 1.8154,we get
X (200) =
[−0.5765 0.9810
1.6271 −1.1621
]
, Y (200) =
[−1.0608 1.4091
2.3337 −1.3983
]
,
and δ (200) = 7.579× 10−6.
Example 2. Wenext consider iterative solutions to Problem1withX = (X1, X2, X3) ∈ (R2×1×R1×2×R2×2). The coefficient
matrices are chosen as[
A1,1 A1,3 A2,1
] = [0.6523 0.3538 0.6180 0.0664 0.3413 0.1842
0.1348 0.5293 0.3216 0.3449 0.7292 0.2068
]
,
[
A2,3 B1,2 A1,2
] = [0.5921 0.6625 0.9647 0.4918 0.1614 0.10000.9303 0.0709 0.2542 0.7056 0.2463 −0.5000
]
,
[
B2,3 B2,2 C2
] = [0.5643 0.2585 0.2237 0.3132 1.0000 2.00000.0277 0.9696 0.0484 0.3020 −1.0000 2.0000
]
,
[
B1,2 C1 A2,2
] = [0.9647 0.4918 0.1614 −1.0000 0.0000 0.0000 0.2000
0.2542 0.7056 0.2463 0.5000 −0.8000 0.9000 0.1000
]
,
772 B. Zhou et al. / Journal of Computational and Applied Mathematics 224 (2009) 759–776
Fig. 1. Iterative solutions to the second-order coupled Sylvester matrix equation (30), by using algorithm (31) and (32) with different step size α. Iteration
(31) and (32) fails to converge.
Fig. 2. Iterative solutions to the second-order coupled Sylvester matrix equation (30) by using algorithm (49) and (50) with different step size α.
and
B2,1 =
[
0.9000 −0.3000] , B1,1 = [0.3000 0.5000 −1.0000] .
The positive definite matricesMi,Ni, i = 1, 2 are given by
M1 =
[
1.0 −0.1
−0.1 2.0
]
, M2 =
[
2.0 −0.8
−0.8 1.0
]
,
N1 =
[ 2.0 0.2 −0.2
0.2 1.5 −0.7
−0.2 −0.7 1.0
]
, N2 =
[
1.0 −0.1
−0.1 2.0
]
.
We use algorithm (40) to produce iterative solutions to Problem 1. Then according to Corollary 2, algorithm (40) converges
for arbitrary initial conditions, if and only if 0 < µ < 1.3836. Shown in Fig. 3 are the convergence performances with
different step sizeµ, and the same initial condition X1 (0) = 12×1× 10−6, X2 (0) = 11×2× 10−6 and X3 (0) = 12×2× 10−6.
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Fig. 3. Iterative solutions to Problem 1 by using algorithm (40) with different step size µ.
Table 1
Iterative solutions to Problem 1, by using iteration (40) where µ = µopt
k X1(1, 1) X1(2, 1) X2(1, 1) X2(1, 2) X3(1, 1) X3(1, 2) X3(2, 1) X3(2, 2) ε × 100%
5 −0.7071 −1.0047 −0.5134 0.99495 −0.9738 1.6704 3.9000 0.8965 50.005
10 −0.0045 −0.5746 −0.5802 2.0693 −1.9925 1.9926 4.3346 0.1852 28.460
15 −0.1959 −1.1514 −1.0758 2.2582 −1.9974 2.3729 4.8540 0.0188 15.518
20 0.0594 −1.0038 −1.1522 2.6532 −2.2668 2.4371 4.8562 −0.1555 9.2212
25 −0.0114 −1.2065 −1.3481 2.7285 −2.2362 2.5383 4.9955 −0.1771 5.1406
30 0.0771 −1.1520 −1.3832 2.8728 −2.3189 2.5453 4.9801 −0.2237 3.1302
35 0.0508 −1.2230 −1.4560 2.9013 −2.3026 2.5744 5.0233 −0.2251 1.7666
40 0.0818 −1.2031 −1.4698 2.9533 −2.3297 2.5741 5.0153 −0.2391 1.0889
45 0.0722 −1.2281 −1.4963 2.9637 −2.3230 2.5833 5.0297 −0.2385 0.6183
50 0.0832 −1.2210 −1.5014 2.9824 −2.3323 2.5827 5.0264 −0.2431 0.3832
55 0.0797 −1.2298 −1.5109 2.9861 −2.3297 2.5858 5.0314 −0.2427 0.2182
60 0.0836 −1.2273 −1.5128 2.9928 −2.3330 2.5855 5.0301 −0.2443 0.1356
65 0.0824 −1.2304 −1.5162 2.9941 −2.3320 2.5865 5.0319 −0.2441 0.0773
70 0.0838 −1.2295 −1.5169 2.9965 −2.3332 2.5864 5.0314 −0.2446 0.0481
75 0.0833 −1.2306 −1.5181 2.9970 −2.3328 2.5868 5.0320 −0.2446 0.0274
80 0.0838 −1.2303 −1.5183 2.9978 −2.3332 2.5867 5.0319 −0.2448 0.0171
X∗ 0.0838 −1.2304 −1.5185 2.9979 −2.3333 2.5868 5.0320 −0.2449 0
The y-axes in Fig. 3 is the relative iteration error
ε = ε (k) =
∥∥X1(k)− X1,∗∥∥F + ∥∥X2(k)− X2,∗∥∥F + ∥∥X3(k)− X3,∗∥∥F∥∥X1,∗∥∥F + ∥∥X2,∗∥∥F + ∥∥X3,∗∥∥F ,
where X∗ =
(
X1,∗, X2,∗, X3,∗
)
are obtained by using formulation (10).
We clearly see that the convergence rate is maximized when µ = µopt, and in which case the iterative solutions are
shown in Table 1. In this table, Xi (j, k) denotes the (j, k) element of matrix Xi. It is found that the algorithm is very effective.
5. Concluding remarks
This paper is concerned with iterative method for finding weighted least squares solutions to coupled Sylvester matrix
equations. We have achieved the following.
1. A general gradient based iterative method is proposed to solve this problem, and the algorithm is proven to convergence
to the exact weighted least squares solution of the coupled Sylvester matrix equations for arbitrary initial conditions.
2. Necessary and sufficient conditions are provided to guarantee the convergence of the proposed algorithms.
Simultaneously, a sufficient condition that is easy to compute is also provided.
3. Amethod is given to choose the optimal step size, such that the convergence rate of the proposed algorithm ismaximized.
4. The proposed algorithm can also be used to solve several other problems, such as a least squares solution to the coupled
Sylvester matrix equations problem, a solution to the coupled Sylvester matrix equations problem and a least squares
solution to the linear matrix equation problem.
Further studies will focus on removing the restriction that the matrix Υ (see (7)), should be of full column rank, and
extending our methods to solving the problem of finding weighted least squares solutions to nonlinear matrix equations.
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Appendix
A.1. Proof of Proposition 1
We first introduce the following lemma.
Lemma 5 ([30]). Let A ∈ Rm×n and b ∈ Rm. Then a vector x ∈ Rn minimizes ‖Ax− b‖2 if and only if x is a solution of the
following equation
ATAx = ATb.
We start to prove Proposition 1. Taking vec on the matrices in J (X) and using (1)-(2) give
J2 (X) =
q∑
i=1
∥∥∥∥∥M 12i
(
p∑
j=1
Ai,jXjBi,j − Ci
)
N
− 12
i
∥∥∥∥∥
2
F
=
q∑
i=1
∥∥∥∥∥ p∑
j=1
(
N
− 12
i B
T
i,j ⊗M
1
2
i Ai,j
)
vec
(
Xj
)− (N− 12i ⊗M 12i ) vec (Ci)
∥∥∥∥∥
2
F
=
q∑
i=1
∥∥∥∥∥ p∑
j=1
(
N
− 12
i ⊗M
1
2
i
) (
BTi,j ⊗ Ai,j
)
vec
(
Xj
)− (N− 12i ⊗M 12i ) vec (Ci)
∥∥∥∥∥
2
F
.
By using Lemma 3, the above equation can be further written as
J2 (X) =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
p∑
j=1
(
N
− 12
1 ⊗M
1
2
1
) (
BT1,j ⊗ A1,j
)
vec
(
Xj
)− (N− 121 ⊗M 121 ) vec (C1)
p∑
j=1
(
N
− 12
2 ⊗M
1
2
2
) (
BT2,j ⊗ A2,j
)
vec
(
Xj
)− (N− 122 ⊗M 122 ) vec (C2)
...
p∑
j=1
(
N
− 12
q ⊗M
1
2
q
) (
BTq,j ⊗ Aq,j
)
vec
(
Xj
)− (N− 12q ⊗M 12q ) vec (Cq)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
F
=
∥∥∥Π 12Υ vec (X)−Π 12 vec (C)∥∥∥2
F
=
∥∥∥Π 12Υ vec (X)−Π 12 vec (C)∥∥∥2
2
.
Hence, by means of Lemma 5, the matrices Xi, i ∈ P minimize J (X) if and only if the vector x = vec (X) satisfies(
Π
1
2Υ
)T
Π
1
2Υ x =
(
Π
1
2Υ
)T
Π
1
2 c,
which is equivalent to (9). This completes the proof.
A.2. Proof of Proposition 2
Since ρ (Θ) < 1, iteration (13) converges to a finite vector as k approaches to infinity with arbitrary initial condition.
Equivalently, iteration (12) converges to Y∞ as k approaches to infinity with arbitrary initial condition Y (0) , i.e.,
Yl,∞ =
p∑
i=1
q∑
j=1
Al,i,jYi,∞Bl,i,j + Cl, Yl,∞ ∈ Rml×nl , l ∈ P . (68)
Substituting Eq. (68) into (12), and using the Kronecker product, we obtain
vec (Y (k)− Y∞) = Θvec (Y (k− 1)− Y∞) , (69)
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Fig. 4. Illustration of the function y = max1≤i≤n {| 1− umi |}.
whereΘ is defined in (14). SinceΘ is symmetric, we have ‖Θ‖2 = ρ (Θ). Therefore, it follows from (69) that
‖vec (Y (k)− Y∞)‖2 ≤ ‖Θ‖2 ‖vec (Y (k− 1)− Y∞)‖2
≤ ρk (Θ) ‖vec (Y (0)− Y∞)‖2 ,
which in turn implies (16) in view of (2). To complete the proof, we need only to show that there exists at least one initial
condition Y (0) 6= Y∞, such that the ‘‘=’’ holds in (16) for arbitrary k. Since Θ is real and symmetric, there exists a unitary
matrix U such that
UTΘU =

σ1Iv1 0 · · · 0
0 σ2Iv2 · · · 0
...
...
. . .
...
0 0 · · · σhIvh
 , Ξ ∈ RN×N , (70)
where σi, i ∈ H, are the real eigenvalues of Θ and Σhi=1vi = N. Assume that |σ1| > |σ2| > · · · > |σh| . Then we clearly
have ρ (Θ) = |σ1| . It follows from (69) and (70) that
vec (Y (k)− Y∞) = Θkvec (Y (0)− Y∞) = UΞ kUTvec (Y (0)− Y∞) ,
or equivalently,
UTvec (Y (k)− Y∞) = Ξ kUTvec (Y (0)− Y∞) . (71)
Now we choose the initial condition Y# (0) such that
vec (Y# (0)) = U

x#
0
...
0
+ vec (Y∞) , (72)
where x# is a nonzero scalar. Then we clearly have Y# (0) 6= Y∞. By using (71), we can obtain
UTvec (Y (k)− Y∞) =

σ k1 x#
0
...
0
 .
Eq. (72) clearly implies ‖vec (Y# (0)− Y∞)‖2 = |x#| . Therefore we can obtain
‖vec (Y (k)− Y∞)‖2 = ρk (Θ) ‖vec (Y# (0)− Y∞)‖2 .
That is to say
‖Y (k)− Y∞‖F = ρk (Θ) ‖Y# (0)− Y∞‖F .
The above equation and inequality (16) complete the proof.
A.3. Proof of Lemma 2
The function y = max1≤i≤n {|1− umi|} is illustrated in Fig. 4. We note that |1− umi| < 1 if and only if 0 < u < 2mmax .
Hence y has a unique minimal value at the point u = 2mmax+mmin . The proof is completed.
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