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Abstract—A discrete-time adaptive regulator for uncertain
MIMO LTI systems with input delays is proposed. The input
delays are assumed to be constant and unknown except for a
known upper bound, and it is possible for delays to be different
across input channels. An adaptive estimator is used for online
parameter estimation, and the control law is obtained by applying
Artstein’s model reduction to the adaptive model after is has been
rewritten using second order difference. The resulting controller
is, then, able to stabilize the system while mitigating the effects
of the unmeasurable exogeneous disturbances.
Index Terms—Delay Systems, Discrete-time Systems, Adaptive
Control
I. INTRODUCTION
Systems with time delays are found in many industrial
processes [1] [2], and these delays can cause instability in
closed-loop control. It is sometimes possible for a controller
that does not perform any explicit time delay compensation to
stabilise a plant with time delay. Thus one direction of research
that has been pursued is to determine the maximum time delay
(i.e. delay margin) that a certain type of controller can deal
with on a particular class of plant dynamics. A recent example
is the study of the delay margins of PID controllers on 1st/2nd
order LTI systems [3].
For long time delays, it is necessary to identify the delay
(for example, using the method in [4]) and compensate for
it. Artstein’s model reduction [5] is a popular time delay
compensation method which has been adapted to the discrete-
time case in [6]. If the time delay is uncertain and it is not
feasible to identify it (for example, because the same control
software is to be deployed on mass-produced hardware with
loose tolerances), then adaptive control may be an appropriate
solution.
This paper proposes a discrete-time adaptive regulator for
uncertain LTI plants with input time delays, subject to un-
measurable disturbances. It is based on previous work by the
authors, where Artstein’s reduction was applied as part of an
adaptive controller for an uncertain scalar LTI plant [7]. This
was later extended to the nth order SISO case with disturbance
in [8] (in press). The present work further extends this to the
MIMO case, and moreover, addresses the possibility that in a
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multi-input plant the time delays in each input channel may
not all be the same. Moreover, the second order difference
and a deadzone in the parameter adaptation law are used to
mitigate the effect of unmeasurable exogeneous disturbances.
II. PROBLEM DEFINITION
Consider the nth order MIMO system in continuous-time
with input delay given as
x˙(t) = Ax(t) +Bξ(u) + δ(t) (1)
where the state vector is x(t) ∈ Rn and the input vector is
u(t) ∈ Rm. The scalar components of u(t) are denoted uj ∈
R for j = 1, . . . ,m. Each input uj is subject to an uncertain,
constant input time delay τj ∈ R+. The delayed inputs vector
is ξ(u) =
[
u1 (t− τ1) u2 (t− τ2) · · · um (t− τm)
]
. In
general, it is possible that certain delays are identical in
duration while others differ, so that there may be only q ≤ m
distinct delays. These will be denoted τ ′1, . . . , τ
′
q , such that
τ ′1 < τ
′
2 < · · · < τ ′q . The matrices A ∈ Rn×n and
B ∈ Rn×m are constant uncertain matrices and δ(t) ∈ Rn
is an unmeasurable bounded exogenous disturbance.
Sampling the system (1) at a uniform time interval T (where
in general the time delays τj ∀j ∈ [1,m] may not be an integer
multiple of T ) yields the sampled-data model given by
xk+1 = Fxk +
q∑
j=1
(
G1,juk−dj +G2,juk−dj−1
)
+ ωk (2)
where k ∈ Z+ corresponds to the kth time-step and
d1, . . . , dq ∈ Z+ are the q distinct, uncertain constant de-
lays in time-steps that satisfy d1 < d2 < · · · < dq and
djT ≤ τ ′j ≤ (dj + 1)T ∀j ∈ [1, q]. The matrices F ∈ Rn×n
and G1,j , G2,j ∈ Rn×m ∀j ∈ [1, q] are computed as follows:
F = eAT
G1,j=
∫ (dj+1)T−τ ′j
0
eAσdσBj G2,j=
∫ T
(dj+1)T−τ ′j
eAσdσBj
where Bj ∈ Rn×m is obtained by taking the matrix B and set-
ting all entries to zero except those in columns corresponding
to inputs delayed by τ ′j . The sampled disturbance ωk ∈ Rn is
given by
ωk =
∫ T
0
eAσBδ ((k + 1)T − σ) dσ
The system (1) and the sampled-data system (2) satisfy the
following assumptions:
Assumption 1: The disturbance δ(t) is smooth and bounded
and as a result ‖ωk‖ ≤ ωmax ∈ O(T ) and ‖∆2ωk‖ = ‖ωk −
2ωk−1 + ωk−2‖ = ‖νk‖ ≤ νmax ∈ O
(
T 3
)
, [9].
Assumption 2: The delay τmax = max{τ ′1, . . . , τ ′q} is
bounded as τmax ≤ τp and τp satisfies pT ≤ τp ≤ (p + 1)T
where p is the upper-bound on the delay in time-steps.
III. MAIN RESULT
A. Adaptive Estimator
The discrete time plant model (2) can be written in a way
that does not explicitly depend on knowledge of the actual
time delays, but only their upper bound p:
xk+1 = Fxk +
pm∑
i=0
Ψiuk−i + ωk (3)
where pm = p+1 and the parameters Ψi ∈ Rn×m are defined
appropriately so that the expression is equivalent to (2). Thus
Ψi may either be equal to G1,j , G2,j , G2,j + G1,j+1, or the
zero matrix. It is also convenient to write this as
xk+1 = Θ
>ζk (4)
where Θ ,
[
F Ψ0 . . . Ψpm
] ∈ Rn×[n+m(pm+1)] and
ζk ,
[
xk uk uk−1 . . .uk−pm
] ∈ R[n+m(pm+1)]
In order to estimate the uncertain parameters, define an
adaptive plant model given by
xˆk+1 = Fˆkxk +
pm∑
i=0
Ψˆi,kuk−i (5)
= Θˆ>k ζk (6)
where Θˆk ,
[
Fˆk Ψˆ0,k . . . Ψˆpm,k
]
.
Define the model estimation error x˜k , xk− xˆk, which has
the dynamics
x˜k+1 = Θ˜kζk + ωk (7)
where Θ˜k , Θ− Θˆk is the parameter estimation error .
The adaptation laws used to obtain the parameter estimates
Θˆk are
Θˆk+1 =
Θˆk + αkρkPk+1ζkx˜
>
k+1 ∀k ∈ [k0,∞)
Θˆk0 ∀k ∈ [0, k0)
(8)
Pk+1 =

Pk − αkρkPx,k+1
1 + αkρkµk
∀k ∈ [k0,∞)
Pk0 ∀k ∈ [0, k0)
(9)
ρk =
1−
ωmax
‖x˜k+1‖ if ‖x˜k+1‖ ≥ ωmax
0 if ‖x˜k+1‖ < ωmax
(10)
where k0 ≥ 0 is the initial time-step, αk > 0 is a positive
coefficient that guarantees that |Fˆk| 6= 0 and that the system
is controllable, Pk ∈ R[n+m(pm+1)]×[n+m(pm+1)] is the sym-
metric positive-definite covariance matrix, Px,k , Pkζkζ>k Pk
and µk , ζ>k Pkζk.
B. Control Law Design
Taking the second order difference of the adaptive model
(5),
xˆk+1 − 2xˆk + xˆk−1
= Fˆkxk +
pm∑
i=0
Ψˆi,kuk−i
− 2Fˆk−1xk−1 − 2
pm∑
i=0
Ψˆi,k−1uk−i−1
+ Fˆk−2xk−2 +
pm∑
i=0
Ψˆi,k−2uk−i−2 (11)
Since xˆk = x˜k − xk, this can be rearranged as
xˆk+1 = (Fˆk + 2I)xk − (2Fˆk−1 + I)xk−1 + Fˆk−2xk−2
+
pm∑
i=0
[
Ψˆi,kuk−i − 2Ψˆi,k−1uk−i−1 + Ψˆi,k−2uk−i−2
]
− 2x˜k + x˜k−1 (12)
which can be expressed as the equivalent augmented systemxˆk+1xk
xk−1
 =
(Fˆk + 2I) −(2Fˆk−1 + I) Fˆk−2I [0] [0]
[0] I [0]
 xkxk−1
xk−2

+
pm∑
i=0
Ψˆi,k −2Ψˆi,k−1 Ψˆi,k−2[0] [0] [0]
[0] [0] [0]
 uk−iuk−i−1
uk−i−2

+
−2x˜k + x˜k−10
0

, Φˆk
 xkxk−1
xk−2
+ pm∑
i=0
Γˆi,ku¯k−i + k (13)
where Φˆk ∈ R3n×3n, Γˆi,k ∈ R3n×3m, u¯k−i ∈ R3m, and
k ∈ R3n have been introduced to simplify the notation.
In this form, it is now possible to introduce the substitutions
used to transform the system into a delay-free system:
ηˆk+1 ,
xˆk+1xk
xk−1
+ pm∑
i=1
Ωˆi,ku¯k−i+1 (14)
ηk ,
 xkxk−1
xk−2
+ pm∑
i=1
Ωˆi,ku¯k−i (15)
where ηˆk+1,ηk ∈ R3n and Ωˆ1,k, . . . , Ωˆpm,k ∈ R3n×3m are
adaptive parameters whose derivation will be given shortly.
The plant model can then be expressed as a system in terms
of ηˆk+1 and ηk. To do that, substitute (14) and (15) into the
augmented plant (13), and add and subtract the term Ωˆ0,ku¯k:
ηˆk+1 = Φˆkηk + Ωˆ0,ku¯k − Φˆk
pm∑
i=1
Ωˆi,ku¯k−i − Ωˆ0,ku¯k
+
pm∑
i=0
Ωˆi,ku¯k−i +
pm∑
i=1
Ωˆi,ku¯k−i+1 + k (16)
= Φˆkηk + Ωˆ0,ku¯k−
(
Ωˆ0,k − Ωˆ1,k
)
u¯k −
pm−1∑
i=1
(
ΦˆkΩˆi,k
− Ωˆi+1,k
)
u¯k−i − ΦˆkΩˆpm,ku¯k−pm +
pm∑
i=0
Γˆi,ku¯k−i + k
The adaptive parameters Ωˆ0,k, . . . , Ωˆpm,k are to be computed
from the parameter estimates produced by the adaptation laws
(8) – (10), viz. Φˆk and Γˆ0,k, . . . , Γˆpm,k, using the formula
Ωˆi,k =

pm∑
j=0
Φˆ−jk Γˆj,k i = 0
pm∑
j=i
Φˆi−j−1k Γˆj,k i ∈ [1, pm]
(17)
This reduces the dynamics in (16) to a delay-free system given
by
ηˆk+1 = Φˆkηk + Ωˆ0,ku¯k + k (18)
Note that the difference between ηˆk+1 and ηk+1 is
ηk+1 − ηˆk+1 =
x˜k+10
0
+ pm∑
i=1
∆Ωˆi,k+1u¯k−i+1 (19)
where ∆Ωˆi,k+1 , Ωˆi,k+1 − Ωˆi,k, so the delay-free system
purely in terms of ηk+1 is just
ηk+1 = Φˆkηk + Ωˆ0,ku¯k + k +
x˜k+10
0
+ pm∑
i=1
∆Ωˆi,k+1u¯k−i+1
= Φˆkηk + Ωˆ0,ku¯k +
pm∑
i=1
∆Ωˆi,k+1u¯k−i+1 +
∆2x˜k+10
0

(20)
where ∆2x˜k+1 , x˜k+1 − 2x˜k + x˜k−1 is the second order
difference of the model estimation error x˜k+1.
To make the system (20) internally stable, it is possible to
use a control law of the form
u¯k = −L>k ηk (21)
where Lk ∈ R3n×3m is the feedback gain matrix which can
be found by pole-placement, provided that (Φˆk, Ωˆ0,k) is a
controllable pair. The controllability of the pair (Φˆk, Ωˆ0,k) is
addressed in Lemma 1.
Lemma 1: It is possible to select the initial adaptive law
parameters and the coefficient αk such that:
(a) The matrix Fˆk is non-singular, i.e., |Fˆk| 6= 0.
(b) The pair Φ¯k, Ωˆ0,k is controllable.
Proof: To prove part (a) of Lemma 1, consider the
adaptive law (8) for k ∈ [k0,∞) and define a matrix
S> =
[
[0] [0] I [0] · · · [0] ] ∈ Rn×[n+m(pm+1)] such
that S>Θˆk = Φˆ3,k and
S>Θˆk+1 = Fˆk+1
= Fˆk + αkρkS
>Pk+1ζkx˜
>
k+1
= Fˆk
[
I + αkρkFˆ
−1
k S
>Pk+1ζkx˜
>
k+1
]
. (22)
From (22), if the initial value |Fˆk0 | 6= 0 and α−1k0 is not
an eigenvalue of the matrix −Fˆ−1k0 S>Pk0+1ζk0 x˜>k0+1 then
Fˆk0+1 is non-singular. This can then be generalized for all
k ∈ [k0,∞) as a requirement that α−1k not be an eigenvalue
of the matrix −Fˆ−1k S>Pk+1ζkx˜>k+1. This completes the proof
of part (a) of Lemma 1.
To prove part (b) of Lemma 1, consider the pair Φ¯k, Ωˆ0,k
and the fact that controllability requires that the controlla-
bility matrix Wc,k ,
[
Ωˆ0,k Φ¯kΩˆ0,k · · · Φ¯n−1k Ωˆ0,k
] ∈
R3n×9n·m be of rank 3n. To express Wc,k explicitly in terms
of the adaptive parameters, Ωˆ0,k in (17) is given as
Ωˆ0,k = Γˆ0,k + Φˆ
−1
k Γˆ1,k + · · ·+ Φˆ−pmk Γ¯pm,k. (23)
Substitution of (23) in the definition of the controllability
matrix Wc,k, it is obtained that
Wc,k =
pm∑
i=0
Φˆ−ik
[
Γˆi,k ΦˆkΓˆi,k · · · Φˆ3n−1k Γˆi,k
]
(24)
which is now explicitly in terms of the adaptive parameters.
Since (24) relies on the inverse of Φ¯k it is convenient to define
WΦ,k , Φ¯pmk Wc,k such that the premultiplication of both sides
of (24) with Φˆpmk results in
WΦ,k =
pm∑
i=0
Φ¯pm−ik
[
Γˆi,k ΦˆkΓˆi,k · · · Φˆ3n−1k Γˆi,k
]
.
(25)
Consider now the adaptive law (8) when |Fˆk| 6= 0. The
adaptive law for each parameter can be written as
Fˆk+1 = Fˆk + αkΛk
Ψˆ0,k+1 = Ψˆ0,k + αkH0,k
...
...
Ψˆpm,k+1 = Ψˆpm,k + αkHpm,k (26)
where Λk = ρkx˜k+1ζ>k Pk+1C
>
φ and Hi,k =
ρkx˜k+1ζ
>
k Pk+1C
>
ψ,i ∀i ∈ [0, pm] with Cφ being the 1
to n rows of an identity matrix of size n + m(pm + 1) and
Cψ,i being the i · m + n + 1 to n + (i + 1)m rows of an
identity matrix of size n+m(pm + 1). Then Φˆk is written as
Φˆk+1
= Φˆk + αk

Λk +
2
αk
I − 1αk (2αk−1Λk−1 + I)
αk−2
αk
Λk−2
[0] · · · [0]
...
...
[0] · · · [0]

= Φ¯k + αkΛ¯k (27)
and Γˆi,k ∀i ∈ [0, pm] is similarly written as
Γˆi,k+1 = Γˆi,k + αkH¯i,k. (28)
Substitution of (27) and (28) in (25), results in an expression
for WΦ,k given as
WΦ,k+1
=
pm∑
i=0
(
Φˆpm−ik + αkQpm−i,k
)[ (
Γˆi,k + αkH¯i,k
)
(
Φˆk + αkQ1,k
)(
Γˆi,k + αkH¯i,k
)
· · ·
(
Φˆ3n−1k
+ αkQ3n−1,k
)(
Γˆi,k + αkH¯i,k
)]
(29)
=
pm∑
i=0
Φˆpm−ik
[
Γˆi,k ΦˆkΓˆi,k · · · Φˆ3n−1k Γˆi,k
]
+ αk
pm∑
i=0
[
Φˆpm−ik H¯i,k +Qpm−i,kΓˆi,k+1 ΦˆkH¯i,k
+ Q1,kΓˆi,k+1 +Qpm−i,kΦˆk+1Γˆi,k+1 · · · Φˆ3n−1k
× H¯i,k +Q3n−1,kΓˆi,k+1 +Qpm−i,kΦˆ3n−1k Γˆi,k+1
]
where Qi,k , α−1k
(
Φˆik+1 − Φˆik
)
. Note that the first term on
the right-hand-side of (29) is a single time-step delayed (25).
Therefore, (29) is simplified as
WΦ,k+1 = WΦ,k + αkMk+1 (30)
where
Mk+1 =
pm∑
i=0
[
Φˆpm−ik H¯i,k +Qpm−i,kΓˆi,k+1 ΦˆkH¯i,k +Q1,k
×Γˆi,k+1 +Qpm−i,kΦˆk+1Γˆi,k+1 · · · Φˆ3n−1k H¯i,k
+Q3n−1,kΓˆi,k+1 +Qpm−i,kΦˆ
3n−1
k Γˆi,k+1
]
. (31)
Consider now the expression (30) when k = k0 + 1 and
suppose that the initial adaptive parameters are selected such
that WΦ,k0 has a rank of 3n which implies WΦ,k0W
>
Φ,k0
is a
non-singular matrix then it is obtained that
WΦ,k0+1W
>
Φ,k0+1 (32)
= WΦ,k0W
>
Φ,k0
(
I + αk0
(
WΦ,k0W
>
Φ,k0
)−1 (
WΦ,k0
×M>k0+1 +W>Φ,k0Mk0+1 + αkMk0+1M>k0+1
))
where WΦ,k0+1 has a rank of 3n if and only if
α−1k0 6= λ
[
−
(
WΦ,k0W
>
Φ,k0
)−1 (
WΦ,k0M
>
k0+1
+W>Φ,k0Mk0+1
+ αk0Mk0+1M
>
k0+1
)]
, where λ[·] is the set of eigen-
values. Then, in general, WΦ,k has a rank of 3n if
the initial value WΦ,k0 is also has a rank of 3n and
α−1k 6= λ
[
−
(
WΦ,kW
>
Φ,k
)−1 (
WΦ,kM
>
k+1 + W
>
Φ,kMk+1
+αkMk+1M
>
k+1
)]
.
Furthermore, since Φˆk is a non-singular matrix, if WΦ,k
has a rank of 3n then Wc,k also has a rank of 3n and the pair
Φ¯k, Ωˆ0,k is controllable.
Remark 1: Similar to in [8], the coefficient αk > 0 can be
selected from a set of pre-defined values to ensure that Wc,k
has a rank of 3n.
C. Stability Analysis
In this section, it is shown that the parameter adaptation pro-
duces bounded and convergent parameter estimates (Lemma
2 and Lemma 3), that the adaptive system model converges
in input-output behaviour to the true system (Lemma 4), and
that the proposed adaptive control law drives the system state
to zero asymptotically (Theorem 1).
Lemma 2: For the system (4) with the adaptive laws (8) and
(9) it is true that
lim
k→∞
αkρk
1 + αkρkµk
x˜>k x˜k = 0 (33)
Furthermore, it is also true that the parameter estimate θˆk
is bounded, hence, the parameter estimation error θ˜k is also
bounded.
Proof: To proceed with the proof, let x˜>k =[
x˜1,k · · · x˜n,k
]>
, Θ˜>k =
[
θ˜1,k · · · θ˜n,k
]>
and con-
sider the following positive function
Vk =
n∑
j=1
θ˜
>
j,kP
−1
k θ˜j,k. (34)
The forward difference of (34) is given by
∆Vk = Vk+1 − Vk
=
m∑
j=1
[
θ˜
>
j,k+1P
−1
k+1θ˜j,k+1 − θ˜
>
j,kP
−1
k θ˜j,k
]
. (35)
Following an approach similar to in [8] it is obtained that
lim
k→∞
∆Vk = lim
k→∞
αkρk
1 + αkρkµk
x˜>k x˜k = 0 (36)
which is true for ‖x˜k‖ ≥ ωmax, [8]. The result (36)
implies that limk→∞ ‖Θ˜k+1 − Θ˜k‖ = 0. Consequently,
limk→∞ ‖Θˆk+1 − Θˆk‖ = 0, [8].
Lemma 3: Using the results in Lemma 2, the vector ηk
defined in (14) is bounded as
‖ηk‖ ≤ c0 + c1 max
i∈[0,k]
‖x˜k−i‖ (37)
for some positive constants c0,c1 and, consequently, the model
estimation error x˜k converges to a bound of ωmax asymptoti-
cally, i.e.
lim
k→∞
‖x˜k‖ ≤ ωmax. (38)
Proof: Consider (14), the difference of the two vectors
results in the expression
ηk = ηˆk +
[
x˜>k [0] [0]
]>
+
pm∑
i=1
(
Ωˆi,k − Ωˆi,k−1
)
u¯k−i
= ηˆk +
[
x˜>k [0] [0]
]>
+
pm∑
i=1
∆Ωˆi,ku¯k−i (39)
where ∆Ωˆi,k , Ωˆi,k − Ωˆi,k−1. Substitution of (20) and (21)
in a one time-step forward (39)
ηk+1 = Φˆm,kηk +
pm∑
i=1
∆Ωˆi,ku¯k−i +
[
∆2x˜>k+1 [0] [0]
]>
= Φˆm,kηk −
pm∑
i=1
∆Ωˆi,kL
>
k−iηk−i +
[
∆2x˜>k+1 [0]
[0]
]>
(40)
where Φˆm,k = Φˆk − Ωˆ0,kL>k . Expressing (40) in augmented
form and defining Ni,k , ∆Ωˆi,kL>k−i ∈ R3n×3n such that,
η¯k+1 =

Φ¯m,k −N1,k −N2,k · · · −Npm,k
I [0] · · · [0]
[0] I · · · ...
...
... ..
.
[0]
 η¯k
+
[
∆2x˜>k+1 0 · · · 0
]>
(41)
where η¯>k−1 ,
[
η>k−1 η
>
k−2 · · · η>k−pm
] ∈ R3n·pm .
Using the results in Lemma 2 and [8], limk→∞ ‖Ni,k−1‖ = 0
and that implies that the augmented system, (41), can be
reduced to the form
η¯k+1 =

Φ¯m,k [0] · · · [0]
I [0] · · · [0]
[0] I · · · ...
...
... ..
.
[0]
 η¯k + [∆2x˜>k+1 0 · · · 0]>
(42)
which is stable and has 3n eigenvalues of the matrix Φˆm,k
while the remaining 3n ·pm−3n eigenvalues are 0. Therefore,
the system (42) is stable and a bound on ηk exists such that
‖ηk‖ ≤ c0 + c1 max
i∈[0,k]
‖∆2x˜k−i‖ (43)
for some positive constants c0 and c1. This establishes the
bound on ηk.
Consider now the control law (21). From (43) and the fact
that Lx,k, is bounded then the control input is bounded as
‖uk‖ ≤ c2 + c3 max
i∈[0,k]
‖∆2x˜k−i‖ (44)
for some positive constants c2 and c3. Using (39) and the fact
that xk = xˆk + x˜k a bound on xk is obtained as
‖xk‖ ≤ c4 + c5 max
i∈[0,k]
‖x˜k−i‖ (45)
for some positive constants c4 and c5. From the definition of
ζk and using (44), (45) there exists positive constants c
0
0 and
c01 such that
‖ζk‖ ≤ c00 + c01 max
i∈[0,k]
‖x˜k−i‖. (46)
Consequently, from (46) and the Key Technical Lemma, it is
obtained that
lim
k→∞
‖x˜k‖ ≤ ωmax. (47)
Remark 2: Since ‖x˜k‖ is uniformly bounded then, from
(43), ‖ηk‖ is uniformly bounded. Furthermore, from (14) and
the fact that the adaptive parameters are bounded then ‖ηˆk‖
is also uniformly bounded.
Theorem 1: The states of the closed-loop system approaches
a bound of  ∈ O (T 2) around zero, i.e. limk→∞ ‖xk‖ ≤ .
Proof: Consider Lemma 3 and the stable dynamics given
by (42), which is reduced to the form
ηk+1 = Φˆm,kηk +
[
∆2x˜>k 0 · · · 0
]>
. (48)
From Lemma 2, it is shown that the adaptive parameters are
bounded and converge at steady state. Therefore, there exists
Φˆm,ss and Ωˆ0,ss such that Φˆm,ss = limk→∞ Φˆm,k and Ωˆ0,ss =
limk→∞ Ωˆ0,k. Then the dynamics (48) is written as
ηk+1 = Φˆm,ssηk + γk (49)
where
γk =
(
Φˆm,k − Φˆm,ss
)
ηk +
[
∆2x˜>k 0 · · · 0
]>
(50)
and since all the terms on the right-hand-side of (50) are
bounded then limk→∞ ‖γk‖ ∈ O
(‖∆2x˜k‖). The solution of
(49) is given as
ηk = Φˆ
k−k0
m,ss ηk0 +
k−1∑
i=k0
Φ¯im,ssγk−i (51)
where ηk0 is the initial value of the vector ηk. At steady state
limk→∞ ηk is given as
lim
k→∞
ηk = γ¯k (52)
where γ¯k = limk→∞
∑k−1
i=0 Φ¯
i
m,ssγk−i ∈ O
(
T−1
) ·
O
(‖∆2x˜k‖), [9]. Now, consider the definition of ηk given
as
ηk =
[
x>k · · · x>k−2
]>
+
pm∑
i=0
Ωˆi,kuk−i (53)
premultiplying (53) with C> =
[
I [0] · · · [0] ] ∈ Rn×3n
gives
xk = C
>
(
ηk −
pm∑
i=1
Ωˆi,kuk−i
)
. (54)
The steady state value limk→∞ xk is given as
lim
k→∞
xk = C
> lim
k→∞
(
ηk −
pm∑
i=1
Ωˆi,kuk−i
)
(55)
= C>
(
lim
k→∞
ηk −
pm∑
i=1
Ωˆi,ss lim
k→∞
uk−i
)
.
From (21) it is obtained that
lim
k→∞
uk = −L>ss lim
k→∞
ηk. (56)
If ‖Lss‖ ∈ O(1) and, since, limk→∞ ‖ηk‖ ∈ O
(
T−1
) ·
O
(‖∆2x˜k‖) then limk→∞ ‖uk‖ ∈ O (T−1) · O (‖∆2x˜k‖).
Furthermore, since ‖x˜k‖ ∈ ‖ωk‖ ∈ O(T ), then
O
(‖∆2x˜k‖) ∈ O (‖∆2ωk‖) ∈ O (T 3). Finally, from (55)
and using the bounds on ηk and uk while assumung that
‖Ωˆi,ss‖ ∈ O(1) it is obtained that
lim
k→∞
‖xk‖ ≤  (57)
where  ∈ O (T 2) + O(pm) · O (T 2) and if the sampling
interval T is selected in such a way that pm ∈ O(1) then
 ∈ O (T 2).
IV. SIMULATION EXAMPLE
Consider an unstable 2nd-order continuous-time plant with
time-delay given by
x˙(t) =
 0 1 00 0 1
0.1 −0.8 −1.9
x(t) +
0 01 0
1 1
[u1(t− τ1)
u2(t− τ2)
]
+
11
1
 sin (3pit) (58)
where two cases are considered: τ1 = τ2 = 0s (i.e. no delay)
and τ1 = 0.1, τ2 = 0.3s with τp = 0.5s. The sampling interval
is selected as T = 0.1s which, for each of the two different
time-delays, results in the discrete-time plants respectively
given by
xk+1 =
 1 0.0999 0.00470.0005 0.9963 0.0910
0.0091 −0.0723 0.8234
xk +
0.0052 0.00020.1046 0.0047
0.0872 0.0910
uk
+ ωk (59)
and
xk+1 =
 1 0.0999 0.00470.0005 0.9963 0.0910
0.0091 −0.0723 0.8234
xk +
0.0052 00.1046 0
0.0872 0
uk−d1
+
0 0.00020 0.0047
0 0.0910
uk−d2 + ωk (60)
where d1 = 1, d2 = 3 and p = 5, respectively. The initial
condition of the plant is set at x(0) = [1 − 1 1]>.
To investigate the adaptive performance of the regulator
under no delay conditions, the closed-loop system is simulated
using an uncertainty of 20% on the paramters of (59). The
adaptive regulator is initialised with P0 = 102 × Ip+3×p+3.
In Fig. 1-2 the results are shown for the state regulation of
x(t) and the control input profile of the closed-loop plant
under a delay upper-bound τp = 0s, for τ1 = τ2 = 0s
respectively. As expected, x1(t) is regulated to a bound of
O
(
0.12
)
asymptotically. Finally, the system is simulated for
a delay of τ1 = 0.1s and τ2 = 0.3s with an upper-bound
of τp = 0.5s. In Fig. 3-5 the results are shown for the state
regulation of x1, the control input profile and the elements
of the matrix Fˆ of the closed-loop plant respectively. As
expected, the adaptive parameters converge to constant values
at steady state while the state x(t) is regulated to a bound of
O
(
0.12
)
.
V. CONCLUSIONS
In this paper, a discrete-time adaptive regulator is proposed
for a MIMO linear plant which is subject to an unmeasurable
disturbance and has uncertain input delays that may differ
across input channels. An adaptive plant model incorporating
a second-order disturbance observer is formulated which does
not depend on knowledge of the time delays, only their upper
bound. The adaptation laws based on recursive least squares
incorporate a dead zone that ensures stability in the presence of
disturbance. To facilitate control law design, state substitutes
are used to transform the plant into a delay-free dynamics,
which was shown to be controllable. It was further shown that
the proposed adaptive regulator drives the plant state to zero
asymptotically, within an O(T 2) bound. Simulation results
demonstrate the ability of the adaptive regulator to handle
a delay-free plant, as well as mismatches between the delay
upper-bound and the true time delay.
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Fig. 1. State regulation of x1 on the delay-free plant (τ1 = τ2 = 0s), using
a delay upper-bound τp = 0s.
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Fig. 2. Control input profile on the delay-free plant (τ1 = τ2 = 0s), using a
delay upper-bound τp = 0s.
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Fig. 3. State regulation x1 on the plant with delay (τ1 = 0.1s and τ2 = 0.3s),
using a delay upper-bound τp = 0.4s.
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Fig. 4. Control input profile on the plant with delay (τ1 = 0.1s and τ2 =
0.3s), using a delay upper-bound τp = 0.4s.
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Fig. 5. Adaptive parameters Fˆ of the plant with delay (τ1 = 0.1s and
τ2 = 0.3s), using a delay upper-bound τp = 0.4s.
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