Building upon the previous Renner-Coxeter system of work by Eddy Godelle we introduce the familiar Renner monoid structure of the Adherence order. The Green's relations of the system are then considered in relation to the Adherence order and in the finite case maximum and minimum elements in each equivalence class are distinguished and studied.
(1) ≤ is a partial order on W. (2) This is part of Corollary 2.2.3 in [1] .
(2) u ≤ v if and only if every reduced word for v has a subword that is a reduced word for u. (3) u ≤ v ⇒ ℓ(u) ≤ ℓ(v)
(3) ℓ(u) = n ≤ i n ≤ m = ℓ(v) (4) Follows from the fact that if s 1 · · · s k is a reduced word for w then s k · · · s 1 is a reduced word for w.
(5) (i) in Proposition 2.3.4 of [1] (6) This is due to Proposition 2.3.1 in [1] and property (3) above.
(7) This is a quick consequence of the lifting property, Theorem 2.2.7 in [1] . The lifting property is a very important result which we will use in many proofs.
(8) Similar to (7).
(9) Theorem 2.2.6 in [1] .
(10) Corollary 2.2.4 in [1] .
(11) Since u is a subword of v and x is a subword of y it makes sense that a word for ux is contained in a reduced word for vy. It follows that a reduced word for ux is contained in a reduced word for vy.
Theorem 1.4. For a subset of generators, I ⊆ S we denote by W I the subgroup of W generated by I. A subgroup obtained in this way is called a standard parabolic subgroup. There is a one to one correspondence between standard parabolic subgroups and subsets of S .
Let I, J ⊆ S , and let w ∈ W be arbitrary. We define (5) Consider x = s 1 s 2 · · · s ℓ as a reduced word. We will prove the result by induction on ℓ. For ℓ = 0, x = y = 1 and we already know that u ≤ v, so ux ≤ vy. Assume the result is true for all ℓ ≤ k and suppose that ℓ(x) = k + 1. (6) Similar to (5).
(7) First notice that for any s ∈ S ℓ(w 0 sw 0 ) = ℓ(w 0 ) − ℓ(sw 0 ) = ℓ(w 0 ) − (ℓ(w 0 ) − ℓ(s)) = ℓ(s) = 1, so w 0 sw 0 is a generator. Thus, w 0 Iw 0 ⊆ S and so our statement makes sense.
Consider any element v = aw 0 b ∈ W w 0 Iw 0 w 0 W I . Then we can write a = s 1 · · · s k and b = t 1 · · · t ℓ as reduced These results are meant to highlight the important properties from Coxeter group theory which will permeate all our later results. There are other results we will need, which will be invoked at the time. Those wishing a much more complete understanding of the Bruhat order and minimum coset representatives are encouraged to read Chapters 1 and 2 of [1] .
Renner-Coxeter Systems
In his paper, [2] , Eddy Godelle made an excellent definition that went beyond the usual Renner monoid derived from reductive monoids in algebraic geometry. Taking the basic structures of the Renner monoid from reductive monoids he created a whole collection of factorizable monoids with similar, simple, and robust structure.
A factorizable monoid is one which is unit regular
) and its set of idempotents is a meet semilattice with the partial order e ≤ f ⇔ e f = f e = e. Factorizable monoids are known to be inverse monoids. That is, every element m ∈ M has a unique element, n, called the inverse of m, so that mnm = m and nmn = n. 
(vi) for every e ∈ Λ, the groups, {w ∈ W | we = ew} and {w ∈ W | we = ew = e}, are standard parabolic subgroups of W In Godelle's paper he refers to the monoid, R as a generalized Renner monoid, however in this paper we will refer to R as a Renner-Coxeter monoid as it is a little more clear at a glance that we are talking about a monoid described by the above system rather than the more familiar Renner monoids from reductive monoids with which we will occasionally contrast. We shall call Λ the cross-sectional lattice and S again as the set of generators or the set of simple reflections.
For the remainder of this paper, R will always represent a Renner-Coxeter monoid, W will always be its group of units, S its generators, Λ the cross-sectional lattice, and so on. Any other assumptions on these basic structures will be stated during results that require them. [2] ) are all Renner-Coxeter systems. This allows our work to cover much more than just reductive monoid results, although later we will make an assumption of finiteness aimed at examining those Renner monoids more specifically.
As they are parabolic subgroups of W, we can define maps λ : Λ → P(S ) and λ * : Λ → P(S ) so that {w ∈ W | we = ew} = W λ(e) and {w ∈ W | we = ew = e} = W λ * (e) for each e ∈ Λ. We term λ, λ * , and λ * as the type map, lower type map, and upper type map respectively. These type maps have a special relationship which will be explored by the next two results. 
similarly, completing the result. Clearly, i ji ∈ W I , so i ji = uv for some u ∈ W I\J and v ∈ W J . Let w be a reduced word subword (recall
where k is such that s a ∈ I\J for all a ≤ k and s a ∈ J for all k < a. But two reduced words for the same group element must have the exact same s ∈ S , just in different Proof. Let u ∈ W λ * (e) and v ∈ W λ(e) . By definition we know that ue = e = eu. Consider vuv −1 and notice that
Since W λ * (e) W λ(e) we can now use any of the six properties of the preceeding lemma to our advantage. We will make great use later on of facts like λ * (e) and λ * (e) commute and
In addition to introducing the concept of generalized Renner-Coxeter systems, [2] lets us understand the presentation of such systems, introduces a notion of length, and also gives us the following result, of which we will make great use.
Theorem 2.4.
Suppose that e, f ∈ Λ and w ∈ λ(e) W λ( f ) . There is a unique element, g ∈ Λ such that,
This element is denoted, e ∧ w f , and shall be referred to as Godelle's meet.
Proof. This is actually two results from [2] written together. (1) and ew f = g follow from Lemma 1.12 and (3) and g = f w −1 e are stated as part (iii) of Corollary 1.13.
Our last piece of introductory monoid material is the following collection of equivalence relations, familiar to nearly anyone who has studied semigroups before. Semigroup theorists will notice that the common D relation is absent in our definition. However, upon closer inspection one can see that J = L • R which is the definition of the D relation.
As we move forward we will be seeing a lot of Green's relations. When we wish to denote a generic relation, we shall often use the T symbol. To denote a specfic equivalence class, we shall use T r = {s ∈ R | rT s} to mean the T -class of the element r.
Adherence Orders on Renner-Coxeter Monoids
Our goal is to generalize the Adherence order of Renner monoids from reductive algebraic monoids ( [6] Proof. (1) and (2) are Proposition 1.11 in [2] . (3) and (4) Let us take r = aeb to be in left standard form. Since a ∈ W λ * (e) and W λ(e) = W λ * (e) × W λ * (e) is is not hard to see that if x = a λ(e) then there exists y ∈ W λ * (e) so that a = xy. Letting z = b ∈ λ(e) W we can see that r = aeb = xyez = xeyez satisfies the properties of hybrid standard form.
Suppose r = xeyez satisfies the conditions of hybrid standard form. Since e is an idempotent and y ∈ W λ * (e) we see that ye = yee = eye = eey = ey. So it is clear that r = xeyez = (xy)ez = xe(yz). Since x ∈ W λ(e) and y ∈ W λ * (e)
we can see that xy ∈ W λ * (e) , so (xy)ez is in left standard form and similarly xe(yz) is in right standard form.
To show uniqueness, suppose that r = xeyez = aebec are two such decompositions. Then (xy)ez = (ab)ec are in left standard form, which is unique. Thus z = c and xy = ab. Then x = (xy) λ(e) = (ab) λ(e) = a and it follows quickly that y = b as well.
With our standard forms in hand, we can more easily compare some of Green's relations by observation of the decomposition. (1) and (2). (5), (6), and (7) are each covered by previous results thanks to (4) from the preceeding proposition.
(8) follows from applying (6) and (7) and the fact that rH s if and only if rL s and rR s.
(1) in the preceeding shows us that Λ really is cross-sectional with respect to the J -classes of R, earning its name. These partial orders are referred to as the Adherence orders on (R, Λ, S ).
Our choice of associating + to the left standard form comes from the historic focus on left standard form ( [4] ).
We will show shortly that the notation, ≤ + and ≤ − is apt, as these are partial orders. But towards the proof we first prove the following lemma.
Lemma 3.4. For any u, v ∈ W, the following exist and are equal (1) max{u
′ v | u ′ ≤ u} (2) max{uv ′ | v ′ ≤ v} (3) max{u ′ v ′ | u ′ ≤ u, v ′ ≤ v}
As a result, we denote this element by u • v and, as it produces a maximum with respect to the Bruhat order, it is
called the optimization operator.
Proof. We are going to show that (1) and (3) exist and are equal by induction on ℓ(u). The existence and equality of (2) and (3) follow by a similar argument, completing the result.
Let us induct on k = ℓ(u). If k = 0 then u = 1 and the result is clear. Suppose that k > 0. Then we can find s ∈ S so that w := su < u. By induction, max{w (1) We can find w 1 ≤ w so that x = w 1 v, so m = w 1 v or sw 1 v and since w 1 , sw 1 ≤ max{w, sw} = u we see that
On the other hand, if u ′ < su ′ , then u ′ ≤ w (by the lifting property), in which case u ′ v ≤ x and hence u ′ v ≤ m.
We denote the element of W in the preceeding lemma by u • v just as Putcha does in [5] .
• turns out to be a very interesting and important binary operation. Of particular note,
Not only are both ≤ + and ≤ − partial orders on R, but they can be seen to quite naturally extend some of the other, more familiar partial orders on important subsets of R. Both ≤ + and ≤ − extend the Bruhat order on the group of units, W, as well as extend the usual product partial order for idempotents, E(R).
Proof.
(1) The result for ≤ + and ≤ − are symmetrical, so we will just demonstate it for ε = +. We start with reflexivity. Since e ≤ e and 1 ∈ W λ * (e) W λ * (e) it is clear that xey
Now, towards transitivity, suppose that xey
Since x ≤ au the subword property tells us that x = a 1 u 1 for some a 1 ≤ a and u 1 ≤ u. Then we can see
This means that we can find an element r ∈ W λ * (e) such that
and vu 2 ∈ W λ * (g) . By seeing vu 2 qr ∈ W λ * (g) W λ * (e) and x ≤ cvu 2 qr and
(2) For ε = +, notice that for any u, v ∈ W, u · 1 · 1 and v · 1 · 1 are the left standard forms. So we see that u ≤ + v if and only if we can find w ∈ W λ * (1) W λ * (1) = W so that u ≤ vw and w −1 1 ≤ 1. The latter condition forces w = 1 and so it is equivalent to u ≤ v in the usual Bruhat order. A similar proof can be given for ≤ − .
(3) Take e, f ∈ Λ. Observe that 1 · e · 1, 1 · f · 1 are the respective standard forms (regardless of ε). Then, depending on choice of ε, we see that e ≤ ε f if and only if e ≤ f and there exists w ∈ W λ * ( f ) W λ * (e) such that 1 ≤ w and w −1 ≤ 1 or e ≤ f and there exists w ∈ W λ * (e) W λ * ( f ) such that 1 ≤ w and w −1 ≤ 1. In either case, w = 1 and we are left with e ≤ f .
(4) We shall just prove the result for ε = +, as ε = − is done in a similar manner. Let ueu −1 , v f v −1 be arbitrary idempotents, with e, f ∈ Λ. One can quickly check that it is safe to assume u ∈ W λ(e) and v ∈ W λ( f ) . Suppose that
Then e ≤ f and we can find w ∈ W λ * ( f ) and x ∈ W λ * (e) so that vwx ≤ u ≤ vw. Thus u ∈ vwW λ * (e) , and we can find y ∈ W λ * (e) so that u = vwy. We can rearrange and see that u
, and r ∈ W λ(e) . Thus ueu
Since f ∧ q e ∈ Λ it follows that f ∧ q e = e, q ∈ W λ * (e) and thus f ∧ q e = f qe = f e = e. In a similar fashion we can show that e f = e. So we have demonstrated that e ≤ f . In fact, we also know ueu
follows that vpr ∈ uW λ * (e) . This means we can find z ∈ W λ * (e) so that vprz = u. By using the commuting properties
we can rearrange this equation and find terms a ∈ W λ * ( f ) and b ∈ W λ * (e) so that u = vprz = vab. From there it follows that u ≤ v(ab) and (ab)
We are going to primarily be concerning ourselves with ≤ + , but nearly everything we discover will apply (with some symmetry) to ≤ − and the right standard form. When possible, we will make joint statements using the above ε notation, however, if that would become too cumbersome, we will state the result in terms of one of the two (mostly ≤ + ) and leave curious readers to mirror the arguments and come up with the analogous statement.
Proposition 3.6. For any two elements, r, s ∈ R, the following are equivalent.
Proof. Let r = xey and s = a f b be written in left standard form. It is quick to see that r * = y −1 ex −1 and An interesting result, which we will prove using hybrid standard form, is that when we restrict to an H -class of R, the partial orders ≤ + and ≤ − coincide. This is a decent generalization of Theorem 3.5 (2), as W = H 1 . (6)) (4) is similar to (3).
Proposition 3.7. For any two elements, r, s ∈ R,
Interestingly, this shows that for any r ∈ R if rJ e ∈ Λ then (H r ,
Later on in the paper we shall introduce the idea of minimum elements (with respect to our Adherence orders)
within a given equivalence class of a given Green's relation (either J , L , R, H ). However, our discussion (Section 5) will take place within Renner-Coxeter monoids with a finite group of units. It turns out that some equivalences classes do have minimum elements even in the general setting. This is part of the content of our last result in this section. Let p = λ * (g) (zy). We claim that p ∈ λ(g) W and hence ex f y = gzy = gp ∈ GJ + . Let us say q = zyp
and suppose that sp < p for some s ∈ λ * (g). If no such s exists, then p ∈λ * (g)W and we are already done.
We can find some t so that p = st = s • t. Then zy = qp = qst = sqt since q ∈ W λ * (g) and λ * (g) and λ * (g) commute.
Then we see that szy ≤ zy. Consider sz. There are two options, either sz < z, or s > z (that is, sz = s•z).
In the first case we find z = sτ = s • τ for some τ. It follows that x = wz = wsτ = swτ since λ * (g) commutes with w ∈ W λ * )(g) . This gives us a reduced word for x starting with λ * (g) ⊆ λ(e), a contradiction. In the second case,
Thus, p ∈ λ * (g) W and since we started with p ∈ λ * (g) W we conclude p ∈
To show O is a monoid, let pe1eq be an element of O written in hybrid standard form. Notice that pe1eq = (pe)(eq) and indeed all elements of O are written as xy for some x ∈ GJ + and some y ∈ JG − . To complete this result, it suffices to show that for any x ∈ GJ + and y ∈ JG − that xy ∈ O and yx ∈ O.
Starting with xy, we can let x = eσ and y = τ f for e, f ∈ Λ and σ ∈ λ(e) W,
as these are all idempotents.
µgµ −1 ≤ − σ −1 eσ implies that we can find a ∈ W λ * (e) and α ∈ W λ * (g) so that αaσ = µ −1 , or rather aσ = α
Similarly, we can find b ∈ W λ * ( f ) and β ∈ W λ * (g) so that τbβ = µ or τb = µβ −1 . Thus, xy = σµgµ
Suppose that a λ * (g) W, then we can find s ∈ λ * (g) and a p ∈ W λ * (e) so that a = sp = s • p (in effect giving us a reduced word for a starting with an element of λ * (g)). But since σ ∈ λ(e) W and µ
, giving us a reduced word for α −1 µ −1 starting with a generator from λ * (g). However, α ∈ W λ * (g) and µ −1 ∈ λ(g) W so it follows that α
. So we conclude that
is in hybrid standard form and hence xy ∈ O.
As for yx, we can keep our e, f, σ, and τ. Then yx = τ f eσ. Let g = f e = f ∧ 1 e ∈ Λ. Then g ≤ e, f and Combining (2) and (3) we see that O is an inverse monoid, so it is indeed the smallest such monoid containing
The final situation is similar to the latter.
(5) Take any idempotent, e ∈ E(R). When written in hybrid standard form we have some f ∈ Λ and x ∈ W λ( f )
so that e = x f 1 f x −1 . So by definition, e ∈ O.
(6) Let r = xey and s = p f q be written in left standard form. Then a = 1ey and b = 1 f q are written in left standard form. Since r ≤ + s we can find u ∈ W λ * ( f ) and v ∈ W λ) * (e) so that x ≤ puv and v −1 u −1 q ≤ y. But it is clear that for any u, v we have 1 ≤ 1uv, so it follows directly that a ≤ + b.
(7) is done simiarly to result (6).
(8) As they are similar, we will only show the GJ + case. Suppose that there were two elements r, s ∈ GJ + with rL s. Then by (1), r ≤ + s ≤ + r, so they are equal. Next, take any r ∈ R. Write r = xey in left standard form.
It is clear that rL 1ey is also in left standard form and that 1ey ∈ GJ + by definition. Since for all r ∈ R we have
(9) Suppose there are two elements r, s ∈ O with rH s. Then by (1), r ≤ + s ≤ + r, so then r = s. Next, take any r ∈ R. Write r = aebec in hybrid standard form. It is clear that rH ae1ec is also in hybrid standard form and that ae1ec ∈ O. Since for all r ∈ R we have |H r ∩ GJ + | = 1 we conclude O R/H .
These monoids of minimum elements are concepts that we will return to. The existence of minimum elements only for some of Green's relations and with a particular choice of ≤ + or ≤ − is due to the group of units, W.
Suppose each J -class had a minimum element. Then for a given e ∈ Λ the minimum element of J e = WeW must also be the minimum element of its L -class and so has left standard form looking like ey.
ey ≤ ez if and only if there is some x ∈ W λ(e) so that xz ≤ y. But we know that z ≤ xz, so we conclude that z ≤ y. For an infinite W this cannot be the case! With that in mind, we can explore the consequences of a finite group of units.
The Finite Case and Vanilla Form
The more familiar object of study is Renner monoids derived from reductive algebraic monoids. Such monoids have an advantage in that they are always finite. For the remainder of this paper, any R considered will be finite.
With a finite Renner monoid comes a finite group of units, W, and it is well known that a finite Coxeter group has a maximum element in its Adherence order (Theorem 1.2). This element, w 0 , will allow us to define a new cross-sectional lattice and with that better explore the Adherence order and its relationship with Green's relations. (
ii) Let e ∈ E(R).
Since Λ is a transversal we can find u ∈ W and f ∈ Λ so that e = u f u −1 . But then, w 0 f w 0 ∈ Λ − by definition and it follows that e = (uw 0 )(w 0 f w 0 )(w 0 u −1 ) = (uw 0 )(w 0 f w 0 )(uw 0 ) −1 . Furthermore, if eJ f for two e, f ∈ Λ − then we can find w ∈ W so that wew −1 = f and g, h ∈ Λ so that w 0 ew 0 = g and w 0 f w 0 = h. Combining these we see that w 0 ww 0 gw 0 w −1 w 0 = h. But Λ is a transversal, so g = h and hence e = f .
(iv) Suppose that e ≤ e ′ ∈ E(R). Then ee ′ = e ′ = e ′ e. Since (R, Λ, S ) is a Renner-Coxeter system we can find f ≤ f ′ ∈ Λ and w ∈ W so that wew −1 = f and we
But then (w 0 w)e(w 0 w)
− and (w 0 w) ∈ W satisfy this requirement. Pick any e ≤ e ′ ∈ Λ and let f = w 0 ew 0 ∈ Λ, f ′ = w 0 e ′ w 0 ∈ Λ. As we noted in (iv) e ≤ e ′ implies that f ≤ f ′ .
So then λ
(vi) Notice, as we similarly saw in (v), that, using the fact of w 0 S w 0 = S , for any e ∈ Λ − , we have the chain 
When we write the element r = σ − e − σ 0 e + σ + in this way we say that r is written in vanilla form.
Proof. Let r = xey be in left standard form with respect to (R, Λ, S ). Notice that f = w 0 ew 0 ∈ Λ − and so r = xey = xeey = xw 0 f w 0 ey. Let z = (xw 0 ) λ( f ) then we can find u ∈ W λ( f ) so that zu = xw 0 and by substituting in we get, r = zu f w 0 ey = z f uw 0 ey.
we see that r = z f vey satisfies the conditions of our vanilla form, establishing existence.
Toward uniqueness, suppose that r = σ − e − σ 0 e + σ + = τ − f − τ 0 f + τ + and both decompositions satisfy the vanilla form conditions. Then e − J f − and e + J f + , and since Λ − and Λ are transversals it is immediate that e − = f − and 
we conclude that
Vanilla form (named to avoid overused terms like normal and canonical) can be interestingly contrasted with hybrid standard form. Both bridge the gap between left and right standard forms. Both (as we will see in a bit) allow us to identify each of Green's relations by observing the decomposition. However, the hybrid standard form is contained solely in (R, Λ, S ), whereas our new vanilla form allows us to study both (R, Λ, S ) and (R, Λ − , S ).
Corollary 4.4.
Suppose r = σ − e − σ 0 e + σ + is in vanilla form. Then,
. This means we can find u ∈ W so that uσ 
. Now, since
it follows that we can find v ∈ W λ(e − ) so that σ 0 = vw
). So w
≤ L σ 0 and since • w for some w ∈ W. Thus, r = σ − σ 0 e + σ + = weσ + , so we only need show that w ∈ W λ * (e) . Suppose not, then there exists a reduced word for w which ends in an element of λ * (e). However, then σ −1 − w gives a reduced word expression for σ 0 ending in the same element of λ * (e), a contradiction. This demonstrates (2) and (3) is similar. 
Since σ − ∈ W λ(e − ) and x ∈ W λ(e − ) , by Theorem 1.4 we can find a, b, c ∈ W so that a = (τ − y)
Then we see that
which satisfies the conditions of r ≤ + s.
(3) ⇔ (1) follows by nearly identical reasoning to our previous two arguments, finishing off this result.
The following corollary gives us a set of broader results than those in Proposition 3.7. Proof.
(1) Since rJ s Corollary 4.5 tells us that e − = f − and e + = f + , and so our condition for r ≤ + s reduces
We can quickly see that
The reverse implication is obvious. Of course, one could construct a nearly identical decomposition to the vanilla form which allows for the quick comparisons of Green's relations but instead allows the computation of ≤ − and extends right standard form. This, "chocolate" form while an interesting concept perhaps, would be functionally no different from vanilla form (indeed one can derive this new form by taking the inverse of the vanilla form for r * , or simply studying vanilla form in (R, Λ − , S )), and so we will confine our results to focussing on the vanilla form. This will mean placing emphasis on ≤ + over ≤ − , but interested readers can easily mimic the proofs and derive the corresponding results.
Corollary 4.8. The following are equivalent for any r, s ∈ R And lastly, (1) ⇔ (4) by Theorem 4.6.
We will close out this section with a very interesting result about the J relation and the Adherence order.
Recalling that rJ s if and only if there exists t so that rRtL s if and only if there exists u so that rL uR s, the following proposition tells us that these t and u may be chosen with the Adherence order in mind. 
Maximum and Minimum Elements
In Section 5 of [4] an interesting element of a given H -class in a Renner monoid is distinguished. For This particular example motivates the following definition and this section's discussion.
Definition 5.1. For an equivalence relation on R, T , ε = + or −, and any element r ∈ R we define, Then for any r ∈ R, assuming they exist, max ε T r ≤ ε max ε U r and min
Proof. Suppose that t = max ε T r and u = max ε U r . Then it is clear that tT rU u implies that tU u. But by definition s ≤ ε u for all sU u. Then t ≤ ε u as desired. The minimum case is done similarly.
As it turns out, for the Green's relations, H , L , R, and J (in a finite R) these maximum and minimum elements always exist and can be characterized using the vanilla form decomposition. 
Proof. The proofs are similar, so we will just look at ε = +.
(1) and (5) and (by Corollary 4.5) belong to the same H -class. As r was arbitrary, we are done.
(2) and (6) Notice that for any σ − and σ 0 satisfying the conditions of vanilla form,
We can see that 1 ≤ σ − σ 0 ≤ w 0 and thus, 1 
This has already been covered by Theorem 3.8, but is included for completeness. (6) For ε = + this has been done in Theorem 3.8 (4), and the case for − follows by similar reasoning, but in (R, Λ − , S ).
(7) For ε = − this has been done in Theorem 3.8 (4), and the case for + follows by similar reasoning, but in The ε = − case is handled analogously.
(9) is taken care of in a manner similar to (8) .
(10) For any J -class, we see that there is exactly one element of the form w 0 Λ, so it suffices to show that this element is largest in the given J -class. Let w 0 e = w λ * (e) 0 e be such an element written in left standard form.
Consider an arbitrary element xey written in left standard form from the same J -class. Then
. Adding to this the fact that 1 ≤ y, we conclude that xey
Simiarly we can show that
The ε = − case is completed by performing the same actions, but in (R, Λ − , S ), allowing us to conclude that (with regards to (R, Λ, S )) w 0 Λ − = Λw 0 = {r ∈ R | r = max − J r }. In fact, the proof of our last result can be extended to show the following corollary. Case T = L : Let r = σe + σ + and s = τ f + τ + be written in left standard form. By using The inspiration for our look at minimum elements in equivalence classes comes from Section 5 in [4] where a number of results, noteably Corollary 5.5, deal with the properties of the elements of O inside their H -classes.
Were it not for this section, the author's PhD thesis would not have taken the direction it did, and consequently this paper would not have been written as a combinatorial follow up.
It is somewhat ironic that the result this work was inspired by, Corollary 5.5 in [4] , actually states that r ≤ + s implies min + H r ≤ + min + H s , which one may notice was exactly the statement that had to be left out of the preceeding theorem, as it is not correct. Proof. Using Theorem 5.6 we can see that our chain condition implies max ε T r 0 ≤ ε max ε T r 1 ≤ ε · · · ≤ ε max ε T r n .
But since r 0 T r n we see that T r 0 = T r n and hence max ε T r 0 ≤ ε max ε T r 1 ≤ ε · · · ≤ ε max ε T r 0 . So by squeezing we see that min ε T r 0 = max ε T r i for all i. By definition, sT max ε T s for all s ∈ R we conclude that r 0 T r i for all i.
Geometric Interpretations
The scope of the generalized Renner-Coxeter systems is indeed impressive and allows us to consider the theory of monoids of Lie type, Renner monoids of reductive algebraic monoids, and Renner monoids created from KacMoody groups. However, let us take a moment and look at the implications of our definitions and results when confined to Renner monoids of reductive algebraic monoids. There is certainly much more work that can be done with Renner-Coxeter systems. They provide a solely combinatorial platform from which to investigate a traditionally algebraic and geometric structure. As a generalization of Coxeter systems, the overlap and extensions of results from [1] are definitely worth exploring and cataloguing.
The author wishes to thank Lex Renner for his time in discussions and his guidance on the creation of this paper and the research that lead to its completion.
