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Preface
Scarcely a day passes - at least for me - without searching for all sort of things: my keys, my left
shoe, the shortest way, or an article that I have recently read. More generally, I am searching for
an object x∗ in a non-empty setS. For example, the magazine with the article in question among
all magazines I have ever read. To find the unknown object, one may take certain steps, like, for
example, reading the table of contents of a magazine. These steps provide us with information
such as “yes, the article is in the magazine” or “no, the article is not in this magazine”. We
call the set of possible steps tests, and we assume that both the set S and the range of possible
answers to a test are finite. The pair of S and a family of admissible tests F is termed a search
process.
One form of search process arose from the following problem: During World War II, the United
States Public Health Service examined blood samples of all draftees for syphilis. By introducing
an antigen to the blood samples, the blood clumped if antibodies were contained in the sample
which indicated the disease. Since those tests were costly and in most cases negative, Dorfman
(s. [Dor43]) suggested that one should pool several blood samples and test the pool instead
of individual blood samples. If a pool of blood samples is clear of antibodies, so are all blood
samples that are contained in the pool. Otherwise, if a pool of several blood samples contains
antibodies, then at least one of those samples contains antibodies and further tests are necessary.
Consequently, the following question arises: How can you minimize the number of tests by
pooling samples?
Although Dorfman’s suggestion has never been implemented, his idea was applied to different
tasks and he established a new topic in search theory, the group testing problem:
We are given a set N of n items and some of these items are somehow distinguished. Let M be the
set of those items; we will call them de f ective. To discern between defective and non-defective
(we refer to them as good) elements, a family of tests is at our disposal which maps any subset
X ⊂ M to “1” if at least one defective element lies in X, and “0” otherwise. For small m, group
testing can certainly save tests. Now, this raises the question of how many tests an optimal
algorithm needs to find m defective elements among n = |N| items? The answer surely depends
on which of the items are defective. To compare algorithms, either the average number of tests
or the number of tests in the worst case is usually considered. In the following, we will always
regard the number of tests in the worst case.
In contrast to the blood testing, we will assume that we know the exact number m = |M| of
defective items. If m = 1, we can find the defective item by always testing approximately half
of the candidates. By doing so we need dlog2 ne tests, which is optimal. While the problem
for m = 1 is quite simple, it is far more difficult for m = 2. Several papers had dealt with the
problem (including [CH80], [Tos80], [CH81], [CHL82], and [Tos82]) until Aigner reformulated
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the problem. Aigner suggested in [Aig86] that searching for two defective items can be viewed
as the search for one defective edge in a graph. This problem was considered again by [AT93]
and [Dam94] who finally proved an upper bound for the worst-case number of tests that is tight
for infinitely many graphs.
By exchanging the roles of positive tests and negative tests the number of tests does not change
and so the problem presents itself as follows: Given is a graph G = (V,E) with a defective edge
e∗ ∈ E and we have to find e∗. This exchange makes it more comfortable to extend the problem to
larger unknown edge sets. If more than one edge is defective, say d ≥ 1 edges, Du and Hwang
(s. [DH93]) conjectured that at most
d · (dlog2(|E|/d)e + c)
tests are necessary to find all defective edges, this was proven by Johann (s. [Joh02]) for
c = 7. Korneffel (s. [Kor07]) presented another solution that improved the result by an iterative
algorithm. With a slight modification, Korneffel and Triesch (s. [KT08]) gave an algorithm that
finds all defective edges by
d · dlog2(|E|/d)e + 9
tests, even if the number of defective edges is unknown.
If, in the first place, not pairs but triples or larger sets are defective, then we can interpret the
problem as a group testing problem on hypergraphs. Triesch proved in [Tri96] that finding a
defective edge in a hypergraph of rank ≤ r costs at most⌈
log2 |E|
⌉
+ r − 1
tests (for r = 2 it yields Damaschke’s result). Combining those two extensions of the problem,
we are looking for d unknown defective hyperedges in a hypergraph. Chen and Hwang gave
in [CH07] an algorithm that finds all defective edges in a hypergraph of rank r by at most
d ·
⌈
log2 |E|
⌉
+ (r − 1)br/2c · dr + o(dr)
tests. In this thesis, we will show in Chapter 2 that on the one hand there is some constant c > 0
and infinitely many hypergraphs such that in the worst case at least
d · log2 |E| + c · d
r
2
tests are needed to find d defective edges. On the other hand, there is some constant C > 0 such
that there is a search algorithm that finds all defective edges in a hypergraph of rank r by at
most
d ·
⌈
log2 |E|
⌉
+ C · d r2
tests. In the third chapter, we will consider 3-uniform hypergraphs and we will give an
algorithm that proves the conjecture of Du and Hwang for 3-uniform hypergraphs.
1Chapter 1
Introduction
1.1 (Hyper-) graphs: notations and definitions
We start this chapter with some basic terms of graph and hypergraph theory, for more details
please see [Bol98] or [Ber89].
A hypergraph H is an ordered pair H = (V,E) comprising a vertex set V = V(H) and a set of
hyperedges (short: edges) E = E(H) where E ⊆ 2V. An edge e is called a loop if |e| = 1. We say
a hypergraph is simple, if none of its edges is included in another. If not stated otherwise, we
assume that all hypergraphs considered in the following are simple. Two vertices v and w are
adjacent or neighbors if there is an edge e ∈ E with {v,w} ⊆ e; we also say e joins v and w. Two
edges e, f ∈ E are incident, if e ∩ f , ∅ and every edge e is incident to all vertices v ∈ e. Further,
let r(H) := max{|e| : e ∈ E} denote the rank of H. If all edges in H have cardinality r, we say H is
r-uni f orm. A graph is a hypergraph of rank 2. A graph in which every pair of distinct vertices
is connected by an edge is called a complete graph. Let S ⊂ V, then set E(S) := {e ∈ E : e ⊂ S}.
A vertex set S ⊂ V is independent if e 1 S for every e ∈ E with |e| ≥ 2. Is, moreover, |e ∩ S| ≤ 1
for every e ∈ E, then we call S strongly independent. Finally, we call a set X ⊂ V a vertex cover if
e ∩ X , ∅ for each e ∈ E.
1.2 Search processes
Let S be a non-empty set with a distinguished element x∗ ∈ S and F a family of functions on S.
We call S a search domain and F a test f amily. Functions in F are called tests or questions. The
pair (S,F ) is a search process, and if bothS and F are finite, the search is said to be combinatorial.
Our objective is to identify x∗. On this account, we choose tests f1, f2, . . . ∈ F and receive as
answer the values f1(x∗), f2(x∗), . . . depending on x∗. If these values f1(x∗), f2(x∗), . . . determine
x∗ uniquely, we call { f1, f2, . . .} a (successful) search algorithm.
Among other things, the range of possible answers classifies different search processes. We will
consider test functions with only two possible answers; such a search process is called binary. A
crucial distinction concerns the nature of admissible search algorithms. An algorithm is called
predetermined if all tests f1, f2, . . . ∈ F are stipulated in advance of the search process. Otherwise,
if the choice of a function fi ∈ F depends on the previous answers f1(x∗), f2(x∗), . . . , fi−1(x∗), the
algorithm is said to be sequential.
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Suppose the search domain S = {x1, x2, . . . , xn} is linearly ordered x1 < x2 < . . . < xn. A test
f ∈ F is monotone if f (x1) ≤ f (x2) ≤ . . . ≤ f (xn). Let Fmon be the set of monotone tests. A
search process (S,F ) with F ⊆ Fmon is alphabetic. Let (S,F ) be a search process andA a set of
admissible algorithms that perform a successful search for every x∗ ∈ S, then l(A, x∗) denotes
the number of tests an algorithm A ∈ A needs to determine x∗ ∈ S uniquely. The complexity of
a search process (S,F ) can be described by
c(S,F ) = min
A∈Amaxx∗∈S
l(A, x∗),
called the worst-case complexity. A binary search process (S,F ) is bounded from below by
c(S,F ) ≥
⌈
log2 |S|
⌉
where dxe denotes the smallest integer not less than x. This bound is usually called the
in f ormation-theoretic bound. A proof for the information-theoretic bound can be found for
example in [Aig88]. We also refer to [Aig88] for more details about search theory.
1.3 Group testing on graphs and hypergraphs
In the thesis at hand, we consider one form of combinatorial search: the group testing problem.
Suppose, we are given a set N of n items and some of them are somehow distinguished. We
call the distinguished items de f ective, and we say that all other items are good. Let M ⊂ N be
the set of defective items. To discern good and defective items, we choose subsets X ⊂ N and
ask whether X ∩M = ∅. Let f : 2N → {0, 1}with
f (X) = 1 ⇔ X ∩M , ∅
for each X ⊂ M. We call f (X) a test of X ⊂ N and we say the test is positive if f (X) = 1, or,
otherwise if f (X) = 0, it is negative. Usually, we assume that the number m of defective items is
known. In that case, the search domain S comprises all subsets X ⊂ N with |X| = m. Suppose
m = 1, then we find the defective element by the following procedure:
Test a set X ⊂ N with |X| = dn/2e elements. If f (X) = 1, then the defective element lies in X, thus
proceed the search on X. Otherwise, if f (X) = 0, then the defective element lies in N\X and
the search proceeds of course on N\X. By this so called halving procedure, we find a defective
element by at most ⌈
log2 n
⌉
tests, which is the information-theoretic lower bound. Thus, the algorithm is optimal. While
the case m = 1 is quite easy, the case m = 2 is far more difficult. In 1980, Chang and Hwang
conjectured in [CH80] that finding two defective elements lying in two disjoint sets, one of
cardinality l and the other of cardinality t, costs in the worst case⌈
log2(l · t)
⌉
tests, which they proved one year later in [CH81]. In the meantime, Tosˇic´ ([Tos80]) gave an
optimal strategy for infinitely many values of n in order to find two defective elements in a set
of n elements. Let nk denote the largest n such that k tests suffice to find 2 defective elements
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in a set of n elements. Chang, Hwang and Lin [CHL82] determined two years later an upper
bound uk and a lower bound lk for nk such that lk/uk > 0.95.
The search of two elements can be interpreted as the search of one defective edge in a complete
graph. The first one to formulate the search on graphs in an explicit way was Aigner in [Aig86],
where he considered a slightly different problem: a test has three possible outcomes, namely
the tested set contains two, one, or no defective elements.
However, the group testing problem on graphs can be described as follows: Let G = (V,E) be
a graph containing one unknown defective edge e∗ = {u, v}. The test of A ⊂ V has now two
possible outcomes, either f (A) = 0, if {u, v}∩A = ∅ or otherwise f (A) = 1 in case of {u, v}∩A , ∅.
In the first case e∗ ∈ E(V\A) and in the second case e∗ < E(V\A). For convenience, the roles of
positive and negative tests are interchanged: a test of any set A ⊂ V is positive, if and only if
e∗ ∈ E(A). Let c(G) denote the worst-case cost of finding one defective edge in a graph. It is
obvious that the predefinition of positive and negative tests has no influence on c(G).
Aigner conjectured (s. [Aig88], p. 144) that
c(G) ≤
⌈
log2 |E(G)|
⌉
+ c
for some constant c > 0, which was proven in 1993 by Altho¨fer and Triesch in [AT93], who
showed that
c(G) ≤
⌈
log2 |E(G)|
⌉
+ 3.
In 1994 Damaschke [Dam94] improved the result and showed that
c(G) ≤
⌈
log2 |E(G)|
⌉
+ 1.
This represents a tight bound for infinitely many graphs G (s. e.g. [Aig88], p. 133). Two
years later, in 1996, Triesch generalized the search problem to hypergraphs. Let H = (V,E) be a
hypergraph with a rank of at most r, and let c(H) denote the worst-case complexity of finding
one defective edge in H. Triesch proved in [Tri96] that
c(H) ≤
⌈
log2 |E|
⌉
+ r − 1. (1.1)
Suppose now, not only one but d > 1 edges are defective. Let c(G, d) and c(H, d) denote the
worst-case cost of finding d defective edges in a graph G or in a hypergraph H. We may repeat
the search for one defective edge until we have found all defective edges. Since the average of
defective edges is one out of |E|/d, Du and Hwang ([DH93], p. 242) conjectured:
Conjecture 1.1. [DH93] Let H = (V,E) be a hypergraph of rank r with d ≥ 1 defective edges, then there
is a constant cr such that
c(H, d) ≤ d ·
(⌈
log2
|E|
d
⌉
+ cr
)
holds.
For r = 2, Johann ([Joh02]) gave an algorithm that proved that the conjuncture is true for c2 = 7.
This result was improved five years later by Korneffel ([Kor07]), who gave another algorithm
that works iteratively and uses (1.1) which showes that
c(G, d) ≤ d ·
(⌈
log2
|E|
d
⌉
+ 5
)
+
√
2d.
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With a slight adaption of the algorithm Korneffel and Triesch were able to prove in [KT08] that
the conjecture remains true if d is unknown; in that case we have c2 = 9. For unknown d, Hwang
([Hwa05]) proposed an algorithm as early as 2005, which was revised by Chen [Che11] in 2011.
Eventually, the algorithm of Hwang / Chen identified all defective edges by at most
d ·
⌈
log2 |E|
⌉
+ d2 + 3d + 1
tests.
1.4 A search algorithm on graphs
In the next chapter we will use the search algorithm for graphs and its ideas to find defective
edges in arbitrary hypergraphs. Therefore, we summarize the results of [KT08] and [Tri96]
which we will apply in the following.
Let G = (V,E) be a graph and D ⊂ E be the set of defective edges where d := |D| is known.
Further, let  be a total order on a subset X ⊂ V. We say x ∈ X lies le f t o f y ∈ X (and y lies
right of x) if x  y, and in case of e = {x, y} ∈ E we call x the le f t and y the right endvertex of e.
The rightmost vertex of any set Y ⊂ X is the one vertex y ∈ Y that lies right of all other vertices
z ∈ Y\{y}. Define for any subset X with a total order  and a vertex x ∈ X the following two
sets, firstly,
Xx := {y ∈ X : ∃{x, y} ∈ E(X) and x  y}
and secondly
Ax := {e ∈ E(X) : x is left endvertex of e}.
Please note that |Xx| = |Ax| and E(X) = ⋃˙
x∈X
Ax. We call Y ⊆ X a rightmost set if there is a vertex x
with Y = Xx. A vertex set X is alphabetically sorted, if
x  y⇒ |Ax| ≥ |Ay|.
We call the union Y := Y′ ∪ {x} of a rightmost set Y′ ⊂ X and a single vertex {x} ∈ X\Y′ selectable
if Y is alphabetically sorted with respect to X.
Let now X ⊆ V be an alphabetically sorted set. Using an alphabetical search on the sets Ax
according to ([Tri96]), we find a defective edge e ∈ E(X) with rightmost left endvertex x ∈ e by
at most ⌈
log2 |E(X)|
⌉
+ 1
tests. For arbitrary hypergraphs we have:
Theorem 1.2. [Tri96] Let H = (V,E) be a hypergraph with rank at most r and at least one defective
edge. Further let V be alphabetically sorted. Then there is an algorithm that detects a defective edge with
rightmost left endvertex by at most ⌈
log2 |E|
⌉
+ r − 1
tests.
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Since x is rightmost among all left endvertices in X, all edges in Ay are good for x  y. Good
edges do not interfere with the result of a test, hence, we consider known good edges as deleted.
Finally, if X is a vertex set with E(X) = ∅, we call X f ree.
We quote the following lemmas without proof.
Lemma 1.3. [KT08] Let W be an alphabetically ordered set and X ⊂ W a selectable subset. Further let
{x, y} ∈ E(X)∩D, x  y, be the defective edge that we have found with the above procedure. Suppose we
have deleted all known good edges, then we can sort W′ := W\{x} alphabetically with respect to the new
edge set such that W′y = ∅ and W′z = ∅ for all z ∈W′ with Wz = ∅.
Lemma 1.4. [KT08] For every alphabetically sorted set W with |E(W)| ≥ |E|/2d, there exists a selectable
subset Y ⊂W with |E|
d
≥ |E(Y)| ≥ |E|
2d
.
Lemma 1.5. [KT08] Let X be a free vertex set, y < X and {x1, y}, . . . , {xn, y} known defective edges in
E(X ∪ {y}) for some n. If there is at least one unknown defective edge in E(X ∪ {y}), then we can find
another defective edge in X ∪ {y} with at most⌈
log2 |E(X ∪ {y})| − n)
⌉
tests.
Next, we present the search algorithm of Korneffel and Triesch (compare: [KT08]).
A search algorithm on graphs:
Let V be alphabetically sorted. Set W := V, X := ∅. If
1. E(W) ≥ |E|/2d: Construct a selectable subset Y ⊂ W with |E|/d ≤ |E(Y)| ≤ |E|/2d according to
Lemma 1.4.
E(W) < |E|/2d: Set Y := W.
2. Test Y. If
f (Y) = 1: Find a defective edge {x, y}, (x  y) with rightmost left end vertex by Triesch’s
algorithm. Sort W′ := W\{x} according to Lemma 1.3, then replace W by W′ and
set X := X ∪ {x}. Delete all good edges and repeat step 1.
f (Y) = 0: Delete all good edges. If E(W) = ∅ set X¯ := X and go to step 3, else, repeat step 1.
3. Choose an x ∈ X¯, set X¯ := X¯\{x} and W¯ := W\{w ∈W : {x,w} is a known defective edge}.
4. Choose a maximum set Y ⊂ W¯ such that |E({x} ∪ Y)| ≤ |E|/d.
5. Test {x} ∪ Y. If
f ({x} ∪ Y) = 0: Remove the good edges and set W¯ := W¯\Y .
f ({x} ∪ Y) = 1: Find a defective edge {x, z} according to Lemma 1.5 and set W¯ := W¯\{z}.
W¯ , ∅: Repeat step 4.
W¯ = ∅: X¯ , ∅: Repeat step 3.
X¯ = ∅: E(X) , ∅: Test X if f (X) = 1: Set W := X and repeat step 1.
f (X) = 0: Stop.
E(X) = ∅: Stop.
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The algorithm performs the alphabetic search only on selectable sets Y ⊆ W, that are sets
composed of a rightmost set and a single vertex. Suppose e ∈ E(Y) is some defective edge that
has been found in E(Y) and let x be its left endvertex. Then,
Wy = Yy = ∅
for all y ∈ Y that lie right of x. Due to Lemma 1.3, a vertex v ∈ V which is not the left endvertex
of any edge, is in all later orders still not the left endvertex of any edge. Therefore, the algorithm
will not add v to X. Consequently, the set E(X) contains no known defective edges.
Theorem 1.6. [Kor07] Let G = (V,E) be a graph. Then the complexity c(G, d) of finding d defective
edges is bound by
c(G, d) ≤ d ·
(⌈
log2
( |E|
d
)⌉
+ 5
)
+
√
2d.
When the algorithm enters step 2, W is free. Lemma 1.3 prevents the right endvertex of a
defective edge, that has been found in step 1, left endvertex of any edge with respect to all
future sorting.
Suppose now we do not know the number of defective edges. Then, the algorithm can be
modified as follows:
Let dK be the number of defective edges found so far. Then compute |E|/d with max{1, dK}
instead of d. Thus, |E|/d decreases and we receive:
Theorem 1.7. [KT08] Let G = (V,E) be a graph. Then the complexity c(G, d) of finding d defective
edges in case of d unknown is bound by
c(G, d) ≤ d
(⌈
log2
( |E|
d
)⌉
+ 9
)
.
Alternatively, we can perform each search of defective edges with the maximum number of
edges; then we receive:
Theorem 1.8. [KT08] Let G = (V,E) be a graph. Then the complexity c(G, d) of finding d defective
edges in case of d unknown is bounded by
c(G, d) ≤ d
(⌈
log2 (|E|)
⌉
+ 3
)
+
√
2 · d + 1
4
− 1
2
.
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Hypergraphs of bounded rank
In Chapter 2 we consider the group testing problem on hypergraphs of bounded rank. The first
results are delivered by Chen and Hwang who presented an algorithm in [CH07] that identifies
all defective edges with at most
d · dlog2 |E|e + (r − 1)b
r
2 cdr + o(dr)
tests, where d is not necessarily known and r denotes the rank of H.
Before we present an alternative search algorithm, we will consider the following hypergraph:
Let Hr,n = H(Vr,n,E) be a hypergraph with vertex set Vr,n and edge set E for r ≥ 3 and n > 0,
r,n ∈ N. Further let Vr,n := V1 ∪ V2 ∪ . . . ∪ Vr be the union of r disjoint vertex sets each of
cardinality n and let E be given by
E :=
r⋃
i=1
(
Vi
2
)
∪ {{v1, v2, . . . , vr} : v1 ∈ V1, v2 ∈ V2, . . . , vr ∈ Vr}︸                                                       ︷︷                                                       ︸
=: Er
,
where
(
Vi
2
)
:= {(x, y) : x, y ∈ Vi} denotes all vertex pairs in Vi. For any edge e ∈ Er of cardinality
r let
D :=
r⋃
i=1
(
Vi
2
)
∪ {e}
be the set of defective edges.
Every test of a vertex set U with
max
1≤i≤r
|U ∩ Vi| ≥ 2
receives a positive answer. Consequently, to identify e, every edge in Er has to be tested
individually. In the worst case, one would have to carry out |Er| = nr tests. (One test less is
needed, if it is known that exactly one edge in Er is defective.) Let n ≥ r ≥ 3, then
|E| = r ·
(
n
2
)
+ nr ≤ 2 · nr
7
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and
d = r ·
(
n
2
)
+ 1 ≤ n
2r
2
.
For n sufficiently large, that is with n ≥ r2 · log2 n + r (for example n ≥ r4), we receive for r ≥ 3
nr ≥ 1
2
n3 +
1
2
nr
=
1
2
n2 · n + 1
2
(n2)
r
2
≥ 1
2
n2 · (r2 · log2 n + r) +
1
2
(2
r
) r
2 ·
(
n2r
2
) r
2
≥ n
2r
2
· (r · log2 n + 1) +
1
2
(2
r
) r
2 · d r2
≥ d · log2(2 · nr) +
1
2
(2
r
) r
2 · d r2
≥ d · log2(|E|) +
1
2
(2
r
) r
2 · d r2 .
Thus, we can conclude the following:
Theorem 2.1. For each natural number r ≥ 3 there are infinitely many hypergraphs H of rank r with d
defective edges, such that
c(H, d) ≥ d · log2(|E|) + c · d
r
2 ,
where c = 12
(
2
r
) r
2 .
In the following we show that for every natural number r there exists also some constant Cr
such that the worst-case costs of finding d defective edges in a hypergraph H of rank r are
bounded by
c(H, d) ≤ d · dlog2 |E|e + Cr · d
r
2 .
We will however present, in the following, two search algorithms to find all d defective edges
in a hypergraph. The first algorithm only works for hypergraphs of rank 3; in return it provides
a much better constant than the second algorithm that works on hypergraphs of any bounded
rank.
2.1 Hypergraphs of rank 3
In this section we adapt the search algorithm proposed in [KT08] for hypergraphs of rank 3.
On that account, let us recall the rough concept of the algorithm: It is operated iteratively in
two steps. In the first step it finds defective edges by Triesch’s alphabetical search [Tri96] and
deletes one vertex from every defective edge that was found. This step is repeated as long as
the vertex set contains defective edges. Let X be the set of deleted vertices, and let W denote the
set of the other vertices, i.e., the vertices that were not deleted. In the second step the algorithm
examines for every x ∈ X the edge set E({x} ∪W) and finds all defective edges in E({x} ∪W) by a
halving procedure. Hence, after step 2, all defective edges that join a vertex in X to a vertex in
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W are detected. In consequence of the alphabetical search, X does not contain known defective
edges, and the algorithm continues its search on X beginning again with step 1.
What happens now if we use the algorithm on a hypergraph of rank 3?
Step 1 works analogously on hypergraphs since Triesch’s search finds defective edges in hy-
pergraphs of any bounded rank. In the second step the situation differs: an edge e of rank 3
that joins a vertex x ∈ X to a vertex y ∈ W contains one further vertex, say v. If v ∈ W, e will be
scanned in step 2. Otherwise, if v ∈ X, the algorithm will miss e.
W
X
Found defective edges
Missed defective edges
Defective edges that are ex-
amined in a further iteration
step
Figure 2.1: Using the graph algorithm on a hypergraph of rank 3.
The idea is the following: We start our search by the search algorithm for graphs, which finds a
number of defective edges and partitions V into s sets that do not contain defective edges. Let
X1,X2, . . . ,Xs be those sets; then, for each edge of rank 3, one of the following cases is true:
• |e ∩ Xi| = 2 and |e ∩ X j| = 1 for 1 ≤ i < j ≤ s,
• |e ∩ Xi| = 1 and |e ∩ X j| = 2 for 1 ≤ i < j ≤ s, or
• |e ∩ Xi| = |e ∩ X j| = |e ∩ Xk| = 1 for 1 ≤ i < j < k ≤ s.
We will see that the algorithm finds all defective edges of rank ≤ 2 as well as all defective edges
of the first type. In order to find all defective edges of the second type, we test each set Xi with
suitable subsets of
⋃i−1
j=1 X j, (i = 2, . . . , s). Afterwards, we find all defective edges of the latter
kind by testing each set (Xi)2≤i≤s−1 with sets U j, that cover all pairs in
(x, y) ∈
i−1⋃
j=1
X j ×
s⋃
k=i+1
Xk,
{x, y} < D, (i = 2, . . . , s).
Let us start by adapting some definitions.
Definition 2.2. Let H = H(V,E) be a hypergraph and D ⊂ E a set of defective edges with cardinality
d := |D|. Once we have found a defective edge e, we say e is a known defective edge. Let DK ⊂ D denote
the set of known defective edges with cardinality dK := |DK|. We will always use capital K to indicate
that the set of known defective edges is considered. We call a set X ⊂ V DK-independent if e * X for
every e ∈ DK with |e| ≥ 2. Thus every free vertex set is also DK-independent. Please note that a test of a
set which is not DK-independent is pointless since we know that the answer will be positive. Hence we
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test only sets that are DK-independent, we will call such tests reasonable.
Define for a vertex set X ⊂ V the following edge sets:
D(X) := {e ∈ D : e ∩ X , ∅},
D˚(X) := {e ∈ D : e ⊂ X},
D(X,Y) := {e ∈ D˚(X ∪ Y) : e ∩ X , ∅},
D(X,Y,Z) := {e ∈ D˚(X ∪ Y ∪ Z) : |e ∩ X| = |e ∩ Y| = |e ∩ Z| = 1},
DK(X) := {e ∈ DK : e ∩ X , ∅},
D˚K(X) := {e ∈ DK : e ⊂ X},
DK(X,Y) := {e ∈ D˚K(X ∪ Y) : e ∩ X , ∅},
DK(X,Y,Z) := {e ∈ D˚K(X ∪ Y ∪ Z) : |e ∩ X| = |e ∩ Y| = |e ∩ Z| = 1}
with cardinalities d(X) := |D(X)|, d˚(X) := |D˚(X)|, d(X,Y) := |D(X,Y)|, d(X,Y,Z) := |D(X,Y,Z)|,
dK(X) := |DK(X)|, d˚K(X) := |D˚K(X)|, dK(X,Y) := |DK(X,Y)|, dK(X,Y,Z) := |DK(X,Y,Z)|. Let X ⊂ V be
a free vertex set, then set
Γ(X) := {y ∈ V\X : ∃e ∈ D with e ⊂ {y} ∪ X}
and
ΓK(X) := {y ∈ V\X : ∃e ∈ DK, e ⊂ {y} ∪ X}.
In the following, if not stated otherwise, let H = H(V,E) be a simple hypergraph of rank 3 with
defective edge set D ⊂ E, for which the number of defective edges d := |D| is not necessarily
known. Please note, if H is not simple, defective edges might not be distinguishable. Assume
e, g are two edges with e ⊂ g, further let e be defective. Then every test that contains g tests also
e and is thus positive regardless whether g is defective or not.
2.1.1 A search algorithm on hypergraphs of rank 3
Our search algorithm performs three stages one at a time, which we will consider separately.
Stage I
The first stage is more or less the search algorithm for graphs (see [KT08]) with some minor
modifications and reads as follows:
Let W be an alphabetically sorted set and e ∈ D˚(W) a defective edge with rightmost left endvertex
x ∈ e (x is left endvertex of e if x lies left of all vertices y ∈ e\{x}). Further, let W′ := W\{x},
W := {y ∈ W : y  x} and W≺ := {z ∈ W : z ≺ x}. Then Lemma 1.3 remains true for arbitrary
hypergraphs:
Lemma 2.3. After removing all good edges, W′ can be sorted alphabetically with respect to the new edge
set such that Az(W′) = ∅ for z ∈W≺.
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Proof. Since all edges in E(W≺) are identified as good and are thus removed, E(W≺) = ∅. Hence,
it suffices to reorder the vertices in Wwith respect to the new edge set and leave W≺ unchanged
and right of W. Then Az(W′) = ∅ for z ∈ W≺, that is in particular, Av(W′) = ∅ for all vertices
v ∈ e\{x}, as well as for all vertices for which Av(W) = ∅ already holds with respect to the former
ordering. 
The above Lemma makes sure that all vertices right of x are reordered such that they cannot be
the left endvertex of any edge in E(W′).
Lemma 2.4. Let X be a free vertex set and x < X with {x} < D. Further let {x} ∪ X be DK-independent
and D˚({x} ∪X) , ∅. Then there is a search algorithm that detects all defective edges in D˚({x} ∪X) by at
most
d˚({x} ∪ X) ·
(⌈
log2 |E|
⌉
+ 4
)
tests.
Proof. Since X is free, all edges in E({x} ∪ X) are incident to x. By deleting x from every edge,
we receive a graph on X. Lemma 2.4 follows now directly from Theorem 1.8. 
Lemma 2.5. Let U be a free vertex set and x < U with {x} < D such that d˚K({x} ∪U) = 1. Further let
d∆ := d˚({x}∪U)− 1 denote the number of unknown defective edges in D˚({x}∪U). There is an algorithm
that needs at most
d∆ ·
(⌈
log2 |E|
⌉
+ 4
)
tests to find all defective edges in D˚({x} ∪U) if d∆ > 0. Otherwise, the algorithm needs at most two tests
to prove that there is just one defective edge in D˚({x} ∪U).
Proof. Let e be the one known defective edge in D˚K({x} ∪U).
• |e| = 2 : Seeing that H is a simple hypergraph and that U is free, we have
D˚({x} ∪U) = {e} ∪ D˚({x} ∪ [U\e]).
Hence, test {x} ∪ (U\e). If f ({x} ∪ (U\e)) = 0, then e is the only defective edge in D˚({x} ∪U)
and we are done. Otherwise, use Lemma 2.4 to find all defective edges in D˚({x} ∪ (U\e)).
• |e| = 3 : Let e = {x, y, z}. With the same argumentation as before in Lemma 2.4, we can use
the graph algorithm on U to find all defective edges in D˚({x} ∪U). Then sort the vertices
in W alphabetically such that z is the rightmost vertex in W and go to step 1. Following
the argumentation of Korneffel and Triesch in [KT08], we need at most
d∆ ·
(⌈
log2 |E|
⌉
+ 2
)
+ d˚({x} ∪U) +
√
2 · d˚({x} ∪U) + 1
4
− 1
2
d∆≥1≤ d∆ ·
(⌈
log2 |E|
⌉
+ 4
)
tests to find all defective edges in D˚({x} ∪ U). Please note that for d∆ = 0 this means that
exactly two tests are necessary. 
Algorithm - Stage I
Let V be alphabetically sorted. Set X1 := V, i := 1.
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1. Test Xi if
f (Xi) = 1: Find a defective edge e ∈ D˚(Xi) with rightmost left endvertex by Triesch’s search
and remove all good edges. Let x ∈ e be the left endvertex of e, set Xi to Xi\{x},
and resort Xi according to Lemma 2.3. If |e| ≥ 2, set Xi+1 to Xi+1 ∪ {x}.
Repeat step 1.
f (Xi) = 0: If Xi+1 = ∅, set s := i, and go to stage II; else, go to step 2.
2. For each x ∈ Xi+1 find all defective edges in D˚({x} ∪ Xi) by means of Lemma 2.5.
3. Set i := i + 1, sort Xi alphabetically, and go back to step 1.
In step 1 the algorithm tests Xi, finds, in case of f (Xi) = 1, one defective edge e ∈ D˚(Xi),
removes one vertex x ∈ e from Xi, and repeats this step until Xi is free (i = 1, . . . , s). Since the
algorithm adds x to Xi+1 under the condition that |e| ≥ 2, the sets X1,X2, . . . ,Xs form a partition
of {v ∈ V : {v} < D}, consisting of exactly those vertices that are not incident to a defective loop.
Certainly, at the time when f (X1) = 0, all defective loops are found and all unknown defective
edges lie in
D˚({v ∈ V : {v} < D}).
Hence, by continuing the search only on {v ∈ V : {v} < D}, we do not miss any defective edges.
For convenience, we assume in the following that H does not contain any loops at all.
Consider Stage I for some fixed i: In step 1 the algorithm removes the left endvertex of each
new-found defective edge and afterwards it resorts the remaining vertices such that
Ay(Xi) =
{
e ∈ E(Xi) : y is left endvertex of e} = ∅
for all y ∈ (g ∩ Xi), g ∈ DK. Consequently, the algorithm removes exactly one vertex of every
known defective edge from Xi. That guarantees three things:
• Firstly, D˚(Xi+1) never contains known defective edges,
• secondly, for each x ∈ Xi+1 exactly one defective edge in D˚({x} ∪ Xi) is known, and
• finally, no defective edge e ∈ D˚(Xi ∪ Xi+1) with |e ∩ Xi+1| = 2 is known.
Due to the second point, all constraints of Lemma 2.5 are satisfied and the algorithm finds
indeed all defective edges in D˚({x} ∪ Xi) during step 2 for each x ∈ V\⋃ij=1 X j. So at the end of
Stage I, the free sets X1,X2, . . . ,Xs form a partition of V and all defective edges e ∈ D˚(Xi ∪ X j),
with |e ∩ X j| = 1, are known, whereas all defective edges e ∈ D˚(Xi ∪ X j) with |e ∩ X j| = 2 are
unknown (1 ≤ i < j ≤ s), see also Figure 2.2.
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X1
...
Xi
...
X j
...
Xs
unknown defect-
ive edges
known defective
edges
Figure 2.2: Sketch of known and unknown defective edges after Stage I
Constructing test sets
Following the idea that we have described at the beginning, we construct test sets out of
X1,X2, . . . ,Xs to identify the remaining unknown defective edges:
Lemma 2.6. Let X,Y,Z ⊂ V be three pairwise disjoint non-empty vertex sets and let X be free. Then
there is an algorithm that constructs r sets U1,U2, . . . ,Ur such that
(1) r ≤ 6 · dK,
(2) every pair {y, z} with y ∈ Y, z ∈ Z, and {y, z} < DK is subset of some Ui,
(3) every vertex v ∈ Y ∪ Z lies in at most 6 · √dK different sets Ui, and
(4) |e ∩Ui| = 1 or |e ∩ X| = |e ∩Ui ∩ Y| = |e ∩Ui ∩ Z| = 1 for every e ∈ D˚K(X ∪Ui), (i = 1, . . . , r).
Proof. Instead of constructing such sets directly, we construct, for convenience, a graph G on
Y∪Z such that any number of independent sets that cover all non-adjacent pairs in G satisfy (2)
and (4): Therefore, let
D2K ⊂
(
Y ∪ Z
2
)
be a set of vertex pairs (cf.: Figure 2.3) such that
• for every e ∈ DK with |e ∩ Y| ≥ 2 there is exactly one pair {u, v} ⊆ e ∩ Y in D2K,
• for every e ∈ DK with |e ∩ Z| ≥ 2 there is exactly one pair {u, v} ⊆ e ∩ Z in D2K,
• for every e ∈ DK with |e ∩ Y| = |e ∩ Z| = 1 and |e| = 2 it is e ∈ D2K.
Consider now the graph G on Y ∪ Z with edge set D2K:
If y ∈ Y and z ∈ Z such that {y, z} < DK, then y and z are not adjacent in G. On the other
hand, if two vertices u, v ∈ Y ∪ Z are not adjacent in G, then, on the one hand, {u, v} < DK and,
on the other hand, there is no edge e ∈ DK with either {u, v} = e ∩ Y or {u, v} = e ∩ Z. Thus,
|e ∩ {u, v} ∩ Y| ≤ 1 and |e ∩ {u, v} ∩ Z| ≤ 1 for all e ∈ D˚K({u, v} ∪ X).
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That is, if U1,U2, . . . ,Ur ⊂ (Y ∪ Z) are independent sets in G that cover all non-adjacent pairs in
G, then they satisfy (2) and (4). Now set for any W ⊆ (Y ∪ Z)
d2(W) :=
∣∣∣∣{{u, v} ∈ D2K : {u, v} ∩W , ∅}∣∣∣∣
and
Γ2(W) :=
{
y ∈ (Y ∪ Z)\W : there is an e ∈ D2K with y ∈ e and e ∩W , ∅
}
.
Please note, D2K is usually not uniquely defined.
X
Y
Z
Known defective
edge
Pair in D2K
Possible edges in
D˚K(X ∪U j)
Figure 2.3: Sketch of D2K for some hypergraph
The following algorithm constructs the desired sets:
SetW := {{v} : v ∈ Y ∪ Z}, Cn := ∅ for 1 ≤ n ≤ |Y| + |Z|, and i, j := 1.
1. If there are two sets W,W′ ∈ W, W , W′, with W ∪ W′ independent in G, set W :=
W∪ {W ∪W′}\{W,W′} and repeat step 1.
Else, choose an arbitrary W ∈ W, setW :=W\{W}, and go to step 2.
2. If there is a vertex w ∈ W with d2({w}) ≥
√
dK, set Bi := {w}, i := i + 1, W := W\{w}, and
repeat step 2; else, go to step 3.
3. If there is a vertex w ∈ W with d2({w} ∪ C j) ≤ 2 ·
√
dK, set C j := C j ∪ {w}, W := W\{w}, and
repeat step 3, else, if
W , ∅: Set j := j + 1 and repeat step 3.
W = ∅: W , ∅: Set j := j+1, choose an arbitrary W ∈ W, setW :=W\{W}, and repeat
step 2.
W = ∅: Set p := i, q := j, and B := ⋃pi=1 Bi, afterwards set i,n := 1 and j := 2.
4. Set Un := Bi ∪ (B j\Γ2(Bi)) and n := n + 1. If
j < p: Set j := j + 1 and repeat step 4.
j = p: Set k := 1 and go to step 5.
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5. Set Un := Bi ∪ (Ck\Γ2(Bi)) and n := n + 1. If
k < q: Set k := k + 1, then repeat step 5.
k = q: i < p − 1: Set i := i + 1 and j := i + 1, then repeat step 4.
i = p − 1: Set i := i + 1 and k := 1, then repeat step 5.
i = p: Set k := 1 and l := 2, then go to step 6.
6. Set Un := Ck ∪ (Cl\Γ2(Ck)) and n = n + 1. If
l < q: Set l := l + 1 and repeat step 6.
l = q: Set ΓCk := Γ2(Ck), choose a vertex v ∈ ΓCk , and go to step 7.
7. Set Un := {v} ∪ (Ck\Γ2({v})), ΓCk := ΓCk\{v} and n := n + 1. If
ΓCk , ∅: Choose a vertex v ∈ ΓCk and repeat step 7.
ΓCk = ∅: k < q − 1: Set k := k + 1 and l := k + 1, then repeat step 6.
k = q − 1: Set Un+1 := Cq and r := n + 1, then stop.
In the first three steps the algorithm partitions Y ∪ Z into
B1,B2, . . . ,Bp,C1,C2, . . . ,Cq,
such that
• |Bi| = 1 for i = 1, . . . , p,
• C j is independent in G and
• d2(C j) ≤ 2 ·
√
dK for j = 1, . . . , q.
Now let us show that the sets U1,U2, . . . ,Ur which are constructed in steps 4 - 7 cover indeed
all non-adjacent pairs in G:
All non-adjacent pairs in G are covered
Let {u, v} ⊂ (Y ∪ Z) be some vertex pair which is not independent in G. Obviously, u < Γ2({v})
and also v < Γ2({u}). Besides, every vertex x ∈ Y ∪ Z lies in some set Bi or Ck.
1. Case {u,v} ∩ B , ∅:
Without loss of generality, we assume that u ∈ B. Let Bi be the set with {u} = Bi. If
• v ∈ B j with j < i then {u, v} ⊆ B j ∪ (Bi\Γ2(B j)),
• v ∈ B j with j > i then {u, v} ⊆ Bi ∪ (B j\Γ2(Bi)),
• v ∈ Ck then {u, v} ⊆ Bi ∪ (Ck\Γ2(Bi)).
2. Case {u,v} ∩ B = ∅:
Let Ck be the set with u ∈ Ck and Cl the set with v ∈ Cl, without loss of generality let k ≤ l. If
• k < l and v ∈ Cl\Γ2(Ck) then {u, v} ⊆ Ck ∪ (Cl\Γ2(Ck)),
• k < l and v ∈ Cl ∩ Γ2(Ck) then {u, v} ⊆ {v} ∪ (Ck\Γ2({v})),
• k = l < q then {u, v} ⊆ Ck ∪ (Cm\Γ2(Ck)) for any m > k,
• k = l = q then {u, v} ⊆ Cq.
Hence, in either case, {u, v} is covered by some set Un.
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Number of sets Un
For any two sets W,W′ ∈ W there is an edge e ∈ D2K that joins a vertex from W and a vertex
from W′ and thus (|W|
2
)
≤ dK,
which implies that |W| ≤ 2 · √dK. In step 2 the algorithm defines a set Bi := {w} for each w ∈W
with d2(W) ≥
√
dK. Afterwards the algorithm removes w from W. Accordingly, by the time the
algorithm enters step 3,
d2({w}) <
√
dK
for every w ∈ W, W ∈ W. Hence, there are only two possible reasons for not enlarging C j
by some vertex w ∈ W in step 3: either d2(C j ∪ {w}) > 2 ·
√
dK for each w ∈ W, which implies
that d2(C j) >
√
dK or W = ∅. Thus, for every W ∈ W there is at most one set C j ⊆ W with
d2(C j) ≤
√
dK. Consequently, we partition W into at most⌈
d2(W)√
dK
⌉
smaller sets. Altogether, we receive an upper bound for the number of sets:
p + q ≤
∑
W∈W
⌈
d2(W)√
dK
⌉
≤ |W| +
∑
W∈W
d2(W)
√
dK
≤ 2 ·
√
dK +
2 · dK√
dK
= 4 ·
√
dK.
The algorithm constructs the following sets
• Bi ∪ (B j\Γ2(Bi)) for i = 1, . . . , p − 1 and j = i + 1, . . . , p in step 4,
• Bi ∪ (Ck\Γ2(Bi)) for i = 1, . . . , p and k = 1, . . . , q in step 5,
• Ck ∪ (Cl\Γ2(Ck)) for k = 1, . . . , q − 1 and l = k + 1, . . . , q in step 6,
• {v} ∪ (Ck\Γ2({v}) for v ∈ Γ2(Ck) and k = 1, . . . , q − 1 in step 7.
• Cq in step 7
This amounts to
r =
p∑
k=1
( step 4︷︸︸︷
p − i +
step 5︷︸︸︷
q
)
+
q−1∑
k=1
( step 6︷︸︸︷
q − k +
step 7︷         ︸︸         ︷
|Γ2(Ck)|
)
+ 1
=
(
p
2
)
+ p · q +
(
q
2
)
+ 1 +
q∑
k=1
|Γ2(Ck)|
≤
(
p + q
2
)
+ 1 + q · 2√dK
≤ 2 · dK + 4 · dK
≤ 6 · dK.
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Number of different sets Un containing the same vertex
Certainly, the number of different sets Un that contain the same vertex u ∈ (Y ∪ Z) depends on
whether u ∈ B or not:
1. Case u ∈ B:
Let Bi0 be the set with u ∈ Bi0 , then u lies in the following sets:
• u ∈ Bi ∪ (Bi0\Γ2(Bi)) for i = 1, . . . , i0 − 1 with u < Γ2(Bi),
• u ∈ Bi0 ∪ (B j\Γ2(Bi0)) for j = i0 + 1, . . . , p,
• u ∈ Bi0 ∪ (Ck\Γ2(Bi0)) for k = 1, . . . , q.
These are in total at most
p − 1 + q ≤ 2 ·
√
dK
sets.
2. Case u < B:
Let Ck0 be the set with u ∈ Ck0 , then u lies at most in the following sets:
• u ∈ Bi ∪ (Ck0\Γ2(Bi)) for i = 1, . . . , p with u < Γ2(Bi),
• u ∈ Ck ∪ (Ck0\Γ2(Ck)) for k = 1, . . . , k0 − 1 with u < Γ2(Ck),
• u ∈ Ck0 ∪ (Cl\Γ2(Ck0)) for l = k0 + 1, . . . , q,
• u ∈ {u} ∪ (Ck\Γ2({u})) for k = 1, . . . , q with u ∈ Γ2(Ck),
• u ∈ {v} ∪ (Ck0\Γ2({v})) for v ∈ Γ2(Ck0) with u < Γ2({v}),
• u ∈ Cq, if k0 = q.
These are in total at most
p + q − 1 + d2({u}) + d2(Ck0) + 1
≤ p + q + 2 · d2(Ck0)
≤ 2 · √dk + 2 · 2 · √dK
= 6 ·
√
dK
sets.
Thus, the sets U1,U2, . . . ,Ur satisfy (1) - (4). 
Corollary 2.7. Let X and Y be two non-empty sets, further let X be free. Then there is a partition of Y
into
p ≤ 2 · √dK
DK-independent sets
C1,C2, . . . ,Cp,
such that for every 1 ≤ i ≤ p
|e ∩ Ci| ≤ 1 for all e ∈ D˚K(X ∪ Ci)
holds.
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Proof. This follows directly from the proof of the previous Lemma by setting Z = ∅. The
partitionW that the algorithm constructs in step 1 satisfies the constraint in Corollary 2.7. 
Stage II
In Stage II our search algorithm finds all unknown defective edges that lie in the union of two
free sets. Let us begin with some lemmas.
Lemma 2.8. Let X and Y be two disjoint vertex sets such that
• X is free,
• X ∪ Y is DK-independent, and
• D˚(X ∪ Y) , ∅.
Then there is a search algorithm that finds all defective edges e ∈ D˚(X ∪ Y) with |e ∩ X| = 2 by at most
d∆ ·
(⌈
log2 |E|
⌉
+ 5
)
tests, where d∆ denotes the number of defective edges in D˚(X ∪ Y) that are actually found by the search
algorithm.
Proof. Set Y′ := Y.
1. Find a defective edge e ∈ D˚(X ∪ Y′) by Triesch’s search.
2. Choose a vertex y ∈ (Y′ ∩ e), find all defective edges in D˚({y} ∪ X), and set Y′ := Y′\{y}.
3. Test X ∪ Y′. If
f (X ∪ Y′) = 0: stop.
f (X ∪ Y′) = 1: repeat step 1.
Obviously, the algorithm finds at least all those defective edges e ∈ D˚(X ∪ Y) with |e ∩ X| = 2
and |e ∩ Y| = 1.
Now, for every y ∈ Y\Y′, the algorithm finds one defective edge by Triesch’s search, which costs
at most ⌈
log2 |E|
⌉
+ 2
tests (cf. Theorem 1.2). That is, in particular, |Y\Y′| ≤ d∆. If there is just one defective edge in
D˚({y} ∪ X), we need, according to Lemma 2.5, at most two tests for proof. Otherwise, we need⌈
log2 |E|
⌉
+ 4
further tests per defective edge. Finally, in step 3, there is one test for each y ∈ Y\Y′. This
amounts to at most ∑
y ∈ Y\Y′ :
d˚({y} ∪ X) = 1
(⌈
log2 |E|
⌉
+ 2 + 2 + 1
)
+
∑
y ∈ Y\Y′ :
d˚({y} ∪ X) > 1
(⌈
log2 |E|
⌉
+ 2 + (d˚({y} ∪ X) − 1) · (
⌈
log2 |E|
⌉
+ 4) + 1
)
≤ d∆ ·
(⌈
log2 |E|
⌉
+ 5
)
tests. 
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Lemma 2.9. Let X,C ⊂ V be two disjoint vertex sets such that
• D˚(C ∪ X) contains no loops,
• X is free, and
• all defective edges e ∈ D˚(C ∪ X) with either |e ∩ C| , 1 or |e ∩ X| , 1 are unknown.
Then there is an algorithm that finds at least all those defective edges in e ∈ D˚(C ∪ X) with |e ∩ X| = 2
by at most
d∆ · (
⌈
log2 |E|
⌉
+ 5) + d˚K(C ∪ X) + 1
tests, where d∆ denotes the number defective edges which the algorithm actually finds.
Proof. Set C′ := C
1. If D˚K(C′ ∪ X) = ∅, go to step 3.
Otherwise, choose a vertex v ∈ C′ with v ∈ e for some e ∈ D˚K(C′ ∪ X), set C′ := C′\{v}.
2. Test
T := {v} ∪ (X\ΓK({v}))
and find, in case of f (T ) = 1, all defective edges e ∈ D˚(T ) by Lemma 2.4. Repeat step 1.
3. Test
T := X ∪ C′
and find in case of f (T ) = 1 all defective edges e ∈ D˚(T ) with |e ∩ X| = 2 by Lemma 2.8.
Since X is free, every edge in D˚(C ∪ X) is incident to some vertex in C′. Thus, as long as
D˚K(C′ ∪ X) , ∅, there is some vertex v ∈ C′ which is incident to some known defective edge in
D˚K(C′ ∪ X).
Let now v ∈ C′ be incident to some known edge e ∈ D˚K(C′ ∪ X). Certainly, since all defective
edges e ∈ D˚(C ∪ X) have cardinality 2 and since X is free,
D˚K({v} ∪ X\ΓK({v})) = ∅.
Consequently, in step 2, all requirements of Lemma 2.4 are satisfied and the algorithm finds
all defective edges in D˚({v} ∪ X\ΓK({v})) for each v ∈ C\C′. These are in particular - since we
consider only simple hypergraphs1- all defective edges e ∈ D˚((C\C′) ∪ X) with |e ∩ X| = 2 and
|e ∩ (C\C′)| = 1.
In step 1 the algorithm removes vertices from C′ until C′ ∪ X is DK-independent, which is
possible because each defective edge in D˚(C∪X) is incident to some vertex in C. Now, X is free
and X ∪ C′ is DK-independent. If f (X ∪ C′) = 1, the requirements of Lemma 2.8 are satisfied,
and the algorithm finds all defective edges e ∈ D˚(X ∪ C) with |e ∩ X| = 2 and |e ∩ C′| = 1. That
is, after step 3, all defective edges e ∈ D˚(X ∪ C) with |e ∩ X| = 2 and |e ∩ C| = 1 are known.
Number of tests:
There is one test T := {v} ∪ (X\ΓK({v})) for each v ∈ C\C′ in step 2 and one test T := X ∪ C′
in step 3. Moreover, for every v ∈ C\C′ there is at least one known defective edge and thus
1Assume there is some unknown defective edge e ∈ D˚({v} ∪ X) with e < D˚({v} ∪ X\ΓK({v})). Then e ∩ ΓK({v}) , ∅,
say u ∈ e ∩ ΓK({v}). But then {u, v} ∈ DK and {u, v} ⊆ e with e < DK, which is a contradiction.
20 CHAPTER 2. HYPERGRAPHS OF BOUNDED RANK
|C\C′| ≤ d˚K(C∪X). If a test is positive, the algorithm finds defective edges by either Lemma 2.4
or Lemma 2.8. In the first case, the algorithm needs at most
⌈
log2 |E|
⌉
+ 4 and in the second case
at most
⌈
log2 |E|
⌉
+ 5 tests per defective edge. This amounts to at most
d∆ · (
⌈
log2 |E|
⌉
+ 5) + d˚K(C ∪ X) + 1
tests. 
Algorithm - Stage II
Set i := 2.
1. Set Yi :=
⋃i−1
j=1 X j and partition Yi into pi vertex sets C
i
1,C
i
2, . . . ,C
i
pi such that
• pi ≤ 2 ·
√
dK and
• |e ∩ Cij| = 1 for all e ∈ D˚K(Xi ∪ Cij), ( j = 1, . . . , pi)
(cf. Corollary 2.7, Figure 2.4). Set j := 1.
2. Find all defective edges e ∈ D˚(Xi ∪ Cij) with |e ∩ Xi| = 2 (cf. Lemma 2.9). If
j < pi: Set j := j + 1 and repeat step 2.
j = pi: i < s: Set i := i + 1 and repeat step 1.
i = s: Go to Stage III.
X1
X2
...
Xi−1
Yi
Xi
Ci1 C
i
2 C
i
3
. . . Cipi known defective edges
that cannot occur due to
the choice of Ci1,C
i
2, . . . ,C
i
pi
known defective edges
Figure 2.4: sketch of stage II
In step 1 the algorithm partitions
Yi =
i−1⋃
j=1
Xi
into pi sets Ci1,C
i
2, . . . ,C
i
pi such that |e∩Cij| = 1 for all e ∈ D˚K(Xi ∪Cij), (i = 2, . . . , p, j = 1, . . . pi). To
find all defective edges in D˚(Xi ∪Cij) by Lemma 3.28, the following constraint must be satisfied:
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• there are no loops allowed in D˚(Xi ∪ Cij) (which we assume),
• Xi must be free (which we have already ascertained), and
• all e ∈ D˚K(Xi ∪ Cij) with |e ∩ Xi| = 2 must be unknown.
We show that at the beginning of step 2 in fact all e ∈ D˚K(Xi ∪ Yi) with |e∩Xi| = 2 are unknown
by induction on i:
i = 2:
We have already stated that when the algorithm starts Stage II with i = 2, all defective edges
e ∈ D˚(Xi ∪ X j) with |e ∩ Xi| = 2 are unknown. That are in particular all defective edges
e ∈ D˚(X2 ∪ X1) = D˚(X2 ∪ Y2) with |e ∩ X2| = 2.
i→ i + 1:
While the algorithm performs Stage II for some i, only subsets of
Xi ∪ Yi =
i⋃
k=1
Xk
are tested, that is, the algorithm does not find any defective edges in D(Xi+1). Therefore, all
defective edges with e ∈ D˚(⋃i+1k=1 Xi) and |e ∩ Xi+1| = 2 remain unknown. 
Since the sets Ci1,C
i
2, . . . ,C
i
pi are pairwise disjoint, every edge e ∈ D˚(Xi ∪ Yi) with |Xi ∩ e| = 2 lies
in exactly one set D˚(Xi ∪Uij), and due to Lemma 3.28, the algorithm finds all defective edges
e ∈ D˚(Xi ∪ Cij) with |e ∩ Xi| = 2,
(i = 2, . . . , s, j = 1, . . . , ri). These are all defective edges e ∈ D˚(Xi ∪ X j) with |e ∩ Xi| = 2, 1 ≤ j <
i ≤ s, and thus after Stage II, all defective edges
D˚(Xi ∪ X j)
are known (1 ≤ i < j ≤ s).
Please note that there has been no need to split Yi into Ci1,C
i
2, . . . ,C
i
pi in order to find all defective
edges e ∈ D˚(Xi ∪Yi) with |e∩Xi| = 2. But since we need one test for each known defective edge
in D˚(Xi ∪ Yi), splitting Yi beforehand saves tests.
Stage III
In Stage III our search algorithm finds all unknown defective edges that lie in the union of
three free sets, which are the only remaining unknown defective edges. Again, we start with a
lemma.
Lemma 2.10. Let X,Y,Z ⊂ V be three pairwise disjoint vertex sets such that
• D˚(X ∪ Y ∪ Z) contains no loops,
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• X is free,
• all defective edges in D˚(X ∪ Y) are known,
• all defective edges in D˚(X ∪ Y ∪ Z) with cardinality 2 are known, and
• every known defective edge e ∈ D˚(X∪Y∪Z) satisfies either |e∩ (Y∪Z)| = 1 or |e∩X| = |e∩Y| =
|e ∩ Z| = 1 (cf. Figure 2.5).
Y X Z
Figure 2.5: Sketch of admissible known defective edges.
Then there is a search algorithm on X ∪ Y ∪ Z that finds at least all defective edges in D(X,Y,Z) by at
most
d∆(
⌈
log2 |E|
⌉
+ 5) + d˚K(X ∪ Y ∪ Z) + dK(X,Y,Z) + 1
tests, where d∆ denotes the number of defective edges which the algorithm actually finds.
Proof. Set X′ := X.
1. If D˚K(X′ ∪ Y ∪ Z) = ∅, go to step 5.
Otherwise, choose a vertex x ∈ X′ with x ∈ e for some e ∈ D˚K(X′ ∪ Y ∪ Z), set X′ := X′\{x},
and Yx := Y.
2. If D˚K([{x} ∪ Yx ∪ Z]\ΓK({x})) = ∅, go to step 4.
Otherwise, choose a vertex y ∈ Yx with y ∈ g for some g ∈ D˚K([{x} ∪ Y ∪ Z]\ΓK({x})), set
Yx := Yx\{y}, and go to step 3.
3. Test
T := {x, y} ∪ (Z\ΓK({x, y}))
and find in case of f (T ) = 1 all defective edges e ∈ D˚(T ) with {x, y} ⊂ e by Lemma 2.8.
Repeat step 2.
4. Test
T := [{x} ∪ Yx ∪ Z]\ΓK({x})
and find in case of f (T ) = 1 all defective edges e ∈ D˚(T ) with |e ∩ ({x} ∪ Yx)| = 2 by
Lemma 2.8. Repeat step 1.
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5. Test
T := X′ ∪ Y ∪ Z
and find in case of f (T ) = 1 all defective edges e ∈ D˚(T ) with |e ∩ (X′ ∪ Y)| = 2 by
Lemma 2.8.
Every edge e ∈ D˚K(X ∪ Y ∪ Z) satisfies either |e ∩ (Y ∪ Z)| = 1 or |e ∩ X| = |e ∩ Y| = |e ∩ Z| = 1.
Moreover, there are no loops in D˚(X ∪ Y ∪ Z). Consequently, every edge e ∈ D˚K(X ∪ Y ∪ Z) is
incident to some vertex x ∈ X. Hence, as long as D˚K(X′ ∪Y∪Z) , ∅, there is some vertex v ∈ X′
which is incident to some known defective edge in D˚K(X′ ∪ Y ∪ Z).
Let now x ∈ X and Yx ⊆ Y such that there is some edge g ∈ D˚K([{x} ∪ Yx ∪ Z]\ΓK({x})). Since
g ∩ ΓK({x}) = ∅ and x ∈ g, we have |g\{x}| ≥ 2, which implies that |g ∩ Yx| = |g ∩ Z| = 1. Thus,
for every edge g ∈ D˚K([{x} ∪ Yx ∪ Z]\ΓK({x})) there is some vertex y ∈ Yx which is incident to g.
Please note y < ΓK({x}) and thus {x, y} < D.
The constraints of Lemma 2.8 are satisfied:
In step 3:
We have already seen that {x, y} < D. As there are no loops in D˚K(X∪Y∪Z), the set {x, y} is free.
Since |e ∩ Z| ≤ 1 for all e ∈ D˚K(X ∪ Y ∪ Z), the test set
T = {x, y} ∪ (Z\ΓK({x, y}))
is DK-independent. That means that in step 3 the constraints of Lemma 2.8 are satisfied for
f (T ) = 1.
In step 4:
The algorithm removes vertices y from Yx until D˚K([{x} ∪ Yx ∪ Z]\ΓK({x})) = ∅, that is, until
[{x} ∪ Yx ∪ Z]\ΓK({x}) is DK-independent. Since all defective edges in D˚(X ∪ Y) are known,
({x} ∪ Yx)\ΓK({x}) is free. If f (T ) = 1, the constraints of Lemma 2.8 are satisfied for
T := [{x} ∪ Yx ∪ Z]\ΓK({x}).
In step 5:
The same holds for step 5: The algorithm removes vertices x from X′ until X′ ∪ Y ∪ Z is DK-
independent. Since all defective edges in D˚(X ∪ Y) are known, X′ ∪ Y is free. If f (T ) = 1, the
constraints of Lemma 2.8 are satisfied for
T := X′ ∪ Y ∪ Z.
The algorithm finds all defective edges in D(X,Y,Z):
Due to Lemma 2.8, the algorithm finds all defective edges
• e ∈ D˚({x, y} ∪ [Z\ΓK({x, y})]) with {x, y} ⊂ e for each x ∈ X\X′ and y ∈ Y\Yx in step 3,
• e ∈ D˚([{x} ∪ Yx ∪ Z]\ΓK({x})) with |e ∩ ({x} ∪ Yx)| = 2 for each x ∈ X\X′ in step 4, and
• e ∈ D˚(X′ ∪ Y ∪ Z) with |e ∩ (X′ ∪ Y)| = 2 in step 5.
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Let now e be some unknown defective edge in D(X,Y,Z). If e ∈ D(X′,Y,Z), then the algorithm
finds e in step 5 at the latest. Otherwise, there is some vertex x ∈ X\X′ with x ∈ e and there are
again two possibilities:
Either e ∈ D({x},Yx,Z\ΓK({x})), then the algorithm finds e in step 4 at the latest. Else, there is
some vertex y ∈ Y\Yx with y ∈ e and the algorithm finds e in D({x}, {y},Z\ΓK({x, y})) in step 3.
The number of tests:
The algorithm tests the following sets:
• {x, y} ∪ [Z\ΓK({x, y})] for each x ∈ X\X′ and y ∈ Y\Yx,
• [{x} ∪ Yx ∪ Z]\ΓK({x}) for each x ∈ X\X′, and
• X′ ∪ Y ∪ Z.
If a test is positive, the algorithm uses Lemma 2.8 to find defective edges, which costs per
defective edge at most ⌈
log2 |E|
⌉
+ 5
tests. Now, for every x ∈ X\X′ there is at least one known defective edge e ∈ D˚K(X ∪ Y ∪ Z),
and for every vertex y ∈ Y\Yx for some x ∈ X there is at least one known defective edge
e ∈ DK(X,Y,Z) with {x, y} ( e. Hence, there are at most
d∆ · (
⌈
log2 |E|
⌉
+ 5) +
step 3︷           ︸︸           ︷
d˚K(X ∪ Y ∪ Z) +
step 4︷      ︸︸      ︷
dK(X,Y,Z) +
step 5︷︸︸︷
1
tests. 
Algorithm - Stage III
Set i = 2.
1. Set
Yi :=
i−1⋃
j=1
X j and Zi :=
s⋃
j=i+1
X j.
For Xi, Yi, and Zi, construct ri DK-independent sets Ui1,U
i
2, . . . ,U
i
ri according to Lemma 2.6
such that
• ri ≤ 6 · dK ,
• every pair {y, z}with y ∈ Yi, z ∈ Zi and {y, z} < DK is subset of some Uij,
• every vertex v ∈ Yi ∪ Zi lies in at most 6
√
dK different sets Uij, and
• |e ∩ Uij| = 1 or |e ∩ Xi| = |e ∩ Uij ∩ Yi| = |e ∩ Uij ∩ Zi| = 1 for every e ∈ D˚K(Xi ∪ Uij),
( j = 1, . . . , ri) (cf. Figure 2.6).
Set UYij := U
i
j ∩ Yi and UZij := Uij ∩ Zi for 1 ≤ j ≤ ri and j := 1.
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2. Find all defective edges e ∈ D(Xi,UYij ,UZij ) (cf. Lemma 3.36). If
j < ri: set j := j + 1 and repeat step 2.
j = ri: i < s − 1: set i := i + 1 and repeat step 1.
i = s − 1: stop.
X1
X2
...
Xi−1
Yi
Xi
Ci1 C
i
2 C
i
3
. . . Cipi known defective edges
that cannot occur due to
the choice of Ci1,C
i
2, . . . ,C
i
pi
known defective edges
Figure 2.6: Sketch of Stage II
In step 1 the algorithm constructs, according to Lemma 2.6, sets Ui1,U
i
2, . . . ,U
i
ri such that
(∗) : |e ∩Uij| = 1 or |e ∩ Xi| = |e ∩UYij | = |e ∩UZij | = 1
for every e ∈ D˚K(Xi ∪ Uij), (i = 2, . . . , s − 1, j = 1, . . . , ri). That is, one of the constraints of
Lemma 3.36 is already satisfied, some others are also clear:
We have already mentioned that H contains no loops, Xi (i = 1, . . . , s) is free and all edges of
cardinality 2 are known. Thus, it remains to show that all defective edges in
D˚K
(
Xi ∪UYij
)
are known. We show by induction on i that, as soon as the algorithm enters step 2 for i,
D˚K(Xi ∪ Yi) = D˚(Xi ∪ Yi).
i = 2:
For i = 2 we have Yi = Y2 = X1. After Stage II, all defective edges in D˚(Xi ∪ X j) are known,
these are certainly all edges in
D˚(X1 ∪ X2) = D˚(Y2 ∪ X2).
i→ i + 1:
Assume that all defective edges in D˚(Xi∪Yi) are known. In that case all constraints of Lemma 3.36
are fulfilled, and the algorithm finds all defective edges in
D˚(Xi,U
Yi
j ,U
Zi
j ),
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( j = 1, . . . , ri). Let now e ∈ D(Xi,Yi,Zi) be some unknown defective edge. The sets Ui1,Ui2, . . . ,Uiri
cover all pairs {y, z}with y ∈ Yi, z ∈ Zi and {y, z} < DK. Hence there is some set
Uij with e\Xi ⊆ Uij.
and thus
|e ∩ Xi| = |e ∩ Yi ∩Uij| = |e ∩ Zi ∩Uij| = 1.
That is, for every unknown defective edge e ∈ D(Xi,Ui,Zi) there is some set Uij such that
e ∈ D(Xi,Yi ∩ Uij,Zi ∩ Uij). Due to Lemma 3.36, the algorithm finds all defective edges in
D(Xi,Yi ∩Uij,Zi ∩Uij). Since
D(Xi,Yi,Xi+1) ⊆ D(Xi,Yi,Zi),
all defective edges in
D˚(Xi ∪ Yi ∪ Xi+1) = D˚(Yi+1 ∪ Xi+1)
are known before the algorithm sets i := i + 1. 
As a consequence, the algorithm finds all unknown defective edges in D(Yi,Xi,Zi), (i = 2, . . . , s−
1) at Stage III . Since these were the only defective edges that were (probably) unknown after
stage II, the algorithm eventually finds all defective edges in a hypergraph of rank 3.
2.1.2 An upper bound for the number of tests
Let us count the number of tests individually for each stage.
Stage I
Consider the steps of Stage I for some fixed i: In step 1 the algorithm tests Xi and finds, in case
of f (Xi) = 1, a defective edge e ∈ D˚(Xi) which costs, due to Theorem 1.2, at most⌈
log2 |E|
⌉
+ 2
tests. After removing some x ∈ e from Xi and adding it to Xi+1 the algorithm repeats step 1 until
eventually f (Xi) = 0.
Then the algorithm goes on to step 2. We have already stated that, right after step 1, d˚K({x}∪Xi) =
1 for all x ∈ Xi+1. If d˚({x} ∪ Xi) = d˚K({x} ∪ Xi) = 1, the algorithm needs, according to Lemma 2.5,
at most 2 tests for proof. Otherwise, if d˚({x} ∪Xi) > 1, the algorithm finds all defective edges in
D˚({x} ∪ Xi) which costs, according to Lemma 2.5, at most⌈
log2 |E|
⌉
+ 4
tests per defective edge. That are at most∑
x ∈ Xi+1 :
d˚({x} ∪ Xi) = 1
[
1 +
⌈
log2 |E|
⌉
+ 2 + 2
]
+
∑
x ∈ Xi+1 :
d˚({x} ∪ Xi) > 1
[
1 +
⌈
log2 |E|
⌉
+ 2 + (d˚({x} ∪ Xi) − 1) · (
⌈
log2 |E|
⌉
+ 4)
]
+ 1
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≤
∑
x∈Xi+1
d˚({x} ∪ Xi) ·
(⌈
log2 |E|
⌉
+ 5
)
+ 1
tests while the algorithm performs Stage I for i. Let dI denote the number of defective edges
that the algorithm finds in step 1; then there are at most
dI · (
⌈
log2 |E|
⌉
+ 5) + s
tests in stage I, where s denotes the number of sets Xi.
For every vertex that is removed from Xi and added to Xi+1, the algorithm has found one
defective edge. On the other hand, every vertex in Xi has been removed i − 1 times, namely
from the set X1,X2, . . . ,Xi−1. Since there are no empty sets Xi,
d ≥
s∑
i=2
|Xi| · (i − 1) =
s∑
i=2
(i − 1) +
s∑
i=2
(|Xi| − 1) · (i − 1)︸                   ︷︷                   ︸
≥0
≥
(
s
2
)
and thus
s ≤ 1/2 +
√
2d + 1/4
d≥1≤ 2√d.
Stage II
The algorithm performs Stage II s − 1 times with increasing i starting at i = 2. In step 1 the
algorithm splits the vertex set Yi =
⋃i−1
j=1 Xi without any tests into pi ≤ 2 ·
√
dK ≤ 2 ·
√
d disjoint
sets such that
• pi ≤ 2 ·
√
dK ≤ 2 ·
√
d and
• |e ∩ Cij| = 1 for all e ∈ D˚K(Xi ∪ Cij), ( j = 1, . . . , pi).
All sets Ci1,C
i
2, . . . ,C
i
pi are disjoint, accordingly every edge e ∈ D(Xi,Yi) lies in at most one set
D˚(Xi ∪ Cij). Moreover, for each e ∈ D there is exactly one i with e ∈ D(Xi,Yi) and thus
s∑
i=2
pi∑
j=1
d˚(Xi ∪ Cij) ≤
s∑
i=2
d(Xi,Yi) = d.
In step 2 all defective edges in e ∈ D˚(Xi ∪ Cij) with |e∩Xi| = 2 are found, which costs, according
to Lemma 3.28, at most
d∆(
⌈
log2 |E|
⌉
+ 5) + d˚K(Xi ∪ Cij) + 1
tests, where d∆ denotes the number of defective edges that are actually found in D˚(Xi ∪ Cij)
(i = 2, . . . , s, j = 1, . . . pi). Let dII denote the number of defective edges that the algorithm finds
in Stage II; then at most
dII · (
⌈
log2 |E|
⌉
+ 5) +
s∑
i=2
pi∑
j=1
(
d˚K(Xi ∪ Cij) + 1
)
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≤ dII · (
⌈
log2 |E|
⌉
+ 5) +
s∑
i=2
(
dK(Xi,Yi) + pi
)
≤ dII · (
⌈
log2 |E|
⌉
+ 5) + d +
s∑
i=2
2 · √d
≤ dII · (
⌈
log2 |E|
⌉
+ 5) + 5 · d
tests are needed at Stage II.
Stage III
The algorithm performs Stage III s − 2 times with increasing i starting at i = 2. In step 1 the
algorithm constructs sets Ui1,U
i
2, . . . ,U
i
ri such that
• ri ≤ 6 · dK ≤ 6 · d ,
• every pair {y, z}with y ∈ Yi =
i−1⋃
j=1
X j, z ∈ Zi =
s⋃
j=i+1
X j and {y, z} < DK is subset of some Uij,
• every vertex v ∈ Yi ∪ Zi lies in at most 6 ·
√
dK ≤ 6 ·
√
d different sets Uij, and
• |e∩Uij| = 1 or |e∩Xi| = |e∩Uij∩Yi| = |e∩Uij∩Zi| = 1 for every e ∈ D˚K(Xi∪Uij), ( j = 1, . . . , ri).
Afterwards, in step 2, the algorithm finds all defective edges in D(Xi,U
Yi
j ,U
Zi
j ) by Lemma 3.36
by at most
d∆(
⌈
log2 |E|
⌉
+ 5) + d˚K(Xi ∪Uij) + dK(Xi,UYij ,UZij ) + 1
tests, where d∆ denotes the actual number of defective edges that are found in D˚(Xi∪Uij). Thus,
already known defective edges cause extra tests if they lie in some set Xi ∪Uij. Now, let e ∈ DK
be a known defective edge. In how many sets Xi ∪ Uij could e possibly lie? We distinguish
between two cases:
1)e ∈ D˚K(Xi ∪ Xk) for some i , k:
Without loss of generality, let i < k, then e ∈ D˚K(Xi ∪Zi) and e ∈ D˚K(Xk ∪Yk). If |e∩Xk| = 1, then
there are sets
Uij with e ∈ D˚K(Xi ∪Uij).
Since every vertex lies in at most 6 · √d different sets, there are at most 6 · √d different sets
D˚K(Xi ∪Uij)
that contain e. The same holds if |e ∩ Xi| = 1; then there are at most 6 ·
√
d sets
D˚K(Xk ∪Ukj )
containing e. That is, if e ∈ DK(Xi ∪ Xk) for some i , k, there are at most
12 · √d
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different test sets in Stage III that contain e.
2)e ∈ DK(Xi,Xk,Xl) for some i < k < l:
In that case e ∈ D˚K(Xi ∪ Zi), e ∈ DK(Xk,Yk,Zk), and e ∈ D˚K(Xl ∪ Yl). Since |e ∩ Zi| = |e ∩ Yl| = 2,
there are neither sets
Uij with (e\Xi) ⊆ Uij
nor sets
Ulj with (e\Xl) ⊆ Ulj.
So e lies at most in
6 · √d
sets DK(Xk ∪Ukj ), if e ∈ DK(Xi,Xk,Xl) for some i < k < l. Please note that e is counted twice by
d˚K(Xi ∪Uij) + dK(Xi,UYij ,UZij )
if e ∈ D˚K(Xi ∪Uij).
Let dIII denote the number of defective edges that the algorithm finds in Stage III. Then at most
dIII · (
⌈
log2 |E|
⌉
+ 5) +
s−1∑
i=2
ri∑
j=1
(
d˚K(Xi ∪Uij) + dK(Xi,UYij ,UZij ) + 1
)
≤ dIII · (
⌈
log2 |E|
⌉
+ 5) + 12 · √d · d +
s−1∑
i=2
ri
≤ dIII · (
⌈
log2 |E|
⌉
+ 5) + 12 · d 32 + (2 · √d − 2) · 6 · d
= dIII · (
⌈
log2 |E|
⌉
+ 5) + 24 · d 32 − 12 · d
tests are needed.
Overall, we obtain:
Theorem 2.11. Let H be a hypergraph of rank 3 with defective edge set D, for which the cardinality
d := |D| is not necessarily known. Then the complexity c(H, d) of finding d defective edges is bounded by
c(H, d) ≤ d
⌈
log2 |E|
⌉
+ 2 · √d − 2 · d + 24 · d 32 .
2.2 Hypergraphs of bounded rank r
In this chapter, we consider hypergraphs of bounded rank r. We present an algorithmAr that
finds all defective edges in a hypergraph of rank r regardless whether the number of defective
edges is known. The algorithm Ar starts again with the graph algorithm (s. [KT08]) and
partitions the vertex set of a given hypergraph into free sets. But then, unlike before, it is not
reasonable to consider each possible distribution of the vertices of an edge over the free sets in
single stages. The number of possible distributions increases exponentially, hence, we would
need a correspondingly high number of stages.
The following algorithm organizes the search differently. After partitioning a given vertex set
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into free sets, it finds at least all those defective edges that share pairwise not more then one
vertex. The remaining defective edges are finally detected in the third and last stage. Let us
start with some new terminologies:
Definition 2.12. Let H = (V,E) be a hypergraph with defective edge set D and DK ⊂ D the set of known
defective edges. We say a vertex set X ⊂ V is strongly DK-independent if |e ∩ X| ≤ 1 for every e ∈ DK.
Next, define for some W ⊆ V
PtK(W) := {X ⊂W : |X| = t and |e ∩ X| ≤ 1 for every e ∈ DK},
the set of strongly DK-independent vertex sets of cardinality t, set PtK := PtK(V). We call a vertex
v ∈ V\X a DK-neighbour of a set X ⊂ V if there is an edge e ∈ DK that joins v to some vertex in X.
Finally, letNK (X) denote the set of DK-neighbours:
NK (X) = {v ∈ V\X : ∃e ∈ DK with v ∈ e, e ∩ X , ∅}.
In the following, if not stated otherwise, let H = H(V,E) be a simple hypergraph of bounded
rank r with defective edge set D ⊂ E, where the number of defective edges d := |D| is not
necessarily known.
2.2.1 A search algorithm on hypergraphs of bounded rank r
We will again consider all stages of the algorithmAr separately.
Stage I
The first stage is almost the same as in the previous section, except, we will omit the second
step.
Ar - Stage I
Let V be alphabetically ordered.
Set X1 := V, X j := ∅ for 2 ≤ j ≤ |E| and i := 1.
1. Test Xi if
f (Xi) = 1: Use Triesch’s search to find a defective edge e ∈ D˚(Xi) with rightmost left
endvertex and delete all good edges. Let x ∈ e be the left endvertex of e, set Xi
to Xi\{x} and re-sort Xi due to Lemma 2.3. If |e| ≥ 2, set Xi+1 to Xi+1 ∪ {x}.
Repeat step 1.
f (Xi) = 0: If Xi+1 = ∅, set s := i and go to Stage II, else, go to step 2.
2. Set i := i + 1, sort Xi alphabetically, and go back to step 1.
Please note that the rank of the considered hypergraph is not an issue for the proof of Lemma
2.3, hence the Lemma is also true for hypergraphs of any bounded rank r and thus we can use
the Lemma on hypergraphs of any bounded rank.
The algorithm runs Stage I exactly s times. With the same argumentation as in the previous
section, we receive
s ≤ 2 ·
√
dK ≤ 2 ·
√
d, (2.1)
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and the resulting s free sets X1,X2, . . . ,Xs form a partition of {v ∈ V : {v} < D}. Since all
defective loops are certainly detected after step 1, we assume once more that H contains no
loops at all.
Let dI denote the number of defective edges that the algorithm identifies in Stage I, then,according
to Theorem 1.2, at most
s + dI · (1 +
⌈
log2 |E|
⌉
+ r − 1) ≤ 2 · √d + dI · (
⌈
log2 |E|
⌉
+ r)
tests have to be carried out in Stage I.
Stage II
The aim of the second stage is to find defective edges, such that after Stage II for every defective
edge e ∈ D that is still unknown, there is some defective edge g ∈ D with |e ∩ g| ≥ 2 which is
known. In that case every strongly DK-independent set is also free.
The rough idea of the second stage is now the following: The algorithm constructs in Stage II
stepwise free sets Ft1,F
t
2, . . . ,F
t
pt such that every X ∈ PtK lies in some set Fti for t = 1, . . . , r. If some
X ∈ PtK lies in a free set, certainly X is also free, and if all sets in X ∈ PrK are free, then every
strongly DK-independent set is free.
Ar - Stage II
1. Set Cn := ∅ for all 1 ≤ n ≤ 2 · dK and i, j, k := 1.
2. If there is a vertex x ∈ Xk with |NK ({x}) | ≥ r/2 ·
√
dK, set Bi := {x}, i := i + 1, Xk := Xk\{x}
and repeat step 2; else, go to step 3.
3. If there is a vertex x ∈ Xk with |NK({x} ∪ C j)| ≤ r ·
√
dK, set C j := C j ∪ {x}, Xk := Xk\{x} and
repeat step 3, else, if:
Xk , ∅: Set j := j + 1 and repeat step 3.
Xk = ∅: k < s: Set j := j + 1, k := k + 1, and repeat step 2.
k = s: Set p := i, q := j.
4. Set F1i := Bi for i = 1, . . . , p , F
1
p+ j := C j for j = 1, . . . , q, and p1 := p+q, further set B :=
⋃p
i=1 Bi
and i, j, k,n, t := 1.
5. Test T := Bi ∪
(
Ftk\NK (Bi)
)
. If
f (T ) = 1: Find a defective edge in D˚(T ) by Triesch’s search and repeat step 5. Please note
thatNK (Bi) has increased and hence, we do not repeat the same test.
f (T ) = 0: Set Ft+1n := T and n := n + 1. If
i < p: Set i := i + 1 and repeat step 5.
i = p: Go to step 6.
6. Test T :=
(
Ftk\B
)
∪
(
C j\NK
(
Ftk\B
))
. If
f (T ) = 1: Find a defective edge in D˚(T ) by Triesch’s search and repeat step 6.
f (T ) = 0: Set Ft+1n := T and n := n + 1. If
j < q: Set j := j + 1 and repeat step 6.
j = q: t < r − 1: Go to step 2.
t = r − 1: Set X := NK(Ftk\B)\B, choose a vertex x ∈ X, and go to step 7.
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2 If |NK(C j)| > 2r√dK for at least one 1 ≤ j ≤ q, repeat step 1. Otherwise, set X := NK(Ftk\B)\B
and choose a vertex x ∈ X.
7. Test T := {x} ∪
(
Ftk\NK ({x})
)
. If
f (T ) = 1: Find a defective edge in D˚(T ) by Triesch’s search and repeat step 7.
f (T ) = 0: Set Ft+1n := T , X := X\{x}, and n := n + 1. If
X , ∅: Choose a vertex x ∈ X and repeat step 7.
X = ∅: k < pt: Set k := k + 1 and i, j := 1, then repeat step 5.
k = pt: t < r − 1: Set t := t + 1, pt := n, and i, j, k,n := 1, then repeat
step 5.
t = r − 1: Set pr := n and stop.
The following picture shows a schema of the sets that are tested in Step 5, 6 and 7.
B
Ftk
Bi
B
x
C jFtk
B
x
C jFtk
Bi ∪
(
Ftk\NK (Bi)
) (
Ftk\B
)
∪
(
C j\NK
(
Ftk\B
))
{x} ∪
(
Ftk\NK ({x})
)
Figure 2.7: Sketch of the construction of test sets
Please note that between step 6 and step 7, there is a step in which we only check the number
of neighbors and repeat if necessary, we therefore denote the step not by a number but by a
symbol: 2. Certainly all tests are DK-independent and thus reasonable. Now, let us first of
all take a look at step 7. In step 7 the algorithm constructs one set {x} ∪
(
Ftk\NK ({x})
)
for each
x ∈ NK(Ftk\B)\B (t = 1, . . . , r − 1, k = 1, . . . , pt). To limit the number of sets, the algorithm limits
the number of DK-neighbors of the sets Ft1,F
t
2, . . . ,F
t
pt , (t = 1, . . . , r − 2) (please note that for
t = r − 1 the algorithm skips step 2).
For that reason Ar partitions in the first three steps all sets Xk with too many DK-neighbors
(k = 1, . . . , s). However, during the last three steps, we probably find defective edges that
increase the number of DK-neighbors again. Therefore, the algorithm checks at step 2 whether
the number of DK-neighbors is still small enough or not. If the number is not small enough,
that is, if there is at least one set C j with |NK(C j)| > 2r
√
dK, Ar repeats step 1 and reconstructs
the sets B1,B2, . . . ,Bp,C1,C2, . . . ,Cq with respect to the currently known defective edges.
Only in the last three steps,Ar constructs the actual sets Ft1,Ft2, . . . ,Ftpt (t = 2, . . . , r). Now let us
show that these sets Ft1,F
t
2, . . . ,F
t
pt cover indeed all sets in PtK for t = 1, . . . , r:
All sets in PtK are covered by some set Ftk, (t = 1, . . . , r)
t = 1:
Every set in
P1K = {{v} : v ∈ V and |e ∩ {v}| ≤ 1 for every e ∈ DK} = {{v} : v ∈ V}
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is obviously covered by some set F1i , since
⋃p1
i=1 F
1
i = V.
t→ t + 1 :
Next, let t ≤ r− 1 and suppose that Ft1,Ft2, . . . ,Ftpt cover all sets in PtK. Let X ∈ Pt+1K be a strongly
DK-independent set with X ∩ Bi , ∅ for some i, and Ftk a set with X\Bi ⊆ Ftk. Since X is strongly
DK-independent, (X\Bi) ∩NK (Bi) = ∅ and consequently
X ⊆ Bi ∪
(
Ftk\NK (Bi)
)
.
Hence, in step 5 there is a test set T = Bi ∪ (Ftk\NK (Bi)) containing X. If f (T ) = 0, the algorithm
sets Ft+1n := T and we have X ⊆ Ft+1n . Otherwise, if f (T ) = 1, there is at least one defective edge
e ∈ D˚(T ) which is certainly incident to the only vertex in Bi because of Ftk being free. Now,
there are two possibilities: Either e is also incident to a further vertex in X, then X is no longer
strongly DK-independent. Or e ∩ X = Bi, then again X ⊂ Bi ∪ (Ftk\NK (Bi)) with respect to all
currently known defective edges (e is now also a known edge). When eventually f (T ) = 0 (at
the latest when Ftk\NK (Bi) = ∅), the algorithm sets Ft+1n := T for some n and either X ⊆ Ft+1n or
X < Pt+1K (cf. Figure 2.8).
Ftk
X
Bi
Ftk
X
Bi
Figure 2.8: Two possibilities if f (T ) = 1
Let again X ∈ Pt+1K be a strongly DK-independent set, this time with X ∩ B = ∅. Further, let
Ftk be a set with X\{x} ⊆ Ftk for some x ∈ X, and C j the set with x ∈ C j. Then, we have either
x < NK(Ftk\B) or x ∈ NK(Ftk\B). Therefore, in the first case,
X ⊆
(
Ftk\B
)
∪
(
C j\NK
(
Ftk\B
))
and, in the second case,
X ⊆ {x} ∪
(
Ftk\NK ({x})
)
.
The first set is tested in step 6, and the second set is tested in step 7. As before, after a positive
test, there are two possibilities: Either the algorithm finds a defective edge such that X is no
longer strongly DK-independent, or X remains in the new test set, which is constructed with
respect to the currently known defective edges set. So, when the algorithm defines Ft+1n , we
have either X ⊆ Ft+1n or X < Pt+1K .
Number of sets Ftk
Next, we show that
pt ≤ t! · (2r)t · d
t
2
K (2.2)
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for t ≤ r − 1.
t = 1:
Every (defective) edge has cardinality ≤ r. Hence, every edge e ∈ DK joins each vertex v ∈ e to
at most r − 1 DK-neighbors and thus, due to the Handshaking-Lemma,∑
v∈V
|NK ({v}) | ≤
∑
v∈V
∑
e∈DK({v})
(|e| − 1) =
∑
e∈DK
|e| · (|e| − 1) ≤ dK · r(r − 1). (2.3)
By the time the algorithm enters step 3,
|NK ({x}) | < r/2 ·
√
dK
for every x ∈ Xk (k = 1, . . . , s). Further,
|NK (X ∪ Y) | ≤ |NK (X) | + |NK (Y) |
for any two sets X,Y ⊂ V. Hence, there are only two possible reasons for not enlarging C j in
step 3: Either |NK(C j)| > r/2 ·
√
dK or Xk = ∅. Thus, for k = 1, . . . , s, there is at most one set
∅ , C j ⊆ Xk with less than r/2 ·
√
dK DK-neighbors, which in turn implies that we partition each
set Xk into at most ⌈ NK (Xk)
r/2 · √dK
⌉
smaller sets. Altogether, we receive an upper bound for the number of sets:
p1 = p + q ≤
s∑
k=1
⌈ NK (Xk)
r/2 · √dK
⌉
≤ s +
∑s
k=1
NK (Xk)
r/2 · √dK
(2.3)≤ s + 2(r − 1)
√
dK
(2.1)≤ 2r
√
dK. (2.4)
t ≤ r − 1:
Let us first of all take a look at step2. Each timeAr enters step2 for t ≤ r− 2, it checks whether
there is a set C j with |NK(C j)| > 2r
√
dK. If at least one set C j has too many DK-neighbors, the
algorithm repeats step 1 and constructs new sets B1,B2, . . . ,Bp,C1,C2, . . . ,Cq, such that again
|NK(C j)| ≤ r
√
dK for j = 1, . . . , q. Consequently, every time the algorithm enters step 7 for
t ≤ r − 2, all sets C j satisfy
|NK(C j)| ≤ 2r
√
dK. (2.5)
Every set Ft+1n arises out of the union of two sets F1i and F
t
k for some i and k, the second set itself
is again, in case of t > 1, a subset of the union of two sets, etc. So, for every set Ftk there is an
index set I ⊂ {1, 2, . . . , p1}, |I| = t such that
Ftk ⊆
⋃
i∈I
F1i
and thus ∣∣∣∣NK (Ftk\B) \B∣∣∣∣ ≤ ∣∣∣NK(⋃
i∈I
F1i \B
)∣∣∣ ≤∑
i∈I
∣∣∣NK( F1i \B︸︷︷︸
= ∅ or = C j
for some j
)∣∣∣ ≤ t · 2r √dK (2.6)
2.2. HYPERGRAPHS OF BOUNDED RANK R 35
while t ≤ r − 2. For each set Ftk the algorithm constructs new sets by combining Ftk with all p
sets Bi (step 5), all q sets C j (step 6), and, finally, with all vertices x ∈ NK
(
Ftk\B
)
\B (step 7). This
amounts to:
pt+1 =
pt∑
k=1
( step 5︷︸︸︷
p +
step 6︷︸︸︷
q +
step 7︷           ︸︸           ︷∣∣∣∣NK (Ftk\B) \B∣∣∣∣ )
t<r−1≤ pt ·
(
2r
√
dK + 2tr
√
dK
)
≤ t! · (2r)t · d t2K ·
(
(t + 1) · 2r · √dK
)
= (t + 1)! · (2r)t+1 · d t+12K (2.7)
t = r:
For t = r − 1 the algorithm no longer limits the number of DK-neighbors of C j ( j = 1, . . . , q).
Thus, we need a different approach to estimate the number pr of sets Fr1,F
r
2, . . . ,F
r
pr . For that
reason we assess for each v ∈ V the number of sets that contain v:
Definition 2.13. Set Ft(v) := {k : v ∈ Ftk} and ft(v) := |Ft(v)| for all v ∈ V.
We will show that for 1 ≤ t ≤ r − 1, each vertex v ∈ V lies in at most
ft(v) ≤ t! ·
 t∑
i=1
1
i
 · (2r)t−1 · d t−12 (2.8)
different sets Ftk.
t = 1:
Since all sets F11,F
1
2, . . . ,F
1
p1 are disjoint, f1(v) ≤ 1 =
(
1!
∑1
i=1
1
i
)
· (2r)0 · d 02 for all v ∈ V.
t ≤ r − 1:
Suppose (2.8) is true for t − 1; then: For every set Ft−1k the algorithm constructs the following
sets:
• Bi ∪
(
Ft−1k \NK (Bi)
)
for i = 1, . . . , p,
•
(
C j\NK
(
Ft−1k \B
))
∪
(
Ft−1k \B
)
for j = 1, . . . , q and
• {x} ∪
(
Ft−1k \NK({x})
)
for x ∈ NK
(
Ft−1k \B
)
\B.
If v ∈ Ft−1k , or, in other words, if k ∈ Ft−1(v), then v lies in the worst case in each of the
p + q + |NK(Ft−1k \B)\B| sets that the algorithm constructs for Ft−1k . Otherwise, if v < Ft−1k , only one
of the following sets contains v since the sets
B1,B2, . . . ,Bp,C1\NK
(
Ft−1k \B
)
,C2\NK
(
Ft−1k \B
)
, . . . ,C j\NK
(
Ft−1k \B
)
,NK
(
Ft−1k \B
)
\B
are disjoint. Hence, for any v ∈ V holds
ft(v) ≤ pt−1 +
∑
k∈Ft−1(v)
(
p + q + |NK(Ft−1k \B)\B|
)
.
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According to (2.6), the number of neighbors is bounded by
|NK(Ft−1k \B)\B| ≤ 2r(t − 1)
√
d
for each set Ftk with t ≤ r − 2. Now, we can estimate the number of sets that contain some v ∈ V
for t ≤ r − 1:
ft(v) ≤ pt−1 +
∑
k∈Ft−1(v)
(
p + q + |NK(Ft−1k \B)\B|
)
(2.2)≤ (t − 1)! · (2r)t−1 · d t−12 + ft−1(v) ·
(
2r
√
d + 2r(t − 1)√d
)
≤ (t − 1)! · (2r)t−1 · d t−12 +
(t − 1)! · t−1∑
i=1
1
i
 · (2r)t−2 · d t−22 · 2rt√d
≤ t!
t
· (2r)t−1 · d t−12 +
t! · t−1∑
i=1
1
i
 · (2r)t−1 · d t−12
=
t! · t∑
i=1
1
i
 · (2r)t−1 · d t−12 ,
thus, (2.8) is also true for t.
Next, we consider pr. For r = t we have also
pr =
pr−1∑
k=1
(
p + q +
∣∣∣∣NK (Ftk\B) \B∣∣∣∣) .
Due to (2.8), these are at most
pr =
pr−1∑
k=1
(
p + q +
∣∣∣∣NK (Fr−1k \B) \B∣∣∣∣ )
≤ pr−1 · (p + q) + pr−1∑
k=1
∑
v∈Fr−1k \B
|NK ({v})|
(2.2)≤ (r − 1)! · (2r)r−1 · d r−12 · 2r√d +
∑
v∈V
fr−1(v) · |NK ({v})|
≤ (r − 1)! · (2r)r · d r2 +
 r−1∑
i=1
(r − 1)!
i
 · (2r)r−2 · d r−22 ·∑
v∈V
|NK ({v})|
(2.3)≤ (r − 1)! · (2r)r · d r2 + (r − 1) · (r − 1)!
1
· (2r)r−2 · d r−22 · r · (r − 1) · d
= (r − 1)! · (2r)r−2 ·
(
4r2 + r · (r − 1)2︸             ︷︷             ︸
r≥1≤ 4r3
)
· d r2
= r! · (2r)r · d r2
sets. Hence (2.2) is also true for t = r.
Finally, let us count the number of tests that the algorithm performs at Stage II.
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Number of tests
The algorithm performs all tests in step 5, 6, and 7. Each time a test of some set T is positive,
the algorithm finds a defective edge in D˚(T ) by, according to Theorem 1.2, not more than⌈
log2 |E|
⌉
+ r − 1
tests per edge. Let dII denote the number of defective edges that the algorithm finds at Stage II,
then there are in total at most
dII(
⌈
log2 |E|
⌉
+ r)
tests to find dII defective edges.
Next, consider the negative tests: After a negative test, the algorithm defines a new set Ft+1k ;
hence, there is one negative test for each set. Assume for the moment that the algorithm never
returns to step 1 once it has entered step 4. In that case there are obviously
p2 + p3 + . . . + pr
negative tests. However, since the algorithm finds defective edges after positive tests, the num-
ber of known defective edges increases, which in turn increases the number of DK-neighbors
for different sets C j.
If |NK(C j)| > 2r
√
dK holds for some C j while the algorithm enters step 2 for some t, then Ar
returns from step 2 to step 1 and reconstructs the sets Fτ1,Fτ2, . . . ,Fτpτ (τ = 1, . . . , t).
Let now Φ denote the number of recurrences to step 1 and let di denote the number of defective
edges that are known immediately after the i-th recurrence (i = 0, . . . ,Φ).
Each time when the algorithm constructs the sets C1,C2, . . . ,Cq, the sets satisfy |NK(C j)| ≤ r
√
dK,
or more precisely, after the i-th recurrence they satisfy |NK(C j)| ≤ r
√
di, ( j = 1, . . . , q). The (i + 1)-
th recurrence to step 1 is caused by a set C j with |NK(C j)| > 2r
√
dK. At that time dK = di+1, hence,
the number of DK-neighbors of at least one set C j has increased by at least 2r
√
di+1−r
√
di. Every
new found defective edge, on the other hand, increases |NK(C j)| by at most r − 1. Accordingly,
when the algorithm returns to step 1 for the (i + 1)-th time, it has found at least
1
r − 1
(
2r
√
di+1 − r
√
di
)
>
√
di+1
defective edges since the i-th recurrence. That is
di +
√
di+1 ≤ di+1 ⇔
√
di+1 ≤ di+1 − di,
for i = 0, . . . ,Φ − 1. In total we receive
d ≥ dΦ = d0 +
Φ−1∑
i=0
(di+1 − di) ≥
Φ−1∑
i=0
√
di+1.
Since di ≥ 1 for 0 ≤ i ≤ Φ − 1,(√
di+1
)2
= di+1 ≥ di +
√
di+1 ≥ di + 23
√
di +
1
9
=
(√
di +
1
3
)2
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and, hence,
√
di+1 ≥
√
di + 13 for i = 0, . . . ,Φ − 1
⇒
√
di ≥ i3 ⇒ d ≥
Φ−1∑
i=0
i
3
=
1
3
·
(
Φ
2
)
.
Consequently,
Φ ≤
√
6d + 1/4 + 1/2 ≤ 3 · √d.
In the worst case, the algorithm returns to step 1, just when t = r − 1 and k = pt. So there are at
most
3 · √d · (p2 + p3 + . . . + pr−1) + pr
(2.2)≤ 3 · √d ·
r−1∑
t=2
(
t! · (2r)t · d t2
)
+ r! · (2r)r · d r2
≤ r! · (2r)r ·
( r−1∑
t=1
3 · t!
r! · (2r)r−t + 1
)
· d r2
≤ r! · (2r)r ·
(
(r − 1) · 3
r · (2r)︸ ︷︷ ︸
r≥2≤ 1
+1
)
· d r2
≤r · r! · (2r)r · d r2
negative tests in Stage II.
Stage III
After Stage II, all unknown defective edges share at least two vertices with at least one known
defective edge. Suppose now e is an unknown defective edge. Let D′ = {g1, g2, . . . , gα} ⊂ DK be
a set of known defective edges, such that firstly∣∣∣∣gi ∩ (e\ ⋃
1 ≤ j ≤ α,
j , i
g j
)∣∣∣∣ ≥ 2, for i = 1, . . . , α
and secondly ∣∣∣∣g ∩ (e\ α⋃
j=1
g j
)∣∣∣∣ ≤ 1, for g ∈ DK\D′
holds. Then we have
• α ≤
⌊
r
2
⌋
,
• e \⋃αj=1 g j is strongly DK-independent, and
•
∣∣∣∣e \⋃αj=1 g j∣∣∣∣ ≤ r − 2α.
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The idea of Stage III is now the following: For every 1 ≤ α ≤ b r2c and each set D′ ⊂ DK with|D′| = α, we construct free sets
GD
′
1 ,G
D′
2 , . . . ,G
D′
qD′
that cover all sets in Pr−2αK (V\
⋃
g∈D′ g). Then each unknown defective edge lies in a set
D˚
( ⋃
g∈D′
g ∪ GD′k
)
for some 1 ≤ α ≤ b r2c, D′ ⊂ DK with |D′| = α and 1 ≤ k ≤ qD′ .
Let us start by constructing free sets that cover all sets inPtK(W) for any W ⊂ V and 1 ≤ t ≤ r−2.
As in the previous stage, we build those sets up step by step; but unlike before, these sets are
themselves strongly DK-independent. Since strongly DK-independent sets are by now also free,
we need no tests for their construction.
Lemma 2.14. Let W ⊂ V and 0 ≤ t ≤ r − 2. There is an algorithm that constructs
qt ≤ (t + 2)!2 · r
t · d t2
strongly DK-independent sets Gt1,G
t
2, . . . ,G
t
qt , such that every set X ∈ PtK(W) lies in some set Gtk.
Proof. The following algorithmAGD′ constructs the desired sets:
Set X := {{v} : v ∈W}, Cn := ∅ for 1 ≤ n ≤ |W|, and i, j := 1.
1. If there are two sets X,X′ ∈ X, X , X′, with X ∪ X′ strongly DK-independent, set X :=
X ∪ {X ∪ X′}\{X,X′} and repeat step 1.
Else, choose an arbitrary X ∈ X, set X := X\{X}, and go to step 2.
2. If there is a vertex x ∈ X with |NK ({x}) | ≥ r/2 ·
√
dK, set Bi := {x}, i := i + 1, X := X\{x}, and
repeat step 2, else, go to step 3.
3. If there is a vertex x ∈ X with |NK({x} ∪ C j)| ≤ r
√
dK, set C j := C j ∪ {x}, X := X\{x}, and
repeat step 3, else, if
X , ∅: Set j := j + 1 and repeat step 3.
X = ∅: X , ∅: Set j := j + 1, choose an arbitrary X ∈ X, set X := X\{X}, and repeat step 2.
X = ∅: Set p := i, q := j.
4. Set G1i := Bi for i = 1, . . . , p, G
1
p+ j := C j for j = 1, . . . , q, and q1 := p+q, further set B :=
⋃p
i=1 Bi
as well as i, j, k,n, τ := 1.
5. Set Gτ+1n := Bi ∪ (Gτk\NK (Bi)) and n := n + 1.
i < p: Set i := i + 1 and repeat step 5.
i = p: Go to step 6.
6. Set Gτ+1n := (Gτk\B) ∪
(
C j\NK
(
Gτk\B
))
and n := n + 1.
j < q: Set j := j + 1 and repeat step 6.
j = q: Set N := NK
(
Gτk\B
)
\B, choose a vertex x ∈ N, and go to step 7.
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7. Set Gτ+1n := {x} ∪ (Gτk\NK ({x})), X := X\{x} and n := n + 1.
N , ∅: Choose a vertex x ∈ N and repeat step 7.
N = ∅: k < qτ: Set k := k + 1 and i, j := 1, then repeat step 5.
k = qτ: τ < t − 1: Set τ := τ + 1, qτ := n, and i, j, k,n := 1, then repeat step 5.
τ = t − 1: Stop.
In step 1 the algorithm starts with |W| sets, each containing a single vertex. Then AGD′ joins
two sets to a new set if their union is strongly DK-independent. This process terminates if for
any two sets X and X′ ∈ X, there is some known defective edge e with e∩X , ∅ and e∩X′ , ∅.
Every defective edge, on the other hand, joins vertices from at most r different sets. That is,
every known defective edge joins vertices from at most
(
r
2
)
pairs of sets X ∈ X. Thus, for the
number of sets |X| applies (|X|
2
)
≤
(
r
2
)
· dK,
for r ≥ 2 and dK ≥ 1 we have
|X| ≤ r
√
dK.
Since AGD′ constructs the sets Gt1,Gt2, . . . ,Gtqt similar to Ar’s construction of Fr1,Fr2, . . . ,Frpr , we
receive by the same argumentation:
Firstly, for 1 ≤ τ ≤ t, the sets Gτ1,Gτ2, . . . ,Gτqτ cover all sets in PτK(W). Please note, unlike the
DK-neighbours of the sets Ftk, the number of the DK-neighbours of the sets G
τ
1,G
τ
2, . . . ,G
τ
qτ does
not change during the algorithm since no new defective edges are found.
Secondly, for every set Gτk there is an index set I ⊂ {1, 2, . . . , q1}, |I| = τ such that
Gτk ⊆
⋃
i∈I
G1i
and thus ∣∣∣∣NK (Gτk\B) \B∣∣∣∣ ≤ ∣∣∣NK(⋃
i∈I
G1i \B
)∣∣∣ ≤∑
i∈I
∣∣∣∣NK (G1i \B)∣∣∣∣ ≤ τ · r √dK.
Thirdly,
q1 ≤
∑
X∈X
⌈ NK (X)
r/2 · √dK
⌉
≤ (3r − 2) ·
√
dK ≤ (1 + 2)!2 · r
1 · d 12K,
and finally we receive for 2 ≤ τ ≤ t − 1 inductively that
qτ ≤ (τ + 2)!2 · r
τ · d τ2K
owing to
qτ+1 =
qτ∑
k=1
(
p + q + |NK
(
Gτk\B
)
\B)|
)
≤ (τ + 2)!
2
· rτ · d τ2K ·
(
(3r − 2)
√
dK + τ · r
√
dK
)
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≤ (τ + 3)!
2
· rτ+1 · d τ+12K .
Unlike the sets Ft1,F
t
2, . . . ,F
t
pt , the sets G
τ
1,G
τ
2, . . . ,G
τ
qτ are obliged to be strongly DK-independent,
which we show by induction on τ.
τ = 1:
Obviously the sets G11,G
1
2, . . . ,G
1
q1 are strongly DK-independent.
τ − 1→ τ:
Suppose τ ≤ t and all sets Gτ−1k are strongly DK-independent. For every set Gτn there is some
Gτ−1k and some G
1
i such that
Gτn ⊆
(
Gτ−1k ∪ G1i
)
.
Since both Gτ−1k and G
1
i are strongly DK-independent, G
τ
n is not strongly DK-independent if and
only if there is some known defective edge that joins a vertex in Gτ−1k ∩ Gτn and a vertex in
G1i ∩ Gτn. Seeing that the algorithm subtracts among others all DK-neighbours of either Gτ−1k or
G1i from G
τ−1
k ∪ G1i , Gτn is of course strongly DK-independent. 
Ar - Stage III
Set α := 1.
1. SetDXα := ∅.
2. SetDα := {D′ ⊂ DK : |D′| = α, |e| ≥ 3 ∀e ∈ D′}.
Dα ⊆ DXα : α < b r2c: Set α := α + 1 and repeat step 1.
α ≥ b r2c: Stop.
Dα * DXα : Choose an arbitrary edge set D′ ∈ Dα\DXα , V(D′) :=
⋃
e∈D′
e, and XXD′ := ∅.
3. Set
• XD′ := {Y ∪ ΓK(V(D′)\Y) : Y ⊂ V(D′), |Y ∩ e| ≥ 1 ∀e ∈ D′} and
• construct strongly DK-independent sets GD
′
1 ,G
D′
2 , . . . ,G
D′
qD′ that cover all sets in
Pr−2αK (V\V(D′))
4. Choose an arbitrary vertex set X ∈ XD′\XXD′ and set k := 1.
5. Test T := (V(D′)\X) ∪ GD′k . If
f (T ) = 1: Find a defective edge by Triesch’s search in D˚(T ) and repeat step 3.
f (T ) = 0: k < qD′ : Set k := k + 1, repeat step 5.
k = qD′ : Set XXD′ := XXD′ ∪ {X}.XD′ * XXD′ : Repeat step 4.
XD′ ⊆ XXD′ : SetDXα := DXα ∪ {D′} and repeat step 2.
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Initialization: Set α := 1.
Step 1: SetDXα := ∅.
Step 2: SetDα := ∗1.
Dα ⊆ DXα ? α < b r2c?
Setα := α+1.
Stop.
yes
no
Choose D′ ∈ Dα\DXα ,
set V(D′) :=
⋃
e∈D′ e, and
XXD′ := ∅.
no
yes
Step 3: Set XD′ := ∗2 and con-
struct GD
′
1 ,G
D′
2 , . . . ,G
D′
qD′ .
Step 4: Choose X ∈ XD′\XXD′ and
set k := 1.
Step 5: TestT := (V(D′)\X)∪GD′k .
f (T ) = 1?
k < qD′?
Set XXD′ := XXD′ ∪ {X}.
Find defect-
ive edge.
XD′ ⊆ XXD′?
Set k := k+1.
SetDXα := DXα ∪ {D′}.
no
yes
no
yes
yes
no
∗1 = {D′ ⊂ DK : |D′| = α, |e| ≥ 3 ∀e ∈ D′}
∗2 = {Y ∪ ΓK(V(D′)\Y) : Y ⊂ V(D′), |Y ∩ e| ≥ 1 ∀e ∈ D′}
Figure 2.9: Ar - Stage III
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All tests are reasonable
Suppose otherwise, suppose there is some test set T = (V(D′)\X) ∪ GD′k which is not DK-
independent and let e ∈ D˚K(T ). Since X ∩ e = ∅, certainly e < D′. Suppose, |e\V(D′)| = 1
and let Y := V(D′) ∩ X. Then we have e ∩ ΓK(V(D′)\Y) , ∅, which is a contradiction, since
ΓK(V(D′)\Y) ⊂ X and thusT ∩ΓK(V(D′)\Y) = ∅. Thus, we have |e\V(D′)| ≥ 2. But GD′k is strongly
DK-independent, that is |e ∩ GD′k | ≤ 1 for all e ∈ DK, which is a contradiction. Accordingly, all
tests are reasonable.
The algorithm finds all defective edges
Let e ∈ D be some defective edge that is still unknown after Stage II. After Stage II there is for
every unknown defective edge e ∈ D some known defective edge g ∈ DK with |e∩ g| ≥ 2. Assign
to every edge e ∈ D\DK some set D′(e) = {g1, g2, . . . , gα(e)} ⊂ DK with a minimum number α(e)
of edges, such that firstly, ∣∣∣∣gi ∩ (e\ ⋃
1 ≤ j ≤ α(e),
j , i
g j
)∣∣∣∣ ≥ 2, for 1 ≤ i ≤ α(e)
and secondly, ∣∣∣∣g ∩ (e\ α(e)⋃
j=1
g j
)∣∣∣∣ ≤ 1, for g ∈ DK\D′(e)
holds.
Consider now Stage III when the algorithm sets DXα(e) := DXα(e) ∪ {D′(e)}. If the algorithm has
found e in the meantime, there is nothing to show; hence, we assume that e is still unknown. If
the algorithm has not yet found e, there are two possibilities:
Either no test set contains e so far, or there has been some set that contains e but the algorithm
has found some other defective edge.
So far, no test contains e:
Since we consider only simple hypergraphs, there is surely some set X ⊂ V(D′(e)) with e∩X = ∅.
As there has been no testT with e ⊂ T , no set GD′(e)k covers e\V(D′(e)). Consequently, e\V(D′(e))
is not strongly DK-independent, which in turn implies that meanwhile the algorithm has found
some defective edge gα(e)+1 with
∣∣∣∣gα(e)+1 ∩ (e\α(e)⋃
j=1
g j
)∣∣∣∣ ≥ 2. (2.9)
There has been a test T with e ⊆ T :
We assume that the algorithm has found some other defective edge g. After finding g, the
algorithm returns to step 3 without setting XXD′(e) = XXD′(e) ∪ {X}. Hence, there will either be a
new set T with e ⊂ T , or we find some defective edge gα(e)+1 with (2.9).
The algorithm does not set DXα(e) := DXα(e) ∪ {D′(e)} before it has set XXD′(e) = XXD′(e) ∪ {X}, which
only happens when all sets
(V(D′(e))\X) ∪ GD′(e)k
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are free (k = 1, . . . , qD′(e)). But that means that e\V(D′(e)) is no longer strongly DK-independent.
So, when the algorithm setsDXα(e) := DXα(e) ∪ {D′(e)} but has still not found e, the number α(e) has
increased. Owing that α cannot exceed br/2c, the algorithm certainly finds all defective edges.
The number of tests
For each X ∈ XD′ with D′ ∈ Dα and 1 ≤ α ≤ br/2c there are tests
T := (V(D′)\X) ∪ GD′k
for increasing k until either k = qD′ or f (T ) = 1. If f (T ) = 1, the algorithm detects one defective
edge by Triesch’s search and repeats step 3. Then, in step 3,Ar renewsXD′ and GD′1 ,GD
′
2 , . . . ,G
D′
qD′
with respect to the enlarged DK.
And there lies the difficulty of estimating the number of negative tests in Stage III: The setsDα,
XD′ and GD′1 ,GD
′
2 , . . . ,G
D′
qD′ depend upon DK. Since DK is not static, neither are the other sets
which the algorithm resets on several occasions. So, to avoid performing the same tests twice,
the algorithm remembers sets X ∈ XD′ for which all tests
T := (V(D′)\X) ∪ GD′k
for 1 ≤ k ≤ qD′ were negative by adding it to XXD′ . The same holds for all sets D′ ∈ Dα with
XD′ ⊆ XXD′ : Ar adds them toDXα . Thus, we have for each X ∈ XD′ with D′ ∈ Dα and 1 ≤ α ≤ br/2c
exactly qD′ negative tests and this adds up to
br/2c∑
α=1
∑
D′∈DXα
∑
X∈XXD′
qD′ . (2.10)
But what happens now if for some set X ∈ XD′ not all testsT := (V(D′)\X)∪GD′k were negative?
We have already seen that the algorithm finds a defective edge and repeats step 3. It is crucial
that Ar repeats step 3 without adding X to XXD′ . Hence, we have not counted those tests in
(2.10). In the worst case, all test T := (V(D′)\X) ∪ GD′k for 1 ≤ k ≤ qD′ − 1 are positive and only
T := (V(D′)\X) ∪ GD′qD′ is negative. Accordingly, we have at most
br/2c∑
α=1
∑
D′∈DXα
∑
X∈XXD′
qD′ + d · max
D′⊂D,|D′|≤b r2 c
qD′
negative tests at Stage III. Let us now consider (2.10). First of all, it is
DXα ⊆
(
D
α
)
⇒ |DXα | ≤ dα,
further, for |D′| = α
|XXD′ | ≤ 2|V(D
′)| ≤ 2α·r,
and finally, due to Lemma 2.14,
qD′ ≤ (r − 2α + 2)!2 · r
r−2α · d r−2α2
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for D′ ∈ DXα . That amounts to
br/2c∑
α=1
∑
D′∈DXα
∑
X∈XXD′
qD′
br/2c∑
α=1
dα · 2α·r · (r − 2α + 2)!
2
· rr−2α · d r−2α2
=
br/2c∑
α=1
(r − 2α + 2)!
2
· rr−2α · 2α·r · d r2
≤
⌊ r
2
⌋
· r!
2
· rr−2 · 2 r2 ·r · d r2 .
In total, there are at most
br/2c∑
α=1
∑
D′∈DXα
∑
X∈XXD′
qD′ + d · max
D′⊂D,|D′|≤b r2 c
qD′
≤
⌊ r
2
⌋
· r!
2
· rr−2 · 2 r2 ·r · d r2 + d · r!
2
· rr−2 · d r−22
≤ r!
2
· rr−1 · 2 r22 · d r2
tests. Finally, let dIII denote the number of defective edges at Stage III, then there are, according
to Theorem 1.2, at most
dIII · (
⌈
log2 |E|
⌉
+ r − 1)
additional tests to identify the defective edges in Stage III.
2.2.2 An upper bound for the number of tests
By adding up the tests that the algorithm requires in its three stages, we receive:
Theorem 2.15. Let H = (V,E) be a simple hypergraph of bounded rank r with defective edge set D ⊂ V.
Then there is an algorithm that finds all defective edges with at most
d ·
⌈
log2 |E|
⌉
+ cr · d r2
tests for some constant cr > 0.
Proof. We have already seen that the algorithmAr needs at most
2
√
d + dI · (
⌈
log2 |E|
⌉
+ r) + r · r! · (2r)r · d r2 + dII · (
⌈
log2 |E|
⌉
+ r)
+
r!
2
· rr−1 · 2 r22 · d r2 + dIII · (
⌈
log2 |E|
⌉
+ r − 1)
≤
(
2 + r · r! · (2r)r + r!
2
· rr−1 · 2 r22 + r
)
· d r2 + d ·
⌈
log2 |E|
⌉
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tests to find all defective edges. Hence,Ar satisfies Theorem 2.15 for
cr = 2 + r · r! · (2r)r + r!2 · r
r−1 · 2 r22 + 3.

Remark 2.16. For r = 3 the above algorithm needs at most
d ·
⌈
log2 |E|
⌉
+ 2
√
d + 3 · d + (3888 + 432 · √2) · d 32
tests. These are, of course, considerably more tests than the algorithm of the previous section
requires.
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Chapter 3
Uniform hypergraphs
3.1 3-uniform hypergraphs
In this chapter we consider 3-uniform hypergraphs, that is, hypergraphs whose edges all have
cardinality 3. Certainly, every 3-uniform hypergraph is a hypergraph of rank 3, and we have
already presented two algorithms that find all defective edges in a hypergraph of rank 3.
In this chapter, though, we present an algorithm that proofs the Conjecture of Du and Hwang (s.
[DH93]) for 3-uniform hypergraphs and finds all defective edges in any 3-uniform hypergraph
by at most dlog2(|E|/d)e + cd tests, where d (the number of defective edges) is known and c is
some constant.
The rough idea is the following:
We partition V into free vertex sets and test each triple of sets to find all defective edges. To
achieve the bound of at most dlog2(|E|/d)e + O(d) tests, the number of sets must not exceedO(d1/3). In the following Lemma, we will present a construction of such sets. But first of all, let
us start with some old and new definitions.
Definition 3.1. Let H = (V,E) be a hypergraph with defective edge set D ⊂ E of cardinality d := |D|.
Once a defective edge e has been detected, we say e is a known defective edge and DK ⊆ D denotes the
set of known defective edges; its cardinality is dK := |DK|. We call a vertex set X ⊂ V DK-independent if
there is no e ∈ DK with e ⊆ X, and a set is said to be free if f (X) = 0. Thus, every free vertex set is also
DK-independent. Let X,U,Y,Z ⊂ V be arbitrary vertex sets. We define the following edge sets
D˚(X) := {e ∈ D : e ⊆ X},
D(X,U) := {e ∈ D˚(X ∪U) : e ∩ X , ∅}, and
D(X,Y,Z) := {e ∈ D˚(X ∪ Y ∪ Z) : |e ∩ X| = |e ∩ Y| = |e ∩ Z| = 1}
with cardinality d˚(X) := |D˚(X)|, d(X,U) := |D(X,U)| and d(X,Y,Z) := |D(X,Y,Z)|, respectively. For
some free set X ⊂ V and arbitrary U ⊆ V, define
Γ(X,U) := {v ∈ U\X : D˚({v} ∪ X) , ∅} and
e(X,U) :=
∑
v∈U
d˚({v} ∪ X) =
∑
v∈Γ(X,U)
d˚({v} ∪ X).
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Please note that |Γ(X,U)| ≤ e(X,U) for any free X and arbitrary U. For U = V we write D(X), d(X),
Γ(X), and e(X) instead of D(X,V), d(X,V), Γ(X,V) and e(X,V). Now let DK ⊆ D be the set of known
defective edges; then we set analogously for X,U,Y,Z ⊆ V:
D˚K(X) := {e ∈ DK : e ⊆ X},
DK(X,U) := {e ∈ D˚K(X ∪U) : e ∩ X , ∅} and
DK(X,Y,Z) := {e ∈ D˚K(X ∪ Y ∪ Z) : |e ∩ X| = |e ∩ Y| = |e ∩ Z| = 1}
with cardinality d˚K(X) := |D˚K(X)|, dK(X,U) := |DK(X,U)| and dK(X,Y,Z) := |DK(X,Y,Z)|, respectively.
For a free vertex set X and arbitrary U ⊆ V, define
ΓK(X,U) := {v ∈ U\X : D˚K({v} ∪ X) , ∅} and
eK(X,U) :=
∑
v∈U
d˚K({v} ∪ X) =
∑
v∈ΓK(X,U)
d˚K({v} ∪ X)
Again, |ΓK(X,U)| ≤ eK(X,U) for any free set X and arbitrary U. Write, as before, for U = V instead of
DK(X,V), dK(X,V), ΓK(X,V) and eK(X,V) the short forms DK(X), dK(X), ΓK(X) and eK(X).
Let now H = (V,E) be a hypergraph of rank 3 without loops. Let DK = D2 ∪˙D3 be the set of known
defective edges where
D2 := {e ∈ DK : |e| = 2} and D3 := {e ∈ DK : |e| = 3},
and its cardinalities are denoted by d2 := |D2| and d3 := |D3|, respectively. In analogy to dK(X,U), define
for any two sets X,U ⊆ V:
d2(X,U) :=|{e ∈ D2 : e ⊂ X ∪U, e ∩ X , ∅}|,
d3(X,U) :=|{e ∈ D3 : e ⊂ X ∪U, e ∩ X , ∅}|,
d˚2(X) :=|{e ∈ D2 : e ⊂ X}|, and
d˚3(X) :=|{e ∈ D3 : e ⊂ X}|,
and finally for X ⊂ V free and arbitrary U ⊆ V:
e2(X,U) :=d2(X,U) and
e3(X,U) :=
∑
v∈U
d˚3({v} ∪ X).
Then, we have
eK(X,U) =
∑
v∈U
d˚K({v} ∪ X) = d2(X,U) +
∑
v∈U
d˚3({v} ∪ X) = e2(X,U) + e3(X,U).
We set d2(X) instead of d2(X,V) and also d3(X), e2(X) and e3(X) instead of d3(X,V), e2(X,V) and
e3(X,V), respectively.
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Let
ρ := 2dlog2(|E|/d)e.
Then we say that a test of a vertex set X ⊂ V is substantial if either f (X) = 1 or |E(X)| < ρ/2. We
have already seen that good edges do not affect the outcome of a test. Thus, we regard an edge
that is known to be good as removed. That, in turn, implies that a search algorithm performs
at most |E|
ρ/2
=
2 · |E|
2dlog2 |E|/de ≤ 2 · d
non-substantial tests.
In the following, we will count only substantial tests. An upper bound for the total number of
tests can be easily established by adding 2d tests to the number of substantial tests.
Further Approach
The search algorithm that we will present in this section starts by splitting V into free vertex
sets C1,C2, . . . ,Cp. Afterwards, the algorithm searches for each 1 ≤ i ≤ p for all defective edges
in
D
Ci,
p⋃
j=i+1
C j
 .
All edges e ∈ D
(
Ci,
⋃p
j=i+1 C j
)
can be assigned to one of the four cases below (cf. Figure 3.1):
1. |e ∩ Ci| = 2 and
∣∣∣∣e ∩ Γ(Ci,⋃pj=i+1 C j)∣∣∣∣ = 1,
2. |e ∩ Ci| = 1 and
∣∣∣∣e ∩ Γ(Ci,⋃pj=i+1 C j)∣∣∣∣ = 2,
3. |e ∩ Ci| = 1,
∣∣∣∣e ∩ Γ(Ci,⋃pj=i+1 C j)∣∣∣∣ = 1 and ∣∣∣∣∣e ∩ (⋃pj=i+1 C j\Γ(Ci))∣∣∣∣∣ = 1, or
4. |e ∩ Ci| = 1 and
∣∣∣∣∣e ∩ (⋃pj=i+1 C j\Γ(Ci))∣∣∣∣∣ = 2.
Ci. . .
. . .
C1
⋃p
j=i+1 C j:
Γ(Ci,
⋃p
j=i+1 C j)
Figure 3.1: Scheme: Possible set-up for defective edges
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Before we introduce the algorithm, first some lemmas:
• The first lemmas describe how to partition a given vertex set into free sets. Since the
algorithm has to consider at times edges of rank 2, we will present a more general
algorithm that partitions a vertex set of a hypergraph of rank 3.
• Afterwards, Lemma 3.7 describes how to identify all vertices in Γ(C) for a given set C.
• Finally, we introduce some lemmas that describe how to find defective edges in the
different set-ups.
Lemma 3.2. Let a, b ∈ N such that
(
a − 1
3
)
< max{1, d3} ≤
(
a
3
)
and
(
b − 1
2
)
< max{1, d2} ≤
(
b
2
)
. Then
there is a DK-independent set X ⊂ V with
(∗) : e3(X) ≤ d3(X)a − 2 + d2(X) and
d2(X) ≥ b − 128 or d3(X) ≥
1
14
·
(
a − 1
2
)
.
Proof. We differentiate between a ≥ b and a < b and present for each case an algorithm that
constructs a set X ⊂ V that satisfies (∗).
a ≥ b:
AlgorithmAa≥b:
Let d˜(X) := (a − 2) · d2(X) + d3(X) and A := 17 ·
(
a − 1
2
)
.
1. Choose a vertex x ∈ V with max
v∈V d˜({v}) = d˜({x}) and set X := {x}.
2. If d˜(X) ≥ A, stop. Else, choose a vertex x ∈W := V\(X ∪ ΓK(X)) with
d˜(X ∪ {x}) ≥ (a − 2) · eK(X ∪ {x})
and set X := X ∪ {x}. Repeat step 2.
The procedure starts by choosing a single vertex which is, since there are no loops, certainly
DK-independent. We have e2({x}) = eK({x}) for all x ∈ V, therefore
d˜({x}) = (a − 2) · d2({x}) + d3({x}) ≥ (a − 2) · d2({x}) = (a − 2) · e2({x}) = (a − 2) · eK({x}).
The algorithm expands X only by vertices x ∈W = V\(X ∪ ΓK(X)) that satisfy
d˜(X ∪ {x}) ≥ (a − 2) · eK(X ∪ {x})
until eventually d˜(X) ≥ A. Accordingly, each set X in the process satisfies
d˜(X) ≥ (a − 2) · eK(X).
As W ∩ ΓK(X) = ∅, {x} ∪ X is DK-independent for each x ∈ W. So each set X in the process
is DK-independent. It remains for us to show, that as long as d˜(X) < A, there is at least one
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admissible vertex to expand X.
Let X ⊂ V with d˜(X) < A and d˜(X) ≥ (a − 2) · eK(X).
W is not empty:
We prove indirectly that W , ∅ by showing that (cf. Figure 3.2)
D3\
(
D˚3(ΓK(X)) ∪D3(X)
)
= {e ∈ D3 : e\ΓK(X) , ∅ and e ∩ X = ∅}︸                                           ︷︷                                           ︸
⊆D3(W)
, ∅.
Edge in D3(X)
Edge in D˚3(ΓK(X))
Edge in D3(W)
ΓK(X)
X
W := V\(X ∪ ΓK(X))
Figure 3.2: Sketch of possible edges between X, ΓK(X) and W
Since we assume that
A =
1
7
·
(
a − 1
2
)
> d˜(X) ≥ (a − 2) · eK(X),
it follows because of eK(X) ≥ |ΓK(X)| that |ΓK(X)| ≤
⌊a − 1
14
⌋
and therefore
d˚3(ΓK(X)) ≤
(|ΓK(X)|
3
)
≤
(b a−114 c
3
)
. (3.1)
Certainly, d3(X) ≤ d˜(X) and thus
d3(X) <
1
7
·
(
a − 1
2
)
. (3.2)
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We receive with (3.1) and (3.2)∣∣∣D3 \ (D˚3(ΓK(X)) ∪ D3(X))∣∣∣
≥ d3 − d˚3(ΓK(X)) − d3(X)
(3.1),(3.2)
>
(
a − 1
3
)
−
(⌊ a−1
14
⌋
3
)
− 1
7
·
(
a − 1
2
)
=
2743
16464
· (a − 1) ·
(
a − 7426 − 7 ·
√
96457
2743︸                 ︷︷                 ︸
≈1.91
)
·
(
a − 7426 + 7 ·
√
96457
2743︸                 ︷︷                 ︸
≈3.5
)
a≥4
> 0.
For a ≤ 3, we have
(⌊ a−1
14
⌋
3
)
= 0 since
⌊a − 1
14
⌋
≤ 3, further is 1
7
·
(
a − 1
2
)
< 1. Since d3(X) is integers,
d3 − d˚3(ΓK(X)) − d3(X) = d3 − 0 − 0 > 0.
That is, D3\
(
D˚3(ΓK(X)) ∪D3(X)
)
is in any case not empty, and thus, neither D3(W) nor W is
empty.
There is at least one admissible v ∈W to expand X:
We use the pigeonhole principle to prove the existence of a vertex v ∈W with
d˜({v} ∪ X) − d˜(X) ≥ (a − 2) · [eK({v} ∪ X) − eK(X)] . (3.3)
Since d˜(X) ≥ (a − 2) · eK(X), every v ∈ W that satisfies inequality (3.3) satisfies also d˜({x} ∪ X) ≥
(a− 2) · eK({x} ∪X). We have already stated that for every v ∈W, {v} ∪X is DK-independent and
therefore d˚K({v} ∪ X) = 0.
Now consider the right hand side of (3.3):
eK(X ∪ {v}) − eK(X)
=
∑
u∈V
d˚K({u, v} ∪ X) −
∑
u∈V
d˚K({u} ∪ X)
=
∑
u∈V
[
d˚K({u} ∪ X) + |{e ∈ D˚K({u, v} ∪ X) : v ∈ e}|
]
−
∑
u∈V
d˚K({u} ∪ X)
= d2({v}) + |{e ∈ D3({v}) : e ∩ X , ∅} (3.4)
Adding up over all v ∈W this amounts to∑
v∈W
[eK(X ∪ {v}) − eK(X)]
=
∑
v∈W
[
d2({v}) + |{e ∈ D3({v}) : e ∩ X , ∅}|
]
≤ 2 · d3(X) +
∑
v∈W
d2({v}) (3.5)
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Now, take a look to the left hand side of (3.3). Please note that, since d˚K({v} ∪ X) = 0, of course
also d˚2({v} ∪X) = 0 and therefore d2(X∪ {v}) = d2(X) + d2({v}). Further, d3(X∪ {v}) = d3(X) + |{e ∈
D3({v}) : e ∩ X = ∅}|, consequently
d˜(X ∪ {v}) − d˜(X)
= (a − 2) · d2(X ∪ {v}) + d3(X ∪ {v}) − (a − 2) · d2(X) − d3(X)
= (a − 2) · d2({v}) + |{e ∈ D3({v}) : e ∩ X = ∅}|.
Now we sum up d˜(X ∪ {v}) − d˜(X) for all v ∈W and receive∑
v∈W
[
d˜(X ∪ {v}) − d˜(X)
]
=
∑
v∈W
[
(a − 2) · d2({v}) + |{e ∈ D3({v}) : e ∩ X = ∅}|
]
≥ |{e ∈ D3(W) : e ∩ X = ∅}| + (a − 2) ·
∑
v∈W
d2({v})
= |D3\(D˚3(ΓK(X)) ∪D3(X))| + (a − 2) ·
∑
v∈W
d2({v})
>
(
a − 1
3
)
−
(|ΓK(X)|
3
)
− d3(X) + (a − 2) ·
∑
v∈W
d2({v})
(3.1),(3.2)
>
(
a − 1
3
)
−
(⌊ a−1
14
⌋
3
)
− 1
7
·
(
a − 1
2
)
+ (a − 2) ·
∑
v∈W
d2({v})
= 2 · (a − 2) · 1
7
·
(
a − 1
2
)
+
391 · (a − 1)
16464
·
(
a − 2722 − 7 ·
√
79609
391︸                 ︷︷                 ︸
≈1.91
)
·
(
a − 2722 + 7 ·
√
79609
391︸                 ︷︷                 ︸
≈12.01
)
+ (a − 2) ·
∑
v∈W
d2({v})
a≥13
> 2 · (a − 2) · d3(X) + (a − 2) ·
∑
v∈W
d2({v})
≥ (a − 2) ·
2 · d3(X) + ∑
v∈W
d2({v})

(3.5)≥ (a − 2) ·
∑
v∈W
[eK(X ∪ {v}) − eK(X)] .
Accordingly, at least for a ≥ 13, there is some v ∈ W that satisfies (3.3) and therefore the
algorithm terminates for a ≥ 13 in case of a ≥ b.
Suppose now 3 ≤ a ≤ 12, then ⌈
1
7
·
(
a − 1
2
)⌉
≤ a − 2.
Hence, for each vertex v ∈ V with d2({v}) > 0, we have both
d˜({v}) = (a − 2) · d2({v}) + d3({v}) ≥ (a − 2) ≥
⌈
1
7
·
(
a − 1
2
)⌉
and
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d˜({v}) = (a − 2) · d2({v}) + d3({v}) ≥ (a − 2) · d2({v}) = (a − 2) · e2({v}) = (a − 2) · eK({v}).
So, if a ≥ b, 3 ≤ a ≤ 12 and d2 > 0, the algorithm terminates.
Suppose now, d2 = 0. Then we need to take a closer look at the case 3 ≤ a ≤ 12: Since d3, d3(W),
and e3(W) are integers for all W ⊂ V,
• d3 ≥
(
a − 1
3
)
+ 1,
• d3(X) ≤
⌈
1
7
·
(
a − 1
2
)⌉
− 1 and,
•
⌊a − 1
14
⌋
= 0 for a ≤ 12.
Hence,
|D3\(D˚3(ΓK(X)) ∪D3(X))| ≥
(
a − 1
3
)
+ 1 −
(
1
7
·
⌈(
a − 1
2
)⌉
− 1
)
− 0.
For 2 ≤ a ≤ 6 and 8 ≤ a ≤ 12 the inequality(
a − 1
3
)
+ 1 −
(⌈
1
7
·
(
a − 1
2
)⌉
− 1
)
− 0 ≥ 2 · (a − 2) ·
(⌈
1
7
·
(
a − 1
2
)⌉
− 1
)
is true. Also for a = 7 and d3 ≥ 22 =
(
7 − 1
3
)
+ 2 we have
d3 −
(⌈
1
7
·
(
7 − 1
2
)⌉
− 1
)
− 0 ≥ 2 · (7 − 2) ·
(⌈
1
7
·
(
7 − 1
2
)⌉
− 1
)
.
Therefore, if d3 , 21, it follows that∑
v∈W
[
d˜(X ∪ {v}) − d˜(X)
]
≥ (a − 2) ·
∑
v∈W
[eK(X ∪ {v}) − eK(X)]
and thus the algorithm terminates.
Finally, assume that d3 = 21 and d2 = 0. Then a = 7,
⌈
1
7
·
(
7 − 1
2
)⌉
= 3, and a − 2 = 5.
• If max
v∈V d3({v}) ≥ 3, Aa≥b chooses a vertex x ∈ V with d3(X) ≥ 3, and X = {x} satisfies the
constraints of Lemma 3.2.
• In case of max
v∈V d3({v}) = 1 all known defective edges are disjoint. Aa≥b picks, thus, three
vertices from three different known defective edges, say the algorithm picks v1, v2 and
v3. We have of course dK({v1, v2, v3}) = 3 and eK({v1, v2, v3}) = 0, thus, {v1, v2, v3} obeys the
requirements of the Lemma.
• Finally, suppose that max
v∈V d3({v}) = 2. Let e1 and e2 be the two known defective edges that
are incident to x. Then eK({x, y}) , 0 if and only if y ∈ (e1 ∪ e2)\{x}. Since |(e1 ∪ e2)\{x}| ≤ 4
and |V\{x}| ≥ 6, there is at least one vertex z ∈ V\(e1 ∪ e2) with d3({z}) ≥ 1. Then, {x, z} is a
required set (it is dK({x, z}) ≥ 3 and eK({x, z}) = 0).
3.1. 3-UNIFORM HYPERGRAPHS 55
Thus,Aa≥b finds in any case a DK-independent set X ⊂ V with
d˜(X) ≥ 1
7
·
(
a − 1
2
)
and d˜(X) ≥ (a − 2) · eK(X).
According to the Pigeonhole Principle, d˜(X) = (a − 2) · d2(X) + d3(x) ≥ 17 ·
(
a − 1
2
)
implies that
(a − 2) · d2(X) ≥ 114 ·
(
a − 1
2
)
⇔ d2(X) ≥ a − 128 ≥
b − 1
28
or
d3(X) ≥ 114 ·
(
a − 1
2
)
.
Finally,
d˜(X) ≥ (a − 2) · eK(X)
⇔ (a − 2) · d2(X) + d3(X) ≥ (a − 2) · [e2(X) + e3(X)]
⇔ d3(X) ≥ (a − 2) · e3(X)
⇔ d3(X)
a − 2 ≥ e3(X),
and all the more
e3(X) ≤ d3(X)a − 2 + d2(X).
This concludes the case that a ≥ b. Next, let us consider:
b > a:
Please note that, in case of d3 = 0, we receive a = 3. Hence, if b > a, then b ≥ 4.
AlgorithmAa<b:
1. Choose a vertex x ∈ V with d2({x}) ≥ 1 and set X := {x}.
2. If d2(X) ≥ b − 128 or d3(X) ≥
1
14
·
(
b − 1
2
)
, stop. Else, choose a vertex x ∈W := V\(X ∪ ΓK(X))
with
2 · d2(X ∪ {x}) ≥ eK(X ∪ {x})
and set X := X ∪ {x}. Repeat step 2.
As Aa≥b before, the algorithm starts with a single vertex, which is of course DK-independent.
We obtain for all x ∈ V that
2 · d2({x}) = 2 · e2({x}) = 2 · eK({x}) ≥ eK({x}).
Due to the choice of vertices that expand X, each set X in the process is DK-independent and
satisfies
2 · d2(X) ≥ eK(X).
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It remains to show that, as long as
d2(X) <
b − 1
28
and d3(X) <
1
14
·
(
b − 1
2
)
, (3.6)
there is at least one vertex x ∈W = V\(X ∪ ΓK(X)) with 2 · d2(X ∪ {x}) ≥ eK(X ∪ {x}).
W is not empty:
In case of (3.6), we show again indirectly that, W is not empty by proving
D2\
[
D˚2(ΓK(X)) ∪D2(X)
]
, ∅.
Due to
b − 1
28
> d2(X) ≥ eK(X)2 ≥
|ΓK(X)|
2
,
|ΓK(X)| < b − 114 and thus d˚2(ΓK(X)) ≤
( b−1
14
2
)
.
Together we obtain ∣∣∣∣D2\ [D˚2(ΓK(X)) ∪D2(X)]∣∣∣∣
>
(
b − 1
2
)
−
( b−1
14
2
)
− b − 1
28
=
195
392
·
(
b − 391
195︸︷︷︸
≈2.005
)
· (b − 1)
b≥4
> 0,
and therefore W is not empty (cf. Figure 3.3).
Edge in D2(X)
Edge in D˚2(ΓK(X))
Edge in D2(W)
ΓK(X)
X
W := V\(X ∪ ΓK(X))
Figure 3.3: Sketch of possible edges between X, ΓK(X) and W
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There is at least one admissible v ∈W to expand X:
Let now X ⊂ V be some DK-independent set with
d2(X) <
b − 1
28
, d3(X) <
1
14
·
(
b − 1
2
)
, and 2 · d2(X) ≥ eK(X). (3.7)
We show the existence of a vertex x ∈W with
2 · d2(X ∪ {x}) ≥ eK(X ∪ {x}) (3.8)
by proving
2 ·
∑
v∈W
[d2(X ∪ {v}) − d2(X)] ≥
∑
v∈W
[eK(X ∪ {v}) − eK(X)] . (3.9)
We have already seen (cf. (3.4)) that for arbitrary v ∈W
eK(X ∪ {v}) − eK(X) = d2({v}) + |{e ∈ D3({v}) : e ∩ X , ∅}|.
Since X ∪ {v} is free, we have for any v ∈W
d2(X ∪ {v}) − d2(X) = d2({v}).
Summing up over v ∈W, we receive on the right hand side∑
v∈W
[
eK(X ∪ {v}) − eK(X)
] (3.3)
=
∑
v∈W
[
d2({v}) + |{e ∈ D3({v}) : e ∩ X , ∅}|
]
≤ 2 · d3(X) +
∑
v∈W
d2({v})
(3.7)
<
1
7
·
(
b − 1
2
)
+
∑
v∈W
d2({v})
and on the left hand side
2 ·
∑
v∈W
[
d2(X ∪ {v}) − d2(X)
]
= 2 ·
∑
v∈W
d2({v})
≥ d2(W) +
∑
v∈W
d2({v})
>
(
b − 1
2
)
−
(|ΓK(X)|
2
)
− d2(X) +
∑
v∈W
d2({v})
>
(
b − 1
2
)
−
( b−1
14
2
)
− b − 1
28
+
∑
v∈W
d2({v})
=
1
7
·
(
b − 1
2
)
+
167
392
· (b − 1) ·
(
b − 335
167︸︷︷︸
≈2.006
)
+
∑
v∈W
d2({v})
b≥4
>
1
7
·
(
b − 1
2
)
+
∑
v∈W
d2({v})
>
∑
v∈W
[
eK(X ∪ {v}) − eK(X)
]
.
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Hence, in case of (3.7), there is at least one x ∈W with
2 · d2(X ∪ {x}) ≥ eK(X ∪ {x}).
Consequently, the algorithm constructs a DK-independent vertex set X ⊂ V with
2 · d2(X ∪ {x}) ≥ eK(X ∪ {x}) and
d2(X) ≥ b − 128 or d3(X) ≥
1
14
·
(
b − 1
2
)
.
In case of b > a we obviously have
1
14
·
(
b − 1
2
)
>
1
14
·
(
a − 1
2
)
,
and since
2 · d2(X) ≥ eK(X)
⇔ 2 · d2(X) ≥ e2(X) + e3(X)
⇔ d2(X) ≥ e3(X),
it applies
e3(X) ≤ d3(X)a − 2 + d2(X),
which concludes our proof. 
Let us return to 3-uniform hypergraphs.
Corollary 3.3. Let H = (V,E) be a 3-uniform hypergraph. Further let C ⊂ V be a free set and
U ⊂ V\(C ∪ Γ(C)) with a, b ∈N such that(
a − 1
3
)
< max{1, d˚K(U)} ≤
(
a
3
)
and
(
b − 1
2
)
< max{1, dK(C,U)} ≤
(
b
2
)
.
Then there is a set X ⊂ U such that X ∪ C is DK-independent, with
(∗) : eK(X,U) ≤ dK(X,U)a − 2 + dK(X,C,U\X) and
dK(X,C,U\X) ≥ b − 128 or dK(X,U) ≥
1
14
·
(
a − 1
2
)
.
Proof. Let H(C,U) = (U,E(C,U)) be the hypergraph on the vertex set U with the edge set
E(C,U) := {e ∩U : e ∈ E(U ∪ C)},
D2 := {e ∩U : e ∈ DK(C,U)}, and
D3 := D˚K(U).
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Furthermore, define for any set Y ⊂ U, with C ∪ Y is DK-independent, the following sets and
numbers
D2(Y) := {e ∈ D2 : e ∩ Y , ∅},
D3(Y) := DK(Y,U),
e2(Y) := d2(Y) := |D2(Y)|, and
e3(Y) :=
∑
v∈U
d˚K({v} ∪ Y).
Please note that since Γ(C) ∩ U = ∅, all edges in D2 have cardinality 2. Let now Y ⊂ U be any
set such that C ∪ Y is DK-independent, then
d2(Y) = |{e ∈ D2 : e ∩ Y , ∅}|
= |{e ∩U : e ∈ DK(C,U), e ∩ Y , ∅}|
= |DK(Y,C,U\Y)|,
and
e3(Y) =
∑
v∈U
d˚K({v} ∪ Y)
= eK(Y,U).
Known defective edge
Edge in D2
Edge in D2(Y)
Y
C U
Figure 3.4: Sketch of E(C,U)
Let Y ⊂ U be DK-independent in H(C,U).
Claim: Then Y ∪ C is DK-independent in H.
Assume otherwise and let e ∈ D˚K(Y ∪ C). If e ∈ D˚K(Y) ⊂ D˚K(U), then Y is not DK-independent
in H(C,U), which is a contradiction to our assumption. Thus e ∩ C , ∅. Since C is free and
Γ(C) ∩ Y = ∅, it follows that |e ∩ C| = 1 and |e ∩ Y| = 2. Then e ∩ Y ∈ D2 which is again a
contradiction. 
Accordingly, Corollary 3.3 follows directly from Lemma 3.2. 
Lemma 3.4. Let H = (V,E) be a 3-uniform hypergraph. Further, let C ⊂ V be a free vertex set and
U ⊂ V\(C ∪ Γ(C)). Then there is a partition of U into r sets X1,X2, . . . ,Xr such that
• r ≤ 42 · d 13 + 56 · √dK(C,U)
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• C ∪ Xi is DK-independent for i = 1, . . . , r and
•
r∑
i=1
eK (Xi,Wi) ≤ 3 · d 23 + dK(C,U),
where Wi := U\⋃in=1 Xn.
Proof. Set W1 := U and i := 1.
1. Let ai, bi ∈ N with
(
ai − 1
3
)
< max{1, d˚K(Wi)} ≤
(
ai
3
)
and
(
bi − 1
2
)
< max{1, dK(C,Wi)} ≤
(
bi
2
)
.
Find a set Xi ⊆Wi such that
• C ∪ Xi is DK-independent,
• dK(Xi,Wi) ≥ 114 ·
(
ai − 1
2
)
or dK(Xi,C,Wi) ≥ bi − 128 , and
• eK(Xi,Wi) ≤ dK(Xi,Wi)ai − 2 + dK(Xi,C,Wi).
2. Set Wi+1 := Wi\Xi. If Wi+1 = ∅, set r := i and stop, else, set i := i + 1 and repeat step 1.
Obviously X1,X2, . . . ,Xr is a partition of U such that Xi ∪ C is DK-independent for 1 ≤ i ≤ r.
The number of sets:
Let us now consider r, the number of sets. It holds that
dK ≥ d˚K(U) = d˚K(W1) = dK(X1,W1) + d˚K(W2) = . . . = dK(X1,W1) + . . . + dK(Xr,Wr)
and
dK(C,U) = dK(C,W1) = dK(X1,C,W1) + dK(C,W2) = . . . = dK(X1,C,W1) + . . . + dK(Xr,C,Wr).
Hence, a1 ≥ a2 ≥ . . . ≥ ar ≥ 3 as well as b1 ≥ b2 ≥ . . . ≥ br ≥ 2. Set
Ia :=
{
i : dK(Xi,Wi) ≥ 1/14 ·
(
ai − 1
2
)}
and Ib := {1, 2, . . . , r}\Ia, then
dK(Xi,C,Wi) ≥ bi − 128
for each i ∈ Ib. Let c, d ∈N with |[c, d] ∩ Ia| = 14; then, according to Corollary 3.3,∑
c ≤ i ≤ d :
i ∈ Ia
dK(Xi,Wi) ≥
(
ad − 1
2
)
.
Hence, (
ac
3
)
≥ d˚(Wc)
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= d˚(Wd+1) +
d∑
i=c
dK(Xi,Wi)
>
(
ad+1 − 1
3
)
+
(
ad − 1
2
)
≥
(
ad+1 − 1
3
)
+
(
ad+1 − 1
2
)
=
(
ad+1
3
)
.
Consequently, ac ≥ ad+1 + 1 and thus |Ia| ≤ 14 · a1. With the same argumentation, one receives
|Ib| ≤ 28 · b1. Thus,
r ≤ 14 · a1 + 28 · b1.
Let us now put r in terms of d and dK(C,U). Due to d ≥ dK ≥
(
a1 − 1
3
)
+ 1 we know that
3 · d 13 ≥ 3 ·
((
a1 − 1
3
)
+ 1
) 1
3
=
(
a31 +
7
2
· a1 · (a1 − 3) ·
(
a1 − 337︸︷︷︸
≈4.7
)) 13 a1≥5≥ a1,
and along with
2 · √dK(C,U) ≥ 2 · ((b1 − 12
)
+ 1
) 1
2
=
(
b21 + (b1 − 2) · (b1 − 4)
) 1
2
b1≥4≥ b1,
we receive that
r ≤ 14 · a1 + 28 · b1 ≤ 42 · d 13 + 56 ·
√
dK(C,U), (3.10)
for at least all (a1, b1) with a1 ≥ 5 and b1 ≥ 4. Let now a1 ≤ 4, since dK(Xi,Wi) ≥ 1 for i ∈ Ia with
|Ia| ≤ d˚K(W1) ≤
(
a1
3
)
≤ 4.
By the same argumentation |Ib| ≤ 3 for b1 ≤ 3; consequently, (3.10) holds for any a1 and b1.∑r
i=1 eK (Xi,Wi):
Now, let us show that
r∑
i=1
eK (Xi,Wi) ≤ 3 · d 23 + dK(C,U).
Each set Xi satisfies eK (Xi,Wi) ≤ dK(Xi,Wi)ai − 2 + dK(Xi,C,Wi) for i = 1, . . . , r, hence,
r∑
i=1
eK(Xi,Wi) ≤
r∑
i=1
(
dK(Xi,Wi)
ai − 2 + dK(Xi,C,Wi)
)
= dK(C,U) +
r∑
i=1
dK(Xi,Wi)
ai − 2 .
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Let Ik := {n | an = k} for k = 3, . . . , a1 and set f (k) := ∑
n∈Ik
dK(Xn,Wn), then
r∑
i=1
dK(Xi,Wi)
ai − 2 =
a1∑
k=3
∑
n∈Ik
dK(Xn,Wn)
k − 2 =
a1∑
k=3
f (k)
k − 2 .
On the other hand, for 1 ≤ k ≤ a1 and n = max{l | l ∈ Ik},(
k
3
)
=
(
an
3
)
≥ d˚K(Wn) =
n∑
j=1
dK(X j,W j) =
k∑
l=3
f (k)
and thus (
k
3
)
−
k−1∑
j=3
f ( j) ≥ f (k).
Altogether this amounts to
r∑
i=1
dK(Xi,Wi)
ai − 2
=
a1∑
k=3
f (k)
k − 2
≤ 1
a1 − 2 ·
(a13
)
−
a1−1∑
k=3
f (k)
 + a1−1∑
k=3
f (k)
k − 2
=
1
3
·
(
a1
2
)
+
a1−1∑
k=3
( 1
k − 2 −
1
a1 − 2
)
· f (k)
≤ 1
3
·
(
a1
2
)
+
1
(a1 − 3)(a1 − 2) ·
(a1 − 13
)
−
a1−2∑
k=3
f (k)
 + a1−2∑
k=3
( 1
k − 2 −
1
a1 − 2
)
· f (k)
=
1
3
·
(
a1
2
)
+
a1 − 1
6
+
a1−2∑
k=3
( 1
k − 2 −
1
a1 − 3
)
· f (k)
≤ 1
3
·
(
a1
2
)
+
a1 − 1
6
+
1
(a1 − 4)(a1 − 3) ·
(a1 − 23
)
−
a1−3∑
k=3
f (k)
 + a1−3∑
k=3
( 1
k − 2 −
1
a1 − 3
)
· f (k)
=
1
3
·
(
a1
2
)
+
a1 − 1
6
+
a1 − 2
6
+
a1−3∑
k=3
( 1
k − 2 −
1
a1 − 4
)
· f (k)
≤ . . .
≤ 1
3
·
(
a1
2
)
+
a1 − 1
6
+
a1 − 2
6
+ . . . +
3
6
=
1
3
·
(
a1
2
)
+
1
6
(
a1
2
)
− 3
6
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=
1
2
((
a1
2
)
− 1
)
≤ 3 · d 23 .
Consequently,
r∑
i=1
eK(Xi,Wi) ≤ 3 · d 23 + dK(C,U),
which concludes the proof. 
Lemma 3.5. Let X ⊂ V be some DK-independent set which is not free. Then finding a defective edge in
D˚(X) costs at most
log2 ρ + 3
substantial tests.
Proof. If |E(X)| ≤ ρ, finding a defective edge costs, according to Theorem 1.2, at most
log2 ρ + 2
tests. Hence, we assume that |E(X)| > ρ.
If there is a set Y ⊂ X with ρ/2 ≤ E(Y) ≤ ρ, test Y and find, in case of f (Y) = 1, a defective edge
in D˚(Y). If f (Y) = 0, the test has not been substantial, otherwise
log2 ρ + 3
substantial tests are enough to find a defective edge.
If there is no set Y ⊂ X with ρ/2 ≤ E(Y) ≤ ρ, choose some maximum set Y ⊂ X such that
E(Y) ≤ ρ/2 and some y ∈ X\Y, then {y} ∪ Y > ρ. Test {y} ∪ Y. If f ({y} ∪ Y) = 0, we have
found at least ρ good edges and the test has not been substantial. Therefore, assume that
f ({y} ∪Y) = 1. Then, test also Y. In case of f (Y) = 1, we find a defective edge in D˚(Y) by at most
dlog2 |E(Y)|e + 2 ≤ log2(ρ/2) + 2 tests. Together with the first two tests this is at most
log2 ρ + 3
tests. Now, if f ({y} ∪ Y) = 1 and f (Y) = 0, all edges in E(Y ∪ {y}) are incident to y (we consider
all good edges as deleted). So, by deleting y from every edge in E({y} ∪ Y), we receive a graph.
Due to Lemma 1.4, there is a set Z ⊂ Y such that ρ/2 ≤ E({y}∪Z) ≤ ρ. Then test {y}∪Z and find,
in case of f ({y} ∪ Z) = 1, a defective edge which needs at most log2 ρ + 1 tests. This amounts to
at most
2 + log2 ρ + 1
tests. Otherwise, if the test has been negative, the test has not been substantial.
By repeating the above procedure after each negative, non-substantial test, we eventually find
a defective edge by at most
log2 ρ + 3
substantial tests. 
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Lemma 3.6. Let C ⊂ V be a free vertex set and U ⊂ V\(C ∪ Γ(C)). Then there is an algorithm that
partitions U into q sets G1,G2, . . . ,Gq such that
• q ≤ 43 · d 13 + 57 · √dK(C,U),
• each set C ∪ G j is free for j = 1, . . . , q, and
•
q∑
j=1
eK
(
G j,U\⋃ jn=1 Gn) ≤ 3 · d 23 + dK(C,U).
Further, the algorithm needs at most
42 · d 13 + 56 · √dK(C,U) + d∆ · (log2 ρ + 60)
substantial tests, where dK(C,U) denotes the number of defective edges in D(C,U) that are known at the
end of the algorithm, and d∆ denotes the number of defective edges that are found while performing the
algorithm.
Proof. The following algorithm satisfies the constraints of the Lemma.
Set ω, j := 1 and let d0 := dK and d0(C,U) := dK(C,U).
1. Partition U into rω sets X1,X2 . . . ,Xrω such that
• rω ≤ 42 · d 13 + 56 ·
√
dω−1(C,U),
• each set C ∪ Xi is DK-independent for i = 1, . . . , rω, and
•
rω∑
i=1
eK (Xi,Wi) ≤ 3 · d 23 + dω−1(C,U), where Wi := U\⋃in=1 Xn.
Set i := 1.
2. Test C ∪ Xi if
f (C∪Xi) = 0: Set G j := Xi, i := i + 1, and j := j + 1, then go to step 3.
f (C∪Xi) = 1: Find a defective edge e ∈ D˚(C ∪ Xi) by Triesch’s search, choose an incident
vertex x ∈ (e∩Xi), and set G j := {x}, Xi := Xi\{x} as well as j := j + 1. If Xi , ∅,
repeat step 2, else, go to step 3.
3. If i < rω, set i := i + 1 and repeat step 2, else, go to step 2.
2 If j > 43 · d 13 + 57 · √dK(C,U), set dω := dK, dω(C,U) := dK(C,U), ω := ω+ 1, and j := 1, then
repeat starting at step 1, else, set q := j, V j := V\⋃ jn=1 Gn for j = 1, . . . , q − 1, Ω := ω, and
dΩ := dK, then, stop.
Suppose that for someω all tests in step 2 are negative. When the algorithm enters step2, there
are rω sets G j. Since rω < 43 · d 13 + 57 ·
√
dK(C,U), the algorithm stops at that point. Accordingly,
the algorithm terminates at the latest when all defective edges are known.
Certainly, when the algorithm stops, there are at most 43 · d 13 + 57 · √dK(C,U) sets G j. For each
set G j with |G j| ≥ 2 there has been a negative test of the set G j ∪ C and thus G j ∪ C is free. Since
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U∩Γ(C) = ∅, we have d˚({v} ∪C) = 0 for all v ∈ U. Consequently, also all sets G j∪C with |G j| = 1
are free. Let now i := min{ j : G j ⊆ Xi} and i¯ := max{ j : G j ⊆ Xi}, then
Xi = Gi ∪˙ . . . ∪˙Gi¯
with |G j| = 1 for i ≤ j < i¯. Since eK({x}) = 0 for any x ∈ V and since Wi = V i¯, we have
i¯∑
j=i
eK(G j,V j) = eK(Gi¯,V
i¯) = eK(Gi¯,W
i) ≤ eK(Xi,Wi)
and thus
q∑
j=1
eK(G j,V j) ≤
rΩ∑
i=1
eK(Xi,Wi) ≤ 3 · d 23 + dK(C,U).
That is, the above procedure provides indeed a desired partition and only the number of tests
remains to be examined.
The algorithm performs all tests in step 2, namely, each set Xi is tested and after a positive test,
it finds a defective edge which costs, according to Lemma 3.5, at most
log2 ρ + 3
substantial tests. After finding a defective edge, the algorithm removes one vertex from Xi
before the test of Xi is repeated. Let d∆ denote the number of defective edges that are detected
while performing the algorithm. Regardless of the outcome of the test, a new set G j is defined.
That is, we have one test for each set G j plus
d∆ · (log2 ρ + 3)
tests. Now, how many sets G j are there? There is one set G j for each Xi and one set for each
defective edge that was found in the current iteration. These are
rω + dω − dω−1 ≤ 42 · d 13 + 56 ·
√
dω−1(C,U) + dω − dω−1
sets / tests forω = 1, . . . ,Ω. The algorithm iterates if this number exceeds 43 ·d 13 +57 · √dK(C,U).
Thus, we have
dω − dω−1 > d 13 +
√
dω−1(C,U). (3.11)
for ω = 1, . . . ,Ω − 1. Please note that
Ω∑
ω=1
(dω − dω−1) = dΩ − d0 = d∆. (3.12)
Hence, there are at most
d∆ ·
(
log2 ρ + 3
)
+
Ω∑
ω=1
(
42 · d 13 + 56 · √dω−1(C,U) + dω − dω−1)
(3.12)
= d∆ ·
(
log2 ρ + 3
)
+ d∆ + 42 · d 13 + 56 ·
√
dΩ(C,U) +
Ω−1∑
ω=1
(
42 · d 13 + 56 · √dω−1(C,U))
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≤ d∆ ·
(
log2 ρ + 4
)
+ 42 · d 13 + 56 · √dΩ(C,U) + 56 · Ω−1∑
ω=1
(
d
1
3 +
√
dω−1(C,U)
)
(3.11)≤ d∆ ·
(
log2 ρ + 4
)
+ 42 · d 13 + 56 · √dΩ(C,U) + 56 · Ω−1∑
ω=1
(dω − dω−1)
(3.12)
= d∆ ·
(
log2 ρ + 60
)
+ 42 · d 13 + 56 · √dΩ(C,U)
substantial tests. So, the above algorithm provides a desired partition of U in the course of the
permitted number of tests. 
For any free set C ⊂ V Lemma 3.6 works only on subsets of V\[C ∪ Γ(C)]. Therefore, we have
to find all vertices in Γ(C,W) to provide a feasible set U ⊂W. The next algorithm finds all those
vertices for any free set C ⊂ V and proceeds thereby in much the same way as the previous
algorithms do.
Lemma 3.7. Let C ⊂ V be a free vertex set and U ⊂ V\(C∪ΓK(C)). Then there exists a search algorithm
that identifies all vertices in Γ(C,U) and needs at most
42 · d 13 + 56 · √dK(C,U) + d∆ · (log2 ρ + 5)
substantial tests, where dK(C,U) denotes the number of defective edges in D(C,U) that are known at the
end of the algorithm, and d∆ denotes the number of defective edges that are found while performing the
algorithm.
Proof. The following algorithm satisfies the constraints of the Lemma.
Set W1 := U and i := 1.
1. Partition U into r sets X1,X2 . . . ,Xr such that
• r ≤ 42 · d 13 + 56 · √dK(C,U) and
• each set C ∪ Xi is DK-independent for i = 1, . . . , r.
Set i := 1.
2. Test C ∪ Xi if
f (C∪Xi) = 0: If i < r, set i := i + 1 and repeat step 2, else, stop.
f (C∪Xi) = 1: Find a defective edge e ∈ D˚(C ∪ Xi). If
|e ∩ Xi| = 1: Set Xi := Xi\e and repeat step 2.
|e∩Xi| ≥ 2: Choose a vertex x ∈ (e ∩ Xi), test {x} ∪ C, set Xi := Xi\{x}, and
repeat step 2.
For each x ∈ U one of the following three cases is true:
• f (Xi ∪ C) = 0 for some Xi with x ∈ Xi ⇒ x < Γ(C,U),
• there is an edge e ∈ D˚({x} ∪ C) that has been found in step 2⇒ x ∈ Γ(C,U), or
• the algorithm tests {x} ∪ C ⇒ If f ({x} ∪ C) = 1, then x ∈ Γ(C,U), else x < Γ(C,U).
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Γ(C,U) ⊂ U and since we know for each x ∈ U whether x ∈ Γ(C,U) or not, all vertices of Γ(C,U)
are known.
By the same argumentation as in the previous Lemma the algorithm needs at most
42 · d 13 + 56 · √dK(C,U)
substantial tests plus
log2 ρ + 5
further substantial tests for each defective edge which is found while performing the above
algorithm. 
Lemma 3.8. Let U be a free vertex set and x < U, with dxU := d˚K({x} ∪ U) > 0. Then there is an
algorithm that either finds all unknown defective edges in D˚({x} ∪U) or proves that there are no further
defective edges in at most
3 · dxU + d∆ ·
(
log2 ρ + 4
)
substantial tests, where d∆ denotes the number of defective edges that are found while performing the
algorithm.
Proof. Since U is free, all edges in E({x} ∪ U) are incident to x. Deleting x from every edge in
E({x} ∪U) induces a graph on U. We thus use the graph algorithm described in [KT08] to find
all unknown defective edges in D˚({x} ∪U). First of all, let us repeat the algorithm:
Let V be alphabetically sorted. Set W := V and X := ∅.
1. E(W) ≥ ρ/2: Construct a selectable subset Y ⊂W with ρ/2 ≤ |E(Y)| ≤ ρ.
E(W) < ρ/2: Set Y := W.
2. Test Y. If
f (Y) = 1: Find a defective edge {u, y} (u  y) with rightmost left endvertex. Set W :=
W\{u} and X := X ∪ {u}. Then reorder W with respect to the new edge set such
that the vertices that lie right of u form also a rightmost set due to the new
ordering. Delete all good edges and repeat step 1.
f (Y) = 0: If E(W) , ∅, repeat step 1; else, set X¯ := X and go to step 3.
3. Choose a u ∈ X¯, set X¯ := X¯\{u} and W¯ := W\{w ∈W : {u,w} ∈ DK}.
4. Choose a maximum set Y ⊂ W¯ such that |E({u} ∪ Y)| ≤ ρ.
5. Test {u} ∪ Y. If
f ({u} ∪ Y) = 0: Remove the good edges and set W¯ := W¯\Y .
f ({u} ∪ Y) = 1: Find a defective edge {u, z} ∈ D˚({u} ∪ Y) and set W¯ := W¯\{z}.
Then, if W¯ , ∅: Repeat step 4.
W¯ = ∅: X¯ , ∅: Repeat step 3.
X¯ = ∅: test X. f (X) = 1: Set W := X and repeat step 1.
f (X) = 0: Stop.
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To avoid redundant tests, we proceed as follows. Whenever the graph algorithm constructs a
test set Y in step 1 such that {x}∪Y is not DK-independent, we replace Y by Y′ := {y ∈ Y : z  y},
where z is a leftmost vertex such that {x} ∪ {y ∈ Y : z  y} is DK-independent. (Considering the
graph on U that emerges by deleting x from each edge in E({x} ∪U), z is then the rightmost left
endvertex of all known defective edges in Y.) Afterwards, proceed with Y′ instead of Y with
step 2. Do as the algorithm prescribes and if f (Y′) = 0, set also X := X ∪ {z}. Let d∆ denote the
number of defective edges that are detected by the adapted graph algorithm. Following the
argumentation of [KT08], this causes at most
(dxU + d∆) + d∆ · (log2 ρ + 1) + (dxU + d∆) +
√
2(dxU + d∆) + 1/4 − 1/2
≤ d∆ · (log2 ρ + 4) + 3 · dxU
substantial tests. Please note, that we only count substantial tests and, hence, the number of
tests that identify at least ρ/2 good edges are not considered in the above estimation. 
Lemma 3.9. Let C ⊂ V be a free vertex set and x, y ∈ V\C such that both sets {x} ∪ C and {y} ∪ C are
also free. Then there is an algorithm that finds all unknown defective edges in D˚({x, y} ∪ C) by at most
1 + d∆(log2 ρ + 1)
substantial tests, where d∆ denotes the number of defective edges that are found while performing the
algorithm.
Proof. The following algorithm finds all defective edges:
1. Test T := {x, y} ∪ [C\ΓK({x, y})]. If
f (T ) = 0: stop.
f (T ) = 1: find a defective edge in D˚(T ) and repeat step 1.
Both sets {x} ∪ C and {y} ∪ C are free, thus {x, y} ⊂ e for each e ∈ D˚({x, y} ∪ C) and therefore
D˚({x, y} ∪ C) = D˚({x, y} ∪ Γ[{x, y},C]). Now, each unknown defective edge lies in D˚({x, y} ∪
[C\ΓK({x, y})]) and can be found by a halving procedure by at most
log2 ρ
tests. With one final test, which terminates the algorithm, the Lemma is proved. 
Lemma 3.10. Let C ⊂ V be a free vertex set and U ⊂ V\C such that Γ(C,U) = ΓK(C,U) and
e(C,U) = eK(C,U) holds. In other words, all defective edges e ∈ D(C,U) with |e ∩ C| = 2 are known.
Then there is an algorithm that finds all unknown defective edges in D˚(U∪Γ(C,U)) with |e∩Γ(C,U)| = 2
by at most
3 · e(C,U)2 + d∆ · (log2 ρ + 2)
substantial tests, where d∆ denotes the number of defective edges that are found while performing the
algorithm.
It seems reasonable to test each vertex pair {x, y} ⊂ Γ(C,U) with C. Since {x} ∪ C is certainly not
free if x ∈ Γ(C,U), we cannot use Lemma 3.9 on {x, y} ∪ C. Thus, before we prove Lemma 3.10,
we present a greedy algorithm that partitions C for each pair {x, y} ⊂ Γ(C,U) into disjoint sets
G1,G2, . . . ,Gs such that x, y and Gi satisfy the constraints of Lemma 3.9 for i = 1, . . . , s.
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Lemma 3.11. Let C ⊂ V be a free vertex set and x, y ∈ V\C such that all edges in both D˚({x} ∪ C) and
D˚({y} ∪ C) are known. Then there is an algorithm that partitions C\ΓK({x, y}) into
s ≤ d˚({x} ∪ C) + d˚({y} ∪ C) + 1
sets G1,G2, . . . ,Gs such that for 1 ≤ i ≤ s both sets {x} ∪ Gi and {y} ∪ Gi are free.
Proof. The following greedy procedure satisfies the constraints of the lemma: Set Gi := ∅ for
i = 1, . . . , d˚({x} ∪ C) + d˚({y} ∪ C) + 1 and i := 1.
1. As long as possible, choose a vertex z ∈ C\ΓK({x, y}) such that {x, y, z} ∪ Gi is DK-
independent and set Gi := Gi ∪ {z} as well as C := C\{z}.
2. If C , ∅, set i := i + 1 and repeat step 2. Otherwise, set s := i and stop.
Let z ∈ ⋃sj=i+1 G j for some 1 ≤ i < s, then D˚K({x, y, z} ∪ Gi) , ∅. Thus, there is at least one
known defective edge in D˚K({x, y} ∪ Gi ∪ G j) for each pair 1 ≤ i < j ≤ s. Since each edge in
D˚K({x, y} ∪ Gi ∪ G j) is incident to x or y, there is one particular edge in D˚K({x, y} ∪ Gi ∪ G j) for
each pair 1 ≤ i < j ≤ s. Hence, (
s
2
)
≤ d˚({x} ∪ C) + d˚({y} ∪ C)
⇒ s ≤ d˚({x} ∪ C) + d˚({y} ∪ C) + 1. 
Corollary 3.12. Let C ⊂ V be a free vertex set and x ∈ V\C such that all edges in D˚({x}∪C) are known.
There is an algorithm that partitions C into
r ≤ 2d˚({x} ∪ C) + 1
sets F1,F2, . . . ,Fr such that {x} ∪ Fi is free for i = 1, . . . , r.
Proof. Using Lemma 3.11 for y = x, we receive
r ≤ d˚({x} ∪ C) + d˚({x} ∪ C) + 1.

Proof of Lemma 3.10. The following algorithm finds all unknown defective edges e ∈ D˚(U ∪
Γ(C,U)) with |e ∩ Γ(C,U)| = 2:
Set X :=
(
Γ(C,U)
2
)
.
1. Choose a vertex pair {x, y} ∈ X and set X := X\{{x, y}}.
2. Partition C\ΓK({x, y}) into sxy sets Gxy1 ,Gxy2 , . . . ,Gxysxy such that both sets {x}∪Gxyi and {y}∪G
xy
i
are free for i = 1, . . . , sxy.
3. TestT := {x, y}∪Gxyi and find, in case of f (T ) = 1, all edges in D˚({x, y}∪G
xy
i ) by Lemma 3.9.
If
i < sxy: Set i := i + 1 and repeat step 3.
i = sxy: X , ∅: Repeat from step 1.
X = ∅: Stop.
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For all {x, y} ∈
(
Γ(C,U)
2
)
there are sxy different tests
T := {x, y} ∪ Gxyi ,
i = 1, . . . , sxy, which are certainly all DK-independent. In case of f ({x, y}∪Gxyi ) = 1 the algorithm
finds, according to Lemma 3.9, all defective edges in D˚({x, y} ∪ Gxyi ) by at most
d˚({x, y} ∪ Gxyi ) · (log2 ρ + 1) + 1
substantial tests. Knowing that e(C,U) ≥ Γ(C,U), this amounts to
∑
{x,y}∈(Γ(C,U)2 )
sxy∑
i=1
(
1 + d˚
(
{x, y} ∪ Gxyi
)
· (log2 ρ + 1) + 1
)
= d∆ · (log2 ρ + 1) +
∑
{x,y}∈(Γ(C,U)2 )
2 · sxy
L 3.11≤ d∆ · (log2 ρ + 1) + 2 ·
∑
{x,y}∈(Γ(C,U)2 )
(
d˚({x} ∪ C) + d˚({y} ∪ C) + 1
)
≤ d∆ · (log2 ρ + 1) + 2 ·
∣∣∣∣∣∣
(
Γ(C,U)
2
)∣∣∣∣∣∣ + 2 · (|Γ(C,U)| − 1) · ∑
x∈Γ(C,U)
d˚({x} ∪ C)
≤ d∆ · (log2 ρ + 1) + e(C,U)2 + 2 · (|Γ(C,U)| − 1) · e(C,U)
≤ d∆ · (log2 ρ + 1) + 3 · e(C,U)2
substantial tests. 
Lemma 3.13. Let C1,C2, . . . ,Cp be a partition of V such that
• p ≤ 43 · d 13 ,
• eK(Ci,Vi) = e(Ci,Vi), and
•
p∑
i=1
e
(
Ci,Vi
)
≤ 4 · d 23 , where Vi := V\ i⋃
j=1
C j.
Then we can refine the partition into C¯1, C¯2, . . . , C¯p¯ such that
• p¯ ≤ 44 · d 13 ,
• e(C¯i, V¯i) ≤ 4 · d 13 , for i = 1, . . . , p¯,
• eK(C¯i, V¯i) = e(C¯i, V¯i) for i = 1, . . . , p¯, and finally
•
p¯∑
i=1
e
(
C¯i, V¯i
)
≤ 4 · d 23 , where V¯i := V\⋃ij=1 C¯ j.
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Proof. Set C¯ j = ∅ for j = 1, . . . , |V| and i, j := 1 .
1. If e(Ci,Vi) > 4 · d 13 , go to step 2. Otherwise, set C¯ j := Ci. If i < p, set both i := i + 1 and
j := j + 1, then repeat step 1. Else, that is, if i = p, set p¯ := j and V¯i := V\⋃ij=1 C¯ j for
i = 1, . . . , p¯, and stop.
2. If there is a vertex x ∈ Ci with e(C¯ j ∪ {x},Vi) ≤ 4 · d 13 , set C¯ j := C¯ j ∪ {x}, Ci := Ci\{x} and
repeat step 2. Otherwise, if
Ci , ∅: Set j := j + 1 and repeat step 2.
Ci = ∅: i < p: Set j := j + 1, i := i + 1 and repeat step 1.
i = p: Set p¯ := j and V¯i := V\⋃ij=1 C¯ j for i = 1, . . . , p¯, then stop.
Since e({x}) = 0 for any x ∈ V, the algorithm definitely terminates and gives us a partition of V
into free sets C¯1, C¯2, . . . , C¯p¯ such that e(C¯i, V¯i) ≤ 4 · d 13 , for i = 1, . . . , p¯.
It remains to be shown that those sets satisfy the constraints of Lemma 3.13. Therefore set
g(i) := min{ j : C¯ j ⊆ Ci} and h(i) := max{ j : C¯ j ⊆ Ci} for i = 1, . . . , p ≤ |V|. Then,
h(i)⋃
j=g(i)
C¯ j = Ci, for i = 1, . . . , p.
Let g(i) ≤ j ≤ h(i) for some 1 ≤ i ≤ p, then
V¯ j = V\
j⋃
l=1
C¯l = V\
 i−1⋃
l=1
Ci ∪
j⋃
l=g(i)
C¯l
 =
V\ i⋃
l=1
Ci
 ∪ h(i)⋃
l= j+1
C¯l = Vi ∪
h(i)⋃
l= j+1
C¯l.
Since C¯ j ∪
h(i)⋃
l= j+1
C¯l is free, ∑
v∈
h(i)⋃
l= j+1
C¯l
d˚({v} ∪ C¯ j) = 0,
and thus e(C¯ j, V¯ j) = e(C¯ j,Vi). Moreover, from D˚({v} ∪ C¯ j) ⊆ D˚({v} ∪ Ci) and D˚K({v} ∪ Ci) =
D˚({v} ∪ Ci) it follows that
eK(C¯ j, V¯ j) = e(C¯ j, V¯ j).
Consequently,
e(Ci,Vi) = e
(⋃h(i)
j=g(i)
C¯ j,Vi
)
=
∑
v∈Vi
d˚
(
{v} ∪
⋃h(i)
j=g(i)
C¯ j
)
≥
∑
v∈Vi
h(i)∑
j=g(i)
d˚
(
{v} ∪ C¯ j
)
=
h(i)∑
j=g(i)
∑
v∈V¯ j
d˚
(
{v} ∪ C¯ j
)
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=
h(i)∑
j=g(i)
e(C¯ j, V¯ j)
for i = 1, . . . , p and thus
p∑
i=1
e(Ci,Vi) ≥
p¯∑
j=1
e(C¯ j, V¯ j).
Finally, we count the number of sets. If g(i) < h(i) for some i, then
e(C¯ j ∪ {x}) > 4 · d 13 for g(i) ≤ j < h(i) and each x ∈ C¯h(i).
Let now i ∈ {1, . . . , p}with g(i) < h(i), further let x ∈ C¯h(i) and v ∈ Γ(Ci,Vi), then
h(i)∑
j=g(i)
d˚({v, x} ∪ C¯ j) =
h(i)−1∑
j=g(i)
d˚({v} ∪ C¯ j) +
h(i)−1∑
j=g(i)
d({v}, {x}, C¯ j) + d˚({v} ∪ C¯h(i))
≤ d˚ ({v} ∪ Ci) ,
and thus
h(i)∑
j=g(i)
e(C¯ j ∪ {x}, V¯ j) =
h(i)∑
j=g(i)
∑
v∈V¯ j
d˚({v, x} ∪ C¯ j)
=
∑
v∈Vi
h(i)∑
j=g(i)
d˚({v, x} ∪ C¯ j)
≤
∑
v∈Vi
d˚({v} ∪ Ci)
≤ e(Ci,Vi).
...
C¯h(i)
x
v
Ci
C¯g(i)
Figure 3.5: Sketch of edges counted by e(Ci,Vi)
On the other hand
h(i)∑
j=g(i)
e(C¯ j ∪ {x}, V¯ j) > (h(i) − g(i)) · 4 · d 13 + e(C¯h(i),Vh(i)) ≥ (h(i) − g(i)) · 4 · d 13 .
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This leads to
e(Ci,Vi)
4 · d 13
> h(i) − g(i)
for i = 1, . . . , p. Added up, we receive
p¯ =
p∑
i=1
(h(i) − g(i) + 1) =
p∑
i=1
(h(i) − g(i)) + p <
p∑
i=1
e(Ci,Vi)
4 · d 13
+ p ≤ 4 · d
2
3
4 · d 13
+ 43 · d 13 = 44 · d 13 .

Remark 3.14. If eK(X,U) = e(X,U) for any two sets X,U, then ΓK(C,U) = Γ(C,U). Hence, the sets
from the previous lemma also satisfy
ΓK(C¯ j, V¯ j) = Γ(C¯ j, V¯ j)
for j = 1, . . . , p¯.
3.1.1 A search algorithm on 3-uniform hypergraphs
The following search algorithm A3−uni works in four self-contained stages, which we will
consider separately.
Stage I
The aim of the first stage is to partition V into free sets C¯1, C¯2, . . . , C¯p¯ and, furthermore, to find
all defective edges in D(C¯i,Γ(C¯i, V¯i)), i = 1, . . . , p¯.
Algorithm - Stage I:
(cf. Figure 3.6)
1. Partition V into p disjoint free vertex sets C1,C2, . . . ,Cp such that
• p ≤ 43 · d 13 and
•
p∑
i=1
eK(Ci,Vi) ≤ 3 · d 23
holds (cf. Lemma 3.6 for C = ∅), where Vi := V\⋃ij=1 C j, i = 1, . . . , p. Set i := 1.
2. Identify every vertex in Γ(Ci,Vi) for i = 1, . . . , p − 1 (cf. Lemma 3.7).
21 If
p∑
i=1
eK(Ci,Vi) > 4 · d 23 , go back to step 1; else, set dxi := d˚K({x} ∪ Ci) for i = 1, . . . , p and
x ∈ Γ(Ci,Vi); further, set i := 1 and X := Γ(Ci,Vi), then go to step 3.
3. Choose an arbitrary vertex x ∈ X, set X := X\{x}, and find all defective edges in D˚({x}∪Ci)
(cf. Lemma 3.8). If
X , ∅: Repeat step 3.
X = ∅: i < p − 1: Set i := i + 1, X := Γ(Ci,Vi), and repeat step 3.
i = p − 1: Go to step 22.
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22 If
p∑
i=1
e(Ci,Vi) > 4 · d 23 , go back to step 1, else, set i, j := 1 and go to step 4.
4. Construct according to Lemma 3.13 new free sets C¯1, C¯2, . . . , C¯p¯ such that
• C¯i is free for i = 1, . . . , p¯,
• p¯ ≤ 44 · d 13 ,
• eK(C¯i, V¯i) = e(C¯i, V¯i) ≤ 4 · d 13 for i = 1, . . . , p¯, and
•
p¯∑
j=1
e
(
C¯ j,V\⋃ jn=1 C¯n) ≤ 4 · d 23 .
5. Find all unknown defective edges e ∈ D(C¯i,Γ(C¯i, V¯i)) with |e∩ C¯i| = 1 and |e∩Γ(C¯i, V¯i)| = 2
for i = 1, . . . , p¯ − 1 (cf. Lemma 3.10).
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step 1:
Partition V into free sets
C1,C2, . . . ,Cp.
step 2: For all 1 ≤ i ≤ p − 1:
Identify all vertices in Γ(Ci,Vi).
step 21: ∑p
i=1 eK(Ci,V
i) > 3 · d 23 ? yes
step 3: For all 1 ≤ i ≤ p − 1:
For all x ∈ Γ(Ci,Vi):
Find all edges in D˚({x} ∪ Ci).
no
step 22: ∑p
i=1 e(Ci,V
i) > 4 · d 23 ? yes
step 4: Construct new free sets
C¯1, C¯2, . . . , C¯p¯
no
step 5: For all 1 ≤ i ≤ p¯ − 1:
Find all unknown defective
edges e ∈ D(C¯i,Γ(C¯i, V¯i)) with
|e∩ C¯i| = 1 and |e∩Γ(C¯i, V¯i)| = 2.
Stage II
Figure 3.6: Steps in Stage I
The algorithm starts by partitioning V into p free sets C1,C2, . . . ,Cp. Later, in step 4, the
algorithm refines this partition obtaining {C¯1, C¯2, . . . , C¯p¯}. But beforehand, in step 2, the
algorithm identifies, according to Lemma 3.7, all vertices that lie in Γ(Ci,Vi). Thereafter,A3−uni
finds for each x ∈ Γ(Ci,Vi) all defective edges in D˚({x} ∪ Ci) using Lemma 3.8. Consequently,
after step 3 all defective edges in e ∈ D(Ci,Γ(Ci,Vi)) with |e ∩ Ci| = 2 are known for i = 1, . . . , p.
As above mentioned, the algorithm refines the former partition in step 4 and obtains a new
partition {C¯1, C¯2, . . . , C¯p¯}. According to Lemma 3.13, the following assumption holds for the
new partition: all defective edges in e ∈ D(C¯i,Γ(C¯i, V¯i)) with |e∩C¯i| = 2 are known for i = 1, . . . , p¯.
Finally, in step 5, the algorithm finds (due to Lemma 3.10) all defective edges in D(C¯i,Γ(C¯i, V¯i))
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with |e ∩ C¯i| = 1 for i = 1, . . . , p¯. Thus, after Stage I, DK(C¯i,Γ(C¯i, V¯i)) = D(C¯i,Γ(C¯i, V¯i)) (cf.
Figure 3.7).
...
... ...
. . . . . .
C1 . . . Ci Ci+1 . . . Cp
Vi:
C¯1
C¯2
C¯p¯−1
C¯p¯
Vertices in Γ(Ci,Vi) are
known at the latest after
step 2.
Defective edges in D˚({x} ∪
Ci) for x ∈ Γ(Ci,Vi) are
known at the latest after
step 3.
Defective edges in
D(C¯i,Γ(C¯i, V¯i)) are known
at the latest after step 5.
. . . . . .
C¯1 . . . C¯i C¯i+1 . . . C¯p¯
V¯i:
Γ(C¯i, V¯i)
Figure 3.7: Sketch of Stage I.
Besides the steps 1-5, there are two additional steps: step 21 and 22. Due to Lemma 3.8, the
number of tests in step 3 depends linearly on the number of defective edges in D˚({x} ∪ Ci) for
i = 1, . . . , p, x ∈ Γ(Ci,Vi) that are already known. But these are exactly the edges that are counted
by
ΣeK :=
p∑
i=1
eK(Ci,Vi) =
p∑
i=1
∑
v∈Γ(Ci,Vi)
d˚K({v} ∪ Ci) =
p∑
i=1
∑
v∈Γ(Ci,Vi)
dxi.
To avoid performing too many tests, the algorithm limits ΣeK to ΣeK ≤ 4 ·d 23 . When the algorithm
splits V in step 1 the resulting partition obeys ΣeK ≤ 3 ·d 23 . Since ΣeK counts only known defective
edges, newly found defective edges (could) increase ΣeK . For that reason A3−uni verifies after
step 2 and 3, that is, at step 21 and 22 whether ΣeK ≤ 4 · d 23 . If ΣeK > 4 · d 23 , the algorithm restarts
at the beginning and constructs new sets C1,C2, . . . ,Cp, which again satisfy ΣeK ≤ 3 · d 23 .
But how often could this possibly happen in the worst case? Every new found defective edge
either leaves ΣeK unchanged or increases ΣeK by exactly one. The algorithm starts with a partition
that satisfies ΣeK ≤ 3 · d 23 and restarts, when ΣeK > 4 · d 23 . That is, ifA3−uni re-enters Stage I, it has
found at least d
2
3 unknown defective edges in step 2 and 3, which, of course, only can happen
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d/d
2
3 = d
1
3 times at most. Please note that after step 3
ΣeK =
p∑
i=1
eK(Ci,Vi) =
p∑
i=1
e(Ci,Vi)
holds, since all defective edges in D(Ci,Γ(Ci,Vi)) with |e∩Ci| = 2 for i = 1, . . . , p are found. That is
in particular, ΣeK remains constant after step 3. To find the remaining unknown defective edges
in D(Ci,Γ(Ci,Vi)), the algorithm uses Lemma 3.10, where the number e(Ci,Vi) makes quadratic
contribution to the total number of tests needed (i = 1, . . . , p). Up to step 4, the algorithm has
only monitored the sum of e(Ci,Vi) over all 1 ≤ i ≤ p. To limit the number of tests in step 5, the
algorithm splits, as early as in step 4, all sets Ci with e(Ci,Vi) > 4 · d 13 into smaller sets and in
this way receives the new partition {C¯1, C¯2, . . . , C¯p¯}.
Stage II
Set VL :=
{
x ∈ V : dK({x}) > 2 · d 23
}
the set of vertices which we denote as large vertices, further
set VS := V\VL. Please note that the set VL is dynamic and likely to increase during the search
process.
The aim of the second stage is to find all defective edges in
D( C¯i , Γ(C¯i, V¯i\VL) , V¯i\Γ(C¯i) )
for i = 1, . . . , p¯.
Algorithm - Stage II:
(cf. Figure 3.8)
Set i := 1, Xi := Γ(C¯i, V¯i\VL). Choose a vertex x ∈ Xi and set Xi := Xi\{x}.
1. Split C¯i into rix disjoint vertex sets Fix1 ,F
ix
2 , . . . ,F
ix
rix such that
• rix ≤ 2d˚({x} ∪ C¯i) + 1 and
• {x} ∪ Fixj is free for j = 1, . . . , rix
(cf. Corollary 3.12). Set j := 1 and go to step 2.
2. Identify every vertex in Γ({x} ∪ Fixj , V¯i\Γ(C¯i)) according to Lemma 3.7. Afterwards, set
Y := Γ({x} ∪ Fixj , V¯i\Γ(C¯i)). Choose a vertex y ∈ Y, set Y := Y\{y}, and go to step 3.
3. Find all defective edges in D˚({x, y} ∪ Fixj ) (cf. Lemma 3.9). Then, if
Y , ∅: Choose a vertex y ∈ Y, set Y := Y\{y}, and repeat step 3.
Y = ∅: j < rix and x < VL: Set j := j + 1 and repeat step 2.
j = rix or x ∈ VL: Xi\VL , ∅ : Choose a vertex x ∈ Xi\VL, set Xi := Xi\{x}, and
repeat step 1.
Xi\VL = ∅: i < p¯ − 1: Set i := i + 1, choose a vertex x ∈
Γ(C¯i, V¯i\VL), set Xi := Γ(C¯i, V¯i\VL)\{x},
and repeat step 1.
i = p¯ − 1: Go to Stage III.
78 CHAPTER 3. UNIFORM HYPERGRAPHS
Initialization:
Choose x ∈ Γ(C¯i, V¯i\VL).
Set i := 1.
step 1:
Split C¯i into rix disjoint vertex
sets Fix1 ,F
ix
2 , . . . ,F
ix
rix .
step 2:
Set j := 1.
Identify every vertex in
Γ({x} ∪ Fixj , V¯i\Γ(C¯i)) .
step 3: For all y ∈ Γ({x} ∪ Fixj , V¯i\Γ(C¯i)):
Find all defective edges in
D˚({x, y} ∪ Fixj ).
j < rix? Set j := j + 1.
All x chosen?
Choose next x ∈
Γ(C¯i, V¯i\VL).
i < p¯ − 1? Set i := i + 1.
Stage III.
no
yes
yes
no
yes
no
Figure 3.8: Steps in Stage II
The idea of the second stage is the following. For any three vertex sets X,Y,Z ⊂ V
D(X,Y,Z) = D(X,Y,Γ(X ∪ Y,Z))
holds. Hence, all defective edges in D(X,Y,Z) can be found by the following two steps: First,
identify all vertices in Γ(X∪Y,Z) and second, find for each z ∈ Γ(X∪Y,Z) all defective edges in
D˚({z} ∪X∪Y). Using Lemma 3.7 to identify all vertices in Γ(X∪Y,Z) is only possible if X∪Y is
free.
Since C¯i ∪ Γ(C¯i, V¯i\VL) is certainly not free, the algorithm partitions C¯i for each x ∈ Γ(C¯i, V¯i\VL)
into rix sets Fix1 ,F
ix
2 , . . . ,F
ix
rix such that {x} ∪ Fixj is free ( j = 1, . . . , rix). According to Lemma 3.7
and 3.9, the algorithm identifies all vertices in
Γ({x} ∪ Fixj , V¯i\Γ(C¯i))
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(in step 2) and finds all defective edges in
D˚({x, y} ∪ Fixj )
for z ∈ Γ({x} ∪ Fixj , V¯i\Γ(C¯i)) (in step 3). Seeing that
p¯⋃
i=1
D( C¯i, Γ(C¯i, V¯i\VL), V¯i\Γ(C¯i) )
=
p¯⋃
i=1
⋃
x∈Γ(C¯i,V¯i\VL)
D( C¯i, {x}, V¯i\Γ(C¯i) )
=
p¯⋃
i=1
⋃
x∈Γ(C¯i,V¯i\VL)
rix⋃
j=1
D( Fixj , {x}, V¯i\Γ(C¯i) )
=
p¯⋃
i=1
⋃
x∈Γ(C¯i,V¯i\VL)
rix⋃
j=1
D( Fixj , {x}, Γ({x} ∪ Fixj , V¯i\Γ(C¯i)) ),
certainly, all defective edges in
D( C¯i , Γ(C¯i, V¯i\VL) , V¯i\Γ(C¯i) )
for i = 1, . . . , p¯ are known after Stage II (cf. Figure 3.9).
...
...
C¯i
V¯i:
Fixj
Fix1
Fixrix
Vertices in Γ({x} ∪
Fixj , V¯
i\Γ(C¯i)) will have
been found by the end of
step 2.
Defective edges in D˚({x, y}∪
Fixj ) for y ∈ Γ({x} ∪
Fixj , V¯
i\Γ(C¯i)) will have
been found by the end of
step 3.
Γ(C¯i, V¯i)
VL
x
Figure 3.9: Sketch of Stage II.
Stage III
The aim of the third stage is to find all defective edges in
D(VL).
These are in particular all edges in D( C¯i , Γ(C¯i, V¯i ∩ VL) , V¯i\Γ(C¯i)), i = 1, . . . , p¯. Consequently,
after Stage III, all unknown defective edges lie in a set D(C¯i, V¯i\Γ(C¯i)) for some 1 ≤ i ≤ p¯.
Algorithm - Stage III:
(cf. Figure 3.10)
Number the vertices in VL consecutively, let VL = {x1, x2, . . . , x|VL|}, further set Vxi := V\
⋃i
j=1{x j}
for all i = 1, . . . , |VL| and i := 1.
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1. Partition Vxi into qxi disjoint sets G
xi
1 ,G
xi
2 , . . . ,G
xi
qxi
such that
• {xi} ∪ Gxij is free for j = 1, . . . , qxi ,
• qxi ≤ 43 · d 13 + 57 ·
√
dK({xi}), and
•
qxi∑
j=1
eK(G
xi
j ,V
xi j) ≤ 3 · d 23 + dK({xi})
holds (cf. Lemma 3.6), where Vxi j = Vxi\⋃ jk=1 Gxik for j = 1, . . . , qxi − 1. Set j := 1 and go to
step 2.
2. Identify every vertex in Γ({xi}∪Gxij ,Vxi j) according to Lemma 3.7. If j < qxi −1, set j := j+1
and repeat step 2; else, go to 2.
2 If
qxi∑
j=1
eK(G
xi
j ,V
xi j) > 4 · d 23 + 2 · dK({xi}), go back to step 1; else, set dxi jy := d˚K({y} ∪ Gxij ) for
j = 1, . . . , qxi , y ∈ Γ({xi} ∪ Gxij ,Vxi j). Further, set j := 1, Y := Γ({xi} ∪ Gxij ,Vxi j), and go to
step 3.
3. Choose a vertex y ∈ Y, set Y := Y\{y}, and find every defective edge in D˚({xi, y} ∪ Gxij )
according to Lemma 3.8. If
Y , ∅: Repeat step 3.
Y = ∅: j < qxi − 1: Set j := j + 1, Y := Γ({xi} ∪ Gxij ,Vxi j), and repeat step 3.
j = qxi − 1: i < |VL|: Set i := i + 1 and repeat step 1.
i = |VL|: Go to Stage IV.
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Initialization: Set i = 1.
step 1:
Partition Vxi into free sets
Gxi1 ,G
xi
2 , . . . ,G
xi
qxi
.
step 2: For all 1 ≤ j ≤ qxi − 1:
Identify every vertex in
Γ({xi} ∪ Gxij ,Vxi j).
step 2: ∑qxi
j=1 eK(G
xi
j ,V
xi j) >
4 · d 23 + 2 · dK({xi})?
yes
step 3: For all 1 ≤ j ≤ qxi − 1:
For all y ∈ Γ({xi} ∪ Gxij ,Vxi j):
Find every defective edge in
D˚({xi, y} ∪ Gxij ).
no
i < |VL|? Set i := i + 1.
Stage IV.
no
yes
Figure 3.10: Steps in Stage III
The algorithm partitions Vxi into qxi sets G
xi
1 ,G
xi
2 , . . . ,G
xi
qxi
such that the sets {xi} ∪Gxij are free for
j = 1, . . . , qxi and i = 1, . . . , |VL|. Hence, for every defective edge e ∈ D({xi},Vxi) there is some set
Gxij with
e ∈ D({xi},Gxij ,Vxi j) = D({xi},Gxij ,Γ({xi} ∪ Gxij ,Vxi j)).
Now, the idea is the same as in the previous stage. The algorithm identifies for all xi ∈ VL and
j = 1, . . . , qxi the vertices in
Γ({xi} ∪ Gxij ,Vxi j)
and finds afterwards, for each y ∈ Γ({xi} ∪ Gxij ,Vxi j), all edges in
D˚({xi, y} ∪ Gxij ).
That is to say, after Stage III all defective edges in
|VL|⋃
i=1
D({xi},Vxi) = D(VL)
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are known. To avoid performing too many tests, the algorithm limits, in accordance to Stage I,
the sum
qxi∑
j=1
eK(G
xi
j ,V
xi j) ≤ 4 · d 23 + 2 · dK({xi}).
After Stage II, all defective edges in
D( C¯i , Γ(C¯i, V¯i\VL) , V¯i\Γ(C¯i) )
are known . Consequently, after Stage III, when all defective edges in D(VL) have been detected,
all the more are all edges known which lie in
D( C¯i , Γ(C¯i, V¯i) , V¯i\Γ(C¯i) ), (i = 1, . . . , p¯)
(cf. Figure 3.11)
...
...
Gxi1
Gxij
Gxij+1
Gxiqxi
xi. . .x1
Vxi :
Vxi j:
Vertices in Γ({xi}∪Gxij ,Vxi j)
will have been found by
the end of step 2.
Defective edges in D˚({xi, y}∪
Gxij ) for y ∈ Γ({xi}∪Gxij ,Vxi j)
will have been found by
the end of step 3.
Figure 3.11: Sketch of Stage III.
Stage IV
At the last stage the algorithm finds all defective edges in
D(C¯i, V¯i\Γ(C¯i)), 1 ≤ i ≤ p¯
and thus the remaining unknown defective edges.
Algorithm - Stage IV:
(cf. Figure 3.12)
Set i := 1.
1. Split V¯i\Γ(C¯i) into qi disjoint sets Gi1,Gi2, . . . ,Giqi such that
• C¯i ∪ Gij is free for 1 ≤ j ≤ qi,
• qi ≤ 43 · d 13 + 57 ·
√
dK(C¯i) and
•
qi∑
k=1
eK(Gij,V
i j) ≤ 3 · d 23 + dK(C¯i)
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holds (cf. Lemma 3.6), where Vi j = V¯i\
(
Γ(C¯i) ∪⋃ jk=1 Gik). Set j := 1 and go to step 2.
2. Identify every vertex in Γ(C¯i∪Gij,Vi j) (cf. Lemma 3.7). If j < qi−1, set j := j + 1 and repeat
step 2; else, go to 2.
2 If
qi∑
j=1
eK(Gij,V
i j) > 4 · d 23 + 2 · dK(C¯i), go back to step 1; else, set di jx := d˚K({x} ∪ Gij) for
1 ≤ j ≤ qi, x ∈ Γ(Gij,Vi j), further set j := 1, X := Γ(C¯i ∪ Gij,Vi j) and go to step 3.
3. Choose a vertex x ∈ X, set X := X\{x}, and find every defective edge in D˚({x} ∪ C¯i ∪Gij) by
means of Lemma 3.8. If
X , ∅: Repeat step 3.
X = ∅: j < qi − 1: Set j := j + 1, X := Γ(C¯i ∪ Gij,Vi j), and repeat step 3.
j = qi − 1: i < p¯ − 1: Set i := i + 1 and repeat step 1.
i = p¯ − 1: Stop.
Initialization: Set i = 1.
step 1:
Partition V¯i\Γ(C¯i) into free sets
Gi1,G
i
2, . . . ,G
i
qi .
step 2:
For all 1 ≤ j ≤ qi − 1:
Identify every vertex in
Γ(C¯i ∪ Gij,Vi j).
step 2: ∑qi
j=1 eK(G
i
j,V
i j) >
4 · d 23 + 2 · dK(C¯i)?
yes
step 3: For all 1 ≤ j ≤ qi − 1:
For all x ∈ Γ(C¯i ∪ Gij,Vi j):
Find every defective edge in
D˚({x} ∪ C¯i ∪ Gij).
no
i < p¯ − 1? Set i := i + 1.
Stop.
no
yes
Figure 3.12: Steps in Stage IV
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Stage IV works for C¯i (i = 1, . . . , p¯) as Stage III works for xi ∈ VL: The algorithm partitions
V¯i\Γ(C¯i) into qi sets Gi1,Gi2, . . . ,Giqi such that all sets C¯i ∪ Gij, 1 ≤ j ≤ qi are free for i = 1, . . . , p¯.
Again, there is for every defective edge e ∈ D(C¯i, V¯i\Γ(C¯i)) some set Gij with
e ∈ D(C¯i,Gij,Vi j).
In step 2 and 3,A3−uni identifies for i = 1, . . . , p¯ and j = 1, . . . , qi all vertices in
Γ(C¯i ∪ Gij,Vi j)
and finds afterwards for each x ∈ Γ(C¯i ∪ Gij,Vi j) all edges in
D˚({x} ∪ C¯i ∪ Gij).
To avoid too many tests, the algorithm limits (similar to stage I and III) the sum
qi∑
j=1
eK(Gij,V
i j) ≤ 4 · d 23 + 2 · dK(C¯i)
for each C¯i.
Resulting from the above, the algorithm finds all defective edges (cf. Figure 3.13) in
p¯⋃
i=1
( Stage I︷            ︸︸            ︷
D(C¯i,Γ(C¯i, V¯i))∪
Stage II / III︷                         ︸︸                         ︷
D(C¯i,Γ(C¯i, V¯i), V¯i\Γ(C¯i))∪
Stage IV︷            ︸︸            ︷
D(C¯i, V¯i\Γ(C¯i))
)
=
p¯⋃
i=1
D(C¯i, V¯i)
= D.
...
...
Gi1
Gij
Gij+1
Giqi
C¯i. . .
. . .
C¯1
V¯i:
Vi j:
Vertices in Γ(C¯i ∪ Gij,Vi j)
will have been found by
the end of step 2.
Defective edges in D˚({x} ∪
C¯i ∪ Gij) for x ∈ Γ(C¯i ∪
Gij,V
i j) will have been
found by the end of step 3.
Γ(C¯i, V¯i)
Figure 3.13: Sketch of Stage IV.
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3.1.2 An upper bound for the number of tests
Let us now deduce an upper bound for the number of tests that the algorithm performs. We
have already mentioned that there are at most
2d (3.13)
non-substantial tests.
The number of substantial tests that the algorithm performs in the different steps is given by
Lemmas 3.6 - 3.10. According to these Lemmas, finding a defective edge costs
(log2 ρ + c),
substantial tests, where (owing to the situation) c ∈ {1, 2, 3, 4, 60}. Since every defective edge is
detected only once, this adds up to at most
d ·
(
dlog2(|E|/d)e + 60
)
(3.14)
substantial tests. Besides those tests each lemma causes further, negative substantial tests,
independent of the number of defective edges that are found. In the following we will count
these tests separately for each step.
But beforehand, let us start with some estimations:
Let X1,X2, . . . ,Xs be a partition of some vertex set U ⊆ V. Every edge joins vertices from at
most three different sets Xi, therefore
s∑
i=1
dK(Xi) ≤ 3 · dK(U) and
s∑
i=1
d(Xi) ≤ 3 · d(U). (3.15)
For the sum of square roots one receives by the Cauchy-Schwarz inequality that
s∑
i=1
√
dK(Xi) ≤
√
s∑
i=1
dK(Xi) ·
√
s∑
i=1
1
(3.15)≤ √3 · dK(U) · √s. (3.16)
Stage I:
In step 1 the algorithm partitions V and needs therefore, according to Lemma 3.6, at most
42 · d 13 + 56 · √dK(∅,V) = O (d 13 ) (3.17)
substantial tests1.
Afterwards, in step 2, the algorithm identifies all vertices in Γ(Ci,Vi) which costs, due to
Lemma 3.7, at most
42 · d 13 + 56 ·
√
dK(Ci,Vi) = O
(
d
1
3 +
√
dK(Ci,Vi)
)
(3.18)
1Plus those substantial tests that are already counted in (3.14).
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substantial tests1 for i = 1, . . . , p.
Consider next step 3 for some fixed set Ci, 1 ≤ i ≤ p and some vertex x ∈ Γ(Ci,Vi). The number
of tests that are needed to find all defective edges in
D˚({x} ∪ Ci)
depends, according to Lemma 3.8, on the number of defective edges in D˚({x} ∪ Ci) that are
known beforehand. In step 21, the algorithm sets dxi := d˚K({x} ∪ Ci). Hence, dxi denotes the
number of defective edges in D˚({x} ∪ Ci) that are known immediately after step 2 and that are
limited due to step 21 by
p∑
i=1
∑
x∈Γ(Ci,Vi)
dxi =
p∑
i=1
eK(Ci,Vi) ≤ 4 · d 23 . (3.19)
Now, could d˚K({x} ∪Ci) increase between step 21 and the beginning of the search on D˚({x} ∪Ci)
in step 3? No, certainly not, since all sets
D˚({x} ∪ Ci), 1 ≤ i ≤ p, x ∈ Γ(Ci,Vi)
are disjoint. Due to Lemma 3.8, the algorithm needs at most
p∑
i=1
∑
x∈Γ(Ci,Vi)
3 · dxi
(3.19)≤ 12 · d 23 = O
(
d
2
3
)
(3.20)
substantial tests1 in step 3.
In step 4, there are no tests, the algorithm refines the partition {C1,C2, . . . ,Cp} and obtains
{C¯1, C¯2, . . . , C¯p¯} such that
( |Γ(C¯i, V¯i)| ≤ ) e(C¯i, V¯i) ≤ 4 · d 13 for i = 1, . . . , p¯. (3.21)
Finally, in step 5, the algorithm finds all defective edges in D(C¯i,Γ(C¯i, V¯i)) with |e ∩ C¯i| = 1 and
|e ∩ Γ(C¯i, V¯i)| = 2 for i = 1, . . . , p¯. Due to Lemma 3.10, this costs at most
3 · e(C¯i, V¯i)2
(3.21)≤ 48 · d 23 = O
(
d
2
3
)
(3.22)
substantial tests1 (i = 1, . . . , p¯).
Before we sum up the number of tests of Stage I, let us first of all turn to some observations:
• p ≤ 43 · d 13 = O
(
d
1
3
)
and
• p¯ ≤ 44 · d 13 = O
(
d
1
3
)
We have stated that the algorithm repeats step 1 at most d
1
3 times, either after step 2 or 3. That
is, in the worst case, the algorithm performs the steps 1 - 3 d
1
3 times. Altogether, we obtain that
1Plus those substantial tests that are already counted in (3.14).
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the algorithm performs at most
d
1
3 ·
[
step 1︷︸︸︷
O
(
d
1
3
)
+
step 2︷                          ︸︸                          ︷
p∑
i=1
O
(
d
1
3 +
√
dK(Ci,Vi)
)
+
step 3︷︸︸︷
O
(
d
2
3
) ]
+
step 5︷     ︸︸     ︷
p¯∑
i=1
O
(
d
2
3
)
= d
1
3 ·
[
O
(
p · d 13 +
p∑
i=1
√
dK(Ci,Vi)
)
+ O
(
d
2
3
) ]
+ O (d)
(3.16)
= d
1
3 ·
[
O
(
d
2
3 +
√
p · √d
) ]
+ O (d)
= O (d)
substantial tests1 at Stage I.
Stage II
At this stage there are no iterations that are caused by too many defective edges. Nevertheless,
the algorithm repeats Stage II exactly p¯ − 1 times since A3−uni performs Stage II once for each
set C¯i, 1 ≤ i ≤ p¯ − 1. So let us now consider the three steps of stage II for some fixed set C¯i:
In the first step the algorithm performs no tests. The algorithm partitions C¯i for each
x ∈ Γ(C¯i, V¯i\VL) into rix sets Fix1 ,Fix2 , . . . ,Fixrix such that
• rix ≤ 2d˚({x} ∪ C¯i) + 1 and (3.23)
• {x} ∪ Fixj is free for j = 1, . . . , rix.
In the next step the algorithm identifies for each x ∈ Γ(C¯i, V¯i\Γ(C¯i)) all vertices in
Γ({x} ∪ Fixj , V¯i\Γ(C¯i))
which costs for each x, due to Lemma 3.7, at most
42 · d 13 + 56 ·
√
dK({x} ∪ Fixj , V¯i\Γ(C¯i))
substantial tests for j = 1, . . . , rix.
Owing that
dK({x} ∪ Fixj , V¯i\Γ(C¯i)) ≤ dK({x}) + dK(Fixj ),
we obtain all the more √
dK({x} ∪ Fixj , V¯i\Γ(C¯i)) ≤
√
dK({x}) +
√
dK(Fixj ).
Let now x ∈ Γ(C¯i, V¯i\VL), then in particular x < VL, which has been confirmed every time the
algorithm returns to step 2, and thus
dK({x}) ≤ 2 · d 23 ⇒
√
dK({x}) ≤ 2 · d 13 .
1Plus those substantial tests that are already counted in (3.14).
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Consequently, √
dK({x} ∪ Fixj , V¯i\Γ(C¯i)) = 2 · d
1
3 +
√
dK(Fixj ). (3.24)
By (3.16) we obtain
rix∑
j=1
√
dK(Fixj ) ≤
√
rix ·
√
3 · dK(C¯i) ≤ rix ·
√
3 · dK(C¯i).
With ∑
x∈Γ(C¯i,V¯i\VL)
rix
(3.23)≤
∑
x∈Γ(C¯i,V¯i\VL)
(
2d˚({x} ∪ C¯i) + 1
)
= 2e(C¯i, V¯i\VL) + 2|Γ(C¯i, V¯i\VL)|
(3.21)≤ 16 · d 13 (3.25)
it follows that ∑
x∈Γ(C¯i,V¯i\VL)
rix∑
j=1
√
dK(Fixj ) ≤
∑
x∈Γ(C¯i,V¯i\VL)
rix ·
√
3 · dK(C¯i)
=
√
3 · dK(C¯i) ·
∑
x∈Γ(C¯i,V¯i\VL)
rix
(3.25)≤ 14 · d 13 ·
√
dK(C¯i).
So throughout step 2 the algorithm needs at most∑
x∈Γ(C¯i,V¯i\VL)
rix∑
j=1
(
42 · d 13 + 56 ·
√
dK({x} ∪ Fixj , V¯i\Γ(C¯i))
)
(3.24)≤ 42 · d 13 ·
∑
x∈Γ(C¯i,V¯i\VL)
rix + 56 ·
∑
x∈Γ(C¯i,V¯i\Γ(C¯i))
rix∑
j=1
(
2 · d 13 +
√
dK(Fixj )
)
(3.25)≤ 42 · d 13 · 16 · d 13 + 56 · 2 · d 13 ·
∑
x∈Γ(C¯i,V¯i\Γ(C¯i))
rix + 56 ·
∑
x∈Γ(C¯i,V¯i\Γ(C¯i))
rix∑
j=1
√
dK(Fixj )
(3.25)≤ 42 · d 13 · 16 · d 13 + 56 · 2 · d 13 · 16 · d 13 + 56 · 14 · d 13 ·
√
dK(C¯i)
= O
(
d
2
3 + d
1
3 ·
√
dK(C¯i)
)
(3.26)
substantial tests1.
Finally, in step 3, there is according to Lemma 3.9, at most one substantial test1 for each
x ∈ Γ(C¯i, V¯i\VL), j = 1, . . . , rix and y ∈ Γ({x} ∪ Fixj , V¯i\Γ(C¯i)) to find all edges in
D˚({x, y} ∪ Fixj ).
1Plus those substantial tests that are already counted in (3.14).
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They add up to at most ∑
x∈Γ(C¯i,V¯i\VL)
rix∑
j=1
|Γ({x} ∪ Fixj , V¯i\Γ(C¯i))|
substantial tests1. Certainly, for every y ∈ Γ({x} ∪ Fixj , V¯i\Γ(C¯i)) there is at least one defective
edge e ∈ D with e ∈ D˚({x, y} ∪ Fixj ). Since {x} ∪ Fixj is free and since y < Γ(C¯i) which implies that
y < Γ(Fixj ), it follows that e ∈ D({x}, {y},Fixj ). Therefore,
|Γ({x} ∪ Fixj , V¯i\Γ(C¯i))| ≤ d({x},Fixj , V¯i\Γ(C¯i)).
Please note that Γ(C¯i, V¯i\VL), C¯i and V¯i\Γ(C¯i) are disjoint, accordingly, the algorithm needs at
most ∑
x∈Γ(C¯i,V¯i\VL)
rix∑
j=1
|Γ({x} ∪ Fixj , V¯i\Γ(C¯i))|
≤
∑
x∈Γ(C¯i,V¯i\VL)
rix∑
j=1
d({x},Fixj , V¯i\Γ(C¯i))
= d(Γ(C¯i, V¯i\VL), C¯i, V¯i\Γ(C¯i))
≤ d(C¯i) (3.27)
substantial tests1 in step 3.
Let us now add up the number of tests over all sets C¯i, 1 ≤ i ≤ p¯ − 1. We reach maximum of
p¯−1∑
i=1
( step 2︷                      ︸︸                      ︷
O
(
d
2
3 + d
1
3 ·
√
dK(C¯i)
)
+
step 3︷︸︸︷
d(C¯i)
)
(3.15)
= O
(p¯ − 1) · d 23 +
d 13 ·
p¯−1∑
i=1
√
dK(C¯i)
 + 3d

(3.16)
= O
(
d + d
1
3 · √p¯ − 1 · √3d)
= O (d) (3.28)
substantial tests1 during Stage II.
Stage III
The algorithm performs stage III once for each large vertex xi ∈ VL. So, let us consider Stage III
for some fixed xi ∈ VL:
The algorithm starts by partitioning Vxi into qxi sets G
xi
1 ,G
xi
2 , . . . ,G
xi
qxi
such that
• {xi} ∪ Gxij is free for j = 1, . . . , qxi ,
1Plus those substantial tests that are already counted in (3.14).
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• qxi ≤ 43 · d
1
3 + 57 · √dK({xi}) dK({xi})>2·d2/3≤ 79 · √dK({xi}) and (3.29)
•
qxi∑
j=1
eK(G
xi
j ,V
xi j) ≤ 3 · d 23 + dK({xi}). (3.30)
For the partitioning of Vxi in step 1, the algorithm needs, due to Lemma 3.6, at most
42 · d 13 + 56 · √dK({xi}) dK({xi})>2·d2/3< 77 · √dK({xi}). (3.31)
substantial tests1.
In step 2,A3−uni identifies all vertices in Γ({xi} ∪Gxij ,Vxi j), which costs, according to Lemma 3.7,
at most
42 · d 13 + 56 ·
√
dK({xi} ∪ Gxij ,Vxi j) < 77 ·
√
dK({xi} ∪ Gxij ) (3.32)
substantial tests1 for j = 1, . . . , qxi . Thereby, the algorithm is likely to find defective edges such
that the left hand side of inequality (3.30), that is, the sum
ΣxieK :=
qxi∑
j=1
eK(G
xi
j ,V
xi j),
increases. Every new found defective edge contributes at most one to ΣxieK . Hence, when the
partition {Gxi1 ,Gxi2 , . . . ,Gxiqxi } violates the inequality
qxi∑
j=1
eK(G
xi
j ,V
xi j) ≤ 4 · d 23 + 2 · dK({xi}) (3.33)
in step 2, the algorithm has found at least
d
2
3 + dK({xi})
defective edges. In that case the algorithm repeats step 1 and constructs new sets Gxi1 ,G
xi
2 , . . . ,G
xi
qxi
which satisfy again (3.30). Let us now introduce two new quantities for every xi ∈ VL: let
• dnew({xi}) denote the number of defective edges that have been found and
• Φ({xi}) denote the number of times thatA3−uni returns to step 1
while the algorithm performs Stage III for xi. Please note that the edges that are counted by
dnew({xi}) are not necessarily incident to xi. As mentioned before, every time the algorithm
returns to step 1, it has found at least d2/3 + dK({xi}) defective edges and thus
Φ({xi}) ≤ dnew({xi})
dK({xi}) + d 23
<
dnew({xi})
dK({xi}) .
1Plus those substantial tests that are already counted in (3.14).
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Consequently, when the algorithm enters step 3 for some xi, it has performed at most
(Φ(xi) + 1) ·
77 · √dK({xi}) +
qxi∑
j=1
(
77 ·
√
dK({xi} ∪ Gxij )
)
substantial tests1. Because of
√
dK({xi} ∪ Gxij ) ≤
√
dK({xi}) +
√
dK(G
xi
j ), we have
qxi∑
j=1
√
dK({xi} ∪ Gxij )
≤ qxi ·
√
dK({xi}) +
qxi∑
j=1
√
dK(G
xi
j )
(3.29),(3.16)≤ 79 · √dK({xi}) ·√dK({xi}) +√qxi · √3 · d
dK({xi})>2·d
2
3
≤ 79 · dK({xi}) +
√
79 · √dK({xi}) · 3 · (1/2 · dK({xi})) 32
< 89 · dK({xi}).
And therefore
(Φ(xi) + 1) ·
77 √dK({xi}) +
qxi∑
j=1
77 ·
√
dK({xi} ∪ Gxij )

≤ (Φ(xi) + 1) ·
[
77
(√
dK({xi}) + 89 · dK({xi})
)]
<
dnew({xi})
dK({xi}) ·
[
77
(√
dK({xi}) + 89 · dK({xi})
)]
+ O (dK({xi}))
= O
(
dnew({xi}) + dK({xi})
)
. (3.34)
The algorithm finds in step 3 for each y ∈ Γ({xi} ∪ Gxij ,Vxi j) all edges in
D˚({xi, y} ∪ Gxij )
for j = 1, . . . , qxi . Altogether, that costs, according to Lemma 3.8, at most
qxi∑
j=1
∑
y∈Γ({xi}∪Gxij ,Vxi j)
3 · d˚K({xi, y} ∪ Gxij )
substantial tests1, where d˚K({xi, y}∪Gxij ) denotes the number of defective edges in D˚({xi, y}∪Gxij )
that are known right before the algorithm starts its search on D˚({xi, y} ∪ Gxi). Since {xi} ∪ Gxij is
free,
d˚K({xi, y} ∪ Gxij ) = d˚K({y} ∪ Gxij ) + dK({xi}, {y},Gxij )
for each y ∈ Γ({xi} ∪ Gxij ,Vxi j), ( j = 1, . . . , qxi). In analogy to Stage I, the algorithm stores the
number of defective edges that are known in D˚({y} ∪ Gxij ) right before step 3 in dxi jy. By the
1Plus those substantial tests that are already counted in (3.14).
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same argumentation as in Stage I, this number does not change until the algorithm performs a
search on D˚({xi, y} ∪ Gxij ) in step 3 and we have
qxi∑
j=1
∑
y∈Γ({xi}∪Gxij ,Vxi j)
d˚K({xi, y} ∪ Gxij )
=
qxi∑
j=1
∑
y∈Γ({xi}∪Gxij ,Vxi j)
dxi jy
(3.33)≤ 4 · d 23 + 2 · dK({xi})
= O (dK({xi})) .
Furthermore, because of Γ({xi} ∪ Gxij ,Vxi j) ⊂ Vxi j and since Vxi j and Gxij are disjoint for j =
1, . . . , qxi),
qxi∑
j=1
∑
y∈Γ({xi}∪Gxij ,Vxi j)
dK({xi}, {y},Gxij )
=
qxi∑
j=1
dK({xi},Γ({xi} ∪ Gxij ,Vxi j),Gxij )
≤
qxi∑
j=1
dK({xi},Vxi j,Gxij )
≤ dK({xi}).
That is, the algorithm performs at most
O
(
dK({xi})
)
. (3.35)
substantial tests1 in step 3.
Let us now add up the tests at Stage III. Since we find every defective edge only once, of course
|V¯L|∑
i=1
dnew({xi}) ≤ d
holds. Taking into account (3.16), we receive for the total number of substantial tests at Stage III
|V¯L|∑
i=1
[ step 1 and 2︷                       ︸︸                       ︷
O (dnew({xi}) + dK({xi})) +
step 3︷       ︸︸       ︷
O (dK({xi}))
]
= O
 |V¯L|∑
i=1
dnew({xi}) +
|V¯L|∑
i=1
dK({xi})

= O(d). (3.36)
1Plus those substantial tests that are already counted in (3.14).
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Stage IV
The algorithm performs Stage IV once for each set C¯i, 1 ≤ i ≤ p¯ − 1. As mentioned already,
Stage IV works for C¯i (i = 1, . . . , p¯) as Stage III works for xi ∈ VL. Let us hence define analogously
two quantities for C¯i, 1 ≤ i ≤ p¯ − 1: Let
• dnew(C¯i) denote the number of defective edges that have been found and
• Φ({C¯i}) denote the number of times thatA3−uni returns to step 1
while the algorithm performs Stage IV for C¯i. We obtain, by the same argumentation as for
Stage III,
• Φ(C¯i) ≤ dnew(C¯i)
dK(C¯i) + d
2
3
,
• that the algorithm performs at most 42·d 13 +56·√dK(C¯i, V¯i) < 56·(d 13 + √dK(C¯i)) substantial
tests1 in step 1 to receive a partition Gi1,G
i
2, . . . ,G
i
qi of V¯
i\Γ(C¯i) such that
• C¯i ∪ Gij is free for j = 1, . . . , qi,
• qi ≤ 43 · d 13 + 57 ·
√
dK(C¯i, V¯i) < 57 ·
(
d
1
3 +
√
dK(C¯i, V¯i)
)
, (3.37)
•
qi∑
j=1
eK(Gij,V
i j) ≤ 3 · d 23 + dK(C¯i), and (3.38)
• after step 2
qi∑
j=1
eK(Gij,V
i j) ≤ 4 · d 23 + 2 · dK(C¯i), and (3.39)
• thatA3−uni needs at most at most
∑qi
j=1
42 · d 13 + 56 ·
√
dK(C¯i ∪ Gij,Vi j) substantial tests1 in
step 2 to identify all vertices in Γ(C¯i ∪ Gij,Vi j) for j = 1, . . . , qi.
Altogether, these are less than
(Φ(C¯i) + 1) ·
56 ·
(
d
1
3 +
√
dK(C¯i)
)
+
qi∑
j=1
56 ·
(
d
1
3 +
√
dK(C¯i ∪ Gij)
)
substantial tests1 for each C¯i in the first two steps (i = 1, . . . , p¯ − 1).
Analogously to Stage III, we have
qi∑
j=1
√
dK(C¯i ∪ Gij)
≤ 43 · d 13 ·
√
dK(C¯i) + 57 · dK(C¯i) +
√
43 · d 13 · 3 · d +
√
57 ·
√
dK(C¯i, V¯i) · 3 · d
1Plus those substantial tests that are already counted in (3.14).
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< 43 · d 13 ·
√
dK(C¯i) + 57 · dK(C¯i) + 12 · d 23 + 14 · 4
√
dK(C¯i, V¯i) ·
√
d
≤ 114 ·
(
dK(C¯i) + d
2
3
)
,
due to
√
dK(C¯i ∪ Gij) ≤
√
dK(C¯i) +
√
dK(Gij), (3.16) and (3.37). Further applies
qi∑
j=1
d
1
3 ≤ 57 ·
(
d
2
3 +
√
dK(C¯i, V¯i) · d 13
)
,
and thus
(Φ(C¯i) + 1) ·
56 ·
(
d
1
3 +
√
dK(C¯i)
)
+
qi∑
j=1
56 ·
(
d
1
3 +
√
dK(C¯i ∪ Gij)
)
≤
 dnew(C¯i)
dK(C¯i) + d
2
3
+ 1
 · [56 · (d 13 + √dK(C¯i) + 57 · (d 23 + √dK(C¯i, V¯i) · d 13 ) + 114 · (dK(C¯i) + d 23 ))]
= O
(
dnew(C¯i) + dK(C¯i) + d
2
3
)
. (3.40)
In step 3 the algorithm finds for all x ∈ Γ(C¯i ∪ Gij,Vi j) all edges in
D˚({x} ∪ C¯i ∪ Gij)
for j = 1, . . . , qi, and, due to Lemma 3.8, this costs in total at most
qi∑
j=1
∑
x∈Γ(C¯i∪Gij,Vi j)
3 · d˚K({x} ∪ C¯i ∪ Gij)
substantial tests1. Since C¯i ∪Gij is free and x ∈ Γ(C¯i ∪Gij,Vi j) with Γ(C¯i ∪Gij,Vi j)∩ Γ(C¯i) = ∅, we
receive
d˚K({x} ∪ C¯i ∪ Gij) = di jx + dK({x}, C¯i,Gij)
and so the algorithm enters step 3 only if
qi∑
j=1
∑
x∈Γ(C¯i∪Gij,Vi j)
di jx =
qi∑
j=1
eK(Gij,V
i j) ≤ 4 · d 23 + 2 · dK(C¯i).
Hence, there are at most
qi∑
j=1
∑
x∈Γ(C¯i∪Gij,Vi j)
3 · d˚K({x} ∪ C¯i ∪ Gij)
= 3 ·
qi∑
j=1
∑
x∈Γ(C¯i∪Gij,Vi j)
di jx + 3 ·
qi∑
j=1
∑
x∈Γ(C¯i∪Gij,Vi j)
dK({x}, C¯i,Gij)
1Plus those substantial tests that are already counted in (3.14).
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= O
(
dK(C¯i) + d
2
3
)
+ 3 ·
qi∑
j=1
dK(Γ(C¯i ∪ Gij,Vi j), C¯i,Gij)︸                               ︷︷                               ︸
≤dK(C¯i)
= O
(
dK(C¯i) + d
2
3
)
(3.41)
substantial tests1 in step 3. It applies again that
p¯∑
i=1
dnew(C¯i) ≤ d
and therefore
p¯∑
i=1
[ steps 1 and 2︷                           ︸︸                           ︷
O
(
dnew(C¯i) + dK(C¯i) + d
2
3
)
+
step 3︷             ︸︸             ︷
O
(
dK(C¯i ∪ d 23 )
) ]
= O(d). (3.42)
Thus, we obtain:
Theorem 3.15. Let H = (V,E) be a 3-uniform hypergraph with d defective edges where d is known.
Then, it exists a search algorithm that finds all defective edges in H by at most
d ·
⌈
log2
( |E|
d
)⌉
+ O (d)
tests.
1Plus those substantial tests that are already counted in (3.14).
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Chapter 4
Conclusions and Outlook
In this thesis, we have examined a lower and an upper bound for the group testing problem on
hypergraphs. We have shown, that for hypergraphs of rank r there is an algorithm that finds
all defective edges by at most
d · log2 |E| + c · d
r
2
tests for some constant c > 0. On the other hand, we have constructed a hypergraph of rank r,
namely Hr,n (compare: p. 7), with a defective edge set D, |D| = d, such that in the worst case no
search algorithm can do better then using at least
d · log2 |E| +
1
2
(2
r
) r
2 · d r2
tests.
To prove the upper bound, we have introduced two algorithms. The first one works only for
hypergraphs of rank≤ 3, in return it provides a much better constant than the second algorithm,
which works for any hypergraphs of bounded rank.
Future work might shrink the gap between upper and lower bound by a more lavishly algorithm
and a finer estimation.
In Chapter 3, we have proven a conjuncture of Du and Hwang for 3-uniform hypergraphs.
Although we have become quite convinced that the conjecture of Du and Hwang is true for
r-uniform hypergraphs, the question remains unsolved for r ≥ 4.
Thus we narrow the conjecture of Du and Hwang to:
Conjecture 4.1. Let H be a r-uniform hypergraph, then
c(H, d) = d ·
⌈
log2
( |E|
d
)⌉
+ O(d).
With a lot of effort, one could probably adopt the algorithm for 3-uniform graphs to find all
defective edges in 4- or 5-uniform hypergraphs by inventing additional stages and generalizing
the partitioning lemmas (Lemma 3.2 to Lemma 3.6). But for a general proof, it seems more
reasonable to look for a different approach.
97
98 CHAPTER 4. CONCLUSIONS AND OUTLOOK
The main idea of all algorithm that we have presented is the following: First of all, partition the
vertex set V of a given hypergraph H = (V,E) into free sets and secondly, combine these sets to
construct tests that cover all edges.
The dimension of the number of sets that are at least needed to partition V into free sets depends
upon the cardinality of the smallest edges in H, while the number of sets that we have to combine
depends on the cardinality of the largest edges in H, the rank of H.
Hence, we conjecture:
Conjecture 4.2. Let H be a hypergraph of rank r and let ` be the smallest cardinality of edges in H, then
c(H, d) = d ·
⌈
log2
( |E|
d
)⌉
+ O(d r` ).
A proof of this statement would imply all our results.
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List of notations
|A| cardinality of a set A, 1
|e| cardinality of an edge e, 1
 total order, 4
dxe the smallest integer not less than x, 2
2V {e : e ⊆ V}, 1(
V
2
)
{e ⊂ V : |e| = 2}, 7
Ax {e ∈ E(X) : x is left endvertex of e}, 4
c(S,F ) worst-case complexity of (S, F), 2
c(H, d) worst-case complexity of finding d defective edges in H, 3
d number of defective edges, 9
D set of defective edges, 9
dK number of known defective edges, 9
DK set of known defective edges, 9
D(X) {e ∈ D : e ∩ X , ∅}, 10
d(X) cardinality of D(X), 10
DK(X) {e ∈ DK : e ∩ X , ∅}, 10
dK(X) cardinality of DK(X), 10
D˚(X) {e ∈ D : e ⊂ X}, 10
d˚(X) cardinality of D˚(X), 10
D˚K(X) {e ∈ DK : e ⊂ X}, 10
d˚K(X) cardinality of D˚K(X), 10
D(X,Y) {e ∈ D˚(X ∪U) : |e ∩ X| , ∅}, 10
d(X,Y) cardinality of D(X,Y), 10
DK(X,Y) {e ∈ D˚K(X ∪U) : |e ∩ X| , ∅}, 10
dK(X,Y) cardinality of DK(X,Y), 10
D(X,Y,Z) {e ∈ D˚(X ∪ Y ∪ Z) : |e ∩ X| = |e ∩ Y| = |e ∩ Z| = 1}, 10
d(X,Y,Z) cardinality of D(X,Y,Z), 10
DK(X,Y,Z) {e ∈ D˚K(X ∪ Y ∪ Z) : |e ∩ X| = |e ∩ Y| = |e ∩ Z| = 1}, 10
dK(X,Y,Z) cardinality of DK(X,Y,Z), 10
E = E(H) edge set (of hypergraph H), 1
E(S) {e ∈ E : e ⊂ S}, 1
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eK(X) |{e ∈ DK | ∃v ∈ Γ(X), with e ⊂ {v} ∪ X}|, 48
F test family, 1
Fmon set of monotone tests, 2
ft(v) |Ft(v)|, 35
Ft(v) {k : v ∈ Ftk}, 35
Γ(X) {y ∈ V\X : ∃e ∈ D, e ⊂ {y} ∪ X}, 10
ΓK(X) {y ∈ V\X : ∃e ∈ DK, e ⊂ {y} ∪ X}, 10
H(V,E) hypergraph on vertex set V with edge set E, 1
L(A, x∗) number of tests to determine x∗, 2
NK (X) set of dK-neighbors of X, 30
PkK(V) set of all strongly DK-independent vertex sets of cardinality k, 30
r(H) rank of hypergraph H, 1
S search domain, 1
(S,F ) search process, 1
V = V(H) vertex set of hypergraph H, 1
Xx {y ∈ X : ∃{x, y} ∈ E(X) and x  y}, 4
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Index
DK-independent, 9
dK-neighbour, 30
r-uniform, 1
(successful) search algorithm, 1
strongly DK-independent, 30
adjacent, 1
alphabetic search, 2
alphabetically sorted, 4
binary search, 1
combinatorial search process, 1
complete graph, 1
defective element, 2
edge, 1
free vertex set, 5
good element, 2
graph, 1
group testing problem, 2
halving procedure, 2
hyperedge, 1
hypergraph, 1
independent, 1
information-theoretic bound, 2
joined by an edge, 1
known defective edge, 9
large vertex, 77
left / right endvertex, 4
loop, 1
lying right of a vertex, 4
negative test, 2
neighbor, 1
positive test, 2
predetermined, 1
questions, 1
rank of a hypergraph, 1
reasonable test, 10
rightmost set, 4
search domain, 1
search process, 1
selectable vertex set, 4
sequential algorithm, 1
simple hypergraph, 1
strongly independent, 1
test, 1
test family, 1
vertex, 1
vertex cover, 1
worst-case complexity, 2
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