We study the possible growth rates of the Kolmogorov complexity of initial segments of sequences that are random with respect to some computable measure on 2 ω , the so-called proper sequences. Our main results are as follows: (1) We show that the initial segment complexity of a proper sequence X is bounded from below by a computable function (that is, X is complex) if and only if X is random with respect to some computable, continuous measure. (2) We prove that a uniform version of the previous result fails to hold: there is a family of complex sequences that are random with respect to a single computable measure such that for every computable, continuous measure µ, some sequence in this family fails to be random with respect to µ. (3) We show that there are proper sequences with extremely slow-growing initial segment complexity, that is, there is a proper sequence the initial segment complexity of which is infinitely often below every computable function, and even a proper sequence the initial segment complexity of which is dominated by all computable functions. (4) We prove various facts about the Turing degrees of such sequences and show that they are useful in the study of certain classes of pathological measures on 2 ω , namely diminutive measures and trivial measures.
Introduction
The Levin-Schnorr Theorem establishes the equivalence of a certain measure-theoretic notion of typicality for infinite sequences (known as Martin-Löf randomness) with a notion of incompressibility given in terms of Kolmogorov complexity. Although the Levin-Schnorr Theorem is usually formulated for sequences that are random with respect to the Lebesgue measure on 2 ω , it is well known that the theorem can be generalized to hold for any computable probability measure on 2 ω . More specifically, a sequence X ∈ 2 ω is Martin-Löf random with respect to a computable measure µ if and only if the initial segment complexity of X↾n is bounded from below by − log µ(X↾n). Thus we see that certain values of the measure µ constrain the possible values of the initial segment complexities of the µ-random sequences.
In this study, we further explore the interaction between computable measures and the initial segment complexity of the sequences that are random with respect to these measures (hereafter, we will refer to those sequences that are random with respect to a computable measure as proper sequences, following the terminology of Zvonkin and Levin [1] ). In the first half of this article we focus on the relationship between a class of sequences known as complex sequences and those sequences that are random with respect to a computable, continuous measure. First studied systematically by Kjos-Hanssen et al. [2] (but also studied earlier by Kanovič [3] ), complex sequences are those sequences whose initial segment complexities are bounded below by some computable function. We characterize the complex proper sequences as the sequences that are random with respect to some computable continuous measure. This is done by studying the "removability" of µ-atoms, that is, sequences X such that µ({X}) > 0: We show that if a sequence X is complex and random with respect to some computable measure µ, we can define a computable, continuous measure ν such that X is random with respect to ν by removing the atoms from µ while preserving X's randomness. It is natural to ask whether this removal of atoms can always be carried out while preserving all non-atomic random sequences simultaneously, again assuming that all of these random sequences are complex. We show that this is not the case.
Using this characterization of complex sequences through computable continuous measures, we establish new results on the relationship between the notions of avoidability, hyperavoidability, semigenericity, and not being random for any computable, continuous measure. More specifically, when restricted to the collection of proper sequences, we show that these four notions are equivalent to being complex. We also study the granularity of a computable, continuous measure µ and show that the inverse of the granularity function provides a uniform lower bound for the initial segment complexity of µ-random sequences.
In the second half of this article we turn our attention to atomic computable measures, that is, computable measures µ that have µ-atoms. First, we study atomic measures µ with the property that every µ-random sequence is either a µ-atom or is complex. We show that for such measures µ, even though the initial segment complexity of each non-atom µ-random sequence is bounded from below by some computable function, there is in general no uniform computable lower bound for every non-atom µ-random sequence. Next, we construct a computable atomic measure µ with the property that the initial segment complexity of each µ-random sequence dominates no computable function, and a computable atomic measure ν with the property that the initial segment complexity of each ν-random sequence is dominated by all computable functions. The former sequences are called infinitely often anti-complex, while the latter are known simply as anti-complex.
Lastly, we study two specific kinds of atomic measures: diminutive measures and trivial measures. Here, a measure µ is trivial if µ(Atoms µ ) = 1, and diminutive measures are defined as follows. First, for C ⊆ 2 ω , C is diminutive if it does not contain a computably perfect subclass. Let µ be a computable measure, and let (U i ) i∈ω be a universal µ-Martin-Löf test. Then we say that µ is diminutive if U c i is a diminutive Π 0 1 class for every i. We show that while every computable trivial measure is diminutive, the converse does not hold. The proof of this last statement gives an alternative, priorityfree proof of a result by Kautz [4] showing that there is a computable, non-trivial measure µ such that there is no ∆ 0 2 , non-computable X ∈ MLR µ .
The remainder of the article is organized as follows. In Section 2, we provide some background on computability theory and algorithmic randomness. Section 2.5 contains a discussion of the basic properties of complex sequences. The relationship between complex sequences and randomness with respect to computable, continuous measures is investigated in Section 3. In Section 4 we study the behavior of complex proper sequences in the context of atomic measures. Next, in Section 5, we consider non-complex proper sequences. Lastly, in Section 6 we relate the results of Section 5 to the class of diminutive measures.
Background

Some computability theory
We assume that the reader is familiar with the basics of computability theory (for instance, the material covered in Soare [ 
τ , where σ τ means that σ is an initial segment of τ . Moreover, for each σ ∈ 2 <ω , we define Φ σ to be the maximal string (in the order given by ) in {τ : (∃σ
We then define Φ X to be the maximal (in the order given by ) sequence z ∈ 2 <ω ∪ 2 ω such that Φ X↾n is a prefix of z for all n, and we set dom(
ω , and Φ is called a wtt-functional if there exists a computable function f : ω → ω such that for all n and τ with |τ | = n, if Φ X τ for some X ∈ 2 ω , then there is
Kolmogorov complexity and a priori complexity
Recall that the prefix-free Kolmogorov complexity of a string σ ∈ 2 <ω is defined as the length of the shortest program producing σ by a fixed universal, prefix-free machine U , that is, as K(σ) = min{|τ | : τ ∈ 2 <ω & U (τ ) = σ}. We will more frequently work with a priori complexity, which is defined in terms of semi-measures on 2 ω . Recall that if we denote the empty string by ε then a semi-measure is a function ρ :
<ω . A semi-measure is left-c.e. if there is a computable function ρ : 2 <ω × ω → Q 2 , non-decreasing in its second argument, and such that for all σ, lim i→+∞ ρ(σ, i) = ρ(σ). That is, the values of ρ on basic open sets are uniformly effectively approximable from below.
The following is a well-known fact first proved by Zvonkin and Levin [1] . 
For the rest of the article, fix a universal left-c.e. semi-measure M . Then we define the a priori complexity of σ ∈ 2 <ω , denoted KA(σ), to be − log M (σ). Notice that KA is monotonic with respect to the prefix order, that is, for σ ≺ τ we have KA(σ) < KA(τ ).
The following result provides a useful correspondence between Turing functionals and left-c.e. semi-measures. For a left-c.e. semi-measure ρ, if Φ is a Turing functional such that λ Φ = ρ, we say that Φ induces ρ. It is not hard to verify that if Φ is a universal Turing functional, that is, Φ(1 e 0X) ≃ Φ e (X) for every e ∈ ω and X ∈ 2 ω , then Φ induces the universal left-c.e. semi-measure.
Theorem 2.2 (Zvonkin and Levin [1]). (i) For every Turing functional Φ, the function defined by
It is straightforward to show that KA(σ) ≤ K(σ) + O(1) for every σ ∈ 2 <ω . Another useful inequality comparing K and KA, not explicitly proved elsewhere, is the following.
Proof. See Appendix A.
Computable measures on
−i for every σ ∈ 2 <ω and i ∈ ω. From now on, we will write µ( σ ) as µ(σ); and similarly, for V ⊆ 2 <ω , we write µ( V ) as µ(V ). The Lebesgue measure on 2 ω is denoted λ. For a measure µ on 2
Proposition 2.4 (Kautz [4]). If µ is a computable measure and X ∈ Atoms µ , then X is computable.
If µ is a computable measure on 2 ω , then Φ is called µ-almost total if µ(dom(Φ)) = 1. The correspondence given by Theorem 2.2 can be extended to λ-almost total Turing functionals and computable measures. 
Martin-Löf randomness
Let µ be a computable measure on 2 ω . Recall that a µ-Martin-Löf test is a sequence of uniformly Σ
We will write MLR λ simply as MLR.
Definition 2.6 (Zvonkin and Levin [1] ). We call a sequence X ∈ 2 ω proper if there exists a computable measure µ such that X ∈ MLR µ .
As discussed in the introduction, the Levin-Schnorr Theorem plays a central role in this article. [8] ; Schnorr, see Chaitin [9] ). X ∈ 2 ω is Martin-Löf random with respect to a computable measure µ if and only if (∃c)(∀n) K(X↾n) ≥ − log(µ(X↾n)) − c.
Theorem 2.7 (Levin
Levin [10] also proved a version of Theorem 2.7 with KA in place of K. The following results will be particularly useful. Theorem 2.8 (Kurtz [11] ). If µ is a computable measure and P is a Π 0 1 class such that µ(P) = 0, then MLR µ ∩ P = ∅. Theorem 2.9 (Randomness preservation). Let µ be a computable measure and let Φ be a µ-almost total Turing functional.
For a proof of this result, see, for instance, Bienvenu and Porter [12] .
Complex sequences
A function f : ω → ω is an order if f is unbounded and non-decreasing. In the sequel, we will require that our orders g satisfy g(0) = 0. For an order g, we define g −1 (n) = min{k : g(k) ≥ n}. Notice that g −1 is itself an order.
Lemma 2.10. Let f and g be orders. (i) If there is some
As an immediate consequence of Lemma 2.10(i), we have: X ∈ 2 ω is complex if there is some computable order f : ω → ω such that K(X↾n) ≥ f (n) for all n. Similarly X ∈ 2 ω is autocomplex if there is some X-computable order f : ω → ω such that K(X↾n) ≥ f (n) for all n. As shown by Kjos-Hanssen et al. [2] , it is straightforward to show that X ∈ 2 ω is complex (resp. autocomplex) if and only if there is some computable (resp. X-computable) order f such that K(X↾f (n)) ≥ n.
While we focus almost exclusively on complexity in this article, the following is worth noting:
Proposition 2.12. If X ∈ 2 ω is proper and non-computable, then X is autocomplex.
Proof. Let X ∈ 2 ω be a non-computable sequence, and suppose that X ∈ MLR µ for some computable measure µ. By Theorem 2.7, we have K(X↾n) ≥ − log(µ(X↾n))−c for some c. Since the function n → − log(µ(X↾n))−c is X-computable, it follows that X is autocomplex.
Remark 2.13. The converse of Proposition 2.12 does not hold: Miller [13] constructed an X ∈ 2 ω of effective Hausdorff dimension 1/2 which does not compute any sequence of higher effective Hausdorff dimension. Then X is clearly complex (and thus autocomplex), but if X computed any non-computable proper sequence it would compute a Y ∈ MLR by a result of Zvonkin and Levin [1] and Kautz [4, Theorem IV.3.14 (ii)]. Then Y has effective Hausdorff dimension 1, contradiction.
A variant of complexity that will feature prominently in this study is strong complexity, which is defined in terms of a priori complexity instead of prefix-free Kolmogorov complexity. Definition 2.14. X ∈ 2 ω is strongly complex if there is some computable order f such that KA(X↾n) ≥ f (n) for all n.
One particularly nice feature of strong complexity is given by the following result.
Lemma 2.15. Let X ∈ 2 ω and let f and g be (not necessarily computable) order.
An immediate consequence of Lemma 2.15 is an alternative characterization of strong complexity.
Corollary 2.16. X ∈ 2 ω is strongly complex if and only if there is some computable order f such that KA(X↾f (n)) ≥ n for all n.
The following observation was already claimed by Higuchi et al. [14] without an explicit proof. Proof. See Appendix A.
Lastly, we will make use of the following known result.
Lemma 2.18 (Bienvenu and Porter [12] ). If X is complex and X ≤ wtt Y , then Y is complex.
Complex sequences and computable, continuous measures
In this section, we study the relationship between proper complex sequences and computable, continuous measures; this can be seen as an extension of the work of Reimann [15] who studied the relationship between complex sequences and (not necessarily computable) continuous measures. First we show that for proper sequences being complex is equivalent to being random with respect to a computable, continuous measure; this result will be used as a technical tool throughout the rest of this article. Next we discuss some interesting consequences of this result. Finally we use the notion of granularity of a computable, continuous measure to show that the complexity of all sequences that are random for such a measure is witnessed by a common lower complexity bound.
Characterizing complex proper sequences
According to Proposition 2.12, if µ is a computable measure and X ∈ MLR µ is non-computable, then X is autocomplex. However, in the case that µ is continuous, we can prove something stronger. To do so, we will make use of the following lemma. We will give an alternative proof of this result in Section 3.3, when we introduce the notion of the granularity of a computable measure.
Remark 3.3. The converse of Theorem 3.2 does not hold, since there are complex sequences that are not random with respect to any computable measure. For instance, the example cited in Remark 2.13 shows that the converse fails.
We can, however, obtain a partial converse of Theorem 3.2 when we restrict to proper complex sequences.
ω is complex and proper, then there is a computable, continuous measure ν such that X ∈ MLR ν .
Note that without the complexity assumption this statement is trivially false by Theorem 3.2.
To prove Theorem 3.4, we need the following lemma, which will also be useful in the further course of the article. Proof. If µ is continuous, then we are done. Suppose, then, that µ is atomic. By Theorem 2.8, since X ∈ MLR µ and X ∈ P, it must be the case that µ(P) > 0. Let T be a computable tree such that P = [T ]. We define a computable, continuous measure ν such that X ∈ MLR ν in a straightforward fashion: If σ ∈ T , we set ν(σ) = µ(σ). If σ / ∈ T , we have two cases to consider. Letting σ − denote the initial segment of σ of length |σ| − 1, we set
. Clearly ν is a computable measure. To see that ν is continuous, given Y ∈ 2 ω , we have two cases to consider. First, if Y ∈ P, then since P contains no computable sequences, it follows from Proposition 2.
for all sufficiently large n, and hence
Finally, we claim that X ∈ MLR ν . Since X ∈ MLR µ , it follows from the Levin-Schnorr Theorem 2.7 that
Proof of Theorem 3.4. Let X and µ be as in the statement of the theorem. Since X is complex, let f be a computable
class that contains X but does not contain any computable members. Then, by Lemma 3.5, there is some computable, continuous measure ν such that X ∈ MLR ν .
Consequences of the characterization
There are a number of interesting results that follow from Theorems 3.2 and 3.4. The first involves the class NCR comp , which is the collection of sequences that are not random with respect to any computable, continuous measure, first introduced by Bienvenu and Porter [12] . NCR comp can be seen as the computable analogue of the collection NCR 1 of sequences that are not Martin-Löf random with respect to any continuous measure, which has been studied by Reimann and Slaman [16, 17] .
It follows from a result of Reimann [15, Theorem 5] that no complex sequence is contained in NCR 1 . This does not characterize NCR 1 , as there are continuum many non-complex sequences (which follows, for instance, from Theorem 5.9 below) but only countably many sequences in NCR 1 as shown by Reimann and Slaman [16] . However, when we restrict to proper sequences, we get a precise characterization of NCR comp in terms of complexity.
Proof. The direction (⇒) follows from Theorem 3.2, while the direction (⇐) follows from Theorem 3.4.
Another consequence of Theorems 3.2 and 3.4 involves the notion of semigenericity, which was studied by Demuth and later by Demuth and Kučera [18, 19] . Proof. Suppose that X is not computable and that X / ∈ NCR comp . Then there is a computable, continuous measure µ such that X ∈ MLR µ . If (U i ) i∈ω is a universal µ-Martin-Löf test, then there is some i such that X ∈ U c i . But U c i is a Π 0 1 class containing no computable sequence, since µ has no atoms. Thus X is not semigeneric.
Suppose now that X is not semigeneric. Then there is some Π 0 1 class with no computable members that contains X. But since X ∈ MLR µ , we can apply Lemma 3.5 to conclude that X ∈ MLR ν for some computable, continuous measure ν.
From Corollary 3.6 and Theorem 3.8 we can conclude the following:
Corollary 3.9. Let X ∈ 2 ω be proper. Then one and only one of the following holds:
Remark 3.10. One can directly prove that complex sequences are not semigeneric without the assumption of properness: As in the proof of Theorem 3.4, for a given sequence X ∈ 2 ω whose complexity is witnessed by a computable order f , the Π
One surprising, significant consequence of Corollary 3.9 concerns the notions of avoidability and hyperavoidability, systematically studied by Miller. (Miller [20] ). Let X ∈ 2 ω . (i) Then X is avoidable if there is some partial computable function p such that for every computable set M and every index e for M , p(e)↓ and X↾p(e) = M ↾p(e). (ii) Moreover, X is hyperavoidable if X is avoidable with a total p as above.
Definition 3.11
(iii) X is conditionally avoidable if X is avoidable but not hyperavoidable.
Miller proved a strong separation of the notions of avoidability and hyperavoidability. Theorem 3.12 (Miller [20] ). There are continuum many conditionally avoidable sequences.
The following two results show the relevance of avoidability and hyperavoidability to the present discussion. Theorem 3.13 (Demuth and Kučera [19] ; see also Kučera, Nies, and Porter [21] ). Let X ∈ 2 ω be a non-computable sequence. Then X is avoidable if and only if X is not semigeneric. Theorem 3.14 (Kjos-Hanssen et al. [2] ). Let X ∈ 2 ω . Then X is hyperavoidable if and only if X is complex.
Combined with Corollary 3.9, Theorems 3.13 and 3.14 immediately yield the following. 
In particular, no conditionally avoidable sequence is proper.
The relationship between these various concepts is summed up in Figure 1 . 
The granularity of a continuous, computable measure
Definition 3.16 (Barmpalias, Greenberg, Montalbán, and Slaman [22] ). Let µ be a continuous measure. The granularity function of µ, denoted g µ , is the order mapping n to the least ℓ such that µ(σ) < 2 −n for every σ of length ℓ.
By the following result, g µ need not be computable in general.
Proposition 3.17. There is a computable, continuous measure µ such that the granularity g µ of µ is not computable.
Proof. We provide a sketch of the proof and leave the details to the reader. The idea is to define g µ (n) to be either 2n or 2n+1 depending on whether ϕ n (n)↓ or ϕ n (n)↑. To do so, for all strings σ of length 2n except for the two rightmost strings of length 2n (denoted τ 0 and τ 1 ), µ(σ) is defined to be 1 2 µ(σ). For τ 0 and τ 1 , we set µ s (τ 0 ) = 0 and µ s (τ 1 ) = µ s (τ − 1 ) for every stages s such that ϕ n,s (n)↑; if there is some least stage t such that ϕ n,t (n)↓, we set µ t (τ 0 ) = 2 −t and µ t (τ 1 ) = µ t (τ − 1 )− 2 −t . One can easily verify that the resulting function g µ has the desired properties.
One useful property of the granularity of a measure µ is that its inverse g −1 µ provides a (not necessarily computable) lower bound on the initial segment complexity of the µ-random sequences. Proposition 3.18. Let µ be a computable, continuous measure and let X ∈ MLR µ . Then there is some c such that for every n, KA(X↾g µ (n)) ≥ n − c and thus 
To obtain the desired computable lower bound for the initial segment complexity of the µ-random sequences for a computable, continuous measure µ, we apply Lemma 2.10(i) to the inequality g µ (n) ≤ f (n) < g µ (n + 2) from Lemma 3.19 to conclude that g
Combined with Proposition 3.18, this yields the following.
Theorem 3.20. If µ is a continuous, computable measure, there is a computable order
h such that |h(n) − g −1 µ (n)| ≤ O(1) and for every X ∈ MLR µ , K(X↾n) ≥ h(n).
Complex proper sequences and atomic measures
According to Theorem 3.4, if a sequence X is complex and random with respect to some computable measure µ, we can define a computable, continuous measure ν such that X is random with respect to ν by removing the atoms from µ; X's randomness could be preserved in this process by using that µ-atoms are recognizably non-complex, which allowed distinguishing them from X. It is natural to ask whether this removal of atoms can always be carried out while preserving all non-atomic random sequences simultaneously, again assuming that all of these random sequences are complex. We give a negative answer to this question with the following theorem. Recall that in Lemma 3.19 we showed that the granularity function of every computable, continuous measure is dominated by some computable function. Clearly, atomic measures do not have a granularity function, but as a useful tool for proving the above theorem we can define a notion of local granularity, that is, a function that behaves like the granularity of a measure µ along some a fixed non-µ-atom X. Definition 4.2. Let a computable measure µ and X / ∈ Atoms µ be given. The local granularity function g
A key result about the local granularity function of a measure µ used in the proof of Theorem 4.1 is the following.
Lemma 4.3.
Let µ be a computable measure and f be a computable order. Then there is a constant d such that, for all X / ∈ Atoms µ with KA(X↾f (n)) ≥ n for every n, we have that
. By the definition of a priori complexity and our assumptions on X, we have that for all n,
and so for every n we have µ(X↾f (n + e + 1)) < 2 −n . This implies that g X µ (n) ≤ f (n + e + 1) for every n. Proof of Theorem 4.1. Let (ϕ i ) i∈ω be an effective enumeration of all partial computable functions. The key to our construction is to define the measure µ so that for every i ∈ Tot = {i : ϕ i is total}, there is some X ∈ MLR µ \ Atoms µ such that g X µ (n) is not dominated by ϕ i . We adopt the standard convention that for all i and n, if ϕ i (n) halts in s steps, then ϕ i (n) ≤ s. We further assume that for n ≥ 0, the number of stages it takes for ϕ i (n + 1) to halt is always strictly greater than the number of stages it takes for ϕ i (n) to halt. Lastly, we assume that if ϕ i (n)↓, then ϕ i (k)↓ for all k < n.
For each i ∈ ω we will define a sequence of natural numbers (n i [s]) s∈ω such that at stage s we will evaluate the function ϕ i at n i [s] + i. For each i ∈ ω, we will also define a sequence of finite sets of strings (L i [s]) s∈ω which correspond to action taken at stage s to ensure that ϕ i does not bound g (ii) If σ is of the form τ 0 j for some τ ∈ L i [s−1] and some j ∈ ω and some i < s, then we check whether
-If yes, then we set µ(τ 0
. This finishes the construction.
Verification. We now verify a series of claims.
Proof of Claim 1. If ϕ i is not total, then let n i = lim s→∞ n i [s], so that n i is the least n such that
, which exists by the construction. Then inside the neighborhood 0 i 1 , µ is concentrated on a finite number of elements: 
Let X↾ℓ be the shortest initial segment of X such that µ(X↾ℓ)
. By the construction, at this stage we set µ(
Proof of Claim 3. To see this, first note that every X ∈ 0 i 1 such that µ(X↾n) > 0 for every n can be written as
where b i ∈ {0, 1} for each i and the sequence (t ℓ ) ℓ∈ω is defined inductively as follows. First, t 0 is the least stage s such that ϕ i (i)[s]↓. Having defined t 0 , . . . , t k , we define t k+1 to be the least stage s ≥ 0 such that ϕ i ((k + 1) + i) halts in s + k j=0 t j steps (such an s exists by our convention that the number of stages needed to compute ϕ i (n + 1) is strictly greater than the number of stages needed to compute ϕ i (n) for every i and n). Note that the values (t ℓ ) ℓ∈ω only depend on the index i and not on X ∈ 0 i 1 . Moreover, since ϕ i is total, the sequence (t ℓ ) ℓ∈ω is computable. Now let Φ be the total Turing functional such that for Y = y 0 y 1 y 2 . . . with y i ∈ {0, 1} for all i we have
where the t ℓ 's are as above. Note that Φ is injective, and thus induces a continuous measure λ Φ such that λ Φ = 2 i+1 µ↾ 0 i 1 . It is not hard to show that this latter fact implies that MLR λ Φ = MLR µ ∩ 0 i 1 . By Claim 2, it follows that λ Φ is continuous. But then by Theorem 3.2, every X ∈ MLR λ Φ = MLR µ ∩ 0 i 1 is complex, which establishes the claim.
Proof of Claim 4.
Suppose that i ∈ Tot and let X ∈ MLR µ ∩ 0 i 1 be given. Then by definition of µ, X must have the form
where the sequence (t ℓ ) ℓ∈ω is as above and b i ∈ {0, 1} for every i ∈ ω. Now given k ≥ 0, if n is least such that µ(X↾n) < 2 −(i+k) , then by our construction we have
Recall that by the definition of the sequence (t ℓ ) ℓ∈ω , for each k ≥ 0, ϕ i (k + i) halts in k j=0 t j steps and thus ϕ i (k + i) ≤ k j=0 t j . It follows from this and the definition of the local granularity g
Thus for all k ≥ 0, we have g
There is no computable order h such that for every X ∈ MLR µ \ Atoms µ we have KA(X↾n) ≥ h(n).
Proof of Claim 5. Suppose for the sake of contradiction there is a computable order h such that for every X ∈ MLR µ \ Atoms µ we have KA(X↾n) ≥ h(n) for all n. Hence by Lemma 2.15(ii) we have KA(X↾h −1 (n)) ≥ n for every n and every X ∈ MLR µ \ Atoms µ . Applying Lemma 4.3 to h −1 , it follows that there is some d such that for every X ∈ MLR µ \ Atoms µ and every n we have g 20 , there is a computable order h such that for every X ∈ MLR ν we have KA(X↾n) ≥ h(n). In particular this holds for every X ∈ MLR µ \ Atoms µ , which contradicts Claim 5.
Non-complex proper sequences
In this section, we study the initial segment complexity of sequences that are random with respect to a computable atomic measure. We begin by reviewing several notions of non-complexity defined in terms of prefix-free complexity and then prove equivalent formulations in terms of a priori complexity.
Notions of non-complexity
In this subsection we recall several notions of non-complexity. The first notion, known as infinitely often complexity, was introduced by Hölzl and Merkle [23] and further studied by Higuchi and Kihara [24] . The second notion, known as anti-complexity, was introduced in Franklin et al. [25] . Lastly, we introduce infinitely often anti-complexity, which is a natural modification of anti-complexity. Although the former two notions are typically expressed in terms of plain Kolmogorov complexity, they can be equivalently expressed in prefix-free complexity, which we do here.
Definition 5.1. Let X ∈ 2 ω . (i) X is infinitely often complex (or i.o. complex) if there is some computable order f such that K(X↾f (n)) ≥ n for infinitely many n. (ii) X is anti-complex if for every computable order f we have K(X↾f (n)) ≤ n for almost every n. (iii) X is infinitely often anti-complex (or i.o. anti-complex) if for every computable order f we have K(X↾f (n)) ≤ n for infinitely many n.
It is clear that a sequence is anti-complex if and only if it is not i.o. complex, and that a sequence is i.o. anti-complex if and only if it is not complex. Thus, every sequence is either complex, i.o. complex but not complex (and hence i.o. anti-complex), or anti-complex. As we will discuss in Section 5, there are non-computable proper sequences belonging to each of the latter two classes.
Note that it is not equivalent to define a sequence X to be i.o. complex if there is some computable order f such that K(X↾n) ≥ f (n) for infinitely many n. For as observed by Hölzl and Merkle [23] , every sequence satisfies this latter property. This follows from the fact that (i) for any X ∈ 2 ω , K(X↾n) ≥ K(n) − O(1) and that (ii) there are computable functions f such that f (n) ≤ K(n) for infinitely many n (for example, Solovay functions; see Bienvenu and Downey [26] ).
Similarly, it is not true that X is anti-complex if and only if for every computable order f, K(X↾n) ≤ f (n) for almost every n. This follows from the fact established by Bienvenu and Downey [26, Theorem 4.3] (1), and that (ii) not every anti-complex sequence is K-trivial (Franklin et al. [25] show that every high degree contains an anti-complex sequence, but every K-trivial sequence has low Turing degree).
that (i) there is a computable order g such that K(X↾n) ≤ g(n) + O(1) if and only if
By contrast, given that a sequence is i.o. anti-complex if and only if it is not complex, it is straightforward to show that X ∈ 2 ω is i.o. anti-complex if and only if for every computable order f we have K(X↾n)) ≤ f (n) for infinitely many n. Just as with complexity, we can equivalently formulate the three notions of non-complexity in terms of a priori complexity. Proof. See Appendix A.
We also have the following additional characterizations of the above notions of non-complexity. 
(iii) X is i.o. anti-complex if and only if for every computable order f , we have KA(X↾n) ≤ f (n) for infinitely many n.
Note that if we replace KA with K in Proposition 5.3, the resulting statements are not true by the discussion prior to Proposition 5.2. We now study the relationship between the above notions and proper sequences.
Anti-complexity and randomness
We first discuss anti-complex, proper sequences. Franklin et al. [25] showed that every high degree contains an anti-complex sequence. The converse fails, as an anti-complex sequence need not compute a fast-growing function. In particular, there is an anti-complex sequence of hyperimmune-free degree. However, the situation markedly differs when we restrict to proper sequences. First, we show that every high, random wtt-degree contains an anti-complex proper sequence, and then we prove that every anti-complex proper sequence has high Turing degree. Recall that X ∈ 2 ω has high Turing degree if X ′ ≥ ∅ ′′ , or equivalently, if X computes a function that dominates every computable function.
Theorem 5.4. Suppose that X ∈ MLR and f ≤ wtt X dominates all computable functions. Then there is an anti-complex proper sequence Y ≡ T X.
Proof. Suppose that ϕ X = f , and let g(Z, n) bound the running time of ϕ Z (n) for Z ∈ 2 ω . For Z ∈ 2 ω write Z = z 0 z 1 z 2 . . . with z i ∈ {0, 1} for all i. We inductively define a functional Γ on input Z ∈ 2 ω in terms of blocks of output γ Z i as follows (hereafter we will write each γ Z i as γ i ). For each i ≥ 0, γ i will either be finite in length or undefined. For n ≥ 0, γ n is determined inductively as follows:
We then define Γ(Z) by
If ϕ Z is not total, then there is a least k such that ϕ Z (k)↑, and
If on the other hand ϕ Z is total, then
(Z, i), and set Y = Γ(X) and ℓ(n) = ℓ(X, n).
If h is the computable function that bounds the use of the computation ϕ X = f (where without loss of generality we can assume that h is an order), then since we can compute each of the values f (0), . . . , f (n) from X↾h(n), it follows that we can compute Y ↾ℓ(n) from X↾h(n) via Γ. That is, (X↾h(n), Y ↾ℓ(n)) ∈ S Γ , where S Γ is the c.e. set of pairs of strings that generates Γ. This
Taking the negative logarithm of both sides yields KA(Y ↾ℓ(n)) ≤ h(n) + c, and hence ℓ(ℓ −1 (n)) ≥ n implies, by the monotonicity of KA, that
We claim that Y is anti-complex. By the characterization of anti-complexity given by Proposition 5.3(ii), it suffices to show that h(ℓ −1 (n)) + c is dominated by all computable functions. First observe that since f (and hence g) dominates all computable functions, it follows that ℓ dominates all computable functions. Since ℓ is non-decreasing and unbounded, ℓ −1 is well-defined and is dominated by all computable functions by Corollary 2.11. Given some computable order k, suppose that there are infinitely many n such that h(ℓ −1 (n)) ≥ k(n) − c. Since h −1 is non-decreasing, it follows that there are infinitely many n such that
Since
Combining inequalities (1) and (2), it follows that there are infinitely many n such that
But this contradicts the fact that ℓ −1 is dominated by all computable functions. It follows that KA(Y ↾n) ≤ k(n) for almost every n. Since k was an arbitrary computable order, it follows by Proposition 5.3(ii) that Y is anti-complex. Proof. Let µ be a computable measure such that X ∈ MLR µ . We show that X computes some function f that dominates all computable functions. Since X is non-computable it is not an atom of µ, and therefore, by the LevinSchnorr Theorem 2.7, there is some X-computable order p(n) such that KA(X↾n) ≥ p(n) for all n. By Lemma 2.15(ii), KA(X↾p −1 (n)) ≥ n for all n, and setting f (n) = p −1 (2n), we have KA(X↾f (n)) ≥ 2n for all n. To see that f (n) = p −1 (2n) is the desired function, let g be an arbitrary computable order. Then for almost every n, KA(X↾g(n)) ≤ n < 2n ≤ KA(X↾f (n)). By the monotonicity of KA, g(n) ≤ f (n) for almost every n. Since g was arbitrary, it follows that X is high. 
I.o. anti-complexity and randomness
We now turn to i.o. anti-complex proper sequences. Their existence follows as a corollary from the following result of Bienvenu and Porter [12] . Recall that NCR comp is the collection of sequences that are not random with respect to any computable, continuous measure. [12] ). Let a be a random Turing degree. Then a contains some proper X ∈ NCR comp if and only if a is hyperimmune.
Theorem 5.7 (Bienvenu and Porter
By Theorem 3.4, if X ∈ NCR comp is proper, then X cannot be complex. Then by Theorem 5.7, we can conclude:
Corollary 5.8. Let a be a random Turing degree. Then a contains an i.o. anti-complex proper sequence if and only if a is hyperimmune.
Note that the proof of Theorem 5.5 can be used to show that any X that is i.o. anti-complex and proper must be of hyperimmune degree, thereby yielding a proof of the left-to-right direction of Corollary 5.8.
One can directly verify that the sequences constructed in the proof of Theorem 5.7 are i.o. anti-complex. Moreover, in the case that the degree a is not high, Theorem 5.5 guarantees that the i.o. anti-complex proper sequence in a cannot be anti-complex; that is, such a sequence must be both i.o. anti-complex and i.o. complex. However, in the case that a is high, we have more work to do to show that it contains a proper sequence that is both i.o. anti-complex and i.o. complex. We will show this by modifying the proof of Theorem 5.7. The main idea is to define a proper sequence that contains infinitely many long blocks of 1's and infinitely many long blocks of unbiased random bits. Our proof applies to all proper sequences of hyperimmune degree, not just proper sequences of high degree.
Theorem 5.9. Every hyperimmune random Turing degree contains a proper sequence that is both i.o. complex and i.o. anti-complex.
Proof. Given a hyperimmune random Turing degree a, let X ∈ a be a Martin-Löf random sequence and let ϕ X be an X-computable function that is not dominated by any computable function. We will assume that for any Z ∈ 2 ω , if ϕ Z (n)↓ in s stages then for all i < n, ϕ Z (i)↓ in less than s stages. Let f (Z, n) bound the running time of ϕ Z (n); that is, f (Z, n) is the least stage s such that ϕ Z s (n)↓; if no such stage exists, then we set f (Z, n) = +∞. Again using the convention that for all n, if ϕ Z (n) halts in s steps, then ϕ(n) ≤ s, it follows that if ϕ Z is total, then f (Z, ·) dominates ϕ Z . We will additionally adopt the convention that if ϕ Z (n) halts in s steps, then n ≤ s. Note that by our conventions, if ϕ Z is total, then the function f (Z, ·) is strictly increasing and f (Z, n) ≥ n for every n. Given f as above, we simultaneously define in a recursive way a total Turing functional Ξ on input Z ∈ 2 ω , as well as a function g : 2 ω × ω → ω and a sequence of strings (τ i ) i∈ω that are dependent upon Z. We first define g and the sequence (τ i ) i∈ω as follows. (ii) For k = n + 1, if f (Z, i) < +∞ for each i ≤ n + 1, then set g(Z, n + 1) = f (Z, |τ n |) and let τ n+1 be the block Z(|τ n |) · · · Z(|τ n | + j n+1 ), where
if f (Z, i) = +∞ for i ≤ n + 1, then set g(Z, n + 1) = +∞ and let τ n+1 be undefined.
Note that if τ n+1 is defined, then |τ n+1 | = j n+1 . Next, as in the proof of Theorem 5.4, we will describe the output Ξ(Z) in terms of blocks of output ξ Z i (which, as in the proof of Theorem 5.4, will be written as ξ i ). For each i ≥ 0, ξ i will either be finite in length or undefined. For n ≥ 0, ξ n is determined inductively as follows:
We then define Ξ(Z) by
If ϕ Z is not total, then there is a least k such that ϕ Z (k)↑, and it is easy to see that in this case
in particular, ϕ Z does not end in a tail of 1's. To clarify the definitions of g and (τ i ) i∈ω , we establish the following claim, which states that if ϕ Z is total, then infinitely often at least half of the bits of Ξ(Z) will consist of runs of bits from Z.
Proof of Claim. We prove this by induction.
as needed. ♦ To see that Ξ is total we have two cases to consider. First, if ϕ Z is a total function, then by the definition of Ξ, it is clear that Ξ(Z) ∈ 2 ω . However, if ϕ Z is not a total function, then Ξ(Z) = σ1 ω for some σ ∈ 2 <ω , since we will have g(Z, n) = +∞ for some n. Now let Y = Ξ(X) (where X ∈ MLR is the sequence of hyperimmune degree introduced above). One can readily verify that g(X, ·) dominates f (X, ·), and hence it follows that g(X, ·) is not dominated by any computable function. Since Ξ is total, it thus follows by preservation of randomness (Theorem 2.9) that Y is random with respect to the measure induced by Ξ, and hence Y is proper.
To prove that Y is i.o. anti-complex, we modify the proof of Bienvenu and Porter [12, Proposition 5.9 ] to show that Y is not complex. To simplify our notation, we will write g(X, n) simply as g(n). By Lemma 2.3 and the fact that KA(1 n ) = O(1) for every n, we have
Note that g(n) ≥ |τ i | for i < n. Indeed, by the definition of g and the conventions on f laid out above, we have
for i < n. From this and the fact that g is strictly increasing (since f is strictly increasing), it follows that
0| by the the above Claim and g(n) ≥ n, it follows from Equation (4) that
Using the fact that K(σ) ≤ |σ| + 2 log(|σ|) + O(1), we can conclude from Equation (5) that
Let ℓ(n) = 4n 2 + 4n + 4 log(n) + c, where c is a constant that is larger than the sum of the additive constants in Equations (3) and (6) . Let h be a computable order. We apply the following lemma, which is a straightforward modification of a result in Bienvenu and Porter [12, Lemma 5.8 ].
Lemma 5.10. If g is a strictly increasing function that is not dominated by any computable function and h and ℓ are computable orders, then for infinitely many n, ℓ(g(n)) < h(g(n + 1)).
Combining Equations (3) and (6) and applying Lemma 5.10 yields, for infinitely many n,
where the first inequality is by the monotonicity of a priori complexity. 
0 τ n and X↾j n = τ 0 τ 1 τ 2 . . . τ n , then it is clear that one can effectively recover X↾j n from Y ↾k n , since each τ i has the same length as the string of bits that precedes it in Y . Thus, K(Y ↾k n ) ≥ K(X↾j n ) − O (1) . For every n, applying the above Claim n times, we obtain j n ≥ (1/2)k n . Thus, since X is Martin-Löf random, by the Levin-Schnorr Theorem 2.7,
Thus, there exist infinitely many n such that K(Y ↾n) ≥ (1/2)n − O(1) and hence X is i.o. complex. Lastly, Y ∈ a since clearly Y ≥ T X.
Diminutive measures
In this final section we consider a class of computable measures called diminutive measures. As we will see, diminutive measures are relevant to the study of the initial segment complexity of proper sequences. Diminutive measures are defined in terms of diminutive Π class P, recall that the set of extendible nodes of P is Ext(P) = {σ ∈ 2 <ω : (∃X ∈ P)[X ≻ σ]}. As defined in the introduction, C ⊆ 2 ω is computably perfect if there is a computable, strictly increasing function f such that for each n ∈ ω and each σ ∈ Ext(P) such that |σ| = f (n), there exist incomparable τ 1 , τ 2 ∈ Ext(P) extending σ such that |τ 1 | = |τ 2 | = f (n + 1). Moreover, C is diminutive if it does not contain a computably perfect subclass.
We will restrict our attention to diminutive Π 0 1 classes. Binns gave two useful characterizations of these classes in terms of complex sequences and wtt-covers, where a collection A ⊆ 2 ω is a wtt-cover for 2 ω if every X ∈ 2 ω is wtt-reducible to some Y ∈ A. 3. P contains a wtt-cover for 2 ω .
As a brief aside, we prove a hitherto unnoticed consequence of 
Trivial measures
One subcollection of the computable, diminutive measures are the computable, trivial measures, studied systematically by Porter [29] . Proof. Let µ be a computable trivial measure. Suppose µ is not diminutive. Then by Proposition 6.4, there is some complex X ∈ MLR µ , and therefore some computable order h such that X is contained in the Π 0 1 class P = {Y ∈ 2 ω : K(Y ↾n) ≥ h(n)}. Since P contains no computable points, it contains no µ-atoms, and hence µ(P) = 0. It follows from Theorem 2.8 that P ∩ MLR µ = ∅, which contradicts the statement that X ∈ P ∩ MLR µ . Thus µ must be diminutive.
We now establish a connection between initial segment complexity and trivial measures. Proof. Suppose that µ is not trivial. Then µ(MLR µ \ Atoms µ ) > 0. If Φ is an almost total Turing functional such that µ = λ Φ , which exists by Theorem 2.5(ii), then λ(Φ −1 (MLR µ \ Atoms µ )) = µ(MLR µ \ Atoms µ ) > 0. Since the collection of 3-random sequences (that is, those sequences that are Martin-Löf random relative to the oracle ∅ ′′ ) has Lebesgue measure 1, it follows that Φ −1 (MLR µ \ Atoms µ ) contains a 3-random sequence. By Theorem 5.5, every anti-complex, proper sequence is high. However, no 3-random is high by Kautz [4, Theorem III.2.3]. As highness is closed upwards under Turing reducibility, this yields a contradiction. Thus µ must be trivial.
Using techniques similar to those used in Section 5, one can construct a computable measure µ where every X ∈ MLR µ \ Atoms µ is anti-complex. However, the converse of Proposition 6.8 does not hold, as there are computable, trivial measures µ such that MLR µ = {A} ∪ Atoms µ , where A is low and hence not anti-complex by Theorem 5.5; such an example can be obtained, for instance, by applying Theorem 3.2 from Porter [29] to a low Martin-Löf random sequence.
We conclude by showing that not every computable diminutive measure is trivial. 
class as well. Observe that ϕ X is total for all X ∈ R; that for all X ∈ R, ϕ X is not dominated by a computable function; that λ(R) > 0; that R = T for some ∅ ′ -computable tree T ; and finally that R only contains 2-random sequences.
Since R is the set of paths through a ∅ ′ -computable tree T , we can write T = lim s T s , where (T s ) s∈ω is a uniformly computable sequence of computable trees. Then we can define a partial computable function f : 2 <ω → ω by letting f (σ) be the least stage s such that σ↾i ∈ T s for every i ≤ |σ|.
For Z ∈ 2 ω write Z = z 0 z 1 z 2 . . . with z i ∈ {0, 1} for all i. Then we define a total Turing functional Ξ : Note that if f (Z↾n)↑ for some k, then Ξ(Z) will have the form σ1 ω for some σ ∈ 2 <ω . If on the other hand f (Z↾k)↓ for all k ∈ ω, then Ξ(Z) = z 0 1 f (Z↾1) 0 z 1 1 f (Z↾2) 0 z 2 . . . We point out that the construction of Ξ is inspired by the proof of Lemma 2.1 in Ng et al. [30] . Clearly Ξ is total, and hence Ξ(2 ω ) is a Π 0 1 class. Moreover, for every X ∈ Ξ(2 ω ) either X is computable or X is Turing equivalent to some Y ∈ R. Let S be a computable tree such that [S] = Ξ(2 ω ). Next we define a total Turing functional Λ : 2 ω → 2 ω . For each Y ∈ 2 ω , Λ(Y ) will be computed as a series of blocks λ i . For non-computable sequences Y ∈ Ξ(2 ω ), which have the form
Λ will yield a non-computable output; for all other sequences, Λ will yield a computable output. Given a sequence of the form (7), the blocks λ i are successively computed by the following procedure, where, for ℓ ∈ ω, we denote by m ℓ the maximal k such that Y ↾ℓ is long enough to contain the coding location of b k . To establish that ν is diminutive, we prove that no W ∈ MLR ν \ Atoms ν is complex. Given W ∈ MLR ν , it follows from the no randomness ex nihilo principle that there is some X ∈ MLR such that Φ(X) = W (see, for instance, Bienvenu and Porter [12, Theorem 3.5] ). Note that we must have X ∈ R, since X / ∈ R implies that Ξ(X) is computable, and hence so is Φ(X) = Λ(Ξ(X)) = W . But W ∈ MLR ν \ Atoms ν implies that W is not computable. It follows from the above case distinction that if we write X = x 0 x 1 x 2 . . . with x i ∈ {0, 1}, for i ∈ ω, then . . , where a i ∈ {0, 1} and a i = a i+1 for every i ∈ ω and the function i → ℓ i is not dominated by any computable function (since i → k ′ i is non-decreasing and is not dominated by any computable function). One can now argue as in the proof of Theorem 5.9 that W is not complex; as there is no new idea involved, we leave this to the reader. It thus follows that ν is diminutive, and the proof is complete.
In the above proof, we showed that for every W ∈ MLR ν \ Atoms ν , there is some non-computable X ∈ R such that Φ(X) = W . Moreover, X is 2-random, and hence by the relativization of the preservation of randomness (Theorem 2.9), it follows that Y is 2-random with respect to ν. Since no sequence that is 2-random with respect to a computable measure is ∆ 0 2 (that is, Turing reducible to ∅ ′ ), we have an alternative (priority-free) proof of the following known result.
Corollary 6.10 (Kautz [4] ). There is a computable, non-trivial measure µ such that there is no ∆ 0 2 , non-computable X ∈ MLR µ .
