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Optomechanics, nano-electromechanics, and integrated photonics have brought about a renais-
sance in phononic device physics and technology [1–4]. Central to this advance are devices and
materials that support ultra long-lived photonic and phononic excitations, providing access to novel
regimes of classical and quantum dynamics based on tailorable photon-phonon coupling [5, 6]. Silica-
based devices have been at the forefront of such innovations for their ability to support optical exci-
tations persisting for nearly 1 billion cycles [6], and for their low optical nonlinearity. Remarkably,
acoustic phonon modes can persist for a comparable number of cycles in crystalline solids at cryo-
genic temperatures [7, 8], permitting radical enhancement of photon-phonon coupling. However, it
has not been possible to achieve similar phononic coherence times in silica, as silica becomes acous-
tically opaque at low temperatures [9]. In this paper, we demonstrate that intrinsic forms of phonon
dissipation are greatly reduced (by > 90%) using nonlinear saturation with continuous driving fields
of disparate frequencies. Furthermore, we demonstrate steady-state phononic spectral hole burning
for the first time, and show that this technique for controlling dissipation in glass produces a wide-
band transparency window. These studies were carried out in a micro-scale fiber waveguide where
the acoustic intensities necessary to manipulate phonon dissipation can be achieved with optically
generated phonon fields of modest (nW) powers. Combining experiment and theory, we developed
a simple model that explains both dissipative and dispersive changes produced by phononic satura-
tion. In showing how the dissipative and dispersive properties of glasses can be manipulated using
external fields, we open the door to dynamical phononic switching and the use of glasses as low loss
phononic media which may enable new forms of controllable laser dynamics, information processing,
and precision metrology.
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2I. INTRODUCTION
In recent years, a range of micro- and nano-scale systems have emerged that permit engineerable coupling between
photons and acoustic phonons. The strength of this nonlinear light-matter coupling is greatly enhanced at low
temperatures where intrinsic phonon dissipation becomes exceedingly small, producing radically enhanced phonon
coherence (or lifetimes). For instance, at cryogenic temperatures phonon coherence times are increased by factors of
103−106 over their room temperature values at cryogenic temperatures [7, 8], making new regimes of optomechanical
and electromechanical phenomena accessible. Applications include quantum and classical information processing,
controllable laser dynamics, and high-precision sensing [2, 6, 7, 10–18]. However, in amorphous media (glasses) this
picture becomes more complex. While silica glass is an exceptional optical medium [6], its complex elastic properties
give rise to nonlinear phonon dynamics that can destroy phonon coherence even at cryogenic temperatures [9].
At low temperatures, the dominant form of phonon dissipation in amorphous media originates from an ensemble
of acoustic ‘atoms’ that absorb and emit phonons. These acoustic atoms are conventionally modeled as strain-active
two-level systems (TLS) that can be driven into transparency (or saturated) with high-intensity phonon fields [9].
Hence, similar to microwave and optical spectral hole burning in solid state systems [19–22], phononic spectral hole
burning can also be achieved in glasses at low temperatures. Understanding the underlying dynamics of this process
makes it possible to radically enhance phonon lifetimes by driving acoustic atoms into transparency. The seminal
studies by Golding et al. [23, 24], show that silica can be made highly acoustically transparent at low temperatures
with high driving fields. These experiments suggest [24] that ultra-long lived phonon modes (Q-factors of 106 at 0.6
GHz) can be achieved despite the large intrinsic dissipation of glass. By harnessing this nonlinear dynamics, it may
be possible to dramatically enhance the performance of glass-based optomechanical and electro-mechanical systems
to enable new regimes of laser dynamics, quantum-limited detection, and precision metrology.
At present, the ultimate limits of phonon dissipation in glass are not fully understood. Few experiments have
investigated saturable acoustic dissipation in glass, and the broadband effects of continuous driving on the dissipative
and dispersive properties of elastic media is unexplored at cryogenic temperatures [23–27]. Moreover, an array of
complex cross relaxation processes, such as spectral diffusion and phonon assisted energy transfer, can dramatically
influence the material dynamics of glass [26–28]. The obscure nature of the microscopic couplings that underlie these
processes impede theory-only efforts to accurately describe spectral hole burning. Hence, closely coupled theoretical
and experimental efforts are necessary to develop a useful framework to understand phononic spectral hole burning.
In this paper, we examine phononic spectral hole burning in silica at 9 GHz frequencies using non-invasive optical
probes at cryogenic temperatures. These measurements reveal that under steady-state driving, acoustically opaque
glasses can be driven into transparency over a wide spectral band. Combining these saturation measurements with
experimental sound velocity information we construct a more complete picture of the system’s non-equilibrium re-
sponse. To understand these data we formulate a new model to describe the non-equilibrium dynamics of driven
glasses (ensembles of acoustic atoms). We show that this model, which is built on established models of glass physics,
explains the dispersive and dissipative changes produced by phononic spectral hole burning. Using parameters ob-
tained from prior studies [29] we find good agreement between this model and our spectral hole burning data. We
show that a phenomenological treatment accounting for resonant energy transfer and spectral diffusion adequately
describes the dynamics of spectral hole burning. Furthermore this model suggests that modest driving fields (nW)
can produce transparency over a multi-GHz bandwidth, comparable in magnitude to the drive frequency, turning
otherwise acoustically opaque glasses into highly transparent media.
The salient information obtained through spectral hole burning measurements is summarized in Fig. 1. Here,
we consider the effect of a strong phonon drive field at frequency ΩD, which drastically alters the populations of the
acoustic absorbers, on the elastic properties of a medium. Once the acoustic absorbers are driven into a nonequilibrium
steady-state, a weak variable-frequency probe
field measures the absorptive and dispersive properties of the system without altering the population. For low
drive intensities the acoustic absorbers remain in thermal equilibrium, and the probe measures the intrinsic elastic
properties (Figs. 1a & e). Similar to crystalline solid state or atomic systems [19–22, 30], an intense drive saturates
acoustic dissipation in a band of frequencies (Fig. 1b). The suppression of absorption with increased drive intensity
at distinct frequencies from the drive signifies the formation of a spectral hole (Fig. 1c & d).
Dispersive measurements at these same probe frequencies permit us to construct a more complete picture of the
population changes at nearby frequencies. Kramers-Kronig relations interlink changes in absorption to shifts in sound
speed. Therefore, a strong drive reshapes acoustic dispersion as well (see Fig. 1f). From Fig. 1f, it is apparent that
changes in sound speed produced by the drive-field depend sensitively on the frequency of measurement; saturation
of the absorption produces either an increase or decrease in the sound velocity for frequencies above and below the
drive (Fig. 1g & h). We will show that measurements of these nonlinear phonon dynamics at various frequencies yield
information about the spectrum, coupling, density, and dynamics of the acoustic atoms in a system. This information
lays the foundation for an empirically motivated theory of phononic spectral hole burning which in turn establishes
3FIG. 1. Modification of elastic properties by phononic spectral hole burning. Acoustic absorption of a) an undriven and b) a
driven system. b) Absorption is saturated in a band of frequencies centered on an intense drive field. Saturation of acoustic
absorption for frequencies c) below and d) above a variable intensity drive. Sound speed in e) an undriven and f) a driven
system. f) Large dispersive shifts accompany changes in the absorptive properties caused by driving, as mandated by the
Kramers-Kronig relations. An intense drive shifts the sound speed in opposite directions for frequencies g) below and h) above
the drive.
the limits of phonon coherence in amorphous media.
Established theories of acoustic dissipation in glasses suggest that the physics underlying spectral hole burning
in amorphous media involves a number of complex processes (see Supplemental Information Sec. A). TLS-based
microscopic models lead us to expect the phenomena of phononic spectral hole burning in low temperature glasses to
share many basic characteristics with widely studied forms of microwave, optical, and persistent spectral hole burning
[19–22, 31–33]. At root, phononic hole burning comes about by populating the excited states of acoustic TLS with a
strong drive, which in turn renders these TLS transparent. Subsequently, a diversity of cross-relaxation [30] processes
transfer this energy throughout the ensemble of acoustic atoms. This is important because these energy transfer
processes determine the bandwidth of the spectral hole.
While optical spectral hole burning in crystals has many common features, there are some aspects of energy
transfer in low temperature glasses that are unique. For instance, acoustic TLSs lack an intrinsic energy scale, having
individual energy levels distributed over a broad, almost white, spectrum. Hence, in contrast with an inhomogeneously
broadened ensemble of resonant absorbers, there’s no limit, in principle, to how far (spectrally) energy transfers from
the drive by absorption and reemission. Additionally, acoustic atoms interact directly with each other through the
static elastic field. These properties enable cross relaxation processes such as quasi-resonant emission and absorption,
spectral diffusion, and phonon-assisted energy transfer to cascade energy from the drive to neighboring frequencies
(see Supplemental Information Sec. A).
It is known that direct interactions among acoustic atoms play a key role in dephasing through spectral diffusion
[26, 27]. However, the nature and strength of these couplings are still not fully understood. Indeed, recent observations
imply that these direct interactions can be quite strong [34], raising questions about the relative importance of higher
order processes in phononic spectral hole burning. In what follows, we address these challenges by combining new
forms of nonlinear phonon spectroscopy with phenomenologically based TLS models to estimate the bandwidth scaling
of spectral hole burning, and to develop a useful description of steady-state phononic spectral hole for application to
broad classes of disordered materials.
System, Experiment & Brillouin Scattering: We perform nonlinear phonon spectroscopy on silica glass at cryogenic
temperatures using a noninvasive form of nonlinear optical spectroscopy. Laser light is used to generate and detect
phonons through photoelastically mediated optomechanical (or Brillouin) coupling. In order to enhance this light-
sound coupling we use small core silica-based optical fiber to perform spectral hole burning studies (Fig. 2a). The
germanium doping in the core of the optical fiber provides simultaneous guidance of tightly confined light and sound
fields; tight confinement of both light and sound within the fiber greatly enhances the photoelastic (Brillouin) coupling.
Using this fiber waveguide as our specimen, injected light beams can detect phonons in the core of this fiber, and
modest optical powers can generate high-intensity acoustic fields (see Fig. 2b).
4FIG. 2. a) Small core fiber system to measure phononic spectral hole burning: acoustic atoms reside in fiber core. b) Brillouin
scattering in a fiber system: counter propagating optical pump and Stokes fields generate guided phonons in the fiber core, c)
phase matching conditions for Brillouin scattering. d) Energy transfer ∆PS as a function of pump-Stokes detuning Ω, giving
phonon frequency and dissipation rate. e) Pictorial representation of energy transfer occurring in system.
We explore the nonlinear acoustic properties of silica glass (within the fiber core) through Brillouin-based phononic
pump-probe measurements. Through backward stimulated Brillouin scattering two counter-propagating optical waves
couple to a (narrow band) traveling phonon mode. This coupling mediates energy transfer from a high frequency
(pump) optical wave to a lower frequency (Stokes) optical wave, of respective frequencies (ωp, ωS) and wavevectors
(kp, kS), while simultaneously generating phonons (of frequency Ω and wavevector q) in the fiber core.
Brillouin-mediated energy transfer between the pump and the Stokes waves provides information about the phonon
generation rates as well as the dissipative and dispersive phononic properties of the medium. Since each time a phonon
is generated, a Stokes photon is also emitted, the power transfer between the pump and Stokes beams provides a
direct measure of the phonon generation rates within the specimen. This Stokes energy transfer is maximized when
phase matching between the wave frequencies (ωp = ωS + Ω) and wavevectors (kp = −kS + q) are satisfied (Fig. 2c).
In our fiber waveguide this resonance condition is satisfied for the phonon frequency given by Ω0 ≈ (2nv/c)ωp where
c/n and v are the phase velocities of light and sound, and n is the index of refraction. Hence, changes in sound
velocity are encoded in the resonance frequency (Ω0) of the energy transfer. Through Brillouin coupling, the Stokes
field power (PS) is increased by an amount ∆PS, yielding an energy transfer spectrum of the form [35]
∆PS ≈ (Γ(JD)/2)
2
(Ω0(JD)− Ω)2 + (Γ(JD)/2)2GBPpPSL. (1)
Here, Pp is the power of the pump, L is the length of the fiber segment, Γ(JD) is the acoustic decay rate, and
Ω = ωp−ωS is the frequency of the emitted phonons as required by energy conservation. Note that GB is proportional
to 1/Γ(JD) and quantifies the strength of Brillouin scattering (see Supplemental Information Sec. B). The energy
transfer (∆PS of Eq. 1) is a Lorentzian with a full-width at half maximum that coincides with the phonon dissipation
rate Γ(JD). Hence, measurements of energy transfer as a function of the optical detuning Ω = ωp−ωS, as depicted in
Fig. 2d, provide a measure of both the sound speed (encoded in the resonant frequency Ω0) and acoustic absorption
(encoded in the energy transfer bandwidth Γ).
To quantify the nonlinear phonon dynamics of our glass system, we use two optical drive frequencies (ωp,D and
ωS,D) to generate an acoustic drive (ΩD, qD) of variable intensity JD propagating in the +z-direction (Fig. 3a). This
drive leads to phononic spectral hole burning that modifies the sound speed (encoded in Ω0(JD)) and absorption
(Γ(JD)) (Fig. 3b & c). With fixed drive frequency and intensity, we measure the dissipative and dispersive properties
of the glass using low intensity probe beams at distinct optical frequencies (ωp and ωS) that couple to phonons (Ω, q)
propagating in the −z-direction (see Supplemental Information Sec. C for experimental details).
Changes to the phonon dissipation and dispersion due to an intense drive are observed from stimulated Brillouin
spectra of the type seen in Fig. 3d & e. These spectra are obtained by measuring the energy transfer from pump
to Stokes as the relative detuning Ω is swept through the resonant frequency. They contain information about the
5FIG. 3. a) To investigate phononic spectral hole burning an intense drive and a counter propagating probe are generated in
the fiber core with four distinct optical fields. The intense drive distinctly modifies the spectrum of scattered probe light ∆PS
for a b) red-detuned acoustic probe and c) a blue-detuned acoustic probe. We observe these behaviors in measurements of ∆PS
for a d) red-detuned and e) blue-detuned probe as the drive intensity JD is varied. Black dots mark peak frequency Ω0(JD) for
each Brillouin spectrum.
phonon generation rate (peak height), as well as the sound speed (Ω0(JD)), and the acoustic absorption (full width
at half max Γ(JD)). These data reveal several features of phononic spectral hole burning. Brillouin energy transfer
and the phonon lifetime are both enhanced as the intensity of the drive is increased, consistent with the saturation of
acoustic dissipation by the drive. In addition, the peak frequency shifts with intensity in a direction determined by
the pump-drive detuning, indicating the presence of a spectral hole (Figs. 1 & 3).
Background Theory: To understand these data, we develop a simple phenomenological model of phononic spectral
hole burning that demonstrates good agreement with our nonlinear frequency shift and dissipation measurements
(Fig. 3d & e). Following the development presented in the Methods section, our model includes the minimum
features necessary to capture the salient features of spectral hole burning. The key predictions of this model are the
decay rate ΓR and frequency shift ∆ΩR of the probe (as a function drive intensity) given by
ΓR(JD) =−2Ω
Q0
∫ ∞
0
dE
2pi~
T2Sz
1 + T 22 (Ω−E/~)2
(2)
∆ΩR(JD) =
Ω
Q0
∫ ∞
0
dE
2pi~
T 22 (Ω−E/~)Sz
1 + T 22 (Ω−E/~)2
(3)
where the dimensionless parameter Q−10 is given by (piPγ
2/ρv2), γ is the deformation potential quantifying the
coupling between TLS and phonons, ρ is the material density, and P is the defect density of states (see Methods
section) [23, 24]. Here, T−12 , is the effective the TLS dephasing rate, and Sz is the steady-state defect population
inversion (Sz ≡ Ne−Ng where Ne and Ng are the excited and ground state populations of the acoustic TLS.). When
the detuning between the probe and drive is much greater than the TLS decay rate T−11 (|ΩD−Ω|  T−11 ) Sz is given
6by
Sz ≈ − tanh (E/2kBT )
1 + [1 + T 22 (Ω− E/~)2]−1(Jpr/Jc,pr) + [1 + T 22 (ΩD − E/~)2]−1(JD/Jc,D)
(4)
where Jpr is the acoustic intensity of the probe, and Jc,pr and Jc,D are critical intensities (described below).
Equation 2 shows that the decay rate ΓR is determined by the population inversion of the defect ensemble in a
band of frequencies centered on Ω. For low probe and drive powers the ensemble of acoustic atoms remains in thermal
equilibrium at temperature T , i.e. Sz = − tanh(E/2kBT ), and the acoustic TLSs behave like a linear absorber. In
contrast, Eq. 4 shows that an intense probe (Jpr  Jc,pr) forces Sz → 0 near Ω, saturating absorption by the acoustic
atoms.
In addition, an intense drive at a distinct frequency ΩD can saturate the dissipation of a weak probe. Large drive
intensities send the ensemble of acoustic atoms into a nonequilibrium steady-state where Sz approaches zero in a band
of frequencies near ΩD. Equation 4 shows that the width of this band 2pi∆νSH, i.e. the phononic spectral hole, is
given by
∆νSH =
1
piT2
(
1 +
√
1 + JD/Jc,D
)
(5)
when Ω and ΩD  T−12 , which is the same expression for the spectral hole width in strongly inhomogeneously
broadened systems [30], and shows that the drive saturates the dissipation of a weak probe when (2pi)∆νSH > 2|Ω−ΩD|.
Equations 2 and 3 show that phononic spectral hole burning spectroscopy provides a number insights and tools to
manipulate the ensemble of acoustic atoms in a system. For sufficiently long T2 (narrow sampling of Sz), measure-
ments of ΓR and ∆ΩR determine the nonequilibrium steady-state population of the ensemble of the acoustic atoms.
Additionally, ΓR and ∆ΩR depend sensitively on the dephasing time T2, which is determined by the nature and
strength of direct interactions between acoustic TLS, and quantifies the strength of spectral diffusion.
Theory experiment comparison: In this section we compare the phonon linewidth and frequency shift data extracted
from the spectra of Fig. 3 and displayed in Fig. 4 to the theory of phononic spectral hole burning given in Eq. 2 and
3. For this comparison, we model the total acoustic decay rate as Γ = Γ0 + ΓR, where Γ0 quantifies the intensity-
independent background losses specific to the fiber, and we obtain the frequency shift by subtracting the measured
peak frequencies (black dots of Fig. 3d & e) at the drive intensity of interest and the lowest drive intensity. Prior
measurements of the acoustic dissipation rate characterize the ensemble of defects, yield the critical intensity, and
establish the magnitude of the intensity-independent background dissipation Γ0 in our optical fiber system [36, 37].
These measurements give Q0 ≈ 1160, Γ0 ≈ (2pi)0.67 MHz, and critical intensity Jc,D ≈ Jc,pr = 1.3 W/m2 (at 1.15 K).
Simulations of the optical and acoustic modes relate the optical powers (used to generate phonons) to the intensity
of the probe and drive. The intensity of the drive is given by JD ≈ (vΩD/ωS,DΓAeff)GBPp,DPS,D where Pp,D and PS,D
are the optical powers for the pump and Stokes fields that generate the drive, and Aeff (1.6 µm
2) is the mode field area
of the acoustic drive. We estimate a dephasing time for defects in this system of T2 ≈ 1.3 ns, which is derived from
empirically obtained properties of the defect ensemble and the theory of acoustic dissipation in glass [36]. Using this
analysis we can calculate the effects of phononic spectral hole burning using Eq. 2 & 3 (see Supplemental Information
Sec. B for details).
We compare our measurements with the prediction for the frequency shift and linewidth (i.e. Γ/2pi) based on the
parameters above in Fig. 4. Equation 2 provides a good description of the linewidth, and Eq. 3 explains the measured
frequency shift for low intensities. We find that Eq. 3 fails to explain our observations for intensities in excess of 20
W/m2 when the measured temperature of the liquid helium bath is used to compute the frequency shift (dashed lines
Fig. 4b). We attribute this discrepancy to heating in the fiber core that leads to an additional frequency shift above
that given by Eq. 3. We estimate the effect of heating in the fiber core by using the intrinsic properties of TLS [9]
(see Supplemental Information Sec. D).
Figure 4 displays a more refined prediction of the linewidth and frequency shift, including the effects of heating,
as solid blue and red lines. We obtain the displayed theory by optimizing the value of T2, estimating the actual
temperature in the fiber core, and using the theoretical prediction for defect dynamics in the fiber (see Supplemental
Information Sec. D). The fitted value of T2 = 1.2 ns agrees remarkably well with the estimate derived from the critical
intensity obtained from other measurements [36].
The fitted value of T2 and the theory-experiment agreement reveal details of the direct interaction between acoustic
atoms. The phenomenological dephasing rate is given by T−12 = (2T1)
−1 + T−1SD where T
−1
SD is the dephasing rate due
to spectral diffusion, and recall that T1 is the acoustic atom’s excited state lifetime. Spectral diffusion occurs when
the energy of a TLS is perturbed by thermally-induced transitions of its neighbors. Such perturbations are mediated
by direct interactions between acoustic atoms. Since the excited state lifetime of the relevant TLS in our system
(T1 ≈ 79 ns [36]) is much greater than T2, we conclude that spectral diffusion dominates TLS dephasing. This result
7FIG. 4. Theory and experiment for the acoustic probe a) linewidth and b) frequency shift as a function of drive intensity
(and optical drive powers). The two probe-drive phonon detunings are −65 MHz for the red-detuned probe, and +23 MHz for
the blue-detuned probe. The gray region in a) is the loss floor specific to UHNA-3 fiber, and the black line is the predicted
absorption when the loss floor is set to zero. Phononic spectral hole burning reduces nonlinear absorption by ∼90%. The
effects of heating are negligible in a). c) Predicted linewidth and frequency shift as a function of probe-drive detuning and
drive intensity. Acoustic TLS parameters of the text, T ≈ 1.15 K (plus the effects of heating as described in the Supplemental
Information D, E & F), and the fitted value of T2 = 1.2 ns are used to evaluate Eq. 2. The probe intensity is set to zero. The
red and blue arrows in c) indicate the detunings used in our experiment.
shows the importance of direct interactions between acoustic atoms and explains why cross relaxation produces such
a large spectral hole in this system.
The data clearly demonstrate that an intense acoustic drive extends probe phonon lifetimes and modifies the sound
speed. We attribute the dissipation floor in this system, gray region of Fig. 4a, to scattering losses associated with
inhomogeneities in the fiber geometry. The relatively small difference in the saturation of defect absorption within a
bandwidth of 65 MHz from the probe phonon frequency at 9194 MHz, suggests a hard 130 MHz lower limit on the
width of the phononic spectral hole burnt by the drive beam. This limit is consistent with Eq. 5 which gives a lower
490 MHz limit to the spectral hole size based on the fitted value of T2.
We display theoretical predictions of the acoustic absorption and frequency shift in Fig. 4c and Fig. 5 to explore the
effects of hole burning for probe-drive detunings and temperatures beyond the capabilities of our apparatus (optical
drive frequencies outside the C-band and temperatures below 1 K). Figure 4c shows that spectral hole widths well in
excess of 7 GHz and that large tunable frequency shifts in excess of the linewidth may be possible near the highest
(acoustic) intensities achieved in our experiments (1000 W/m2 or acoustic powers of 1.6 nW). Figure 5 shows the
temperature dependent quality factor at a variety of drive intensities for systems with acoustic atom dominated
8FIG. 5. Acoustic quality factor with temperature and drive intensity in a system where absorption by acoustic atoms dominates
dissipation (ΓR  Γ0). The respective probe and drive frequencies are 9.19 GHz and 9.44 GHz (-25 MHz probe-drive detuning).
We use the tunneling state model and the measured properties of acoustic atoms in our system [36] to determine the temperature
dependence of T1 and T2 (see supplemental information). Each gray curve represents the quality factor for a different drive
intensity. The vertical dashed yellow box at T = 1.15 K corresponds to the temperature and intensity range of our measurements.
acoustic dissipation (i.e. ΓR  Γ0). These results show that phononic spectral hole burning may yield acoustic
quality factors in excess of 106 for low drive powers (∼16 nW) when background losses are small.
In conclusion, we have demonstrated that continuous acoustic driving can greatly reduce intrinsic forms of acoustic
dissipation by more than 90% over a wide band of phonon frequencies through nonlinear saturation (i.e., spectral hole
burning) in silica. We showed that direct interactions among acoustic TLS enable efficient cross relaxation processes
that produce a transparency window covering a wide fractional bandwidth (∼100%) at modest (nW) drive powers. We
have developed a simple model that explains the dispersive and dissipative changes that we observed with nonlinear
phonon saturation spectroscopy. This model, which builds on established phenomenological models of TLS based
glass physics, explains the nonlinear measurements in a self-consistent manner, and only requires TLS parameters
obtained from independent experiments.
The ability to turn glass into a highly transparent phononic material with an external drive field can be used
to dramatically enhance the performance of a number of phononic systems in amorphous media. To appreciate
the potential for improved performance, it is important to note that intrinsic dissipation of glass makes up a small
component of the overall dissipation rate we observe at high drive intensities ((2pi) 0.8 MHz). The majority of this
loss floor likely originates from the high concentration of dopants in our fiber system [36, 38]. Without these extrinsic
sources of dissipation (scattering and leakage), the transient pulse saturation measurements performed by Golding
et al. suggest a path to radically reduced overall dissipation rates. Despite dissipation limits imposed by diffraction
losses [23], Golding et al. measured coherence times in bulk silica (dopant free) translating to Q-factors of 0.3−1×106
[23, 24] at 20 − 100 milli-Kelvin temperatures. These observations are consistent with the quality factor predictions
given in Fig. 5, which apply to systems with small amounts extrinsic dissipation.
This comparison suggests that dramatically enhanced phonon coherence may be achieved in amorphous systems
when extrinsic sources of loss (e.g. dopants and diffraction) are eliminated. Silica microspheres [39–41], microtoroids
[5, 42–44], and wedge resonators [6] are compelling candidates to test these ideas since whispering gallery mode phonons
interact with atomically smooth surfaces, reducing extrinsic sources of scattering and tunneling losses. Putting all of
this together, phononic spectral hole burning may offer a path towards ultra-high coherence phonon modes to match
the already exceptional optical properties of silica based photonics.
We have shown how external fields control the elastic properties of a system, opening the door to on-demand
phononic switching and the use of glasses as low loss phononic media. For instance, these tools allow the resonance
condition of a cavity, the guidance properties of a waveguide, or optomechanical couplings to be engineered in situ. Low
losses lead to long phonon lifetimes that enhance information processing capabilities such as optical pulse delay [45]
and the memory of stored optical information [13]. Enhanced Brillouin gain, brought about by suppressed dissipation,
may enable ultra-low threshold lasing [6, 46], broad-band frequency comb generation [16–18], and new regimes of slow
light [47] and optomechanical (or Brillouin scattering) induced-transparency [14, 48]. At high intensities and low
temperatures phonon lasing [4, 49] may be possible in microspheres, microtoroids, or microdisks. Although we have
focussed on amorphous materials in this paper, the tools we have presented may enable unprecedented levels of
performance in an array of cutting edge-device technologies.
9FIG. 6. Defect double-well potential of asymmetry ∆ and tunneling strength ∆0. Excited |e〉 and ground |g〉 eigenstates are
gapped by energy E.
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III. METHODS
A. Tunneling state physics & theory of phononic spectral hole burning
Tunneling state defects are hypothesized to originate from atoms (or collections of atoms) residing in double-well
potentials of asymmetry ∆ and tunneling energy ∆0 = ~ωce−λ (Fig. 6) where ωc is the natural frequency of each
well, and λ = d
√
2mV0/~2 (V0 is the barrier height, d is the ‘separation’ between the potential’s two minima, and m
is the tunneling atom(s) mass) quantifies the wavefunction overlap between the two wells [9]. At low temperatures
these tunneling states can be modeled as effective two-level systems (TLS) of energy E =
√
∆2 + ∆20 (Fig. 6) [9, 50].
Strain-induced perturbations of the TLS double-well potential couple defects and phonons. The coupling leading
to phononic spectral hole burning is described by the interaction Hamiltonian
Hint =
∑
j,q
~gq,jσ+j bq + H.c. (6)
where the indices j and q respectively label defects and the phonon modes of the system, σ+j is the raising operator
for the TLS, gq,j is the defect-phonon coupling rate (described in detail below) [29], bq is the annihilation operator for
the qth phonon mode, and the rotating wave approximation (RWA) has been used. TLS also couple non-resonantly
to phonons, to other defects (leading to spectral diffusion), and to the electromagnetic field [9]. Of these additional
processes only spectral diffusion is relevant to our analysis, and we account for its effects below in a phenomenological
manner.
Large systems are assumed to contain an ensemble of TLS having a distribution f(∆,∆0) of asymmetries, tunneling
strengths, orientations, and positions. We assume that processes involving a large number of defects are described
statistically using f(∆,∆0). For ensemble averaging, we use the distribution posited by the standard tunneling state
model f(∆,∆0) = P/∆0, where P is a constant with units of number density per unit energy, that assumes a
uniform distribution of defect positions and orientations [9, 50].
Phononic spectral hole burning is characterized by the modification of the steady-state dynamics of the probe phonon
of classical amplitude bpr and frequency Ω by a drive of classical amplitude bD and frequency ΩD driven strongly on
resonance. For a system driven at two frequencies, the inherent nonlinearity of the TLS response generally results
in the generation of a large number of sidebands. However, in the limit when |bD|  |bpr| and when the detuning
between the drive and the probe is much greater than the TLS decay rate T−11 , i.e. |ΩD−Ω|  T−11 , the contribution
from higher order sidebands can be dropped. In this limit the physics is described by the coupled Bloch equations
10
given by
S˙z = − 1
T1
(Sz − weq(E)) (7)
− i2 ((gprbpr + gDbD)S+ −H.c.)
S˙+ =
(
i
~
E − 1
T2
)
S+ − i(g∗prb†pr + g∗Db†D)Sz (8)
b˙pr = −iΩbpr − i
∑
j
gprS
+∗ (9)
where Sz and S
+ are the mean values of σz and σ
+ respectively, σz is the zth Pauli matrix, weq(E) = − tanh(E/2kBT )
is the thermal expectation value of σz for temperature T , and the defect label j has been suppressed in coupling rates
and TLS operators. Above, the quantum and thermal effects of the phonon field and neighboring defects is accounted
for in the defect decay T−11 and the dephasing T
−1
2 rates. T
−1
1 characterizes the rate at which an excited defect
decays through the emission of a phonon, and T−12 phenomenologically characterizes the dephasing rate given by
T−12 = T
−1
1 /2 + T
−1
SD where TSD quantifies the timescale for spectral diffusion [9, 29].
The effect of phononic spectral hole burning is derived in two steps. First, the steady-state dynamics of the defects,
driven by the probe and drive phonons, is obtained. This formal solution, depending on the drive phonon field, is
then used to find the effects on the probe phonon dynamics.
Both the probe and drive phonons drive oscillations of S+. If the detuning Ω−ΩD is much greater than T−11 then
Sz is approximately time-independent and the steady-state solution for S
+ is given by
S+ ≈ − ig
∗
prb
†
prSz
i
(
Ω− 1~E
)
+ 1T2
− ig
∗
Db
†
DSz
i
(
ΩD − 1~E
)
+ 1T2
. (10)
The steady-state value for Sz, the defect population inversion, is obtained by plugging Eq. 10 into Eq. 7 giving Eq.
4.
With the solution for S+ and Sz the defect and drive-beam influenced dynamics of the probe phonon mode
is obtained by plugging the solution for S+ into the equation of motion for bpr resulting in −i
∑
j gprS
+∗ →
(−i∆ΩR − ΓR/2)bpr + ... where ΓR is the decay rate characterizing resonant acoustic absorption by the defects
and ∆ΩR characterizes the concomitant shift in the phonon’s frequency. For the case where a large ensemble of
defects interact with plane acoustic waves the frequency shift and decay rate are given by Eq. 2 where the critical
intensity is given by
Jc =
~2ρv3
2γ2T1T2
(11)
and where the phonon intensity is given by J = ~Ωvb†b/(LAeff ).
IV. SUPPLEMENTAL INFORMATION
A. Cross relaxation processes in disordered media
Taken at face value, the standard tunneling state model of low-temperature glass implies that a number of complex
processes contribute to phononic spectral hole burning (Fig. 7) [9, 36].
At its heart, hole burning is accomplished by populating the excited states of acoustic TLS with a strong drive,
rendering these TLS transparent. Subsequently, this energy is transferred throughout the system by an array of a)
frequency selective and b) frequency non-selective cross-relaxation processes [30] illustrated in Fig. 7.
For example, excited acoustic atoms decay into a band of frequencies (linewidth) through spontaneous emission.
In contrast with atoms, TLS in glass have no innate energy scale and have energies distributed over a wide band.
Hence, spontaneously emitted phonons can be reabsorbed, and reemitted over and over resulting in a spectral hole
width only limited by the input power (Fig. 7a).
In addition, direct interactions among acoustic atoms mediate ‘flip-flop’ processes (Fig. 7a), as well as a number
of non-resonant (phonon assisted) energy transfer channels 7b). In spectral diffusion the width of a narrow band of
TLS energy levels grows in time (diffuses) as neighboring TLS undergo spin-flips induced by emission and absorption
of thermal phonons. In this process the energy of TLSs excited by the drive diffuses over a large band. In addition,
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FIG. 7. a) Resonant and b) non-resonant energy transfer processes in a disordered material. Strong driving in conjunction
with energy transfer renders disordered media transparent in a wide spectral hole.
resonant absorption or emission of phonons combined with a flip-flop can transfer energy between TLS of distinct
energies. These processes distribute energy over a wide spectral window and lead to the large spectral hole bandwidth
observed in our experiments 7b).
B. Brillouin gain and acoustic mode area
In this section we discuss the nonlinear susceptibility (Brillouin gain) that enables our laser based form of nonlinear
phonon spectroscopy. The Brillouin gain coefficient given by
GB =
n7p212ω
2
S
ρvc3Γ
1
A
(12)
where n is the effective index of refraction for the optical fields, p12 (p12 = 0.12 in silica) is the photoelastic constant,
ρ is the material density, v and c are the sound and light speeds, Γ is the phonon decay rate, and A is the effective
overlap area between the optical and acoustic fields [35, 51].
The effective area is given by
A =
∣∣∣∣n2√ρL3/2 ∫ d2x EpE∗Su∗q∣∣∣∣−2 (13)
where a small transverse and longitudinal component of the respective acoustic and electric eigenfunctions {uq, Ep, ES}
has been neglected. The acoustic field satisfies the time harmonic elastic equations of motion (see defect-phonon
coupling section) and is normalized such that
∫
d3x ρ|uq|2 = 1. The electric field eigenfunctions satisfy the time
harmonic Maxwell’s equations in the fiber and are normalized as
∫
d3x ε|E|2 = 1 where ε is the local value of the
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FIG. 8. Electromagnetic and acoustic mode profiles as a function distance from the fiber center.
permittivity. The effective index, modal sound speed, and electric and acoustic field eigenfunctions (see Fig. 8) are
found with finite element simulations using the material properties of the fiber core and cladding. The density, index
of refraction, and sound speed in the (Nufern UHNA-3) fiber core and cladding are given respectively by; ρ = 2666
kg/m3, ncore = 1.485 and vcore = 4740 m/s (we estimate the shear speed in the core as 3092 m/s) for the core [38],
and ρ = 2202 kg/m3, nclad = 1.444, v`,clad = 5944 m/s (longitudinal) and vt,clad = 3764 m/s (transverse) [52]. With
these parameters numerical evaluation of the acousto-optic mode overlap gives A ≈ 0.09Acore, where the core cross
section is given by Acore = pi(0.9)
2 µm2, the effective index n ≈ 1.449, and the modal sound speed v = 4910 m/s,
giving GB ≈ 0.63 (51 MHz/∆ν) (Wm)−1 where ∆ν is the phonon linewidth (∆ν = 51 MHz at room temperature).
The effective phonon mode area, relevant to estimating the acoustic intensity generated via SBS, is approximately
Aeff ≈ (
∫
d2x|uq(r)|2)2/
∫
d2x|uq(r)|4) where |uq(r)| ≈ exp{−β(r/rc)2}, where rc = 0.9µm is the fiber core radius
and β ≈ 1.5, is the phonon mode profile shown in Fig. 8. Simulations of the acoustic field give Aeff ≈ 1.6 µm2.
C. Experimental setup
In this section we discuss the experimental setup (Fig. 9) in detail. First, the probe laser source (distributed
feedback laser) is split in to two arms; one to act as the probe pump beam, and the second arm to act as the probe
Stokes beam (Fig. 9a). The Stokes arm is synthesized with an intensity modulator and a bandpass filter (BPF).
The probe Stokes beam is split into a signal arm, which counter-propagates with the probe pump beam through the
sample and is amplified via SBS, and a reference arm. The net amplification of the Stokes beam is measured by
comparing the signal and reference arms on a balance detector (BD). At various points in each of these arms; the
optical power is amplified (using erbium doped fiber amplifiers) or attenuated (using variable optical attenuators),
and the polarization is controlled with polarization controllers.
The drive beam is synthesized, using a tunable external cavity laser, and controlled in the same manner as the
probe beam. However, in order to generate multiple drive phonon frequencies no filtering is used after the IM, and
hence both sidebands and the residual carrier for the drive Stokes beam pass through the sample. Both of these drive
Stokes arm sidebands interact with the drive pump through Stokes and anti-Stokes scattering processes. We break
this symmetry between the two sidebands by shifting the drive pump line 39.5 MHz (much greater than the ∼ 2 MHz
coupling bandwidth for SBS) by an acousto-optic modulator (AOM), allowing only one drive Stokes arm sideband to
interact with the drive pump at a time (Fig. 9b).
The distinct elastic properties of the fiber leads and the fiber sample ensures that the phonons are only generated
in the sample under study. This form of multiplexing (Brillouin multiplexing) is accomplished because all the optical
fiber used in the setup, except for the sample under test, is SMF-28 with a Brillouin resonance near 11 GHz and well
separated from the Brillouin resonance of the sample near 9 GHz.
Optical multiplexing isolates the desired signal contained in probe light. We place a polarizer and a BPF before the
signal arm input on the balanced detector. The filter passes probe frequencies and blocks the drive. The polarization
of the probe beam is adjusted to optimize the signal, and the polarization of drive beam is adjusted to maximize
phononic spectral hole burning and to prevent drive power from reaching the detector.
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FIG. 9. a) Apparatus used to measure phonon spectral hole burning. The probe and drive Stokes beams are synthesized with
an intensity modulator (IM). A BPF removes the undesired high frequency sideband for the probe. Brillouin gain spectra of
the probe Stokes beam is measured using balanced detection. b) Optical frequencies used to generate drive and probe phonons.
FIG. 10. Temperature calibration data
D. Temperature Calibration
In this section we demonstrate that heating occurs in the sample, and we estimate the temperature inside the fiber
core. Heating in the fiber is established in Figure 10 a which clearly shows that the measured temperature increases
with the optical power used to synthesize the acoustic drive.
Heating leads to shifts in the probe phonon frequency, and thus must be accounted for in addition to frequency
shifts due to spectral hole burning to explain the data of Fig. 4. In the absence of a drive, the tunneling state model
predicts a temperature-dependent shift in the speed of sound given by v(T ) − v(T ′) ≈ (v/piQ0) ln(T/T ′) [9]. This
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shift in v also leads to a shift in the peak frequency Ω0 of the probe excited through SBS given by
Ω0(T )− Ω0(T ′) ≡ δΩ0(T, T ′) ≈ Ω0
piQ0
ln(T/T ′) (14)
if we assume that the refractive index does not change with temperature. Therefore, the frequency shift due to
heating can be estimated by using Eq. 14 and the measured temperature. However, this analysis does not explain
the difference between the predictions of our spectral hole burning model and the data of Fig. 4. We attribute this
disagreement to a discrepancy between the measured temperature and the actual temperature in the fiber core.
Equation 14 provides a tool to estimate the calibration error between the measured temperature and the actual tem-
perature inside the fiber. In the absence of a drive (i.e. no spectral hole burning) we performed simultaneous and inde-
pendent measurements of probe frequency Ω0 and temperature as a function of the optical power. Hence, the measured
frequency used with Eq. 14 can be used to estimate the temperature in the core Tcore ≈ T0 exp(piQ0δΩ0(T, T0)/Ω0)
where we set the arbitrary reference temperature T0 to the lowest measured temperature. The measured temperature
and the temperature inferred from the frequency shift data is displayed in Fig. 10 b), revealing that the temperature
in the fiber core is likely several mK higher than the thermometer readout.
The results of this analysis support a simple linear relationship for the temperature in the fiber core as a function of
large optical power given by Tcore = T0 +αPpPS where α is a fit parameter. We obtain the parameter α ≈ 129× 10−6
K (mW)−2 by fitting Eqs. 2 and 14, with T → T0 + αPp,DPS,D, to the frequency shift and linewidth data of Fig. 4.
As a consistency check the power dependence of the inferred temperature in the fiber is shown as the gray line of Fig.
10 b) revealing that the fitted value (obtained from our hole burning data) explains the inferred temperature of the
system in the absence of hole burning.
E. TLS parameters
The dephasing rate T2 ≈ 1.3 ns (at 1.15 K) is obtained from the theoretical expression for the critical intensity
(Eq. 11) and T1 [9] (γ = 0.5 eV), the measured value of the critical intensity [36], and the material properties of
germanium doped glass [38]. The product γ2T1 appearing in the expression for the critical intensity is insensitive to
the precise value of the deformation potential, hence this estimation for T2 is remarkably insensitive to uncertainties
in the details of the defect-phonon coupling in our system.
F. Acoustic atom decay and dephasing rates
In this section we discuss how the decay and dephasing rates of acoustic atoms were treated in our analysis. For a
TLS of energy E and tunneling strength ∆0 in a bulk system the decay rate given by
1
T1
=
∑
η
γ2η
v5η
E∆20
2pi~4ρ
coth
(
E
2kBT
)
(15)
follows from Fermi’s Golden rule and Eq. 6 where η denotes the phonon polarization [9]. Here, γη and vη are the
deformation potential and sound velocity for η-polarized phonons. The minimum TLS lifetime T1,min, used to compute
the critical intensity, is given by T1 when ∆0 = E. We assume that the deformation potential for shear phonons γt is
given by γ2t = γ
2/2 where γ is the deformation potential for longitudinal phonons [24]. This shows T1 ∝ γ−2, making
γ2T1 insenstive to the deformation potential as stated in the Sec. E.
The dephasing rate is determined by T1 and by spectral diffusion [9, 28, 29]. For our system T2  T1 which implies
spectral diffusion dominated defect dephasing. A simple scaling argument gives spectral diffusion dephasing rate as
T−1SD ∝ P (kBT )T in bulk systems. We use this scaling and the recently measured energy dependence of the defect
density of states P (E) ∝ E0.28 [53], to estimate the temperature dependence of defect dephasing.
G. Evidence for TLS-induced phonon dissipation in small core fiber at cryogenic temperatures
In this section we outline the evidence for the presence of TLS-induced dissipation in our system.
In a previous study we measured the temperature and intensity dependence of acoustic dissipation in small core
fiber [36]. In these experiments the system was studied by variation of the probe intensity, no drive was employed.
These measurements showed that acoustic dissipation begins to rise with lower temperature near 2 K (green data
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FIG. 11. Temperature dependence of acoustic dissipation in small core fiber. For low probe intensities (green points) the
dissipation begins to rise with lower temperature, indicating the onset of resonant absorption by acoustic atoms. Resonant
absorption can be saturated by increasing the intensity of the probe (purple points). Insets: Narrowing of the acoustic linewidth
with increased probe intensity is evident in the normalized Brillouin gain spectra (Nm. BGS).
points Fig.11). This behavior is indicative of resonant absorption of phonons by acoustic atoms. Acoustic atoms
absorb sound in manner analogous to the way atoms absorb light. Thus, acoustic atoms in their ground state can
absorb phonons with energies matching their gap E. Therefore this absorption mechanism will become important
at low temperatures when the defects that interact with the 9 GHz phonons that we study relax to their ground
states. These defects relax to their ground state near 0.5 K, but a majority are in their ground state at the 1-2 K
temperatures achieved of our apparatus.
The two-level nature of this absorption mechanism can be verified by increasing the phonon intensity. High inten-
sity acoustic fields drive acoustic atoms into transparency and eliminate this source of dissipation. This is clearly
demonstrated by the purple data points of Fig. 11 which show that the dissipation rate is lowered as the probe
intensity is increased. Two representative Brillouin gain spectra show how the energy transfer bandwidth narrows at
high probe intensity.
H. TLS-phonon coupling
In this section we show how our model of spectral hole burning can be extended to other structures. The extension
of the model to other structures is accounted for in the model coupling gq,j . For acoustic modes that are not plane
waves the defect-phonon coupling rate is generally given by
gq,j =
∆0,j
Ej
√
1
2~Ωq
γ : ξ
q
(xj) (16)
where γ : ξ
q
≡ γabξq,ab is the tensor product between the orientation dependent deformation potential tensor and
the elastic strain eigenfunction defined by ξq,ab = (∂auq,b + ∂buq,a)/2 where uq,a is the ath component of the elastic
displacement eigenfunction defined by ∂iC
ijkl∂kuq,l = −ρΩ2qujq and
∫
d3x ρu∗quq′ = δqq′ (C
ijkl is the elastic tensor)
[29]. In the plane wave limit γ : ξq = γq/
√
ρV where q is the phonon wavevector and V is the system volume, giving
the expression |gq|2 = (∆0/E)2(1/2~)γ2Ωq/ρV .
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