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Chapter 1
Introduction
The finite element method is one of the most popular techniques for numerical solution 
of partial differential equations. The rapid performance increase of m odern computer sys­
tems makes it possible to tackle increasingly more difficult finite-element models arising 
in engineering practice. However, the growth in the scale of finite-element applications is 
not as fast as one would desire. The problem is that some im portant numerical algorithms 
do not scale well with increasing problem size. One of the bottlenecks which limits the use 
of finite-element modeling are linear equation solvers. The direct solution methods, which 
are widely used in the finite-element codes because of their ease of use and robustness 
with respect to the properties of the underlying PDE, perform poorly when the problem 
size becomes very large. The scale of problems arising in modern applications demands 
the use of iterative methods. The main issue which has to be taken into account in this 
context is that the performance of iterative methods is normally sensitive to the under­
lying PDE and discretization, which is very different as compared to the performance of 
direct methods. This motivates a strong need in development of “reliable” iterative m eth­
ods which would be able to compete with the direct solvers in terms of robustness. The 
primary features required from a m odern iterative solution algorithm can be stated as 
follows.
•  Reliability. By this we mean that the method should be able to solve a given class 
of problems (for which it is designed) within a certain time frame which is bounded 
independently of the problem parameters, geometry of the computational domain, 
boundary conditions, properties of the finite-element mesh, etc. Ideally, the solution 
time should scale linearly with the problem size.
•  Ease of use. The solver should have as few as possible user-adjustable method 
parameters and should allow easily its efficient implementation on m odern computer 
systems.
•  Parallel scalability. The solver is expected to scale well with the increased num ber of 
processors in a parallel environment, which means that the amount of interprocessor 
communications required in the m ethod should be small as compared to the num ber 
of local computations.
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In the sequel we give an overview of the most frequently used iterative schemes and dis­
cuss how they fulfill the above stated requirements. We focus our attention on the solvers 
for selfadjoint elliptic problems.
1.1 Incomplete factorization preconditioning algorithms
The conjugate gradient method with preconditioning obtained by some incomplete factor­
ization of the system matrix is a widely used technique for solving large-scale algebraic 
systems by iterative methods. The incomplete factorization schemes are based on the 
splitting A = M -  R of the system matrix A; the matrix M  is normally sought in the 
form M = LDU , where D is a diagonal matrix, L is a lower triangular matrix, and U is 
an upper triangular matrix. The splitting is chosen such that the spectrum of M -1A  is 
more favorable then the spectrum of A, the blocks L, D and U can be easily constructed 
and are reasonably sparse. To achieve efficiency, one has to balance between limiting the 
fill-in in blocks L and U and constructing a sufficiently good approximations to the exact 
LU-factors of A. The criteria for dropping fill-in entries could be static (by position) if 
the sparsity patterns of L and U are chosen a-priori or dynamic (by value) if the sparsity 
patterns are defined during the factorization procedure by looking at the matrix values. 
There are many different flavors of the ILU algorithm. A broad discussion of incomplete 
factorization methods can be found e.g. in [2].
For second order elliptic boundary value problems discretized on regular meshes the 
condition number of the ILU-preconditioned system is often O (h-1 ). In certain cases 
even better quality of the ILU preconditioner can be achieved, for instance the algorithm 
suggested in [33] leads to the spectral condition num ber k (M-1A) ~ O (h -1/3), and has 
nearly-optimal arithmetic cost per iteration. Unfortunately, the convergence rate of the 
incomplete factorization methods is rather sensitive with respect to the ordering of the 
unknowns (see e.g. [2], [29], [30]), and some reordering is normally needed to achieve an 
optimal performance of the preconditioner. In general, however, ILU algorithms perform 
quite well on a wide range of practical problems. Due to this they are often used as 
building blocks within other methods (as smoothers in a multigrid scheme, for example).
Similar to direct solution methods, one of the most significant advantages of the ILU 
methods is that they can be used as “black-box” solvers; one can construct an incomplete 
factorization preconditioner even in the case when no information about the PDE is given 
except for the system matrix itself.
There is a lot of experience in parallelizing the ILU methods. A num ber of promising 
results were obtained in [1], [32], [37] and [39]. In general, however, the parallelization of 
the incomplete factorization methods is rather difficult because of their sequential nature.
1.2 Domain decomposition methods
The domain decomposition approach is based on a splitting of the original problem into a 
num ber of easily solvable smaller subproblems. The substructures Q  may overlap or not,
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leading to overlapping and non-overlapping DD methods, correspondingly. The substruc­
turing can be perform ed either geometrically (based on partitioning of the finite-element 
mesh) or algebraically (based on partitioning of the system matrix graph). The geometric 
domain decomposition approach is mostly used in practice.
For the overlapping DD, the so-called alternating Schwarz procedure is normally used 
to combine the solutions of the subproblems into one whole. There are two versions of 
the Schwarz algorithm: the additive one and the multiplicative one. The additive Schwarz 
procedure has much better parallelization properties than the multiplicative one. The 
price to pay for that is that it often converges a bit slower. The Schwarz method can be 
viewed as a subspace-correction procedure, which reduces the error in a subdomain-by- 
subdomain fashion. The additive Schwarz scheme can be compactly written as
Sk+1 = ^J —
while the multiplicative Schwarz algorithm can be written as
N
Sk+1 = Ht d  -  P i)£k. 
i=1
Here Sk is an error (i.e. Sk denotes a difference Sk = Uk -  u*  between the exact solution 
u*  and the iterative solution Uk) and Pi are projectors onto “local” subspaces associated 
with Qi. In the discrete case the operators Pi correspond to subdomain solvers. For the 
second order elliptic problems like Poisson equation the condition number of the DD- 
preconditioned system normally behaves like
O ( max H- 25- 2) -
where Hi denotes a diameter of the subdomain Qi and 5i = 0 characterizes the relative 
overlap (i.e. the overlap d i equals Hi5i). As one can see, with 5i being fixed the condition 
number grows like H -2 . This means that the m ethod looses its efficiency when the number 
of substructures becomes large. A significant improvement can be achieved if the coarse- 
mesh correction step
tH A-1jh  Jh A H JH
is included in the domain decomposition algorithm (here JH and JH denote coarse-to-fine 
restriction and prolongation operators and A H is a coarse mesh stiffness matrix). In this 
case the condition number behaves like
O |m ax  5-2 j .
The overlapping DD methods are easy to use in both a sequential and a parallel environ­
ment assuming that a proper data management mechanism is provided for the overlap­
ping regions and that there is an efficient solver for the coarse-mesh problem. However,
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the overlapping domain decomposition methods are normally not very robust with respect 
to the discontinuities in the coefficient function, and it is not clear in general what to use 
as a coarse mesh.
Within the non-overlapping DD m ethod the exchange of information between the sub­
domains (substructures) occurs only through the interfaces. A common approach to tackle 
the arising algebraic system of the form
Ai,i
A2,2
A int,1 A int,2
A 1,int
A 2,int
A int,int
u 1 f 1
u 2 = f 2
u int f int
is to solve the Schur complement system with respect to the interface unknowns u int
N N
Sin tu int = ^  i^A int,int A int,iA i,i A i,int^ u int = f int,int ^  A int,iA i,i f i 
i=1 i=1
and then recover the whole solution u  via solving a set of local problems
A i,iu i = f i A i,int u int j i = 1, . . . , N .
The system with Sint is normally solved iteratively. In this case the Schur complement 
Sint should not be formed explicitly, it suffices to be able to compute its action on the 
vectors occurring during the iterations. Clearly, the action of Sint can be easily computed 
provided that the subdomain problems with A i,i can be solved efficiently.
A central issue within the non-overlapping DD approach is to construct a good pre­
conditioner for Sint since the interface problem is rather ill-conditioned. For instance, for 
the second order elliptic problems discretized on a uniform m esh the condition num ber 
behaves like
K(Sint) = O ( h ~2 ( l  + f
where h  is the mesh step size and H  denotes the size of the substructures. For the 
domains partitioned into subdomains without internal cross-points a number of precon­
ditioners for Sint was developed in early works [6], [10] and [21]. The preconditioners able 
to handle the case of cross-points were introduced in [11] and further developed in [12], 
[13], [14], see also [22], [27] and [31]. In contrast to the DD methods with overlap, the con­
vergence estimates for the properly constructed non-overlapping domain decomposition 
methods are completely independent of the discontinuities in the coefficient function as 
long as the jumps are aligned with the subdomain boundaries. In terms of parallel per­
formance the non-overlapping DD algorithms are also more efficient than the overlapping 
ones because of less intensive interprocessor communications which are needed only for 
the unknowns coupled with the interfaces.
For a general overview of the domain decomposition framework we refer e.g. to [18].
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1.3 Multilevel methods
For the solution of elliptic PDEs, iterative methods based on a multilevel framework are 
known to be fast solvers. They are often optimal in a sense that the number of iterations 
required for the iterative scheme to converge is independent of the size of the algebraic 
system to be solved. The history of the multilevel methods begins in the sixties in early 
work [23]. The multigrid convergence for strongly elliptic symmetric problems like Pois­
son equation was studied in [7], [9], [25] and [26] under moderate regularity assumptions. 
Without regularity assumptions, optimality of the multigrid was shown in [15], [16], [19] 
and [43]. However, the convergence of “standard” multigrid methods normally depends on 
the coefficient function in the problem. Therefore, some modifications to the “classical” 
MG methods are used to make them more robust.
One of the approaches to ensure robustness is to use matrix-dependent restriction and 
prolongation operators and construct the sequence of coarse-mesh matrices by means of 
the Galerkin procedure. Since a simple point-wise iterative m ethod used as a smoother 
often fails to give reliable convergence rates, more advanced smoothers are exploited. 
One of the most popular choices is ILU-smoothing, some other options are considered, for 
example, in Chapters 3, 4 and 6 of the present thesis. We also refer to [3], [4], [5], [20], [28],
[34], [35], [41] and [42] where multilevel methods of this type were developed. The above 
algorithms belong to the class of geometric-type multilevel methods due to the mesh- 
based coarsening procedure. The methods from this class are sufficiently robust and can 
be efficiently parallelized (the parallelization can be done similarly to the non-overlapping 
DD methods). Their major drawback is that they require a nested sequence of finite- 
element meshes to be available, which is not always the case in practical applications.
Another approach to ensure reliability of the multigrid is to use a simple smoother but 
construct the multilevel sequence of spaces in such a way that robust convergence is still 
achieved. A method of this type was developed, for instance, in [17] and [36] where not 
only the interpolation, restriction and coarse-grid operators were matrix-dependent, but 
also the multilevel sequence of “grids” itself. Due to its purely algebraic nature the method 
was called AMG, i.e. algebraic multigrid. As was shown, even a simple point-wise smoother 
like Gauss-Seidel or Jacobi is sufficient to obtain a stable convergence behavior of the 
AMG method for a wide range of problems, see e.g. [24]. Unfortunately, the theory for the 
method is not very much developed and it is somewhat difficult to implement (especially 
in a parallel environment since the refinement strategy is to a large extent sequential). 
Despite of their drawbacks, however, the AMG-type algorithms receive more and more 
attention from the scientific community nowadays. The main reason is that they provide 
a “simple-to-use” solver of a “black-box” type such that it can be easily incorporated into 
the existing finite-element codes. Obviously, this is very im portant from an engineering 
point of view. We refer to [8], [38] and [40] for some recent developments in the area of 
AMG-type methods.
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1.4 Outline of the thesis
In this work we present a number of recently developed iterative solution methods. When 
designing them we aimed at achieving high level of robustness while keeping the algo­
rithms “simple” and “easy-to-parallelize”. A brief overview of the thesis follows.
Chapter 2 presents a brief introduction to the framework of mesh-based algebraic mul­
tilevel iteration (AMLI) methods. In particular, we consider a family of two-level precondi­
tioners of multiplicative and additive type as well as discuss their extension to the multi­
level case. An important feature of these methods is that they lead to iterative schemes 
with the rate of convergence bounded independently of the regularity of the solution. 
The AMLI framework is used in Chapters 3, 4 and 5 to construct a number of multilevel 
schemes insensitive with respect to the mesh and/or problem parameters.
Chapter 3 describes a multilevel method for diffusion-type problems. The results are 
derived in the framework of a hierarchical basis of conforming finite elements. The consid­
ered multilevel method uses the standard “geometric” restriction and prolongation opera­
tors but exploits a newly developed smoother which ensures insensitivity of the algorithm 
with respect to the problem and/or mesh parameters; the developed smoother can be con­
sidered as a specific version of the ILU method, it is constructed by preserving only the 
strongest couplings in the superelement stiffness matrices on each of the discretization 
levels. A nice feature of the developed algorithm is that all its components can be con­
structed in a fully automatic way starting from any coarse-mesh triangulation. We refer to 
Section 3.5 for more details.
In Chapter 4 we construct a preconditioner for a class of three-dimensional linear elas­
ticity problems discretized by means of conforming piecewise-linear finite elements on 
meshes consisting of rectangular prisms. The developed algorithm is based on the sepa­
rate displacement components approach, which means that the elasticity stiffness matrix 
is preconditioned by a matrix which corresponds to a set of three diffusion-type opera­
tors. To solve the arising Laplacian-like systems, we develop a multilevel solver which is 
based on a semi-coarsening refinement procedure, standard restriction and prolongation 
operators and block-Jacobi-type smoother with inner Chebyshev iterations. We show that 
for the considered refinement procedure the two-level Cauchy-Bunyakowski-Schwarz con­
stant y is bounded by a/3/ 2 independently of the regularity of the finite-element mesh 
used for the discretization. This result implies that the considered multilevel solver can 
work on the meshes with highly varying mesh step sizes. According to the analysis pre­
sented in Chapter 2 the developed algorithm is also insensitive with respect to jumps in 
the problem coefficients.
Chapter 5 presents a solver for the two-dimensional elasticity problems. We use a 
mixed variables formulation of the elasticity equation to avoid the ’’locking” phenomenon 
and make the method applicable in the limit case of almost incompressible media when 
the contractivity ratio v  tends to 1/2. We propose an iterative algorithm for solving the 
arising saddle-point linear systems which is based on a reduced pressure Schur comple­
ment approach and uses a modification of the multilevel solver developed in Chapter 3 
as an inner solver for the displacement variables. An important feature of the algorithm 
is that it allows the problem to be discretized on nearly-degenerate finite-element meshes
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containing elongated triangles. This enables the solver to be used, for instance, in the 
cases when the solution contains boundary layers and the m esh is adopted accordingly to 
follow the gradient of the solution.
In Chapter 6 is devoted to a family of subspace-correction preconditioners of additive 
Schwarz type. The developed preconditioners are able to improve significantly an eigen­
value distribution of certain severely ill-conditioned algebraic systems by using properly 
chosen projection matrices, which correct the low-frequency components in the spectrum. 
One of the main advantages of the proposed approach is the possibility to use inexact 
solvers within the projectors. Another attractive feature of the considered method is that 
it can be easily combined with other preconditioners, for instance those which correct 
the high-frequency eigenmodes. We introduce the method as a generalization of the aug­
mented matrix preconditioning approach and then discuss its application to the problems 
arising from finite-element discretization of second order elliptic equations with highly 
discontinuous and/or anisotropic coefficients.
In Chapter 7 we present a numerical study of a two-level Newton method applied for 
solving nonlinear elasticity problems. We consider a two-level procedure which involves 
solving the nonlinear problem on a coarse mesh, interpolating the coarse-mesh solution 
to the fine mesh and, finally, performing nonlinear iterations on the fine mesh. Compu­
tational experiments suggest that in the case when one is interested in the minimization 
of the I 2-norm of the error the coarse-mesh solution gives a sufficiently accurate initial 
approximation to the displacement field on the fine mesh, and only a few of the costly 
nonlinear iterations on the fine mesh are needed to achieve the accuracy of the solution 
which is of the same order as the accuracy of the Galerkin solution on the fine mesh.
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Chapter 2
The AMLI framework
ABSTRACT: This chap te r is devo ted  to  a fam ily  o f algebraic m ultilevel ite ra tio n  (AMLI) p re ­
cond ition ing  m eth o d s  [1], [5], [7] an d  [8] w hich  are b a sed  on  a two-level decom position  of 
fin ite-elem ent spaces. The fram ew ork  of these  m eth o d s  will be u se d  later, in  C hap ters 3 
an d  4, to co n stru c t a nu m b er o f new  p recond ition ing  a lgorithm s fo r algebraic system s 
arising  fro m  fin ite-elem ent d isc re tiza tio n  of ce rta in  se lfad jo in t elliptic b o u n d a ry  value 
p rob lem s.
2.1 Introduction
M ultilevel/m ultig rid  m eth o d s  are am ong  the  fa s te s t a lgorithm s fo r solving se lfad jo in t el­
lip tic  p rob lem s. The h is to ry  of m u ltig rid  goes back  to  1961, w hen  an  iterative p rocedu re  
o f op tim al-o rder arithm etic  com plexity  fo r solving the  Poisson  eq u a tio n  in  a rec tangu lar 
dom ain  w as developed  by  R. Fedorenko in  [28]. Since th en  m ultilevel ite rative  schem es 
have received close a tte n tio n  fro m  the scientific com m unity . We w ould  like to m en tion  
the  follow ing w orks w hich  h a d  a significant im pact on  the  developm en t of the  m u ltig rid  
ideas: O. A xelsson, I. G usta fson  an d  P. V assilevski [5], [7], [8]; R. Bank, T. D upon t [13], [12]; 
D. Braess [17], [15], [16]; J. Bramble, J. Pasciak, J. Xu [21], [22]; A. B randt [23], [24]; 
S. McCorm ick [41], [42], [43]; W. H ackbusch  [29], [30], [31]; Yu. K uznetsov  [32], [33], [40]; 
J.-F. M aitre, F. M usy [38], [39]; H. Y seren tan t [52], [53]. A system atic  overview  of the m u lti­
lev e l/m u ltig rid  m eth o d s  can be found, fo r exam ple, in  [18], [31] or [47].
In general, the convergence p ro o fs  fo r the m u ltig rid  m eth o d s are b a sed  on  certa in  
regu larity  a ssu m p tio n s on  the dom ain  of defin ition  an d  on  the so lu tion  o f the p rob lem  to 
be solved. It is show n (see e.g. [11], [17]) th a t if the  differen tial p rob lem  has a so lu tion  
fro m  the Sobolev space H 2 fo r any rig h t-h an d  side fro m  L2 (i.e. if the  so-called fu ll elliptic 
regu larity  a ssu m p tio n  holds) th en  the V -cycle m u ltig rid  schem e is converging w ith  a ra te  
in d ep en d en t o f the  m esh  s tep  size. This re su lt w as g enera lized  la te r in  [19], [26] fo r the 
case o f H l+ a -regular p rob lem s, 0 < a  < 1. M ultigrid convergence ra te  of the  W -cycle 
m u ltig rid  w as s tu d ie d  already  in  [12], [31] u n d e r the a ssu m p tio n  o f H l+ a -regularity  of the 
solution.
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There is also a nu m b er o f m ultilevel schem es w ith  convergence ra te  in d ep en d en t of 
the  regu larity  o f the  underly ing  d ifferen tia l p roblem . A m ong th em  are the m ultilevel 
a lgo rithm s b a sed  on  recursive app lication  o f a two-level m ethod . A n a lgo rithm  of th is 
type w as suggested , fo r exam ple, in  [12 ], w here a m ultilevel p reco n d itio n er b a sed  on  a 
n e s te d  sequence of the so-called h ierarch ica l basis  (HB) fin ite-elem ent spaces w as con­
struc ted . In the  tw o-d im ensional case the  a lgo rithm  leads to an  iterative schem e w ith  
nearly  op tim al convergence ra te  (the cond ition  nu m b er of the  p reco n d itio n ed  system s 
grow s as 0 ( lo g  h - 1 ), see e.g [52]). U nfortunately , the HB m eth o d  is less efficient in  the 
th ree-d im ensional case as the  cond ition  nu m b er grow s as O ( h - 1 ), see [45].
A n ap p ro ach  w hich  allows to  b o u n d  the cond ition  nu m b er o f the p reco n d itio n ed  sys­
tem  in d ep en d en tly  of the m esh  step  size h  b o th  in  two an d  th ree  d im ensions w as devel­
op ed  in  [7], [8]. A polynom ial s tab iliza tio n  p ro ced u re  app lied  recursively  on  som e levels of 
the m ultilevel s tru c tu re  w as show n to re su lt in  a class of p reco n d itio n ers  w ith  convergence 
ra te  b o u n d e d  in d ep en d en tly  of h. Later, in  [4], [6], the  ap p ro ach  w as g enera lized  fo r the 
case w hen  the  m ultilevel s tru c tu re  w as co n stru c te d  u s in g  pu re ly  algebraic (non-geom etric) 
m eans. It shou ld  be also m en tio n ed  th a t a very  sim ilar a lgo rithm  b a sed  on  a recursively  
app lied  po lynom ial s tab iliza tio n  p ro ced u re  w as in d ep en d en tly  developed  in  [32], [33].
In the  sequel we focus ou r a tte n tio n  on  the fam ily o f “geom etric” AMLI p recond itioners  
developed  in  [7], [8], w hich  are b a sed  on  a sequence o f n e s te d  fin ite-elem ent spaces. An 
im p o rta n t fea tu re  o f these  m eth o d s  is th a t their convergence ra te  is b o u n d e d  in d ep en ­
den tly  of the  regu larity  of the  so lu tion  an d  the  quality  of the  d isc re tiza tio n  m esh . The 
p re se n te d  fram ew ork  will be  u se d  later, in  C hap ters 3 and  4, to  co n stru c t a num ber of 
m ultilevel schem es insensitive  w ith  resp ec t to the  m esh  a n d /o r  p rob lem  p aram ete rs . In 
the  p re se n t con tex t the nam e algebraic  in  AMLI re fe rs  n o t to the  algebraic g enera tion  of 
the  coarse-m esh  spaces b u t is due to the  polynom ials involved in  the p recondition ing . In 
th is  resp ec t the conside red  class of a lgo rithm s differs fro m  the  “tru ly  algebraic” m ultilevel 
m eth o d s such  as AMG m eth o d  developed  in  [25], [46] or the non-geom etric  versions of the 
AMLI m eth o d  s tu d ied  in  [6] (see also [44]).
2.2 Two-Level Decomposition of Finite-Element Spaces. Strength­
ened Cauchy-Bunyakowski-Schwarz Inequality
C onsider the b ilinear form
d u  d v
A ( u , v )  =
n
w ith  a sym m etric , un ifo rm ly  in  n  positive  definite, piecew ise co n stan t coefficient m atrix  
[ a i j ( x ) ] .  Our aim  is to develop an  iterative m eth o d  fo r solving the  varia tional p rob lem
r0<Seek u  g V c  H 0 (n )  such  th a t
A ( u , v )  = ( f , v ) ,  f  g  L2 (n) ,  V v  g  V.  (2.2)
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H ere V = V\ is a fin ite-elem ent subspace  o f H 0 (n )  such  th a t it be longs to a sequence of 
spaces
V0 c  V1 c  . . .  c  V- 1  c  Vi 
defined  on  a h ierarch ica l sequence of triangu la tions
n 0 c  n  c  . . .  c  n l_i c  n l.
C onsider the two-level sp litting  o f the  space V :
V = V1 + V2 , V1 n V2 = { 0 } .
Let u s  call such  a sp litting  stable  if th ere  exists a co n stan t y  g [0 ,1 ) such  th a t the  follow ing 
s tre n g th e n e d  Cauchy-Bunyakowski-Schw arz holds:
A ( u , v )  < y { A ( u , u )  ■ A ( v , v ) } 1 / 2  fo r all u  g  V1, v  g  V2. (2.3)
R em ark  2.2.1 Clearly, y  = 0 in the  ideal case of an A -orthogonal space  decom position  
V1 ±a  V2. In general we are in te rested  in such sp littings V = V1 + V2 th a t the  CBS constan t 
y  is bounded  independen tly  o f th e  d im ensions of V1 and V2 or, equivalently, independen tly  
of the  m esh step  sizes h 1 and h 2 o f th e  fin ite-elem ent m eshes n 1 and n 2 a ssoc ia ted  with 
the  sub sp aces  V1 and V2.
A n im p o rtan t exam ple o f the  stable two-level sp litting  V = V1 + V2 o f the  fin ite-elem ent 
space V  is the  sp litting  b a sed  on  the h ierarch ical basis  approach , see e.g [5], [13], [48], [52] 
or [53]. C onsider a trian g u la tio n  n 1 g en e ra ted  fro m  an  in itia l coarse  m esh  n 0 by  m eans 
of a u n iform  refinem en t p rocedure . Namely, assum e th a t the m esh  n 1 is ob ta ined  from  
the  m esh  n 0 by  d ividing all the  triang les of n 0 in to  4 equal sub triang les. As can  be easily 
show n, the co n stan t y  can  be d e te rm in ed  locally, by  looking only a t the  “su p e re lem e n ts” Te 
o f the  m esh  n 1:
v TA e v 2
y  = sup  y e, y e = sup  1 , (2.4)
Te v 1GV1 ,v2GV2 ^ v ^ A ev 1 J v T A ev 2
w here A e is a re s tric tio n  o f A  to Te, see e.g. [5], [12] or [38]. By a “su p e re lem en t” we deno te  
a u n io n  o f 4 triang les of the fine m esh  n 1 w hich is g en e ra ted  by  the  refinem en t p rocedu re  
fro m  a com m on triangle  of the  coarse m esh  n 0.
R em ark  2.2.2 For the  estim ates of y e for a num ber of d ifferent choices of fin ite-elem ent 
spaces and bilinear form s A  we refer to  [5], [27], [35], [38], [50] and elsew here.
As follow s from  (2.4), the  value o f y  is in d ep en d en t of the  ju m p s  of the coefficient fu n c ­
tion  [ a ij ( x) ]  p rov ided  th a t [ a ij ( x) ]  is co n s tan t on  each  o f the supere lem en ts  Te. The 
value o f y  d ep en d s on  the choice o f finite e lem ents an d  on  the  regu larity  o f the  m esh  (i.e. 
it d ep en d s on  the  shape  of the m esh  elem ents), b u t  is b o u n d ed , y  < Y < 1 , in d ep en d en tly  
o f b o th  the shape o f the  com pu ta tiona l dom ain  and  the b o u n d a ry  conditions. Since the 
considered  refinem en t p rocedu re  g u aran tees  th a t the  triang les of the  refined  m esh  have
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the  sam e shape as their “p a re n t” triangles, the value of y  is also in d ep en d en t of the  m esh  
refinem en t level.
In the case of conform ing  piecew ise-linear h ierarch ica l basis  finite-elem ent d isc re tiza ­
tion  on  a n e s te d  sequence o f righ t-angu lar triangu lar m eshes, the value of y  is b o u n d e d  as 
y  < 1 / 7 2 ; in  the  case of a rb itra ry  triangu lar m eshes the b o u n d  fo r y  is y  < V 3/2 , see [2] 
an d  [38]. Note, th a t fo r the  above choice of the  finite-elem ent spaces the value o f y  is 
b o u n d e d  away fro m  1 in d ep en d en tly  o f the  regu larity  o f the  d isc re tiza tio n  m esh.
2.3 Two-level preconditioner
C onsider the  algebraic system  g en era ted  by  (2.2):
} Vi 
} V2 ’
w here u 1 an d  u 2 are the w eights in  the re p re sen ta tio n  o f the  so lu tion  u  in  te rm s of basis  
functions 0 (1) g  V1 an d  0 (2) g  V2.
A 11 A 12 u1 f 1 "
A 21 A22 u2 f2
Define the  subm atrices A j  as
kl -  A w k i ' j i j  -  1 , 2.
In troduce  two auxiliary m atrices M 11 an d  M22, w hich  are assu m ed to  be easily solvable 
approx im ations (p reconditioners) to the  b locks A 11 an d  A22, an d  consider the follow ing 
two p recond ition ing  schem es b a sed  on  the above 2 x  2 b lock  sp litting  o f A:
• M ultiplicative schem e [5]:
M m l t  —
Clearly, the  action  o f Mm1t req u ires  two inversions o f M 11, one inversion  of M22 and  
a m u ltip lica tion  w ith  the  b locks A 12 an d  A 21.
---
---
---
-1
M11 0
1 1
1 M
A1 2
1
12M222A21 0 I
A dditive schem e [12]:
M add —
M 11 0
0 M22
Clearly, the  action  o f Ma1d requ ires  a single inversion  o f the  b locks M 11 an d  M22. 
Theorem  2.3.1 [5] Assume, that the following conditions are satisfied: 
v TA 11v 1 < v f  M 11 v 1 < (1 + 5 1 )v TA 11v 1 f o r a l i v 1;
v TA 22v 2 < v jM 22v 2 < (1 + 52)v TA 22v 2 for all v 2,
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where  5 1 and S2 are some positive constants. Then the following inequalities hold: 
Cmitv TA v < v TMmitv  < Cm itvTA v  for all v ,
CaddvTA v  < v TM addv < CaddvTA v  for all v ,
with the constants
cmlt = 1,
Cmit = Í 1 + \  [ 5 l + 02 + M  -  52)2 + 4 5 1(52y 2] ]  ,
Cadd =  
C add =
where
1 -  y  2 (. 2 
1
i  + y ’
1
Ao(l-y)’
\  2(1 + y ) 1 + 5!
= ------------------------------ 1 ’ A  = 1 , g ■(1 + ö2)(1 + A + J ( a  -  1)2 + 4 A y2) 1 + ö 2
Proof  [5] The above th eo rem  can  be p roved  u sing  the inequality  2 a b  < ï  1 a 2 + ï b 2 w ith  a 
p ro p er  choice of ï .  Indeed, fo r the  m ultip licative p reco n d itio n er we have:
v T(Mmlt -  A ) v  = v T( M11 -  A 11 ) v 1 + v T(M22 -  A 22W 2 + v TA 21 A -11 A 12v 2.
As the m atrices A 11 an d  A22 are positive definite, the b o u n d  fo r cmit follow s from  the 
observa tion  th a t all the te rm s in  the righ t h a n d  side o f the above inequality  are positive. 
The b o u n d  fo r Cmit can  be derived  as follows:
v T(Mmlt -  A ) v  = v [ (M 11 -  A n )v 1 + v 2 (M22 -  A 22W 2 + v TA 21A -1 A 12v 2
< 5 1v TA 11v 1 + 5 2v 2  A 22v 2 + y 2v TA 22 v 2
1 — ï - 1 y  T 1 — ï y  T Y2 t
<  S i - — v f A n V i  +  S 2 - — ^ v J a 2 2 v 2  +  -- ----------------- 2 v  A v
1 -  ï - 1 y  1 1 -  ï y  1 -  y 2
y2 ■ — - f  Ä1 Ä2„ + m m  m ax  , „  , , „
1 -  y 2 ï e[y, y -1 ] t 1 -  ï - 1 y  1 -  ^
In the  above sequence o f inequalities we have u se d  the  fac t th a t
v TA v  > (1 -  ï - 1 y ) v ^ A 1 1v 1 + (1 -  ïy)v2> A 2 2 v 2
fo r all ï  e  [y , y - 1 ] (this fo rm ulae  follow s im m edia te ly  from  (2.3)).
By choosing  ï  such  th a t
¿ 1  =  02 
1 -£-!y 1 -gy’
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nam ely,
ï
ô2 -  ô\ + ^(S2 -  ô\ )2 + Aôiô-ïÿ2
2 Ô2 Y
we obtain:
¿1 Ö2ô 2 Si  + ô 2 + ^j(ô 1 -  ô 2 ) 2 + 4 ô \ ô 2 y 2
1 -  ï - 1 y  1 -  ï y 2(1 -  y 2)
w hich leads to the  d es ired  e s tim ate fo r Cmit .
The additive  two-level p recond itioner Madd can  be ana lyzed  analogously. The lower 
b o u n d  follow s fro m  the  follow ing sequence o f inequalities:
As follow s fro m  the  above theorem , there  is a need  fo r accura te  app rox im ations M 11 
an d  M22 to  the b locks A 11 an d  A 22. The b lock  A 22 will be  ap p ro x im ated  u s in g  the m u lti­
level ap p ro ach  (see below). As concerns the  b lock  A 11, it is w ell-conditioned  w ith  respec t 
to  the m esh  s tep  size h: k ( A11) = 0 (1 )  and, therefo re , in  m any  p ractica l cases one can 
define M 11 sim ply  as M 11 = diag (A 11). However, such  a choice o f M 11 is in ap p ro p ria te  if 
the  d isc re tiza tio n  m esh  con ta ins nearly -degenerate  triang les since in  th is  case the  cond i­
tion  nu m b er k W ^ A u ) d e te rio ra te s  sharply . A lgorithm s fo r co n stru c tin g  “re liab le” (with 
resp ec t to the  m esh  quality) app rox im ations M 11 w ere stud ied , for exam ple, in  [36] and
[37]; th is  issue  will also be a d d re sse d  in  C hap ters 3 a n d  4 o f the  p re se n t work.
v TA v  = v TA 11 v 1 + v 2  A 22v 2 + 2vTA 12 v 2
< (1 + y )  [v^M n v 1 + v TM22v 2j 
= (1 + y ) v TMadd v ,
while the u p p e r b o u n d  can  be derived  as
v TA v  > (1 -  ï y ) v TA 11v 1 + (1 -  ï 1 y ) v TA 22v 2
v TMaddv .
By choosing  the  value o f ï  such  th a t
1 - g y  1 - r V  
1  + <51 1 + S2
we arrive a t the d esired  b o u n d  fo r Cadd.
C h a p t e r  2 23
2.4 Extension to the Multilevel Case. Polynomial Stabilization Pro­
cedure
C onsider the  follow ing two recursive defin itions of a m ultilevel p recond itioner.
• M ultiplicative m ultilevel schem e:
M Z t  - A m - M
(k)
mlt
M
A
(k)
11
(k)
21 M
0
(k - 1) 
mlt
I M
0
(k) A (k)12 } Vk 
} Vk-
A dditive m ultilevel schem e:
M 'zid -
M (k)11
0
M (k-1 )11
M (1)11
A (0)
} Vk
} Vk-1
} ■■■
} V1
} V0
A ssum e th a t the d isc re tiza tio n  o f the p rob lem  is done by  m eans o f piecew ise-linear finite 
e lem ents. In th is  case the value o f the CBS c o n stan t y  is b o u n d e d  as y  < V 3/2 . Thus, 
fo r the above choice of the fin ite-elem ent spaces T heorem  2.3.1 im plies th a t the  p reco n ­
d itioners  Mmit an d  Ma^d are ro b u st w ith  resp ec t to  the d iscon tinu ities  of the  coefficient 
fu n c tio n  in  the  p rob lem  an d  w ith  resp ec t to the  quality  o f the  d isc re tiza tio n  m eshes as 
long as the  b locks M 11 are chosen  appropria te ly . It shou ld  be no ted , how ever, th a t the  p re ­
cond itioners  are n o t op tim al in the sence th a t the  cond ition  nu m b er of the p reco n d itio n ed  
system  grow s w hen  the nu m b er of levels o f recu rs io n  increases. In the tw o-dim ensional 
case the cond ition  nu m b er o f the p reco n d itio n ed  system  grow s poly logarithm ically  w ith  
resp ec t to the m esh  s tep  size h, see [13], [52]. This is o ften  acceptab le  in  practice. The s it­
u a tio n  is m uch  w orse in  th ree  d im ensions since in  th is  case the  cond ition  nu m b er grow s 
exponen tionally  w ith  the nu m b er o f levels, see [45].
It tu rn e d  out, how ever, th a t the m ultilevel cond ition  nu m b er can be s tab ilized  if one 
in co rp o ra tes  an  inner po lynom ial reg u la riza tio n  p ro ced u re  in to  the p recond itioner. This 
idea w as suggested  in  [7], [8] and, in d ep en d en tly  in  a sligh tly  d ifferen t context, in  [33], [34]. 
The “s tab ilized ” p recond itioner can  be described  as follows:
M ultiplicative m ultilevel schem e w ith  po lynom ial stab ilization :
M,mit - A m - M
(k)
mlt
M
A
(k)
11
(k)
21
0
(k- 1)
mlt
I M
0
(k)-
11 A
(k)
12 } Vk 
} Vk-1
w here
M'mit -  A 'k) i  -  P v k iM im ii  A' k)
I 1
0
I
1
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• A dditive m ultilevel schem e w ith  po lynom ial stab ilization :
w here
The polynom ials PVk in  the  defin itions o f M ^ t  an d  M ^ d  sh o u ld  be chosen  such  th a t 
m a x \PVk\ is as sm all as possib le  on  the  sp ec tru m  of M (k' 1A (k'. Clearly, the  sm aller the
n o rm  of Pvk on  the sp ec tru m  of the  p reco n d ito n ed  system  on  the level k is, the  closer the 
p ro p ertie s  o f the conside red  m ultilevel p recond itioner to the p ro p e rtie s  o f the  two-level 
one are.
The polynom ials PVk can  be defined, fo r exam ple, as p ro p erly  sh ifted  an d  scaled  Cheby- 
shev polynom ials. In th is case know ledge abou t sp ec tra l b o u n d s  o f the m atrices 
M (k' 1A (k' is n eed ed  to  com pute  the  coefficients of PVk. In  m any  cases these  b o u n d s  can 
be given explicitly, w hich sim plifies largely  the  co n stru c tio n  of the p recond itioner. In the 
cases w hen  the  sp ec tra l b o u n d s  can  n o t be derived  analytically  one can use  an  adaptive 
p rocedu re  b a sed  on  a sequence o f Lanczos ite ra tio n s  to  com pute  approx im ate  spectra l 
b o u n d s  of M (k' 1A (k', see e.g. [6] or [49].
A no ther choice o f PVk cou ld  be the following: one can u se  polynom ials g en e ra ted  d u r ­
ing the ite ra tio n s  o f the con jugate  g rad ien t (CG) m ethod . The use  of inner CG-type i t­
e ra tions  in ste a d  of Chebyshev polynom ials w as suggested  in  [10]. There is no need  to 
estim ate  the sp ec tra l b o u n d s  of M (k' 1A (k' w ith in  th is approach . This is a nice fea tu re  of 
the  CG-based a lgo rithm  as com p ared  to the  a lgo rithm  b a sed  on  the C hebyshev po lynom i­
als. It shou ld  be no ted , how ever, th a t the use  o f the con jugate  g rad ien t m e th o d  (which is 
a non linear iterative p rocedure) im plies th a t the resu ltin g  m ultilevel p recond itioner is, in  
general, a non linear m apping , an d  has to be tre a te d  accordingly, see [9] fo r m ore details.
It w as show n in  [7], [8] th a t a p ro p er  choice of the  polynom ials PVk leads to m ultilevel 
p reco n d itio n ers  w ith  op tim al-o rder arithm etic  com plexity  such  th a t the cond ition  n u m ­
b e r of the p reco n d itio n ed  system  is b o u n d e d  in d ep en d en tly  of the num b er o f levels in  
the m ultilevel s tru c tu re  and, fu rth e rm o re , the a rithm etic  cost pe r ite ra tio n  is b o u n d ed  
likewise. Initially, it w as suggested  to  use  po lynom ial s tab iliza tion  on  each  of the d is­
c re tiza tio n  levels, the po lynom ial degree Vk w as assu m ed  to  be constan t: Vk -  v .
The follow ing cond ition  is req u ired  fo r the  op tim ality  of the  m ultip licative schem e 
b a sed  on  Chebyshev-type po lynom ial s tab iliza tion  w ith  Vk -  v :
1
< v  < 2n , n  -  2, 3.
A very  sim ilar cond ition  is req u ired  fo r the op tim ality  of the additive schem e:
n  -  2, 3.
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H ere n  -  2, 3 deno tes the spatia l d im ension . Note, th a t if the  p rob lem  is d isc re tized  by  
m eans of piecew ise-linear conform ing  finite e lem en ts th en
in  the  case w hen  the triangu la tion  is arb itrary .
Later, in  [49], it w as suggested  to  p e rfo rm  the po lynom ial s tab iliza tio n  only on  a set of 
so-called “reg u la riza tio n  levels”. A p ro p er  choice o f the  reg u la riza tio n  levels w as show n 
to re su lt in  a b e tte r  com pu ta tiona l com plexity  of the  m ethod . A som ew hat sim ilar reg u ­
la riza tio n  ap p ro ach  w as also s tu d ied  in  [2] an d  [3].
in  the  case w hen  the m esh  consists  o f righ tang led  triangles, and
26 C h a p te r  2
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Chapter 3
Additive Version of the AMLI Method 
for Diffusion Problems with Anisotropic 
Coefficient Function
Based on O. A xelsson  a n d  A. Padiy, On the additive version of the algebraic multilevel iteration 
method for anisotropic elliptic problems, SIAM J. Sci. Comput., 20 (1999), pp. 1807-1830.
ABSTRACT: This ch ap te r is devo ted  to a specific version  of the  algebraic m ultilevel ite ra tio n  
m eth o d  w hich is insensitive  to an iso tro p y  an d  d iscon tinu ity  of the  coefficient function  in 
the  p rob lem . The ro b u stn e ss  o f the iterative schem e is ach ieved  by  exploiting  a new  
s tra teg y  fo r approx im ating  the  b locks co rresp o n d in g  to “new ” b asis  functions on  each 
d isc re tiza tio n  level. The developed  a lgo rithm  has nearly  op tim al o rd er o f com pu ta tiona l 
com plexity  an d  involves only a few  u se r-su p p lied  m eth o d  p a ram ete rs  w hich  have to be 
tu n ed  in  the solver. The resu lts  are derived  in  the  fram ew ork  o f a h ierarch ica l basis, linear 
finite e lem en t d isc re tiza tio n  o f an  elliptic p rob lem  on  a rb itra ry  triangu lar m eshes an d  a 
h ierarch ica l basis, b ilinear finite e lem en t d isc re tiza tio n  on  C artesian  m eshes.
3.1 Introduction
T here is a s tro n g  d em an d  fo r fa s t an d  reliable solvers fo r b o u n d a ry  value p rob lem s arising  
in  m ateria l science, com pu ta tiona l flu id  dynam ics, m edicine an d  m any  o ther b ran ch es of 
scientific re sea rch  an d  engineering. The p rob lem s w ith  irregu la rity  of the d isc re tiza tio n  
m eshes, an iso tro p y  an d  d iscon tinu ity  o f the coefficient fu n c tio n  still pose  a challenge 
fo r iterative so lu tion  m ethods, even in  a relatively  sim ple case w hen  a class o f second  
o rder elliptic BVPs is considered . M uch effort has b een  devo ted  to the co n stru c tio n  of 
efficient an d  ro b u st techn iques able to tackle the above p rob lem s (see [4], [14], [16], [19],
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fo r instance), b u t  there  is still no com m on so lu tion  to all arising  questions.
The fram ew ork  of algebraic m ultilevel ite ra tio n  m eth o d s  p roved  to be su itab le  fo r d e ­
velopm en t of ro b u st solvers. A n im p o rta n t fea tu re  of these  m eth o d s is th a t their conver­
gence ra te  is in d ep en d en t of the  regu larity  o f the  elliptic problem . As w as a lready  m en ­
tioned  in  C hap ter 2, the p ro p ertie s  o f the AMLI m eth o d s  d ep en d  m ainly  on  a single p a ra m ­
ete r y  w hich is the co n stan t in  the so-called s tre n g th e n e d  Cauchy-Bunyakowski-Schw arz 
inequality; the p a ram ete r y  can  be co m p u ted  at the  local e lem ent level and, therefore , 
does n o t d ep en d  on  the ju m p s  of the coefficients be tw een  elem ents.
High efficiency of the  AMLI m eth o d  w as d e m o n s tra ted  on  a nu m b er o f ben ch m ark 
p rob lem s and  targe t com pu ter a rch itec tu res  (see [7], [9], [20], fo r instance), b u t  still an  
open  question  rem ains how  to co n stru c t a black-box solver w ith  fu lly  au tom atically  a d ­
ju s te d  m eth o d  p a ram ete rs  fo r the case o f varying an d  an iso trop ic  coefficients w hen the 
geom etry  o f the  p rob lem  is com plica ted  and  m eshes u se d  fo r d isc re tiza tio n  are also no t 
o f m odel type.
The m e th o d  p ro p o se d  in  the p re se n t w ork  is in ten d ed  to tackle the above difficul­
ties. The p recond itioner to  be developed  requ ires  no special s tru c tu re  of the m esh  on  the 
co arsest level an d  can be c o n stru c ted  autom atically . M oreover, its  convergence p ro p ertie s  
d ep en d  very  m ildly on an iso tro p y  an d  d iscon tinu ity  o f the  coefficient function .
The developed  a lgo rithm  involves only a few  m eth o d  p a ram ete rs  w hich  have to  be 
ad ju sted . Namely, the only “fre e ” p a ram ete rs , w hich  m ay have to  be tu n ed  in  the  solver are 
the following: a) a set o f “reg u la r” levels k 1 , . . . , k r u se d  to stab ilize  the overall cond ition  
nu m b er of the  p reco n d itio n ed  system  a n d  b) a set of s topp ing  to le rances s 1, . . . , £ r  on 
each  o f the  regu lar levels. Note also, th a t the  m eth o d  is n o t sensitive w ith  resp ec t to 
the above p a ram ete rs . In ou r num erica l te s ts  we choose fo r si a fixed accuracy  an d  use  
the asym pto tic  fo rm ulae  (3.8) an d  (3.9) to get a s tru c tu re  of the regu lar levels, w hich  is 
sufficiently  close to  an op tim al one.
The p ro p o se d  a lgo rithm  is a version  o f the b lock-d iagonal I-AMLI m eth o d  suggested  
in  [1]. However, a nu m b er o f new  fea tu re s  are exp lo ited  in  the  algorithm . One of these  
fea tu re s  is a special choice of app rox im ations B ®  to the b locks in  the  2 x  2 b lock  
p artition ing
A 1k) =
A(k) A(k)
A 11 A 12
A (k) A 1k)
A 21 A 22
} “new ” b asis  functions 
} “o ld ” basis  functions k = k 0 ,
of the stiffness m atrix  u se d  at each  level of d isc re tiza tio n  k. The techn ique exploits the 
idea o f p reserv ing  only the  “s tro n g e s t” couplings in  the  supere lem en t stiffness m atrices 
co rrespond ing  to  the b locks A ^ .  This a p p ro ach  w as m otivated  by  a sim ilar idea u sed  
in  [19].
The app rox im ations B ®  to the b locks A ®  co n stru c te d  by  the a lgo rithm  have a b lock ­
d iagonal s tru c tu re  fo r ce rta in  o rderings o f the unknow ns an d  can  be solved w ith  an  a rith ­
m etic  cost p ro p o rtio n a l to their size. As will be show n la te r fo r linear finite e lem ents
on  a rb itra ry  triangu lar m eshes, the cond ition  num ber K l A ^ B y !  ) is b o u n d e d  in d ep en ­
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den tly  of the  m esh  p a ram ete rs  an d  on  the coefficients of the b ilinear form :
K i B i r  a ?
M oreover, the m eth o d  allows to co n stru c t the m atrices B ^  ) , k = 1 , 2 , . . . , l  in  a fu lly  a u to ­
m atic  way, s ta rtin g  fro m  any given coarse m esh  triangu la tion . This is the m ain  advantage 
o f the  p ro p o se d  ap p ro ach  in  com parison  w ith  th a t suggested  in  [ 1 9]. Sim ilar re su lts  can  as 
well be  achieved w hen  the  d isc re tiza tio n  of the  p rob lem  is done on  C artesian  m eshes. Also 
in  th is  case, p reserv ing  only the s tro n g es t couplings of the local supere lem en t stiffness 
m atrices, it is possib le  to  co n stru c t easily solvable approx im ations to the  b locks A h ).
One of the rea so n s  fo r s tudy ing  an  additive version  o f the AMLI m eth o d  in ste a d  o f re ­
cursive versions such  as the V-cycle version  [2] or versions [9] w ith  m ore ex tended  cycles 
is th a t the  fo rm er requ ires  less recursive overhead  (data tran sfer) an d  has b e tte r  paral- 
le liza tion  p roperties .
3.2 Problem formulation
C onsider the  elliptic p rob lem
“  X  ¿  x e Q c M 2 , / ( x ) e I 2(Q) (3.1)
i , j=1 i V j  '
w ith  s ta n d a rd  types of b o u n d a ry  conditions. Here Q is a po lygonal dom ain  w ith  b o u n d ­
ary  dQ, the coefficient m atrix  [ a j l x ) ]  is a ssu m ed  to  be un ifo rm ly  sym m etric  positive  d e f­
inite fo r any x  g  Q. Let rb  deno te  the  p a r t o f the  b o u n d a ry  dQ w here b o u n d a ry  cond itions 
of D irichlet type are im posed .
For n o ta tio n a l sim plicity  we assum e the following: a) the  b o u n d a ry  cond itions are 
hom ogeneous; b) the  dom ain  Q is p a rtitio n ed  u sing  triang les Ti g Y0 defined  on  an  in itially  
chosen  coarse  m esh  Q0; c) the coefficient m atrix  [ a j l x ) ]  is c o n s tan t in  each  elem ent 
Ti g Y0 an d  can be d iscon tinuous across the elem ents.
R em ark  3.2.1 For th e  optim ality  of the  p roposed  m ethod th ere  is no need to  choose a 
very coarse m esh. As the  coarsest m esh can be chosen  to  be relatively fine, a significant 
num ber of ju m p s in the  coefficient function [ a j l x ) ]  is allowed.
The G alerkin varia tional fo rm u la tio n  o f (3. 1 ) th en  read s  as follows.
Seek u  such  th a t
a ( u , v )  = 1 f , v )  (3.2)
fo r all v  fro m  hQ 1Q) = { v  g H  1 (Q) : v  = 0 on  rb }, w here a ( u ,  v )  an d  i f ,  v )  are defined  
as
a ( u , v )  =
Q i,j= 1 i j  Q
f v  dQ.
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Assu m e th a t the  s ta n d a rd  conform ing  finite e lem ent ap p ro ach  is u se d  fo r the  d isc re tiza ­
tion  of (3.2). To ob ta in  a sufficiently  accurate  so lu tion  of the  p rob lem  we use  a u n iform  
refinem en t p rocedu re  to  co n stru c t a sequence of m eshes Q0 c  Q 1 c  . . .  c  Q — 1 c  Qi 
co rrespond ing  to  triangu la tions Y0 c  Y1 c  . . .  c  Y— 1 c  Yi. Let V0 c  V1 c  . . .  c  V— 1 c  
Vi c  hQ (Q ) be the finite e lem ent spaces assoc ia ted  w ith  the  triangu la tions {Yi } and  let 
,4(0) ,,4 (1), . . .  , A (i-1) , A (i) be  the  co rrespond ing  s ta n d a rd  b asis  fu n c tio n  stiffness m atrices. 
Let u s  assum e th a t the  ra tio  be tw een  the degrees of freed o m  n k in  Vk an d  nk - 1  in  Vk-1 
satisfies n k / n —  = Pk ^ P > 1. Let u s  assum e also th a t 'Vi is the  set o f piecew ise linear 
functions co rresp o n d in g  to the  trian g u la tio n  Yi . Let fu rth e r  {Vi}  be a sequence o f spaces, 
co rrespond ing  to  the triangu la tions  {Yi } an d  to the h ierarch ica l b asis  o f the finite e lem ents 
fro m  {V J. Let the m atrices A (0) , A (1 ), . . . , A (i-1) , A (i) be co rrespond ing  h ierarch ica l basis  
stiffness m atrices. Note, th a t the  m atrices A (k) an d  A (k) are re la ted  by
A (k) = j ( k) T A(k) j ( k ) , A (0 ) = jV(0),
w here m atrices J (k) con ta in  couplings betw een  the  unknow ns w hich be long  to  d ifferen t 
d isc re tiza tio n  levels. A n im p o rta n t fea tu re  o f the m atrices J (k) is th a t the m em ory  re ­
q u ired  to  sto re  th em  an d  the arithm etic  cost n eed ed  to evaluate their ac tion  are p ro p o r­
tional to  the  num ber o f unknow ns on  the  level k.
C onsider the  algebraic system
A (i)u (i) = f (i). (3.3)
Later we shall co n s tru c t a nearly  op tim al iterative schem e fo r solving (3.3). The m eth o d  is 
a version  o f the I-AMLI m ethod , w hich is briefly  described  in  the  next section.
3.3 I-AMLI preconditioner with inner iterations
C onsider the  m atrix  A (k), defined  in  the  p rev ious section, w hich adm its  the follow ing 
n a tu ra l p a rtitio n in g  in  2 x  2 b lock  fo rm
A1k) =
A
A
1k)
11
1k)
21
A
A
(k)
12
(k)
22
} Vk\Vk- 1  
} Vk-1
k = 1 , . . . , i . (3.4)
R em ark  3.3.1 The m atrices A (k) co rrespond  to  the  hierarchical basis, hence a 2 2) = A (k 1).
Define a two-level I-AMLI p recond itioner M (k) to  A (k) as follows:
M (k) =
B(k)11 0
0 A (k-1)
k = 1 ,
w here the m atrices B ^  an d  A (k 1) are spectra lly  equivalen t approx im ations to  the m a tr i­
ces A 1k) an d  A (k 1), respectively:
A (k)11 B11), A (k-1) -  A (k-1).
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As w as show n in  [8], the  cond ition  nu m b er k A ^ )  is o f o rd er 0 (1 )  w ith  resp ec t to  the 
d im ension  o f A ^ .  However, it d ep en d s strong ly  on  the coefficient m atrix  [ai j (x) ] .  If 
the  cond ition  num ber o f [ a j ( x ) ]  is large (as in  the case of s tro n g  an iso tropy) a special 
care shou ld  be tak en  w hen  co n stru c tin g  a p recond itioner to  the m atrix  A ® . This will 
be  d iscu ssed  in  de ta il in  Section 3.5. Now we describe the m e th o d  u se d  fo r construc ting  
approx im ations A (k-1) to  the m atrices A (k-1).
______ Top leve l (REGULAR)
In te rm e d ia te  leve ls
Q  REGULAR leve l
In te rm e d ia te  leve ls
Q  REGULAR leve l
In te rm e d ia te  leve ls
B o ttom  leve l
Figure 3.1: A n exam ple of the level s tru c tu re  o f the m ultilevel I-AMLI m eth o d
On som e levels k (re ferred  to as “in te rm ed ia te” levels) the m atrix  A (k-1) is app rox i­
m ated  as
A (k-1) — A (k-1) = M (k-1)
On o ther levels (re ferred  to as “reg u la r” levels) the m atrix  A (k-1) is app ro x im ated  as
A (k-1) — A (k-1) = A (k-1) I -  P v -
M (k- 1 ) - 1  A (k-1)^
1
(3.5)
w here PVk-1  (x )  d en o tes  a sh ifted  an d  scaled  Chebyshev po lynom ial of degree Vk-1 , w hich 
is no rm a lized  at the  origin; the coefficients of PVk-1  (x )  d ep en d  on  the eigenvalue b o u n d s
of the m atrix  M (k-1) A (k-1). The u se  o f such  polynom ials co rresp o n d s to  “in n e r” Cheby­
shev ite ra tio n s  a n d  the p u rp o se  of in troduc ing  such  “reg u la r” levels is to stab ilize  the 
cond ition  nu m b er o f the p reco n d itio n ed  system . If each  level is regular, th en  the s tab i­
liza tio n  of the additive AMLI m eth o d  can  be achieved w hen  > y (1 + y ) /(1  -  y), w here 
y  is the  co n stan t in  s tren g th en ed  Cauchy-Bunyakowski-Schw arz inequality  (see below). 
We re fe r to  [1], [11] an d  [12] fo r extensive coverage of th is  issue. An exam ple of the level 
s tru c tu re  of the m ultilevel I-AMLI m eth o d  is given in  Figure 3.1. The top  level can  also be 
considered  as a regu lar level.
A lternatively  to  (3.5) one can  use  an  in n er iterative solver on  each  o f the regu lar levels 
to  com pute  the action  o f A (k-1). The in n er solver can  be the  two-level I-AMLI p reco n d i­
tio n ed  iterative m eth o d  itself. In th is  case we have a recursive defin ition  o f the  m ultilevel
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I-AMLI m eth o d  w ith  inner ite ra tions. In th is ap p ro ach  there  is no need  to e s tim ate eigen­
values, as in  the case w hen  Chebyshev polynom ials are  used , see [9]. In the  p re se n t paper 
the second, recursive ap p ro ach  is considered .
Next we outline som e im p o rta n t fea tu re s  of the m ultilevel I-AMLI m eth o d  w ith  inner 
ite ra tions. To beg in  w ith, consider the  sim plest case o f one regu lar level k 1 = l, i.e. w hen 
only the  top  level is regular. Let kn be the b o tto m  level. T hen
A (l) = A (k1) =
M(l) = M.(k1’kn) =
B(k1)11
o B
o
o
r  A (k1) 
A 11 A
A( A
0 0
(k1- 1)
11 0
0
0
Let u s  assu m e the  following:
• the  a rith m etic cost fo r solving the system
(k1)
12
(k1)
22
(kn+1)
11
o
o
o
A(kn)
B ^ x  = b, k = kn + 1 , . . . , k  1
is p ro p o rtio n a l to the  d im ension  o f the  m atrix  B(k); 1 1 ;
the  sp ec tru m  o f the  m atrix  B A  1k), k = kn + 1 , . . . , k 1, w hich  is real, is con­
ta in ed  in  the  in terval defined  by  the  m in im al an d  m axim al eigenvalues o f the  m atrix
A(ko) -1  A(kn);
(k)
the a rith m etic cost fo r solving the system
A (kn)x  = b
w ith  a p resc rib ed  accuracy is of o rder O ( n ko 
d im ension  o f the  m atrix  A (kn) ;
1+«fcn
) fo r som e «kn ^  0, w here nkn is the
the  condition
n = -  logp a  <  1 (3.6)
is satisfied, w here the  p a ram ete r p  has b een  defined  in  Section 3.2 an d  a  is defined  
as follows:
¡ ¡ 1 \ \ 1/(k1-kn)
a  = l K Í M (k1'kn) A (k1)JJ  .
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R em ark  3.3.2 The pa ram ete r a  plays a very im portan t role in the  whole AMLI fram e­
work, see e.g. [15]. It is closely related  to  the  param eter y  (C.B.S. constan t) in the 
s tren g th en ed  Cauchy-Bunyakowski-Schwarz inequality:
3 y  g  [0; 1 ) : a ( u , v )  < y { a ( u , u )  ■ a ( v , v ) } 1 / 2  for all u  g W (1), v  g W (2),
w here W (1) ,W (2) are two nontrivial subspaces  of a space W , W (1) n  W (2) = { 0 }  
and a ( u , v )  is an s.p .d . bilinear form . The param eter a  can be estim ated  as 
a  < C ( 1  + y ) / ( 1  -  y) ,  w here the  constan t C d epends on the  choice of B ^  and A (kn). 
In the  limit case w hen B ®  = A1k1) and A (kn) = A (kn) the  constan t C equals 1, see [21] 
for m ore details. As was show n in [18], in the  case of conform ing piecew ise linear 
finite e lem en t d iscretization  the  constan t y  is bounded  independen tly  of m esh pa­
ram eters  and an iso tropy /d iscon tinu ity  of the  coefficient function [a jj(x ) ] :  y  < V3 /4 . 
Thus, the  condition (3.6) can be fulfilled in th is case assum ing  th a t the  app rox im a­
tions B(1) and A (kn) are  chosen  properly.
Following the  analysis p re se n te d  in  [2] one can easily show  th a t u n d e r  the  above a ssu m p ­
tions the  a rith m etic cost req u ired  to solve the system
A (k1)x = b
u sin g  M (k1,kn) as a p recond itioner is O( n k + ak1  ), w here a k 1 < q ■ a k n fo r som e co n stan t 
q < 1 .
A n asym pto tically  op tim al re la tio n  betw een  the nu m b ers o f regu lar levels k 1 an d  k0 to 
m inim ize the  overall com pu ta tiona l cost o f the m e th o d  has b een  derived  in  [1]. It s ta tes  
the following:
ko 1 _  1
/  1  i — 0 ( ), f c i  -  0 0 .
k 1 1 + akn k 1
a knIf fci an d  feo sa tisfy  (3.7), th e n  = ------ 5— f? < «fc0.
1 + a kn
For the  I-AMLI m eth o d  w ith  several regu lar levels k 1, 
betw een op tim al regu lar level n u m b ers  hold:
k s +1 -  (1 + a s )ks ,
aks -  akn n
a ks + 1
1 + ak.
a ks
1 + a k  
1 -  r]s
1 - n
n,
(3.7)
, kr  the  follow ing re la tions
(3.8)
(3.9)
0, s — œ.  (3.10)
As can  be seen  fro m  the above form ulae, the  m ultilevel I-AMLI m eth o d  has an  asy m p to ti­
cally op tim al ra te  of com pu ta tiona l com plexity  w hen  r  — œ.
It sh o u ld  be n o ted  th a t the I-AMLI p recond itioner is an  exam ple o f a variab le-step  
p recond itioner (i.e., it is, generally, a non linear m ap p in g  x  — $ (l)[x]). However, as was 
show n in  [10], if we choose p ro p er  s to p p in g  criteria  fo r all in n er solvers, th en  the  follow ing 
cond itions are satisfied:
1
— *
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• th ere  exists a positive  co n stan t 5 1, su ch  th a t
(A (l)$ (l)[v ] ,v )  > 5 1 (v ,v )  fo r all v;
• th ere  exists a positive  co n stan t 52, su ch  th a t
||A (l)$ (l)[v] || < 52 | |v | |  fo r all v.
The use  o f variable p reco n d itio n ers  destroys the  s ta n d a rd  Krylov vector sequence and  
in tro d u ces  also a n o nsym m etry  in  the  m ethod . T herefore, the orig inal p reco n d itio n ed  
con jugate  g rad ien t (PCG) m eth o d  [17], w hich is p rim arily  developed  fo r sym m etric  positive 
definite m atrices, is inapplicable  fo r w ork  w ith  variable p recond itioners . Fortunately , a 
m e th o d  like the  g enera lized  con jugate  g rad ien t (GCG) m eth o d  suggested  in  [3] an d  fu rth e r  
developed  in  [5] an d  [10] is able to hand le  the nonlinearity , see also [5]. The GCG m eth o d  
will be u se d  as a m ain  iterative p ro ced u re  w ith in  the  I-AMLI approach . We give a sh o rt 
d escrip tio n  o f the  GCG m eth o d  in  the nex t section.
3.4 Conjugate gradient solver with variable preconditioning
C onsider the algebraic system
Ax  = b .
The m atrix  A  may, in  general, be  a nonsym m etric  a n d /o r  indefin ite  m atrix . It m ay even be 
a rec tangu la r m atrix , if only its  co lum n ran k  is com plete. However, in  ou r p re se n ta tio n  we 
shall be in te re s te d  only in  the  case w hen  A  is sym m etric  an d  positive  definite.
Following [3], the  GCG m eth o d  is defined  as follows.
Given a set of search  d irec tions {d(s)}k=0 o rthogonal w ith  resp ec t to  (■, ■)1, one com ­
p u tes  a new  ap p rox im ation  x (k), such  th a t the  q uad ra tic  functional
/ ( x )  = | ( r , r )0 (3.11)
is m in im ized over the affine space
x (0) + sp a n { d (s)}k=0,
w here x (0) is an  in itial app rox im ation  to the so lu tion  x, (■, ■)0 an d  (■, ■)1 are scalar p ro d ­
u c ts  and  r  = A x -  b  is the residual. Since the colum n ran k  of A  is com plete, there  exists 
a u n ique  m in im izer o f (3.11) on  any space o f vecto rs o f d im ension  m , the colum n ran k  
of A .
The scalar p ro d u c ts  (■, ■)0 an d  (■, ■)1 can  be chosen  in d ep en d en tly  of each  o ther. How­
ever, fo r p rac tica l reaso n s we shall consider only the  case w hen
(u, v )1 = (A u ,A v )0.
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The nex t app rox im ation  x (k) is de te rm in ed  as follows:
x (k) = x (k-1) + ^ t a {(k-- 1 )d (k-s).
s=1
The nex t res id u a l r(k) = A x (k) -  b is th en
r(k) = r (k-1) + £  a (kk- 1 )A d (k-s).r  ' = r  + I ,  a k-
s=1
The coefficients a k - 1  are  d e te rm in ed  fro m  the  cond ition
d({  = ( rW ,A d ^ ) 0 = 0, s = 0 , . . . ,  k — 1, (3.12)
d a (sk-1)
i.e.
k
X  a (l¡-:s1) ( Ad (k-s), A d ( k - l ) ) 0 = - ( r (k- 1 ) , A d (k-l))0, l = 1 , . . . , k .  (3.13)
s=1
The search  d irec tions {d(s)}k=0 are (■, ■)1 - o rthogonal, therefo re
( A d (k-s), A d ( k - l ) ) 0 = ( d (k-s), d ( k - l ) ) 1 = 0, s = l, s , l  = 1 , . . . , k .  (3.14)
As can be seen  fro m  (3.12), (3.13) an d  (3.14), the coefficients a k- 1  can  be co m p u ted  as 
follows:
«<*-”  = - (r(V n AC? r  Ì ? 0 ’ « 5k_1) = 0, s = 0 , . . .  , k  — 2. (3.15)k-1 (d (k -1), d (k -1) ) ^  s
To accelerate the convergence ra te  a p recond ition ing  s tep  is u sed . In genera l a p reco n d i­
tioner B m ay  be a non linear m ap p in g  v  — B [v]. The nex t search  d irec tion  is defined  to 
be
k
d(k) = _r (k) + £  ßkk-- 1)d (k-s), r (k) = B[ r (k)]. (3.16)
s=1
The coefficients ß (k-s1) are  de te rm in ed  fro m  the o rthogonality  cond itions
(d (k), d ( k - s ) ) 1 = 0 , s = 1 , . . . , k ,
i.e.,
(fc-D  (f(k>,dU>h (AfW ,A dO '))o 
PJ ( dU) , dU) ) l (AdO'),AdO'))0 ’ 3  K ’
R em ark  3.4.1 Formula (3.17) im plies th a t it is necessary  to  sto re  the  whole set of previous 
search  directions to  be able to  com pute the  param eters  ßj k-1) . In practice, however, it suf­
fices to  keep only a few (or even ju s t one) previous search  d irections if the  p reconditioner B 
is sufficiently accurate .
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Thus, the follow ing actions have to be p e rfo rm ed  w ith in  one s tep  of the conside red  v ersion  
o f the GCG algorithm .
^  . ( f c - D
• C om pute a k _ 1 -  -  A d ,t - . , )o
• C om pute x (k) = x (k-1) + ajck_11)d (k-1)
• C om pute r (k) = r (k-1) + a ^ L ^ A d ^ - 1
• C om pute r (k) = B [r(k)]
^  „ o(k_i) ( A r ^ , A d ^ ) 0 . n , ,
• C om pute ß j  -  (A d , , U d o , )0 . J ~ ° ........* - 1
k
• C om pute d (k) = - r (k) + X ß (kirs1)d (k-s)s=1 k-s
As w as show n in  [10], if the p recond itioner B is such  th a t
(AB[v], v )0 > 5 1 (v, v ) 0, ||A B [v]||0 < 5 2 | |v ||0 fo r all v  (3.18)
fo r som e positive co n stan ts  5 1 an d  52, th en  the  GCG m eth o d  converges m onoton ically  
an d  at least w ith  a ra te  given by  the inequality
|r (k) II0 < .. ' - ( t í » — ....
Note, th a t the  I-AMLI p recond itioner d escribed  in  the p rev ious section  fulfills the cond i­
tion  (3.18).
3.5 Algorithm for constructing approximations to the blocks A11
In th is section  we describe an  a lgo rithm  for co n stru c tin g  easily  solvable app rox im ations 
B11) to  the m atrices A ® , w hich  are req u ired  w ith in  the  I-AMLI m ethod . A nice fea tu re  of 
the  developed  a lgo rithm  is th a t the cond ition  nu m b ers
K ^ H -1 k = kn + 1 , . . . , l
are b o u n d e d  in d ep en d en tly  o f the coefficient m atrix  [ a j ( x ) ]  an d  the angles o f the d is ­
c re tiza tio n  m esh. The a lgo rithm  is b a sed  on  an  elem ent-by-elem ent assem bling  p ro ce­
dure.
C onsider two consecutive levels of u n iform  m esh  refinem en t k -  1 an d  k. They cor­
re sp o n d  to  two triangu lar m eshes D.k- 1  an d  Qk such  th a t each  triangle  o f the m esh  D.k- 1  
con ta ins fou r cong ruen t triangles of the  m esh  Qk. We refe r to  the  u n ion of these  four 
triang les as a “su p e re lem en t” of the m esh  Qk (see Figure 3.2).
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Figure 3.2: A n exam ple of the triangu la r m esh
Let u s  sp lit the  b ilinear fo rm  a( u ,  v )  fro m  (3.2) over the sup ere lem en ts  an d  consider a 
supere lem en t stiffness m atrices -Ä ^ p . Each m atrix  Ä1k p co rre sp o n d s  to the  “new ” nodes
w ith in  the  supere lem en t p. Clearly, the  global m atrix  Ä ^  can  be re p re se n te d  as a resu lt 
o f assem bling  the  m atrices Ä 1k)p , i.e.
A Í1  = X  L{pk)TÄ[\]pLpk), (3.19)
p=i
w here Nk d en o tes  the nu m b er o f supere lem en ts  on  the  level k an d  the m atrices Lp^ co rre ­
sp o n d  to  m app ings fro m  the  global n um bering  o f the m esh  n odes to the  local num bering  
w ithin the  supere lem en ts.
W ithout loss of generality  we m ay  consider only the case o f an  a rb itra ry  supere lem en t 
shape, b u t w ith  u n it coefficient m atrix  [ai, j]  (see [1], [6], fo r exam ple). In th is case the 
m atrices Ä{kl)p have the  follow ing form :
a p + ßp + Yp -  âp
1
p- 1 -  5 p 1 5
1
5
 
11 )
) 
p II -  âp ô p + ßp + Yp pYô- = 5p ■ - a p
1 pY5-
p-1 pYô- ô  p + ßp + Yp p-1 p
Y
5-
1
w here
ô ~ a p 5 ß p Yprip = oip + ß p + Yp, a p = - r L, ß p = ^tL, Yp =
np np np 
an d  the  p a ram ete rs  a p , ß p an d  Yp are  co tangen ts  of the  co rrespond ing  angles a p , ß p and  
Yp o f the  supere lem ent.
If the angles a p , ß p an d  y p are  such  th a t \a p \ > m a x ( |ß p |, |y p |), th en  we define a
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Figure 3.3: The case w hen  \ «  p \ >  m ax( \ßp \, \ ÿ p |)
p recond itioner É(\ )p to  the local m atrix  A ((k\„ as follows:
ñ(k) — nÉ11,p = 'Ip '
1 — dp 0
0
1
0
0
1
(3.20)
i.e., we p reserve  only the “s tro n g e s t” off-diagonal local m atrix  entry . This s itu a tio n  is 
illu s tra te d  in  Figure 3.3, w here d ash ed  lines deno te  a p resence  o f non-zero  couplings 
be tw een  two node functions. If \ßp \ > m ax( \ « p \, \ y p \ ) or \ yp \ > m ax( \ « p \, \ ß p \) th en  the 
p recond itioner is co n s tru c ted  analogously  by  keeping  co rresp o n d in g  local m atrix  en tries.
Next we prove th a t the m atrices É[\)p an d  Ä1Vp are  spectra lly  equivalen t to each  o ther11,p
(k)
11,p
w ith  sp ec tra l b o u n d s  in d ep en d en t o f m esh  p aram eters . 
Let u s  consider the g enera lized  eigenvalue p rob lem
A(k) v  — A R(k) v  Ä 11,pv  = ApÉ1 1 ,pv .
The eigenvalues Ap are d e te rm in ed  fro m  the  cond ition
de t ( À f t p  — \ p & 11)p) = 0 .
In the  case o f 3 x  3 m atrices Ä ^ ^  an d  B(l)p it is possib le  to find  the eigenvalues A 
explicitly:
(k)
A1,p = 1 ,
A2,p = Amax,p
A3,p = Amin,p
w here
= 1 — y  f ( « p , ß p , Y p )
1 — ap
As can be verified, the fu n c tio n  f ( t x p , ß p , ÿ p ) satisfies
\ f ( ä p , ß p , y p ) \ < —  f o ra l i  ä p , ß p , y p : \ â p \ > ma x ( \ ß p \, |ÿ p |). (3.21)
p
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R em ark  3.5.1 The m axim um  of \ f ( ß p , ß p , y p )\ is achieved only for a d eg en era te  triangle, 
w here the  values of a p , ß p and ß p co rrespond  to  a triangu lar e lem en t with two small 
angles a p = ß p converging to  zero  and one large angle y p converging to  n . As follows 
from  the  definition of a p , ß p and ß p , ß p 2 /3 , ß p 2 /3 , y p —1 /3  in th is limit case 
and, thus, f ( ß p , ß p , Yp ) ten d s  to  7 /15 .
As follow s fro m  (3.21),
A
Therefore,
It is obvious th a t the sam e e s tim ate ho lds in  the cases w hen  \ß p \ > m a x ( \a p \, \ßp \) or 
\ßp \ > m a x ( \a p \, \ßp \) if we co n stru c t the p recond itioner Èy^^ accordingly. Thus, we 
arrive a t the follow ing theorem .
T heorem  3.5.1 Let [ai, j] from (3.1) be an arbitrary sym m etric  positive define matrix and  
let Yk0 be an arbitrarily chosen mesh triangulation. Then for any  matrix  Ä ^ ^  from (3.19)
it is possible to construct a preconditioner È1k)p = É(¡k)p with only two off-diagonal entries, 
such that the following spectral condition holds
0 < 1 -  < A [ b W ] ; A ® , )  < 1 + k - k o  +  l .......... I.
A sup ere lem en t cond ition  nu m b er K ^ d p Ä H p  versus  a supere lem en t shape is p lo t­
ted  in  Figure 3.4. The p a ra m ete riz a tio n  of a supere lem en t shape  is d escribed  below.
Any triangle can  be defined  as a ro ta te d  an d  s tre tc h e d  m ap  triang le  (see Figure 3.5). We 
use  th is  trick  to p a ram ete rize  a sup ere lem en t shape  in  te rm s o f two p a ram ete rs  Ç an d  &. 
The p a ram ete r Ç den o tes  a value o f the s tre tch , while the p a ram ete r & d eno tes a d irec tion  
o f the s tre tch . The value o f the s tre tc h  is equal to 10k—7, w here k d en o tes  a value on  the 
left axis. The value o f the  angle & is given on  the rig h t axis in  degrees.
Theorem  3.5.2 Similarly to (3.19), let the matrix  È ^  be
Nk T
è11  = X  L {pk) È(-k)pLpk), k = ko + 1 ....... l.
p=1
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Figure 3.5: A supere lem en t shape p a ra m ete riz a tio n
Figure 3.6: A n exam ple o f the “connectiv ity  p a tte rn ” fo r the triangu lar m esh
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Then the condition num ber k È ^  ä ^ )  is bounded independently of t he  coefficient matrix  
[ a i,j] and  o f t he  mesh parameters:
K È 7(k)—1A (k)11 A 11 ) -
1 15
1 15
5.31, k = ko , . . . , l .
Moreover, the algebraic system  with the matrix  È ^  can be solved with arithmetic cost 
proportional to its dimension.
Proof  C onsider the genera lized  eigenvalue p rob lem  = A È ^V . Clearly,
Nk
v (k)T 7(k) T(k)y  T( r  ß ( ) Z, Lp Ä 1 1 ,pLp v
p=1
Nk
v T y  T(k)Tß(k) T(k)v
v  z., Tp È1 1 ,pTp v  
p=1
Nk
X  w p ä
T ß (k)
Ä 11,p w p
= sup p=1Nk
X  WpÈn, pw p 
p=1
Nk
w t  ß (k) wnWpÈi i „WK
-  sup
X  Amax,p p 11,p p 
P = 1_________________
Nk '
X  WpÈn, pw p 
p=1
i.e.,
A nalogously,
T herefore,
A ( È(k) 1 A(k)\  < AAmax I È 11 Ä i n  — A
A ( È(k) 1 A(k)\  > AAmm I È 11 Ä i n  > A
 ('max,p — 1 + ■
k i b 1k)—1 A 1k^ i  - 1 15
1 15
5 .31 .
4 6 C h a p t e r  3
A lgebraic system s w ith  the m atrix  È^  can  be solved w ith  an  a rith m etic cost p ro p o rtio n a l 
to  the nu m ber of degrees of freedom . Indeed, since only two “new ” nodes o f the  su p ere le ­
m en t are coup led  w ith  resp ec t to the  local m atrix  È(-k ) p , th en  the  overall “connectiv ity
p a tte rn ” o f the  p recond itioner È(1) is such  as show n in  Figure 3.6, i.e., each  node is cou­
p led  only w ith  zero, one or two neighbors. This m eans th a t coup led  n odes will fo rm  
e ither a single po in t, a polyline or a polygon, i.e., th ere  are no cross-po in ts. If we o rder the 
u n k now ns along the “connectiv ity  lin es”, we get a b lock-d iagonal fo rm  o f the m atrix  È ^ , 
w here each  b lock  co rresp o n d s to som e g roup  o f coup led  nodes. Clearly, each  o f the  b locks 
o f such  a s tru c tu re  can  be solved by  a d irec t m e th o d  w ith  an  a rith m etic cost p ro p o rtio n a l 
to  its  d im ension . A n a lgo rithm  for o rdering  the u n k now ns can also be im p lem en ted  as an  
a lgo rithm  of op tim al order. ■
R em ark  3.5.2 The degree  of parallelism  o f th e  m ethod for solving the  system  with m atrix 
È(1) is a t least P (k), w here P (k) d eno tes the  num ber of blocks in the  block-diagonal s tru c ­
tu re  of È ^ . Frequently  P (k) ~ h —1, w here h —1 d en o tes  a characteristic  m esh step  size of 
the  m esh Qk.
A sim ilar idea can be u se d  to co n stru c t the È11 b lock  in  the  case of b ilinear finite 
e lem ents on  C artesian  m eshes. Figure 3.7 show s how  to select the off-diagonal m atrix  
en tries  w hen  bu ild ing  the local p recond itioner È1k)p . Nu m erical experim en ts  show  th a t
the  cond ition  nu m ber k ( é (¡1 ) ä H )  is even b e tte r  in  th is case th an  in  the case of linear 
b asis  functions  on  triangu lar m eshes. A sup ere lem en t cond ition  nu m ber co rrespond ing  to 
the  b ilinear finite e lem en ts as a fu n c tio n  of a supere lem en t shape is p lo tted  in  Figure 3.8. 
Similarly to  Figure 3.4, a sup ere lem en t shape  is p a ra m ete riz e d  in  term s o f the  s tre tch  
value Ç an d  the  s tre tc h  d irec tion  &.
A m odification  of the above a lgo rithm  can  also be u se d  fo r solving th ree-d im ensional 
p rob lem s. The a lgo rithm  for selecting  the  “s tro n g  off-diagonal coup lings” is p re se n ted  
below. For sim plicity  we confine ourselves to  the  case of the 7-point finite d ifference 
d isc re tiza tio n s  on  regu lar C artesian  m eshes.
Similarly to  (3.1), consider the elliptic p rob lem
x  G Q c f ( x )  G L2 (Q) (3.22)
w ith  s ta n d a rd  b o u n d a ry  conditions. Assu m e th a t dom ain  Q consists  o f para lle lep ipeds 
w ith  edges para lle l to  the coord inate  axes. A ssum e also th a t the coefficient m atrix  [ a i,j (x)]  
in  (3.22) is piecew ise co n stan t an d  has the  follow ing d iagonal form :
[ai , j (x)]  =
£xx(x)
0
0
0 0
Eyy (x) 0 
0 Szz(x)
Exx(x) , Syy(x) , Ez z (x) > 0, x  G Q.
C onsider two consecutive levels o f u n iform  m esh  refinem en t k — 1 an d  k, k = k 0 + 1 , . . . , l .  
They co rre sp o n d  to  two C artesian  m eshes Qk—1 and  Qk such  th a t each  p a ra lle lep iped  of
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Figure 3.7: The case of the b ilinear finite e lem ents on  C artesian  m eshes
20 40 60 80 100 120 140 160
Figure 3.8: A sup ere lem en t cond ition  num b e r K(È1k)p v e rsu s  a supere lem en t shape
for the b ilinear finite e lem ent d isc re tiza tio n
Figure 3.9: T hree-d im ensional rec tangu la r supere lem en t
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Figure 3.10: A n exam ple o f local supere lem en t couplings w ith  resp ec t to  the m atrix  S (k)1 1 ,p
the  m esh  Q k-i con ta ins eight cong ruen t para lle lep ipeds o f the m esh  Qk. We refe r to  the 
u n ion o f these  eight para lle lep ipeds as a “su p e re lem en t” o f the  m esh  Qk (see Figure 3.9).
A nalogously  to  (3.19), the m atrix  A Ü  can  be re p re se n te d  as a re su lt o f assem bling  
local supere lem en t m atrices AóH)p , i.e.
A (k)11
Nk T
= X  L(pk)T 
p=i
À(k) T(k) 
A 1 1 ,pLp , (3.23)
cor-w here Nk d eno tes  the  nu m b er o f supere lem en ts  on  the  level k  and  the  m atrices L p ) 
re sp o n d  to  m app ings fro m  the global n um bering  o f “new ” m esh  nodes (i.e., n odes  from  
Qk -  Qk-1 ) to  the local num bering  o f the  nodes w ith in  the  supere lem en ts.
Let u s  o rder the n odes w ith in  the su p ere lem en ts  as follows: num b er firs t the  cen ters  
o f supere lem en t edges (12 nodes) an d  the cen te r of the su p ere lem en ts  (1 node), th en  
nu m b er the  cen te rs  o f supere lem en t faces (6 nodes). W ith the  above n um bering  of the 
local supere lem en t nodes the m atrices A 1k p can be re p re se n te d  in  the  follow ing 2 x  2 
b lock  form :
A (k)11 ,p
D (k)p
Qpk)
Qpk)J
G(k)
w here the  subm atrices Dp^  co rre sp o n d  to the nodes fro m  the first g roup  an d  subm atrices 
Gp^ co rre sp o n d  to  the  n odes fro m  the second  group . Since we use  the  7-point finite d if­
ference d isc re tiza tio n  p rocedure , the nodes fro m  the  firs t g roup  are m utua lly  unco u p led  
and, therefo re , the  m atrix  Dp^  is diagonal.
Clearly, if we define the  g lobal o rdering  of the  m esh  nodes to  be such  th a t the cen ters  
o f supere lem en t edges an d  the  cen te rs  o f su p ere lem en ts  are co u n ted  first a n d  the  rem ain ­
ing m esh  n odes are co u n ted  last, th en  the global m atrix  A Ü  can  be rep re sen te d  in  the 
follow ing b lock  fo rm
A (k) _  
A 11 =
D (k)
Q (k)
Q( k)J
G (k)
w here the subm atrix  D (k) can  be assem b led  fro m  the d iagonal subm atrices D (^ ) and, th e re ­
fore, is also diagonal.
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Define the ap p rox im ation  to  the m atrix  A 11 to  be the  following:
B(k)
B11 -
D(k) Q(k)T 
Q(k) G(k) (3.24)
w here the subm atrix  G (k) is defined  as
G (k) -  + Q (k)D (k)- 1 Q (k)J
an d  S (1  is an  app rox im ation  to  the Schur com plem ent
’11
One o f the  possib le  w ays to define S ( k) is the following:
Nk
c (k) _  X"1 F(k)T c (k) F(k)S11 ^  Z , Fp S 1 1 ,pFp ,
w here m atrices Fpk) co rre sp o n d  to the  m app ing  fro m  the  g lobal num bering  of the  “new ” 
n odes to the  local n um bering  of the  n odes w ith in  the  supere lem en ts  an d  are  ap p ro x ­
im ations to  the supere lem en t Schur com plem ents
S(k) _  G(k) n (k)n (k)- 1 n (k)T 
S 1 1 ,p — Gp — Q p D p Q p ■
Similarly to the tw o-d im ensional case, we can  co n stru c t the  m atrices ■S^i1)p such  th a t the
global “connectiv ity  p a tte rn ” o f S j1  consists  only of single po in ts , polylines or polygons, 
i.e. th ere  are no cross-po in ts. Figure 3.10 show s how  to select the  off-diagonal m atrix  
en tries  w hen  b u ild ing  the local approx im ations to  fulfill the above requ irem en t.
So far, no theo re tica l e s tim ates are available fo r the cond ition  num b er k I S ^  S ( 1 ) ). 
The supere lem en t cond ition  num b er K(Sik)p S ^ p  is p lo tted  in  Figure 3.11 as a function  
o f S y y l e xx an d  sz z l s x x . As we can  see, the p ro p o se d  a lgo rithm  is insensitive  to the “line- 
w ise” an iso tropy , i.e. it can  hand le  the case w hen  the  coefficient m atrix  [ a i,j] h as  one large 
en try  an d  two equally  sm all en tries  w ith in  each  o f the supere lem en ts. U nfortunately , the 
p recond itioner is n o t su itab le  fo r the case o f “plane-w ise” an iso tropy .
3.6 Numerical experiments
The equa tion
- X ¿T íaíj(x)¿Tw(x)) = /(x). xe n=[ 0;l]x[0;l] (3.25)
i,j—1 * '  j  '
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■'-(k) -1Figure 3.11: Superelem ent cond ition  nu m b er k (S '11 p S11p) v e rsu s  sy y l s xx  an d  ez z /e.
w ith  b o u n d a ry  cond itions defined  below  is chosen  as a ben ch m ark  p rob lem  to be solved, 
w here the coefficient m atrix  [ai j (x) ]  an d  the righ t-hand-side  f ( x )  are the following:
[ai j (x) ]  =
' e 0
0 1
" 1 0 "
0 e
fo r all x  g  n 1 = { ( x , y )  g  n  : x  < y }, 
fo r all x  g  n 2 = n  -  n 1,
f ( x )  = 1 fo r all x  g  n .
The an iso tro p y  ratio  e is chosen  in  ou r te s ts  to  be equal to 100 or 10-3 . 
C onsider the follow ing types of b o u n d a ry  conditions:
u( x) = 0 at the  origin,
d u( x)  
dn
= 0 on  the re s t o f the boundary ,
u( x) = 0 fo r all x  = ( x , y ) ,  such  th a t y
d u( x )  
dn
= 0 on  the re s t o f the boundary ,
u( x) = 0 everyw here on  the b o u n d a ry  .
Define a nu m ber o f ben ch m ark  b o u n d a ry  value p rob lem s to  be tested :
p rob lem  (A): the equa tion  (3.25) w ith  the b o u n d a ry  cond itions fro m  (3.26), 
p rob lem  (B): the  equa tion  (3.25) w ith  the b o u n d a ry  cond itions fro m  (3.27), 
p rob lem  (C): the eq u a tio n  (3.25) w ith  the b o u n d a ry  cond itions fro m  (3.28).
(3.26)
(3.27)
(3.28)
(3.29)
(3.30)
(3.31)
The above te s t p rob lem s are illu s tra te d  in  Figure 3.12.
20
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Figure 3.12: T est p rob lem s
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D
Figure 3.13: Finite e lem ent m eshes u se d  in  our experim en ts
Distance between the regular levels
Figure 3.14: C om puting  tim e v ersu s d istance  be tw een  the  regu lar levels
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In  our num erica l experim ents, conform ing  piecew ise linear finite e lem en ts w ere u sed  
fo r d isc re tiza tio n  o f the p rob lem s (3.29) - (3.31). The arising  system s of linear equa tions 
w ere solved by  the m ultilevel p reco n d itio n ed  m eth o d  of I-AMLI type w ith  several regu lar 
levels an d  w ith  op tim ally  chosen  d istances  be tw een  th em  (see Section 3.3). The size o f the 
coarse  m esh  w as chosen  such  th a t the so lu tion  cost there  is com parable  to a m atrix-vector 
m u ltip lica tion  on  the finest m esh. Following [9], th is  choice co rre sp o n d s  to  the so-called 
“s h o rt” version  of AMLI.
Notice, th a t the perfo rm ance  o f the I-AMLI m eth o d  d ep en d s on  the  p ro p er  choice of 
the  reg u la riza tio n  po in ts  in  the m ultilevel s tru c tu re  (see Figure 3.1). Fortunately , even for 
reasonab ly  sm all nu m b er o f levels, a sufficiently  accurate  app ro x im atio n  to an  op tim al 
d is tr ib u tio n  o f the reg u la riza tio n  p o in ts  can be re triev ed  fro m  the  asym pto tic  fo rm ulae 
(3.8) - (3.10). This issue  is illu s tra te d  in  Figure 3.14, w here the com pu ting  tim e fo r solving 
the  p rob lem  (3.29) by  the  I-AMLI m eth o d  w ith  only two regu lar levels is p lo tte d  as a fu n c ­
tion  of a d istance  betw een  them . The app rox im ations to  the op tim al values o f the  b o tto m  
level num bers, given by  fo rm ulae  (3.8) - (3.10) are d e n o ted  by  boxes on  the  curves. We 
see, th a t the es tim a ted  values m atch  the co rrec t ones a lm ost exactly  and, therefo re , can 
be u se d  in  p rac tica l com puta tions.
We have u se d  an  ou ter genera lized-type  con jugate  g rad ien t m e th o d  w ith  our I-AMLI 
p recond itioner. The system  on  the  co arsest m esh  w as solved u sing  the so-called b o rd e re d  
PCG m ethod , i.e. the PCG m eth o d  w ith  the  p recond itioner of the  fo rm  B = I + a V B y l V T 
w ith  BV = d iag A V, A V = V TA V  (we refe r to  C hap ter 6 fo r a d e ta iled  d escrip tio n  o f the 
b o rd erin g  subspace-co rrec tion  technique). The b locks V are c o n stru c ted  au tom atically  by  
the heu ris tic  a lgo rithm  (6.20)-(6.24) w ith  w  = 0.1, see Section 6.6. The s to p p in g  c riterion  
fo r the ou ter I-AMLI-GCG m eth o d  w as chosen  as follows:
\\r(k)\\ 6 " < 1 er6,
\\r (0),,
w here r (0) is the  in itia l res id u a l an d  r (k) is the  res id u a l a fte r the  k -th  ite ration . Only 
one p rev ious search  d irec tion  vecto r w as k ep t w ith in  the  GCG m eth o d  to  p e rfo rm  the 
o rth o g o n a liza tio n  o f the search  d irec tions (see [3], [8] an d  [10]). The s topp ing  crite rion  for 
the  inner b o rd e re d  PCG solver w as the  following:
\ \r(k)\\ 3" < 1 er3.
\\r (0),,
The m ultilevel I-AMLI m eth o d  w as com p ared  w ith  the  Jacob i-p reconditioned  PCG 
m eth o d  an d  w ith  the  b o rd e re d  PCG m ethod , app lied  d irec tly  to  the top-level algebraic 
system . The to ta l nu m b er o f floating-poin t opera tions  n eed ed  fo r the  above ite rative  p ro ­
cesses to  converge v e rsu s  the  size o f the  top-level p rob lem  is p re se n te d  in  Figures 3.15 
an d  3.16. It can be seen  fro m  these  figures, th a t the I-AMLI m eth o d  p e rfo rm s m uch  m ore 
efficient th an  the  o th ers  b o th  w ith  resp ec t to an iso tro p y  ratio  an d  w ith  resp ec t to  the size 
o f the  p roblem . It can be seen  also th a t the  behav ior o f the b o rd e re d  PCG m eth o d  is suffi­
ciently  ro b u st w ith  resp ec t to  the  an iso tro p y  con tra ry  to  the s ta n d a rd  Jacobi-PCG m ethod . 
A sequence o f trian g u la ted  u n iform  C artesian  m eshes w as u se d  in  the  above experim en ts  
(see Figure 3.13).
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To illu s tra te  the ro b u stn e ss  of the  m ultilevel I-AMLI m eth o d  w ith  resp ec t to m esh  
p a ram ete rs , the  a lgo rithm  w as also app lied  fo r solving the  p rob lem s (3.29) - (3.31), d is ­
c re tized  on  a less regu lar m esh , see Figure 3.13. As we see fro m  Figure 3.17, the  efficiency 
o f the  m eth o d  dep en d s very  m ildly  on  the  m esh, u se d  fo r the d isc re tiza tion . Finally, for 
com pleteness, the perfo rm ance  of the I-AMLI solver is com p ared  w ith  the perfo rm ance  of 
the  fu ll HB m eth o d  [22]. The experim en ts  w ere p e rfo rm ed  on  a SUN w o rk sta tio n  (Ultra­
Sparc, 167Mhz).
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Figure 3.15: C om parison  o f the  I-AMLI-GCG m eth o d  w ith  the b o rd e re d  PCG m eth o d  and  
w ith  the  Jacobi-PCG m ethod , p rob lem s (3.29-3.31), d ifferen t an iso tro p y  ratio s
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Figure 3.16: C om parison  o f the  I-AMLI-GCG m eth o d  w ith  the b o rd e re d  PCG m eth o d  and  
w ith  the Jacobi-PCG m ethod , lo g /log  scale, p rob lem s (3.29-3.31), d ifferen t an iso tro p y  ra ­
tios
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Figure 3.17: Perfo rm ance o f the  I-AMLI-GCG m ethod , log /log  scale, p rob lem s (3.29-3.31), 
d ifferen t an iso tro p y  ratios, d ifferen t d isc re tiza tio n  m eshes
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Chapter 4
On a Multilevel Preconditioner for 
Linear Elasticity Problems
Based on A. Padiy, On a parallel multilevel solver for linear elasticity problems, Numer. Linear 
Algebra Appl., 6 (1999), pp. 171-188.
ABSTRACT: In th is chap te r we d iscuss an  iterative schem e fo r solving th ree-d im ensional 
linear e lastic ity  p rob lem s, d isc re tized  on  a ten so r p ro d u c t o f tw o-dim ensional an d  one­
d im ensional m eshes. A fram ew ork  of the  additive AMLI m eth o d  [1], [13] is chosen  to 
develop a p recond itioner of a “b lack-box” type w hich  is ro b u st w ith  resp ec t to d isco n tin u ­
ities of the  p rob lem  coefficients an d  allows the  u se  of fin ite-elem ent m eshes w ith  h ighly 
varying m esh  s tep  sizes. The p recond itioner w orks on  a h ierarch ica l sequence o f n e s te d  fi­
n ite  e lem ent spaces to solve the p rob lem  w ith  a rithm etic  cost w hich is nearly  p ro p o rtio n a l 
to  the nu m b er of degrees o f freed o m  on  the finest m esh. It is p a rticu la rly  well su ited  for 
the  case w hen  the so lu tion  is know n to be strong ly  varying in  certa in  sub reg ions of the 
dom ain  an d  the m esh  is locally p re-refined  there  to reduce  the  d isc re tiza tio n  erro r. N u­
m erical perfo rm ance  o f the  solver is te s te d  on  a num b er o f m odel p rob lem s an d  targe t 
com pu ter arch itec tu res.
KEY WORDS l inear e lastic ity  p rob lem s, m ultilevel m ethods, non -un ifo rm  d isc re tiza tio n  
m eshes, para lle l com puting.
4.1 Introduction
C onsider an  elastic  b o d y  Q sub jec ted  to  ex ternal su rface fo rces y  and  volu m e fo rces g. 
The energy  functional, w hich describes the  p o ten tia l energy  of the elastic  b o d y  u n d e r
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sm all defo rm ations, can  be exp ressed  as
E (u) = y  - u d ì  -
a \  i'J= 1 t  rN a
g ■ u d a .  (4.1)
Here u = ( u 1 , u 2 , u 3) re p re sen ts  the  d isp lacem en t field, £ij ( u)  d en o tes  the  s tra in  ten so r
1 ( d u  du j  
£ ij =  2 \ d x ]  + ~dx¡
an d  r,v den o tes  a p a r t  o f the b o u n d a ry  w here an  ex ternal surface load  y  is applied . The p a ­
ram e te rs  À an d  ¡j above are positive m ateria l coefficients re la ted  to the e lastic ity  m odu lus 
E an d  the  con tractiv ity  (Poisson) ra tio  v  by
E 2v
" - 2Ö T W '
We are in te re s ted  in  the equ ilib rium  sta te  d isp lacem en t field u* , w hich can  be fo u n d  via 
solving the  m in im ization  p rob lem
Find u* s u c h th a t  E(u*)  = m in E(u).  (4.2)
ueV
If the fu n c tio n  space V is defined  as
3V = J u  g  (H 1 ( a ) ) 3; u  = 0 on  rD = a \T N, V x u d a  = 0 f , (4.3)
a
th en  the  functional E (u) is p roven  to  be convex (as can  be fo u n d  in  [10], fo r exam ple). This 
im plies the  existence an d  un iq u en ess  o f u * . Since in  the m ajo rity  o f p rac tica l app lications 
it is im possib le  to  solve the  p rob lem  (4.2) analytically, num erica l s im ulations are u se d
* 
l hin s te a d  to find  an  app rox im ation  u* to  u* in  the  fin ite-elem ent space Vh c  V .
R em ark  4.1.1 The second condition in the  definition (4.3) of V  does not allow the  body 
to  ro ta te  as a whole. If th e  m easure  of rD is non-zero, then  th is condition is autom atically  
satisfied.
The m in im ization  o f E(u ) in  the fin ite-elem ent space Vh leads to the algebraic system
A u = f  (4.4)
w ith  a sparse  sym m etric  positive-defin ite  m atrix  A. Even th o u g h  the  m atrix  A  is g u a r­
an teed  to  be non-singular, the  d im ension  o f A  can  easily  exceed m illions o f unknow ns 
because  o f a com plica ted  shape o f a  or due to  the need  to m ain ta in  an  acceptab le a p ­
p rox im ation  e rro r in  the reg ions w here the so lu tion  is rap id ly  changing. This p u ts  a very 
s tro n g  d em an d  b o th  on  the num erica l a lgorithm s an d  on  the com pu ter hardw are. Parallel 
su p erco m p u te rs  are o ften  u se d  to solve the  system s arising  fro m  real-w orld  engineering  
applications.
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In  principle, b o th  d irec t an d  iterative m eth o d s  can  be u se d  to solve (4.4). However, the 
use  o f d irec t m eth o d s is n o t feasib le due  to the ir sequen tia l n a tu re  an d  very  h igh  m em ory  
an d  CPU requ irem en ts . Thus, one has to u se  an  iterative p ro ced u re  to  com pute  the  action  
of A -1  on  f . In th is con tex t an  efficient p recond itioner fo r A  becom es a very  im p o rtan t 
issue. To com pute  the so lu tion  in  a reasonab le  tu rn -a ro u n d  tim e, the p recond ition ing  
schem e has to  be scalable w ith  resp ec t to  b o th  the size of the algebraic system  an d  the 
nu m b er of p ro cesso rs  u se d  in  the  para lle l environ m ent. The p reco n d itio n er is also ex­
pec ted  to  be ro b u st w ith  resp ec t to  the  ju m p s  in  the p rob lem  coefficients an d  w ork well 
on  non-u n iform  d isc re tiza tio n  m eshes.
In the  p re se n t p ap er we u se  a SDC (separate  d isp lacem en t com ponents) o rdering  ap ­
p ro ach  to  co n stru c t a b lock-d iagonal p recond itioner fo r the d isc re te  linear e lastic ity  p ro b ­
lem. The p recond itioner is b a sed  on  the  K orn inequality  an d  on  a new ly developed  m o d ­
ification to the additive AMLI m eth o d  (a b rie f  d escrip tio n  of the  AMLI m eth o d  is given in  
Section 4.4, see also C hap ter 3 an d  refe rences therein). The m eth o d  w orks on  a h ie ra r­
chical sequence o f n es te d  finite e lem ent spaces to solve the p rob lem  w ith  arithm etic  cost 
w hich is nearly  p ro p o rtio n a l to the nu m b er o f degrees o f freedom  on  the finest m esh. 
The solver is insensitive  to  the  ju m p s  in  the  coefficient fu n c tio n  an d  is able to  w ork  on 
non-u n iform  fin ite-elem ent m eshes, w hich are n eed ed  to  achieve acceptab le d isc re tiza tio n  
e rro r while u s in g  only a few  m esh  refinem en t steps.
The perfo rm ance  of the m eth o d  d ep en d s m ain ly  on  a single p a ram ete r a , w hich  is 
in tro d u ced  in  section  4.4. The p a ram ete r a  can  be co m p u ted  locally fo r each  supere lem en t 
o f the  m esh  on  each  level o f the  d isc re tiza tio n  and, therefore , it does n o t d ep en d  on  
possib le  ju m p s  o f the coefficients be tw een  them . M oreover, there  is no need  to  choose a 
very  coarse  m esh  in  the  p ro p o se d  algorithm . The co arsest m esh  can be relatively  fine and, 
hence, a large nu m b er of ju m p s  in  the  coefficient fu n c tio n  is allowed.
The para lle l perfo rm ance  o f the m eth o d  is re p o r te d  fo r Cray T3E-600 (DEC A lpha 
21164, 300 MHz, 3D -torus) an d  Sun ES/4000 (Sun UltraSparc-I, 167 MHz, sh a red  m em ­
o ry /bus) com pu ter p la tfo rm s. Both u n iform  an d  highly  non-u n iform  d isc re tiza tio n  m eshes 
are u se d  in  our experim ents.
4.2 Variational formulation
C onsider the  p rob lem  of finding a m in im izer to  the  energy  functional E (u ) fro m  (4.1) in  
the  functional space V defined  by  (4.3). Since the  functional E (u ) is convex, the  varia­
tion  5E(u)  o f E (u) equals zero  a t the  m in im ization  po in t. Thus, we have the follow ing 
varia tional fo rm u la tio n  equivalen t to  the  m in im ization  of E (u):
Seek u  g  V such  th a t SE(u)  = 0 fo r all v  g  V.
Taking in to  account the  explicit fo rm  o f E (u ), the varia tional p rob lem  can be rew ritten  as
Seek u  g  V  s u c h th a t  a ( u ,v ) = ( g ,v )  + [ y , v ]  for all v  g  V,  (4.5)
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w here
( 3
a (u , v ) = 2^ X  Vu k  ■ Vv k  -  H ro tu  ■ ro tv  + X V - u  - V -  v  I dQ,  (4.6)
v k=i /
( g ,v )  = g ■ v d Q , [ y , v ]  =
q rN
Y ■ v  d r . (4.7)
C onsider the  dom ain  Q being  covered  by  a set T  o f finite e lem en ts (fu rther we assu m e 
th a t the set T  is b a sed  on  the m esh  T (l), defined  by  (4.10); the  case o f m ore genera l 
d isc re tiza tio n s  can  be tre a te d  by  the  fictitious space techn ique as d escribed  in  [1 1 ] and
[12]). Then, by  in troduc ing  the  space Vh c  V consisting  o f vector functions w ith  local 
sup p o rt, a ssoc ia ted  w ith  the vertices o f T , we arrive a t the  follow ing d iscre te  varia tional 
problem :
Seek u h g  Vh s u c h th a t  a ( u h, v h) = ( g, wh ) + [ y,  v h ] for all v h g  Vh. (4.8)
In the  sequel we assu m e th a t there  are no incom pressib le  m ateria ls  involved in  the  p ro b ­
lem, i.e. the  Po isson  ratio  v  is b o u n d e d  away fro m  1 /2 . If th is a ssu m p tio n s  is satisfied, 
the fin ite-elem ent so lu tion  uh  is p ro v en  to be converging to  the  so lu tion  of (4.5) w hen  the 
m esh  step-size  h  ten d s  to  zero. The case w hen  the  Poisson  ratio  is close to 1 /2  has to 
be tre a te d  differently , by  m eans o f a m ixed variab les fo rm u la tio n  or inexact in teg ra tio n  
techn iques, fo r exam ple. This issue  will n o t be d iscu ssed  fu rth e r  in  the  p re se n t chap ter, 
we re fe r to  C hap ter 5 fo r one of the possib le  approaches.
4.3 The algebraic system and the preconditioner for the discrete 
linear elasticity problem
The varia tional p rob lem  (4.8) leads to the  follow ing system  of algebraic equations:
A u = f,
w here the  m atrix  A  co rre sp o n d s  to  the  b ilinear fo rm  a(  ■, ■ ) fro m  (4.6) an d  f  is genera ted  
b y  the  b ilinear fo rm s ( ■, ■ ) an d  [ ■, ■ ] fro m  (4.7). If we u se  the  sep ara te  d isp lacem en t 
com ponen ts  o rdering  o f the  unknow ns, nam ely,
g = x , y , z ,
th en  the  m atrix  A  adm its the  follow ing b lock  3 x  3 s tru c tu re
u (x) " u g  ~
u = u (y) , w here u (g) =
u (z) 1 nu
(
1
A =
A 11 A 12 A 13
A 21 A 22 A 23 
A 31 A 32 A 33
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We will solve the  system  w ith  A  by  the  con jugate  g rad ien t m e th o d  u sing  a b lock-diagonal 
p recond itioner Q = d iag (Q 11 ,Q 22,Q 33). The p recond itioner Q  is a ssu m ed  to  be g en era ted  
by  the  b ilinear fo rm  q(  ■, ■ ) defined  as
3
q ( u , v )  = X  q ( u k, v k), q ( u k, v k) =
k=1
H( Vuk)  ■ ( V v k ) d Q ,  u ,v  G Vh. (4.9)
As follow s fro m  the K orn inequality , the  cond ition  num ber k ( Q  1A) can be e s tim ated  as
1 v
K iQ ^ A )  < CK -----------1 -  2v '
H ere CK d en o tes  the  co n stan t in  the  K orn inequality , w hich  dep en d s only on  the shape  of 
Q an d  on  the b o u n d a ry  conditions. Hence, the  cond ition  nu m b er k ( Q - 1A)  is in d ep en d en t 
o f the num ber of degrees o f freedom  in  the  algebraic system . However, we still need  
an  efficient solver fo r the b locks Qn  w hen  u sing  Q  as a p recond itioner fo r A. F urther 
we develop a m odification  o f the I-AMLI m eth o d  to invert the b locks Qn  iteratively. An 
advantage of the  developed  p recond itioner is th a t it is n o t sensitive w ith  resp ec t to  the 
p rob lem  p aram ete rs . The additive version  (I-version) o f the  AMLI m eth o d  is p re fe rre d  
over the  m ultip licative ones (V an d  W cycles, see [1], [3], [5] an d  [6]) because  of its  b e tte r  
p a ra lle liza tion  p ro p ertie s . A b rie f  d escrip tio n  of the  I-AMLI m eth o d  is given in  the next 
section, see also C hap ter 3. As the w ay of co n stru c tin g  the  p recond itioner does n o t d ep en d  
on  the  p a rticu la r choice of the b o u n d a ry  conditions, we om it the  sub index  i  fu rther.
Since the algebraic system s w ith  Q ii are solved iteratively, u p  to a finite accuracy e, 
the p reco n d itio n er Q  is, in  general, a variab le-step  p recond itioner. This m eans th a t it 
is a non linear m app ing  x  $ [x ] . The u se  o f variab le-step  p recond itioners  d estro y s the 
s ta n d a rd  Krylov vecto r sequence an d  in tro d u ces  also a n o nsym m etry  in to  the  m ethod . 
T herefore, the  orig inal p reco n d itio n ed  con jugate  g rad ien t m ethod , w hich  w as p rim arily  
developed  fo r sym m etric  positive  defin ite  m atrices, is inapplicable fo r w ork  w ith  variab le­
s tep  p recond itioners . Fortunately , a m e th o d  like the g enera lized  con jugate  g rad ien t (GCG) 
m eth o d  suggested  in  [4] is able to  hand le  the nonlinearity , see also C hap ter 3. If we choose 
a p ro p er s to p p in g  crite rion  e, th en  the follow ing cond itions are satisfied: a) there  ex ists a 
positive c o n stan t 5 1, su ch  th a t (A $ [v ], v )0 > 5 1 (v, v )0 fo r all v; b) there  exists a positive 
co n stan t 5 2, su ch  th a t | |A $ [ v ]||0 < d 2 | | v ||0 fo r all v. As show n in  [4], u n d e r  the  above 
assu m p tio n s  the GCG m eth o d  can n o t fail, it converges m onoton ically  (which m eans th a t 
| | r (k)||0 < Hr(k-1) | | 0) an d  at least w ith  a ra te  given by  the inequality
(k) |0 < -(I)' J k - 1 ) i 0
In the p re se n t w ork  we exploit the version  of the GCG m eth o d  w ith  the  scalar p ro d u c t 
(■, 0 0 defined  as (A -1  ■, ■)L2, the  n o rm  || ■ ||0 is assu m ed to  be g en e ra ted  by  (■, 0 0.
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Figure 4.1: A n exam ple of the sequence { TXy}, u se d  in  our calcu lations
4.4 Multilevel preconditioner for the blocks Qii
The developed  p recond ition ing  techn ique is b a se d  on  the h ierarch ical b asis  ap p ro ach  [7],
[14]. It is defined  on  a sequence
{ f M  = t j $ ® t z }, X = 071, (4.10)
of th ree -d im ensional m eshes co n stru c te d  as a ten so r p ro d u c t o f an  a rb itra ry  one-d im en­
sional g rid  Tz an d  a sequence o f n e s te d  tw o-dim ensional triangu la tions TXy . By co n stru c ­
tion, the  m eshes T(i) consis t o f p rism s aligned along the  z-d irection .
We requ ire  the m eshes T’Xy to  be regular, i.e. they  shou ld  n o t con ta in  triangles, w hich 
are close to  degenera te  ones. Fortunately , th is re s tric tio n  is n o t very  severe as it still 
allows u s  to  have h ighly  varying m esh  step-sizes. This is illu s tra te d  in  Figure 4.1. Since 
no cond itions are im posed  on  the  m esh  TZ, we can  also take advantage o f non-u n iform  
d isc re tiza tio n  in  the z-d irection . This m eans th a t we can  achieve a good  quality  o f the 
so lu tion  u s in g  a m o d era te  nu m b er o f m esh  n odes by  pre-refin ing  ou r th ree-d im ensional 
m esh  T(0) in  certa in  sub reg ions of the dom ain  Q.
In troduce  the  follow ing o p e ra to r L, w hich co rresp o n d s to  the b ilinear fo rm  q ( ■, ■) 
defined  by  (4.9):
£ - £ x y  + l z , £ x y , - Z — t f x ) —  . (4.11)
We assu m e th a t the coefficient fu n c tio n  ¡â(x ) in  the  b ilinear fo rm  q_(■, ■) is co n s tan t w ith in  
each  o f the  p rism s fo rm ing  T(0) an d  can  be d iscon tinuous across them . Note, th a t w ith in  
the  considered  p recond ition ing  ap p ro ach  the co arsest m esh  can  be chosen  relatively  fine 
and, therefo re , a large num b er of ju m p s  in  the  coefficient fu n c tio n  is still allowed.
To co n stru c t the  p recond itioner, we d iscre tize  the  o p e ra to rs  Lx y  an d  Lz by  m eans of 
conform ing  p iecew ise-linear finite e lem en ts an d  fin ite-differences, respectively. We deno te  
b y  Q xy  an d  Q z the  co rrespond ing  stiffness m atrices. F u rther we develop a m ultilevel 
so lu tion  p rocedu re  fo r the m atrix  Q = Q_x y  + Q z . Since the  m atrix  Q ii fro m  the  prev ious 
section  an d  the m atrix  Q  co rre sp o n d  to d ifferen t d isc re tiza tio n s  o f the sam e b ilinear fo rm  
q_(■, ■), they  are spectra lly  equivalent. A pparently , the  cond ition  nu m b er k ( Q - 1 Q ii) does 
n o t d ep en d  on  the size of the algebraic system .
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Next, consider a sequence o f m atrices { Q ^ M  = 0,1 g en era ted  by  the  o p e ra to r £  on  
the  sequence o f m eshes { T(i )}. The m atrices Q (i) are  assu m ed to be g en era ted  in  the sam e 
w ay as the  m atrix  Q. Clearly, = Q- We also define a sequence {Q ^  = Qx y  + 
i  = 0, 1 of the h ierarch ical basis  stiffness m atrices re la ted  to the sequence o f m eshes 
{T’(i')}. M atrices Q (i) an d  Q (i) are re la ted  by  the follow ing equation:
Q (i) = J ( i r  Q(i)T  (i')j(i'). (4.12)
H ere the  m atrices J (i) in co rpo ra te  the  couplings betw een  the  nodes o f { T(i )}, w hich cor­
re sp o n d  to the  d ifferen t levels of d isc re tiza tion . A n im p o rta n t fea tu re  of the  m atrices J (i)
Tan d  J (i)T is th a t b o th  the  m em ory  req u ired  to sto re  th em  an d  the  arithm etic  effort n eeded  
to  com pute  their ac tion  on  a vecto r are p ro p o rtio n a l to their size.
C onsider the  m atrix  Q (i). It adm its  the follow ing 2 x  2 b lock  partition ing:
Q (i) = Q 11 Q12
Q 21 Q 22
} ”new ” m esh  nodes 
} ”o ld ” m esh  nodes
i  = 1 , 1. (4.13)
We define a two-level I-AMLI p recond itioner M (i) to  Q (i) as follows:
M (i) =
B(i)11 0
W ( i -1 )
i  =  1,1 ,
w here the  m atrices B(i1 an d  W (i 1) are spectra lly  equivalen t approx im ations to  the  m a tr i­
ces Q 11 an d  Q (i- 1) respectively:
B(i)11 Q (i) Q 11 , W ( i -1 )  ~ Q ( i - 1 ) .
The co n stru c tio n  of the  approx im ations VK(i 1) to  the m atrices Q (i 1) is b a sed  on  the 
m ultilevel ap p ro ach  as was described  earlier in  C hap ter 3. The co n stru c tio n  of the ap ­
p rox im ations B1 1  to  the b locks Q U  will be described  later.
As follow s fro m  the analysis p re se n te d  in  [2], the  cond ition  nu m b er o f the AMLI-pre- 
cond itioned  system  can  be m ade b o u n d e d  in d ep en d en tly  w ith  resp ec t to the m esh  step- 
size while m ain ta in ing  the  cost p e r I-AMLI ite ra tio n  s tep  p ro p o rtio n a l to  the nu m b er of 
degrees of freedom  on  the  finest m esh. The follow ing cond ition  is req u ired  fo r the  o p ti­
m ality  of the m ethod:
1 log CTt1,i0
(i)
n i1,i0 = 2 log p
< 1 (4.14)
i 1 ,i0
w here i 1 an d  i 0 d eno te  the  n u m b ers  o f two consecutive regu lar levels in  the I-AMLI m ul­
tilevel s tru c tu re  (see Section 3.3 fo r m ore details), the  p a ram ete r p i u i 0  d en o tes  the ratio  
be tw een  the  d im ensions of Q (i1) an d  Q (i0) and, finally, the p a ram ete r a i 1 ,i0 is defined  as:
O';i 1 i0 k ( [ m  (i1)] 1 Q (i1)
1 /(i1- i 0 )
(4.15)
0
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Even th o u g h  the value of ni1,io is n o t req u ired  w ith in  the  AMLI a lgo rithm  itself, it is n eeded  
to  estim ate  the  convergence ra te  o f the  m ethod . Taking in to  account th a t fo r the consid ­
ered  type of the refinem en t p ro ced u re  the  value o f P i1,i0 is fixed (pi1,io = p i 1 - i 0  , p  = 4), the 
only p a ram ete r w hich has to be es tim a ted  is the  p a ram ete r a i 1 ,i0 
is given next.
C onsider the  g enera lized  eigenvalue p rob lem
The e s tim ate fo r (Ji1,i0
Q 1? Q (i)Q12
Q 2i Q 22
v 1
= A
_ v 2
Q (i) Q11 
0
0
Q ( i -1 )
vi
Y2
(4.16)
We are in te re s ted  in  the ex trem al eigenvalues Amin = m in [Ak}  an d  Amax = m ax [Ak}.  
Once they  have b een  com puted , the value of a  can  be es tim a ted  as
a ii,i0 < a, (4.17)
To estim ate  Amin an d  Amax we consider the  follow ing two auxiliary eigenvalue p rob lem s 
in d u ced  by  the sp litting  o f the  o p era to r L :
and
Q llxy Q 12l y
Q  21~^ %y Q 22 xy
" Q 11z Q n z
_ Q 2 1 Q  22z
v 1
v2
= Axy
0 (i)Q 11x 0
0 ('i-1)Qxy
v 1
v2
v 1
= Az
_ v2
Ö (i) Q 11z
0 Q Zi - 1 )
v 1
v2
(4.18)
(4.19)
A fter solving (4.18) an d  (4.19) we can e s tim ate Amin an d  Amax u s in g  the follow ing s tra ig h t­
fo rw ard  re la tions w hich follow  fro m  the  Rayleigh qu o tien t relation:
Amin = m in  [ A fyn , A f in }, Amax = m ax  [ Am x  , A f a x }.
As show n in  [9] (see also [1]),
In the p re se n t p ap er we show  th a t the sam e e stim a tes  h o ld  also fo r Amin an d  Amax .
C onsider two consecutive levels o f m esh  refinem ent i  - 1  an d  i. They co rre sp o n d  to  the 
m eshes T (i-1) an d  T (i), su ch  th a t each  p rism  of the m esh  T (i-1) con ta ins fou r congruen t 
p rism s of the  m esh  T (i). We re fe r to the  u n io n  of these  fou r p rism s as a ”su p e re lem en t” of
the  m esh  T(i) (see Figure 4.2). Next, consider the  m atrices Qz  as a re su lt o f assem bling  
the local m atrices Q (z ,p) co rresp o n d in g  to the  supere lem en ts:
Ni
Q Z = £  L (i,P)T (Qz L
0
0
1
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Figure 4.2: Sem i-coarsening supere lem en t
H ere N i d en o tes  the nu m b er o f sup ere lem en ts  on  the  refinem en t level i  and  the  m atrices 
L (i,p) c o rre sp o n d  to  m app ings fro m  the g lobal n um bering  o f the  m esh  nodes to their local 
num bering  w ith in  the supere lem en ts. E lem entary  com p u ta tio n s  show  th a t Amin an d  Amax 
can  be es tim a ted  as
Amin = m in  [ A f in ,p}, A f ax = m ax  [ A f ax ,p}.
Thus, in s te a d  o f the  ’’g lobal” p rob lem  (4.19) we can  consider the  follow ing ”local” p rob lem  
for the  supere lem en t p:
ñ  (i,p) ñ  (i,p)
Q 11z Q 12z
ñ  (i,p) ñ  (i,p)
Q 2 1 z Q 2 2 z
v 1 p<<II
_ v2
All m atrices above can be w ritten  explicitly:
= J t a j ,
Q  11p ) Q 'ip '
Q 21p ) Q 22 p )
w here
A =
R 0 
0 3R
while R an d  S are defined  as
ñ  (i p)
Q 11z 0
q  r Lp)
Ö (i,p) 
Q 11z
Q zi -1,p)
v 1
v2
= B,
4R 0 ' I 0
B = , J = I0 3R S
(4.20)
R
~ 1 - 1  . . . . ' - 1/2 1/2
- 1 1  . . . . 1/2 1/2
. . 1 - 1  . .
, S =
1/2 1/2
. . - 1 1  . . 1/2 1/2
. . . . 1 1 1/2 1/2
. . . . - 1  - 1  _ 1/2 1/2  _
0
0
0
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The p rob lem  (4.20) can  be solved analytically. The eigenvalues are:
M a/3 23 a/273 . 23 a/273 . a/3 ,
2 E f T ’ 32 "  32 ’ ^  32 + 1 2 “ ' 1 + I T  '
pymin _  i  _  ^ r r ia x  _  ^
Thus,
1  + -  1 1
aiui0< a Ui^ < -------% K ( É ÿ  1 Q Í ? )  -  13.9 ■ 1 Q Í ? ) -  (4.21)
‘ - t
T herefore, the  cond ition  (4.14) is fu lfilled  as long as the app rox im ations BH  of the b locks 
Q  1i are co n stru c te d  such  th a t the follow ing cond ition  is satisfied:
}(i) 1 ñ( i ) \  ^ v  ^ ík  _____2_k(B}V Q u ) < K < 1 6 -------- « 1.15. (4.22)
The d escrip tio n  o f an  a lgo rithm  for co nstruc ting  approx im ations B(1 to  the b locks 011  
follows.
The sp litting  o f L  in  (4.11) induces the follow ing sp litting  o f the  b locks (Ö(i1):
ö i ?  = ö S xy + Q U ,
w here the b locks Q iilxy co rre sp o n d  to  the o p e ra to r Lx y  an d  Q iii)z c o rre sp o n d  to Lz . Con­
sider the  approx im ations w 1\) to  the b locks Q !ïz. In troduce  the  sp litting  o f TW/i), w hich  is 
analogous to  the sp litting  of q H
« n ’ = « H y  + >ñ 1iz-
As show n in  [3], the cond ition  nu m b er k ((Öiii)x^  o f the b lock  q H ^  is o f o rd er 0 (1 )  as 
long as the m esh  TXy does n o t con ta in  any degenera te  triangles. Hence, we can  app rox i­
m ate  Q n xy by  its  d iagonal part:
tVÜXy = d tag W ÎÏx y ).
Next, we define the m atrix  «11^ sim ply as
« 1 1  = Q u z .
Clearly,
Q  11 = Q 1 ixy + Q  1?z ~ t l y  + « n i  = W n .
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Since the  m atrix  <ñ ! ïz coup les the u n k now ns only in  z -d irec tion  due to  the s tru c tu re  of the 
o p era to r L z , there  ex ists a reo rd erin g  o f the unknow ns, such  th a t the m atrix  VW1(i) adm its 
a b lock-d iagonal p a rtitio n in g  w ith  th ree-d iagonal blocks. Thus, system s w ith  « 1 ^  can  be 
easily solved by  fa s t d irec t m ethods. M oreover, the  inversion  of the b locks VW1(i) can  be 
efficiently done in  parallel.
Finally, define the app rox im ation  B(1 to  the m atrix  Q 11 as
B n = Q I -  P m [ w i ï -1  Q  1i
w here P^i (x)  d eno tes a C hebyshev po lynom ial o f degree ^ i . Since the m atrices q H  
an d  tW1(i) are spectra lly  equivalen t to each  other, fo r every given K  fro m  (4.22) there  exists 
such  finite ni th a t the cond ition  (4.22) is satisfied, w hich  m eans th a t the conside red  m u l­
tilevel m e th o d  has op tim al o rder o f arithm etic  com plexity. Note, th a t the b o u n d  fo r the 
m in im al value o f ni d ep en d s only on  the  m in im al angle in  the  triangu la tion .
1
4.5 On the parallel data distribution
C onsider the m esh  TXy b e ing  p a rtitio n ed  in to  a nu m b er o f non-overlapp ing  subdom ains 
TXyp (clusters of triangles), d is tr ib u ted  betw een  the p ro cesso rs  in  a para lle l environ m ent. 
This im plies the  co rrespond ing  p a rtitio n in g  o f T (i)
1V N  ____
f (i) = î i ÿ  ® %  = U  £ $ P ®T z = { J t H ' \  i =  h i ,  
p=1 p=1
w here the  ’tp i) are c o n stru c ted  in  para lle l u s ing  a u n iform  refinem en t p rocedu re  app lied  
to  each  o f the subdom ains Tp0). C onsider the b ilinear fo rm s a(- ,  ■) an d  q(-,  ■) fro m  (4.6) 
an d  (4.9) be ing  assem b led  fro m  their re s tric tio n  on  each  o f the subdom ains Tp0). This 
leads to  the co rresp o n d in g  in te rp ro cesso r d is tr ib u tio n  of the stiffness m atrices, involved 
in  the  com puta tions, i.e. each  p ro cesso r p  s to res  only the  row s an d  the colu m n s o f the 
m atrices, w hich co rre sp o n d  to  the m esh  n odes fro m  T <pi) . Thus, the d a ta  is d is tr ib u ted  
subdom ain-by-subdom ain .
Next, consider two types of m esh  nodes: 1) nodes, w hich  belong  only to  one su b d o ­
m ain  (in terior nodes); 2) nodes, w hich are sh a red  by  two or m ore neighboring  subdom ains 
(in terface nodes). W hen solving the  system s w ith  « 1 ^ , the u n k now ns assoc ia ted  w ith  the 
n odes fro m  the firs t g roup  can be h a n d led  w ithou t in te rp ro cesso r com m un ications. This 
follow s fro m  the b lock-trid iagonal s tru c tu re  of the  b locks « 1 ^ . The in te rp ro cesso r d a ta  
exchange occurs only du ring  the m u ltip lica tion  w ith  the  m atrices Q1i1), Q (i), J (i), J (i)T 
an d  A .
Note, th a t the  com m u n ications are req u ired  only th ro u g h  the in te rfaces betw een  the 
subdom ains, w hich  m eans th a t d u rin g  the  p recond ition ing  s tep  local com p u ta tio n s  d om ­
inate  over the  in te rp ro cesso r com m un ications as long as the nu m b er of in te rio r nodes is 
k ep t sufficiently  large com pared  to  the nu m ber o f in terface  nodes.
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Figure 4.3: Single-pile p rob lem , vertica l c ross-sec tion  of the dom ain
P
H
4.6 Numerical results
In th is section  we illu s tra te  the  perfo rm ance  of the  developed  solver on  a nu m b er of m odel 
p rob lem s arising  fro m  b ridge  fo u n d a tio n  m odeling. Namely, we consider a single-pile 
p rob lem  an d  a square  foo ting  p roblem . We show  scalability  o f b o th  the I-AMLI m eth o d  
alone an d  the w hole linear e lastic ity  solver w ith  the I-AMLI a lgo rithm  app lied  fo r the 
b locks Q ii (see Section 4.3).
First, consider a single concrete  pile p laced  in  a hom ogeneous soil layer an d  sub jec ted  
to  ex te rnal surface fo rces y  and  volu m e fo rces g. In [8] th is  p rob lem  is re fe rre d  to as 
the MOST problem . We assu m e th a t the  co n stru c tio n  technology g u aran tees  the ideal 
con tac t be tw een  the pile an d  the soil, i.e. th ere  is no in te rn a l friction. Next, consider a 
hom ogeneous soil layer (w ithout the pile) su b jec ted  to the sam e surface an d  volu m e forces 
as in  the  p rev ious exam ple. We re fe r to  th is p rob lem  as to  the square  foo ting  problem .
In our com p u ta tio n s  the volu m e force g is tak en  in  the  fo rm  (0, - g v ). It re p re sen ts  the 
g rav ity  force acting on  the con tinuous m edia. A vertical ex ternal lo ad  y  = (0, - y v ) is ap ­
p lied  to the p a r t of the top  surface as show n in  Figure 4.3. It is the  sam e fo r b o th  the  MOST 
an d  the square  foo ting  p rob lem s. We assu m e th a t the  load  is un ifo rm ly  d is tr ib u ted  over 
the  loading  surface. The follow ing b o u n d a ry  cond itions are chosen  in  the  experim ents: 
hom ogeneous D irichlet b.c. on  the  b o tto m  side of the  dom ain  (d isp lacem ents are equal 
zero), inhom ogeneous N eum ann  b.c. on  the  load ing  surface an d  hom ogeneous N eum ann 
b.c. on  the re s t of the b o u n d a ry  (stresses are equal zero).
R em ark  4.6.1 Since in our te s t  exam ples the  m easure  of rb  is non-zero , no explicit t re a t­
m ent of the  condition Jn V x  u d Q  = 0 in the  definition (4.3) of the  functional space V is 
required .
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The Y oung m odu lus  E an d  the Po isson  ratio  v  are defined  as 
E =
Ep fo r the pile (concrete), 
Es fo r the soil (sandy  clay),
V =
v p fo r the pile (concrete), 
vs fo r the soil (sandy  clay).
The values o f Ld, Hd , Lp , Hp , Ep ,Es , v p an d  vs are p re se n te d  in  Table 4.1.
The single-pile p rob lem  is d isc re tized  u sing  a sequence o f m eshes, locally pre-refined  
in  the a rea  w here the so lu tion  is know n to be s trong ly  varying, see Figure 4.1. A n o n ­
u n ifo rm  g rid  Tz w ith  35 nodes, refined  a ro u n d  the  b o tto m  of the  pile, is u se d  to  co n stru c t 
a sequence of m eshes f ( i ) . The square  foo ting  p rob lem  is d isc re tized  on  a p ro d u c t of 
a u n iform  g rid  Tz w ith  32 nodes an d  a sequence of regu lar C artesian  m eshes Tx y . A 
n u m b er o f m eshes Txy  (w ith 33, 65 an d  129 p o in ts  in  each  direction) is te s te d  to show  
the  perfo rm ance  o f the a lgo rithm  w ith  resp ec t to  the size o f the  algebraic system . The 
d isc re tiza tio n  is done by  m eans o f conform ing  piecew ise-linear basis  functions assoc ia ted  
w ith  the vertices of f ( l ) .
C om puting  tim e, para lle l sp eed u p  an d  the  nu m b er of o u te r ite ra tio n s  w ith  the system  
m atrix  A  (using Q  defined  by  (4.9) as a p recond itioner) fo r the  square  foo ting  an d  MOST 
p rob lem s are given in  Tables 4.2 an d  4.3. The follow ing s to p p in g  c rite rio n  is u se d  for 
the ou ter iterative p rocedu re  w ith  A: 11r^ H2/ llr0||2 < 10-4 . Here r 0 d en o tes  the in itial 
res id u a l an d  rk is the res id u a l afte r the  k -th  ite ration . The b locks Q ii are solved using  
the  I-AMLI p recondition ing . The ”in n e r” s topp ing  crite rion  is Hr^||2/ | | r 0||2 < 10-1 . The 
block-Jacobi p recond itioner (w ith b locks g ro u p ed  along the  z-d irection) is app lied  on  the 
co arsest m esh  f  (0).
Since m o st of the com p u ta tio n s  are d evo ted  to solving the in n er system s w ith  Q ii , 
we illu s tra te  the  perfo rm ance  of the  in n er m ultilevel solver alone. The tim e to  solve the 
b lock  Q 33 w ith  accuracy Hr^H2/Hr0H2 < 10 -6 is p re se n te d  in  Tables 4.4 an d  4.5. The I- 
AMLI m eth o d  is also com p ared  w ith  the  b lock-Jacob i-p reconditioned  CG m eth o d  app lied  
to  the  sam e algebraic system . Parallel speedup  of the a lgorithm s is re p o r te d  as well. 
As we see fro m  the above tables, the  developed  m ultilevel p recond itioner achieves very 
good  scalability  w ith  resp ec t to  b o th  the  num b er o f degrees of freedom  in  the algebraic 
system  an d  the  nu m ber of p ro cessin g  elem ents. Even fo r relatively  sm all-sized  p rob lem s it 
o u tp e rfo rm s the b lock-d iagonal p recond itioner, w hich is know n to be a serious com petito r 
in  a para lle l env ironm ent.
The com p u ta tio n s  w ere p e rfo rm ed  on  a Cray-T3E/600 (Alpha 21164, 300 MHz) an d  on 
a Sun ES/4000 (UltraSparc, 167 MHz) u s in g  the  po rtab le  m essage p assin g  lib rary  (MPI). No 
special tun ing  fo r a p a rticu la r com pu ter p la tfo rm  has b een  done. The tim ings are given in  
seconds of the wall-clock tim e.
To verify  the sh a rp n ess  o f the estim ate  a i 1t i0 < a i t i - 1  in  (4.17) we also s tu d y  the beh av ­
ior o f the sem i-coarsening  I-AMLI m eth o d  w ith  only two regu lar levels i i  an d  i 0. The re ­
su lts  are p re se n te d  in  Table 4.6. We consider two d ifferen t cases: the  case w hen  h z = Hxy  
an d  the case w hen  hz = hx y ; here  Hxy  d en o tes  the  coarse-grid  size in  the ( x , y )-planes, 
hxy  is the  fine g rid  size an d  h z d en o tes  the m esh  s tep size  o f the g rid  f z . The square  foot-
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Ld H d Lp Hp Ep Es V p v5
3 7 .2 m 3 1 .0 m 1 .2 m 1 5 .0 m 3.15 ■ 1010 Pa 1.0 ■ 107 Pa 0.2 0.3
Table 4.1: Problem  p a ram ete rs
Problem Outer No. of Sun ES/4000 Cray T3E-600
size iterations CPUs Time Speedup Time Speedup
65382 10 1 106.17 1.0 118.16 1.0
2 63.96 1.7 66.70 1.8
4 41.57 2.6 38.89 3.0
8 - - 25.19 4.7
257958 10 1 709.38 1.0 - -
2 380.18 1.9 - -
4 209.60 3.4 214.92 3.8
8 - - 122.73 6.7
Table 4.2: Single-pile problem , perfo rm ance  o f the  linear e lastic ity  solver
Problem Outer No. of Sun ES/4000 Cray T3E-600
size iterations CPUs Time Speedup Time Speedup
101277 8 1 74.19 1.0 - -
2 40.22 1.8 42.42 1.9
4 22.83 3.2 22.30 3.6
8 - - 12.77 6.3
16 - - 7.37 10.9
32 - - 4.45 18.1
64 - - 2.87 28.1
392925 8 1 368.83 1.0 - -
2 190.27 1.9 - -
4 99.78 3.7 - -
8 - - 52.72 6.9
16 - - 27.74 13.1
32 - - 15.15 24.0
64 - - 8.48 42.9
1547613 8 1 - - - -
2 - - - -
4 - - - -
8 - - - -
16 - - - -
32 - - 60.85 27.2
64 - - 31.05 53.3
Table 4.3: Square foo ting  problem , perfo rm ance  o f the  linear e lastic ity  solver
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I-AMLI/GCG Block-Jacobi/PCG
Problem No. of Sun ES/4000 Cray T3E-600 Sun ES/4000 Cray T3E-600
size CPUs Time Sp Time Sp Time Sp Time Sp
21794 1 14.46 1.0 16.92 1.0 25.63 1.0 31.14 1.0
2 9.15 1.6 9.87 1.7 15.36 1.7 17.19 1.8
4 6.11 2.4 5.82 2.9 9.44 2.7 9.81 3.2
8 - - 3.91 4.3 - - 6.16 5.1
85986 1 96.33 1.0 105.34 1.0 226.07 1.0 246.40 1.0
2 52.97 1.8 56.68 1.9 120.92 1.9 129.29 1.9
4 29.56 3.3 31.19 3.4 65.17 3.5 70.72 3.5
8 - - 18.20 5.8 - - 40.01 6.2
341666 1 477.01 1.0 - - 1786.94 1.0 - -
2 249.19 1.9 272.18 1.9 939.49 1.9 - -
4 137.21 3.5 137.56 3.8 506.64 3.5 - -
8 - - 74.78 7.1 - - - -
Table 4.4: Single-pile problem , pe rfo rm ance  of the inner I-AMLI solver
I-AMLI/GCG Block-Jacobi/PCG
Problem No. of Sun ES/4000 Cray T3E-600 Sun ES/4000 Cray T3E-600
size CPUs Time Sp Time Sp Time Sp Time Sp
33759 1 10.64 1.0 12.03 1.0 17.11 1.0 20.09 1.0
2 5.96 1.8 6.44 1.9 9.56 1.8 10.71 1.9
4 3.32 3.2 3.49 3.4 5.14 3.3 5.67 3.5
8 - - 2.03 5.9 - - 3.20 6.3
16 - - 1.23 9.8 - - 1.86 10.8
32 - - 0.79 15.2 - - - -
64 - - 0.56 21.5 - - - -
130975 1 60.02 1.0 64.78 1.0 147.04 1.0 159.65 1.0
2 31.31 1.9 33.01 2.0 74.18 2.0 80.78 2.0
4 16.66 3.6 17.14 3.8 38.56 3.8 41.66 3.8
8 - - 9.36 6.9 - - 22.47 7.1
16 - - 5.02 12.9 - - 11.85 13.5
32 - - 2.81 23.1 - - 6.40 24.9
64 - - 1.63 39.7 - - 3.57 44.7
515871 1 305.39 1.0 - - 1067.92 1.0 - -
2 159.09 1.9 167.89 2.0 567.43 1.9 - -
4 85.40 3.6 83.96 3.9 296.98 3.6 - -
8 - - 43.61 7.6 - - - -
16 - - 22.86 14.5 - - - -
32 - - 12.15 27.2 - - - -
64 - - 6.44 51.4 - - - -
Table 4.5: Square foo ting  problem , perfo rm ance  o f the inner I-AMLI solver
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hz
Hxy  / hxy 1/2 1 /4 1/8 1 /16 1/32 1 /64
hxy  — hz
2 9 12 11 11 11 11
4 20 21 22 21 21
8 40 42 40 39
16 78 75 72
32 146 138
64 276
Hx y  — hz
2 11 11 11 10 10
4 15 16 15 15 15
8 21 21 20 19
16 25 24 24
32 30 28 27
64 31 31
128 37
256 40
Table 4.6: CG -iteration coun t o f the  two-level sem i-coarsening  I-AMLI m eth o d
ing p rob lem  w as u se d  in  our num erica l tests . The resu lts  o f ou r num erica l experim en ts  
suggest th a t in  the  case w hen  h z is equal to  Hxy  the  two-level HB cond ition  nu m ber grow s
as
K11,10 (il  -  io) — log
H xy
h xy
w hich is in  ag reem en t w ith  the theo ry  developed  in  [14]. However, in  the case w hen  h z is 
k ep t equal to  hx y  the  HB cond ition  num b er behaves as
K11,10
V 2 /
Thus, in  the second  case the  e s tim ate a 11,1o < a 1i1-1 is sharp  (in the  firs t case it is very 
rough).
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Chapter 5
On a Linear Elasticity Solver Based on a 
Saddle-Point Formulation
Based on O. Axelsson and A. Padiy, On a robust and scalable linear elasticity solver based on a 
saddle point formulation, Int. J. Numer. Meth. Engng., 44 (1999), pp. 801-818.
ABSTRACT: This chapter presents an iterative algorithm for solving linear isotropic elastic­
ity problems discretized by means of mixed finite elements. The proposed m ethod uses 
a reduced pressure Schur complement approach to solve a saddle-point system arising 
in the mixed formulation. As an inner solver for the displacement field variables it uses 
an extension of the multilevel algorithm described in Chapter 3. The proposed method 
works on a hierarchical sequence of finite element meshes to solve the problem with an 
arithmetic cost which is nearly proportional to the dimension of the arising algebraic sys­
tem. The coarsest mesh in the above sequence of meshes can consist of almost arbitrary 
triangular patches, which allows in practice to capture the solution even using a moder­
ate number of successive refinement steps. The rate of convergence of the algorithm is 
bounded uniformly with respect to the problem coefficients, namely the Young’s modulus 
E and the Poisson ratio v . This makes it possible to apply the method for a broad class of 
engineering problems.
KEY WORDS Linear elasticity, regularized Stokes equations, mixed finite elements, mul­
tilevel iterative methods
5.1 Introduction
Numerical modeling in elasticity often leads to algebraic systems with millions or even 
hundreds of millions of unknowns due to the complicated shape of engineering construc­
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tions and because of the need to model singular behavior of the solution in the case of 
strongly varying material coefficients. Much effort has been devoted to find numerical al­
gorithms, which both are capable of dealing with a wide range of engineering applications 
and perform efficiently, but still to date this problem remains unsolved. In the present 
work we continue the search for a robust solver, which is able to tackle large-scale prob­
lems arising in linear elasticity.
To understand better what kind of solver we are looking for, let us briefly outline how 
the problems of structural mechanics are usually solved by engineers and what limits 
the use of efficient algorithms, developed by the academic community. A major part of 
engineering applications is solved either by direct methods or by iterative solvers with 
incomplete LU, element-by-element, Jacobi (diagonal) or similar preconditioning. From 
an engineering point of view, the most attractive feature of these methods is that they 
require only a few user-provided adjustm ents and are relatively easy to implement and 
use. Most of the above methods allow the use of advanced meshing facilities available 
today, which makes them widely applicable in the industry. However, the computational 
cost and/or memory requirements grow rapidly when the size of the problem increases, 
which prohibits their use for problems with millions of unknowns or more on presently 
available computer platforms. On the other hand, more advanced algorithms, provided by 
the academic community, are usually more complicated, may involve some user-supplied 
parameters, require a lot of tuning and are relatively difficult to implement, especially in 
the case of problems with complicated geometries. Thus, there is a need to move towards 
a ’simple” solver of a black-box type, which is robust with respect to the problem /m esh 
parameters and scales efficiently with the problem size. The current work is intended to 
make a step in this direction.
We will use a mixed variables formulation of the elasticity equation to avoid the ’lock­
ing” phenomenon [6], [9], [14] and make the algorithm applicable even in the case of 
almost incompressible media, when the contractivity (Poisson) ratio v  tends to 1/2. We 
will discretize the displacement field u by piecewise-quadratic functions, while the pres­
sure field p will be discretized by piecewise linear finite elements. Such a choice of the 
finite element spaces fulfills the familiar Ladyzhenskaya-Babuska-Brezzi inf-sup condition
[14], [16], [17] and, therefore, enable us to avoid locking. Moreover, this pair of finite ele­
ments leads to balanced discretization errors for u and p [4], which is important from the 
approximation point of view.
The standard finite-element discretization procedure of Stokes equations in linear elas­
ticity leads to the following system of linear equations:
A h Bh u h gh
BhT - M h p h 0
Further we will reduce this system to the pressure variable
S hp h = f h,
where
S h = M h + BhTA h 1Bh,
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f h  = BhT Ah 1 gh
and solve it iteratively by the preconditioned conjugate gradient method. As shown in
[12], [15] and by others, the matrix Sh is spectrally equivalent to the mass matrix for the 
pressure, is well-conditioned with respect to the mesh step size and can be efficiently 
preconditioned, for example, by the lumped pressure mass matrix. Note, that matrix Sh is 
never formed explicitly. We will use an inner iterative procedure to compute its action.
To calculate the matrix-vector products S h x v , which are required during the CG itera­
tions, we need to solve systems with matrix Ah. In the present work we will use the I-AMLI 
m ethod described in Chapter 3 as a preconditioner for Ah. The developed solver can be 
constructed in a fully automatic way starting from any coarse mesh triangulation and is 
quasi-optimal with respect to both convergence rate and arithm etic cost per iteration.
To make the presentation more clear, we describe the two-dimensional version of the 
method. However, the proposed approach can also be applied in three dimensions. In­
cidentally, a significant part of the problems in structural mechanics concerns the m od­
eling of engineering constructions such as bridges, tunnels, rail- and automobile- roads, 
pipelines, etc. Such constructions are examples of so-called ’’elongated structures”, which 
means that their elastic behavior depends only to a minor extent (or does not depend at 
all) on one of the spatial dimensions. This allows one to describe the above problems in 
terms of two-dimensional models, which saves a lot of computational effort compared to 
the three-dimensional modeling. Therefore, efficient solvers for 2D problems are not only 
interesting from a theoretical point of view, but have a wide range of applications in civil 
engineering.
5.2 Variational problem
Consider an equilibrium state of an isotropic material body subjected by external volum e 
forces g and surface forces y. The equilibrium displacement field u = ( U \ , U 2 , U 3 ) mini­
m izes the following energy functional:
in the function space V = ■] u g (H 1(Q))3; u = 0 on r0, V x  u dQ  = 0 k where
n
is the strain tensor, r0 denotes a part of the boundary where Dirichlet boundary conditions 
are imposed and r1 = dQ /r0 is the rest of the boundary. We assum e that r0 = { 0 } .
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The parameters A and a above are positive material coefficients related to the elasticity 
modulus E > E0 > 0 and Poisson (contractivity) ratio v  g [v0;1 /2), v0 > 0 by
A =
E
2(1 + v )
A = a 2v
1 -  2v '
According to Korn’s inequality (see [13] for example), the energy functional is positive 
definite in V . This means that there exists a unique minimizer to $(u), u  g V . Clearly, 
in the equilibrium state the variation of the functional equals zero. Thus, we have the 
following variational formulation equivalent to the minimization of $(u):
Seek u  g V such that
S$(u) = $ (u  + du) -  $(u) = 0, V du g V. (5.2)
Taking into account the explicit form of $ (u) we have the following expression for S$(u):
S$(u) = 2a X  ( V u k) ■ ( VS u k) -  A ( V x u )  ■ ( V x  Su) + A( V ■ u)(V  ■ Su) I dQ
v k=1 /
g ■ Su dQ - Y ■ Su d r .
Q n
As we can see, for A (v 1/2)  the functional $ (u) becomes very sensitive to small 
perturbations of the displacement field u, which corresponds to the so-called ’’locking” 
phenomenon (see for example [5] and [9]). However, the problem can be regularized if we 
introduce an auxiliary variable p
A
p = — V ■ u 
A
and consider the following Lagrangian Y (u,p):
Y(u , p ) =  [¡a ¿  (f ij(u ) )2 + ju (V ■ u) p -  ^  ^  p 2 -  g ■ u  ] dQ. -  y ■ u d ì .
Q i,j=1
(5.3)
n
Clearly, a saddle point of Y (u,p)  corresponds to the minimum of $(u). Moreover, the vari­
ation of Y(u,p)  equals zero at the solution and, therefore, the equilibrium displacement 
field u  can be found by solving the following mixed variable variational problem:
Seek (u,p)  g V x H0 such that
5Y (u, p)  = Y (u + 5 u ,p  + Sp)  -  Y (u,p)  = 0 V (Su, Sp)  g V x L2(Q), (5.4)
where
H0 = p g L2(Q) : a p dQ = 0
The functional Y (u,p)  is strongly convex with respect to u  (if p is fixed) and is strongly 
concave with respect to p (if u  is fixed). This implies, that it has a unique extremum in
V x  H0.
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For convenience, let us rewrite the functional Y(u,p)  in the following form:
Y (u , p)  = | a ( u , u )  + b(u, p) -  I  m ( p , p) -  (u ,g ) -  < u ,y  >, u  g  V, p g  H0, 
where the b ilinear forms a(-,  ■), b ( ■, ■), m (  ■, ■), (■, ■) and < ■, ■ > are defined below:
a(u, v) = 2 A Z  £i j (u)Ei j (v)dO.
n i j =1
/  3
= Ì 2 ^ ( W u k )
n k=1
b( u, p) = a (v  ■ u ) p d n
n
m ( p , q ) = /J — pq  dQ., 
A
n
(u, g) = u ■ g dn,
n
< U, y > = u ■ y dr.
ri
v )
(5.5)
Notice, that Korn’s inequality ensures also that there exists a constant C(Q) ,  which de­
pends only on the domain and on the boundary conditions, such that
C (Q )iî(u ,u) < a (u ,u ) < 2 a (u ,u), V  u  g V,  
where the bilinear form d (  ■, ■) is defined as follows:
(5.6)
a(u , v) =
n
A X  ( V u k) ■ ( V v k ) d n .  
k=1
(5.7)
Moreover, the following inf-sup condition (known in the literature as Ladyzhenskaya- 
Babuska-Brezzi, or LBB condition) holds (cf. [5], [9]):
sup k |U’p) > y\ \p\ \H , V p g  H0, ju(x) > )U0 > 0, v0 < v(x) < (5.8)
ugV -{0} \\u \\V 2
where \ \p\\H is defined as \ \p\\H = -\jm(p, p). The discrete analog of this condition will be 
used in the next Section when we will select a pair of finite element spaces for u and p  in 
order to construct an LBB-stable discretization of (5.4).
5.3 Finite element discretization and the choice of an outer itera­
tive procedure
Using definitions (5.5), the variational problem (5.4) can be rewritten in the following form:
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Seek u  g V and p g H0 such that
Í a (v ,u ) + b { \ ,  p) = (v ,g)+  < v, y >, V 
1 b ( u , q ) -  m ( p , q )  = 0 ,  V
The discrete formulation of (5.4) then reads as follows:
Seek u h g Vh and p h g H h such that
f a ( v h,u h) + b ( v h, p h) = ( vh, g ) + < v h, y  >,  V 
I  b{uh, q h) -  m ( p h, q h) = 0 ,  V
As we see from (5.10), it is necessary to select a pair of finite element spaces Vh c  V 
and H h c  H0 for the displacements u h and pressure p h. To achieve a stable discrete 
formulation, it is crucial to choose the spaces Vh and H h such that the discrete form of 
(5.8) holds:
b( 11 h p h )
sup I ’p ; > y h \\ph \\HH > y \ \ p h \\Hh, \ / p h GH%,  (5.11)
uhGVh ||u  \\Vh
where y  is some positive constant, which is not directly related to y  in (5.8). Moreover, 
from the practical point of view it is important, that the constant y is not very small. 
This means that the subspace Vh c  V for u  must be sufficiently ”rich” compared to the 
subspace H h c  H0 for p. If condition (5.11) is satisfied, then the finite element solution u h 
of (5.10) converges to the solution u  of (5.4) with the rate bounded uniformly with respect 
to the problem parameters E and v , see [5], [9], [14].
There is a variety of LBB-stable pairs of finite-element spaces. An extensive survey on 
them can be found, for example, in [9] or [14]. In this paper we confine ourselves to the 
case of u h g n h, p h g n h, where n2h is a space of piecewise-quadratic functions and 
is a space of piecewise-linears. This pair passes the patch test of [17] and is, therefore, 
LBB-stable. Such a choice of spaces Vh and H h is highly recommended from a practical 
point of view in [16]. Moreover, with this choice of spaces the discretization errors for u 
and p are naturally balanced, which is clear from the following error estimate (cf. [4]):
inf ||u -  u h ||V + inf \\p -  p h \\ .
uf GVh p^GHh
The standard Galerkin procedure, applied to (5.10), leads to the algebraic system
A h Bh u h gh
1 B - M h
p h 0
where matrix A h corresponds to the bilinear form a(u , v) and matrices Bh and M h are 
generated by the bilinear forms b( u, p)  and m ( p , q )  respectively.
Now we have to choose an iterative procedure for solving system (5.12). This can be 
done in several different ways, such as using the exact and inexact Uzawa algorithms [1], 
[2], [8], preconditioned minimal residuals method [11], by means of symmetric positive 
definite reformulation [7] and some others. Aiming at simplicity of the method, we will
u  -  u h ||V + \\p -  p h \ < Const
v  g V, 
q G H. (5.9)
v h G 
q h G
V h,
H h. (5.10)
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use a rather straightforward approach of inner/outer iterations for the system, reduced to 
the pressure variable. This method can be considered as a CG-accelerated version of the 
exact Uzawa algorithm. As was already mentioned in Section 5.1, we compute actions of 
the Schur complement with respect to the pressure,
T _1
Sh = M h + Bh A h Bh
on vectors occurring during the solution process and solve the system with Sh iteratively. 
To compute the action of S h we have to solve the systems with matrix A h once during 
each outer iteration. We will use an iterative procedure to perform this. Hence, it is 
crucial to develop an efficient preconditioner A h for A h because of its strong impact on 
the overall performance of the solver. This will be done in the next section. Note also 
that the proposed approach for constructing A h can be efficiently incorporated in other 
solvers for (5.12), mentioned above, where the efficiency of the preconditioner for A h is 
also very important.
5.4 Inner solver for the displacement variables
Consider matrix A h from (5.12), which corresponds to the bilinear form a (u h, v h) from 
(5.10). Consider also the auxiliary matrix Ah, generated by the bilinear form a (u h, v h) 
defined by (5.7). It follows from (5.6), that the matrices A h and A h are spectrally equivalent 
with spectral bounds depending only on the domain Q. Further we construct an efficient 
preconditioner for A h which, clearly, will be also a good preconditioner for Ah. To simplify 
notations, we consider the m ethod in the two-dimensional case.
It follows from (5.7) that matrix A h can be represented in the following block form
A h = A X 00 Ayy
where the diagonal blocks AX and Ay  correspond to x -  and y  -  components of the dis­
placement field respectively. Clearly, each of the blocks is generated by the bilinear form
c ( w,  z)  = n V w  ■ V z d Q .
Although the matrices AX and Ay  correspond to the same bilinear form, they are not in 
general equal to each other due to different boundary conditions.
Now we construct spectrally equivalent preconditioners for the matrices AX and Ay
Since the proposed method for their construction does not depend on the specific choice 
of boundary conditions, the indices x  and y  will be omitted in the following.
Consider the following problem:
Seek w  such that
c ( w , z )  = [ f , z ]  V z g Hq(Q) = { z  g H  1(Q) : z = 0 on rD}. (5.13)
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Figure 5.1: Uniformly refined triangular mesh
Here rD denotes the part of the boundary where the Dirichlet boundary conditions are 
imposed. The scalar product [ f ,  z]  is defined by
[ f , z ]  = ^ f z  dQ.
Q
For notational simplicity we assum e that the domain Q is a polygon with boundary dQ and 
the coefficient function ¡â(x) is uniformly positive for any x  g Q. We assum e also, that 
the boundary conditions are homogeneous and that the domain Q is partitioned using 
triangles Ti g  Y0 defined on an initially chosen coarse mesh Q0. The coefficient function 
¡â(x) is assumed to be constant in each element Ti g  Y0 and is allowed to be discontinuous 
across the coarse-mesh elements.
Problem (5.13) leads to the algebraic system
An2 x  = b, (5.14)
where matrix An2 corresponds to piecewise-quadratic discretization of (5.13) since Vh c  
(n h)2. Further we construct an efficient preconditioner for An2.
If we split the bilinear form c ( u , v )  from (5.13) over the mesh elements and introduce 
a number of local stiffness matrices A e  corresponding to them, then the global stiffness 
matrix can be represented as the result of assembling the local matrices, i.e.
An2 = X  L ^ A ^ L ^ .  (5.15)
e
Here the matrices L(e) correspond to mappings from the global numbering of the un­
knowns to the local numbering of them within the mesh elements.
Similarly to (5.15) let the matrix A ref be
A ref = X  L(,)T'A (el efLie), (5.16)
n 1 e  ni
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where matrices A^ f arise from the piecewise-linear discretization of (5.13) on the uni­
n  f
formly refined mesh, see Figure 5.1. As was shown in [3], matrices A^I,f and A $  can be
n  f 2
represented in the following form:
A (e)refn  e
c + b 
0 
0
0
a + c 
0
0
0
a +  b
0
- a
- a
- b
0
- b
- c
- c
0
A (e)a 2^
0 - a - a 2 (a + b + c) - 2 c - 2  b
- b 0 - b - 2 c 2 (a + b + c) - 2  a
- c - c 0 - 2 b - 2  a 2 (a + b + c)
3 (c + b) c b 0 - 4  b - 4  c
c 3 (a + c) a -4  a 0 - 4  c
b a 3 (a + b) - 4  a - 4  b 0
0 - 4  a - 4  a 8 (a + b + c) - 8 c - 8  b
-4  b 0 - 4  b - 8 c 8 (a + b + c) - 8  a
- 4  c - 4  c 0 - 8 b - 8  a 8 (a + b + c)
where a = c o t ( a (e)), b = co t(ß(e)), c = co t(y (e)), and a (e), ß (e), y (e) are angles of the
patch e, y (e) = n  -  a (e) -  ß (e'). Notice, that the matrices A j,1 and A (e’ref have the same
2 n  f
kernel
ker A^} = ker A (e'r.ef = Span([1,1 ,1 ,1 ,1 ,1]T).ref ni f
Consider now the generalized eigenvalue problem
A ^  V = XA^e f  V (5.17)
in the subspace orthogonal to the kernel. As we can see, there are three equal eigenvalues:
Ai = À2 = A3 =
The other two eigenvalues X4 and are the following:
A4 =
q( a , b , c )  + aJ p ( a , b, c) 
z ( a , b , c ) A5 =
q( a , b , c )  -  aJ p ( a , b, c) 
z ( a , b , c )
where
q( a , b , c )  = 7 [ b  a 2 + c a 2 + a b 2 + ^ -  a b  c + a  c 2 + c b 2 + b c 2
p ( a , b , c )  = (b + c) (a + c) (a + b) (b a 2 + c a 2 + a b 2 -  6 a b c  + a c 2 + b c 2 + c b 2)
and
Moreover,
z { a , b , c )  = 9 {b a 2 + c a 2 + a b 2 + -  a b c  + a  c 2 + c b 2 + b e 2).
A1 = A2 = A3 > A4 > A5 V a (e), ß (e), y (e)
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Figure 5.2: Minimal eigenvalue Amin(An2 A ^ f )  vs. a (e) and ß (e)
and, hence,
A ( A (e) A (e) Amax(An9 ,A
2 n 1 f) = -  re f  ■'-) j3
To make the presentation more clear, we plot the minimal eigenvalue of (5.17) versus the 
angles a (e) and ß (e) of the patch e in Figure 5.2. Since the maximal eigenvalue of (5.17) 
is constant, it follows from the definitions of An2 and A ref that the overall condition
num ber K(An2 ,A  ref) can be found as
n  f
K I An2 , A n ref
sup
e Amax (An2,
A (e) ) A  ref )n  e
sup
e
An 2
sup
e
A ( A (e) A (e) ) A m a x ^ n 2i^i r ef>2 n 1 e
A ■ (A(e) min ( n2 iA(e) ) A  r e f )
sup
e
K A(e) A(e)An2 ,A n ref
'■min (At,
One can also show that the condition number k (A^2 ,A^ref) depends on the maximal 
angle in the triangulation as plotted in Figure 5.3. Clearly, it does not depend on the 
jum ps in the coefficient function ¡â(x ) from (5.13). Therefore, if we discretize our problem
using a ’’proper” triangulation without very large angles, then the matrix A ref can be used
n 1
as a preconditioner for the matrix An2. Notice also that this restriction on the meshing 
procedure is very weak and can be easily fulfilled in the majority of practical cases. As 
we see from Figure 5.3, one can allow the m esh to contain angles up to approximately 
150 degrees to get a reasonable value of the condition number less than 10. Thus, if we 
construct an efficient preconditioner to the matrix A^ref, then with the ’proper” choice of
triangulation we will have a good preconditioner for the matrix A h from (5.12) as well.
As a preconditioner to A ref we will use a multilevel algorithm described in Chapter 3
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Figure 5.3: Condition number k (AU2, A ref) vs. maximal angle in the triangulation
ni
based on a sequence of nested CG-like iterations. The method imposes no restrictions 
on the choice of our coarse mesh and, therefore, we can choose any suitable meshing 
procedure to discretize the problem efficiently. This issue becomes especially important, 
when the shape of the domain is complicated and the material coefficients E and v  have 
discontinuities with big jumps.
As was already mentioned before, with a proper choice of the meshing procedure, used 
for the discretization, the global condition number of the AMLI-preconditioned system 
(5.14) can be made arbitrarily close to optimal, i.e. bounded with respect to m esh step size, 
mesh regularity and problem coefficients. Moreover, by balancing the distance between 
the regularization points in the multilevel structure, the cost per I-AMLI iteration step can 
be made nearly proportional to the number of degrees of freedom on the finest mesh.
Hence, we have a robust and scalable preconditioner for the matrix An2 and, thus, for 
the matrix A h from (5.12) as well. Since the Schur complement matrix Sh is spectrally 
equivalent to the mass matrix for the pressure variable, we have an efficient solver for the 
whole system (5.12). High performance of the proposed algorithm will be shown in the 
next section on a number of benchmark problems arising in bridge foundation modeling.
5.5 Numerical experiments
Consider a concrete wall placed in a homogeneous soil layer and subjected by external 
surface forces y  and volume forces g, see Figure 5.4. This type of problems arises, for 
example, in many typical bridge foundation modeling applications as well as in other 
applications of civil engineering. Further we assume that the construction technology 
guarantees the ideal contact between the wall and the soil, i.e. there is no internal friction. 
We assum e also that there is no external force acting in the direction along the wall.
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Problem
size
mOII£ II 0 4^ v5 = 0.45 v5 = 0.49 v5 = 0.499 v5 = 0.4999
280 2.1 2.6 2.7 2.9 3.1 3.1
1088 13.4 16.1 17.1 21.0 21.4 20.8
4288 70.1 83.3 96.9 111.3 115.1 113.2
17024 265.6 350.6 396.9 466.3 490.8 486.0
67840 1250.9 1667.9 1838.9 2087.3 2146.8 2112.7
Table 5.1: Computing time vs. problem size for the different values of Poisson ratio v5
Problem
size
mOII£ II 0 4^ v5 = 0.45 v5 = 0.49 v5 = 0.499 v5 = 0.4999
280 17 22 23 27 27 27
1088 19 23 26 32 32 32
4288 19 24 28 32 33 33
17024 17 24 28 31 33 33
67840 17 24 27 31 32 32
Table 5.2: Number of outer Schur complement iterations vs. problem size for the different 
values of Poisson ratio v5
Therefore, the displacement field is zero in this direction and, thus, the problem can be 
described in terms of the two-dimensional model. Clearly, in this case the equilibrium 
displacement field u  can be found as a minimizer to the energy functional $(u). We will 
use the mixed variable formulation (5.4) to avoid the ’’locking” phenomenon and enable 
finding of a correct solution even in the case of almost incompressible media, when the 
Poisson ration approaches 1/2. As was mentioned before, the displacement field will be 
discretized by means of piecewise-quadratic finite elements while the auxiliary pressure 
field will be discretized by means of piecewise-linears.
In the computations the volume force g is taken in the form (0, - g v ). It represents 
the gravity force acting on the continuous media. A vertical external load y = (0 , - y v ) 
is applied to the top of the wall. We assum e that the load is uniformly distributed over 
the loading surface. Since our problem is symmetric with respect to the central plane 
of the wall, the displacement field is also symmetric and, therefore, the problem can be 
considered only in one half of the domain, i.e. Q = [0,Ld/2]  x [0,Hd].  The following 
boundary conditions are chosen in the experiments: homogeneous Dirichlet b.c. on the 
bottom  side of the domain (displacements are equal zero), homogeneous Neum ann b.c. 
on the rest of the boundary (stresses are equal zero), inhomogeneous Neumann b.c. on 
the loading surface and ’rigid contact” b.c. (ux = 0) on the plane of symmetry, i.e. when
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x  = 0. The Young’s modulus E and the Poisson ratio v  are defined as
E = Ew,  0 < x  < Ld/2,  0 < y  < Hd, Es , otherwise,
V = Vw, 0 < x  < Ld/2,  0 < y  < Hd,  vs, otherwise.
We fix the values Ld, Hd, Lw ,Hw ,Ew ,Es and v w to be the following:
Ld = 37.2 m,  Hd = 31.0 m,  Lw = 1.2 m,  Hw = 15.0 m,
Ew = 3.15 ■ 1010Pa,  Es = 1.0 ■ 107Pa,  Vw = 0.2,
while the value of vs is varied to show the robustness of the proposed algorithm with 
respect to the Poisson ratio. The above parameter setting corresponds to the benchmark 
problem defined in [10]. We discretized the problem on a sequence of irregular triangular 
meshes, refined near the bottom  end of the wall. An illustration of the used triangulations 
is given in Figure 5.5. The inner/outer approach was used to solve a saddle-point system 
(5.12) arising in the mixed-variable formulation. A lumped mass matrix for the pressure 
was used as a preconditioner for the outer Schur complement CG iterations. We used
""" < 1 er6
|ro I
as a relative stopping criterion for both the inner and outer iterations. Tables 5.1 and 
5.2 show that the performance of the algorithm indeed depends very mildly on the Pois­
son ratio vs and computing time is almost proportional to the problem size. One of the 
computed solutions, corresponding to the case of vs = 0.4999, is plotted in Figures 5.6 
and 5.7. We used a Sun workstation (UltraSparc, 167 Mhz) in all our experiments.
5.6 Concluding remarks
An efficient inner/outer-type method has been constructed for solving the problems of 
linear isotropic elasticity. The presented algorithm is essentially a black-box solver, which 
requires only a few user-supplied adjustm ents and can be constructed automatically start­
ing from any given initial mesh triangulation. The method shows a good performance in 
the whole range of material coefficients E and v  with no ’locking”; it can be efficiently 
applied even in the difficult case of nearly incompressible media, which frequently arises 
in practice for certain rubber-like materials, for instance. Another important feature of 
the algorithm is that it imposes only very weak restrictions on the meshing procedure. 
This allows us to discretize the problem efficiently using a moderate number of refine­
ment steps and resolve the solution with a reasonable arithmetic cost. High computing 
performance of the algorithm has been dem onstrated on a number of model problems.
92 C h a p ter  5
Figure 5.5: An example of discretization meshes used in our calculations
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Figure 5.6: Horizontal component of the displacement field
Figure 5.7: Vertical component of the displacement field
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Chapter 6
On a class of subspace-correction 
preconditioners for ill-conditioned 
algebraic systems
Based on A. P a d iy ,  O. A x e l s s o n  a n d  B. P o lm a n ,  Generalized augmented matrix preconditioning 
approach and its application to iterative solution of ill-conditioned algebraic systems, internal re­
port No. 9922 (1999), University of Nijmegen, Nijmegen, The Netherlands.
ABSTRACT: The present work is devoted to a class of preconditioners based on the aug­
mented matrix approach. It presents some generalizations of the subspace-correction 
schemes studied earlier and gives a brief comparison of the developed technique with a 
somewhat similar “deflation” algorithm. The considered preconditioners are able to im­
prove significantly an eigenvalue distribution of certain severely ill-conditioned algebraic 
systems by using properly chosen projection matrices, which correct the low-frequency 
components in the spectrum. One of the main advantages of the proposed approach is 
the possibility to use inexact solvers within the projectors. Another attractive feature of 
the developed method is that it can be easily combined with other preconditioners, for 
instance those which correct the high-frequency eigenmodes.
6.1 Introduction
In many problems the convergence of iterative schemes can be significantly slowed down 
by a presence of several very small eigenvalues in the spectrum of the algebraic system 
to be solved. This occurs, for example, when the conjugate gradient (CG) method is ap­
plied to algebraic problems arising from discretization of second order elliptic problems, 
especially in the case of strongly discontinuous and/or anisotropic problem coefficients. 
One of the ways to improve the convergence rate of the CG method is to “deflate”
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certain components of the residual by using the projector
B = I -  V( VtA V ) - 1Vt A
as a (right) preconditioner, see e.g. [14]. Here A  is the original system matrix and V is a 
rectangular matrix constructed in such a way that the Rayleigh quotient (xTx ) / ( x TA -1x) 
does not take extremely small/large values on the subspace orthogonal to the image of 
V . Note, that a projector of a similar structure appears also in the multigrid setting. If
V is chosen to be a coarse-to-fine prolongation operator then B is normally referred to as 
a coarse-grid correction operator (an overview of the multigrid framework can be found in 
e.g. [10], [18], [19]).
A nice feature of the algorithm is that the convergence rate of the “deflated” precondi­
tioned conjugate (PCG) method depends on the ratio A,
- Amax c x Tx c . x Tx
K —  ~ , Amax — SUp . , i , Amin — 1PÍ ,Z j il d   ^'■'Lir T a 1 ’ v r  111 t a iAmin x±Im v x TA-1x x±Im V x TA-1x
rather than on the condition number k ,
^max ^ xTA x . x TA  x
K — , Amax — SUp , , Amin — ¡nl < ■Amin x T x x T x
Since Amax ^ Amax, Amin ^ Amin, the convergence rate of the “deflated” PCG m ethod is 
always better than the convergence rate of the unpreconditioned one. As was shown 
in [14] for a class of second order elliptic problems with smooth isotropic coefficients, the 
dimension of the low-frequency eigencluster is normally relatively small and, therefore, 
the number of columns in V can also be chosen small as compared to the dimension of A. 
This makes efficient implementations of the “deflation” procedure possible, see [12, 13, 
14]. However, the algorithm requires the system with the matrix A V = VT A V  to be solved 
exactly on every iteration of the PCG method; if the action of A-1  is computed inaccurately 
then the convergence of the iterative scheme can be slow or even divergence can occur. 
This is a drawback of the “deflation” procedure since the computation of A-1 can be costly 
if its dimension is not small; the system with A V can be efficiently solved only if it has a 
simple sparsity structure (preferably block-diagonal) and, thus, the choice of V is severely 
restricted.
Following the idea suggested in [3], we consider an alternative approach to tackle the 
low-frequency eigenmodes. Instead of “deflating” the small eigenvalues we propose to 
“move” them to the vicinity of the largest eigenvalue by using a preconditioner B in the 
form
B = I + ctVBv 1Vt ,
where BV is an easily invertible approximation of A V; we also refer to [11], where a some­
what similar algorithm was studied.
One of the main advantages of the proposed algorithm is the possibility to avoid ex­
act solving of systems with A V. This relaxes the restrictions posed on the choice of V 
and often leads to more efficient implementations of the solver. Moreover, the algorithm
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involves no extra multiplication with the system matrix A  (as required in the “deflation” 
method) and can be easily combined with another preconditioner M which bounds the 
largest eigenvalues:
B = M -1 + ctVBv 1Vt .
The developed algorithm belongs to the additive Schwarz framework. When applied 
recursively with particular choices of M , V and BV it leads to a num ber of known methods 
such as I-AMLI [2, 4], BPX [5] or MDS [22]. This issue is addressed in Sections 6.3 and 6.4.
We will first introduce the m ethod as a generalization of the augmented matrix pre­
conditioning approach [3] and then discuss its application to the problems arising from 
finite-element discretization of second order elliptic equations with highly discontinuous 
and/or anisotropic coefficients.
6.2 The augmented matrix preconditioning approach
Let the matrices A  and V be of order n  x n  and n  x m  respectively. Assume that rank V = 
m .  Consider the augmented matrix
A - V t A V TA V  - V t Im 0 0 0 Im (6-1)
of order ( n + m )  x ( n+m) .
Theorem 6.2.1 [3] The following relations between the eigenvalues of  A and A hold.
a) A has at least m  zero eigenvalues. The rest of the spectrum of Ai coincides with the 
spectrum of (I + VVT)A.
b) If A is symmetric positive definite then for every eigenvalue Ai of A there exists an 
eigenvalue A i of Al such that A i > Ai .
c) If A is nonsingular and symmetric and V is constructed as V = [ a 1v 1, . . . , a mv m ], 
where v i are the normalized eigenvectors of A corresponding to Ai, i = 1 , . . . , m ,  then 
the nonzero eigenvalues of Al are the following:
A i = (1 + a 2)Ai, i = 1 , . . . , m ,  i ,
i i  
A  i = m  + 1, ,n.
Proof It follows from (6.1) that A is similar to
1
V1
41 1
I 0
1
A 0 ' '  (In + VVT)A 0 "
1 0 I 1 - V T  I V Im 0 0 - V TA 0
This shows part a). The eigenvalues of (In + VVT)A are equal to those of A + A 2 VVTA 2 
part b) follows from xr Ax + (VTA^x) 7 (VTA¿x) > x r Ax for any x. Part c) immediatelyso
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follows from the the orthonormality of the eigenvectors v¿ of A, Í = 1 , . . . ,  n. ■
Assum e that A  is s.p.d. with an ordered set of eigenvalues [Ai }in= 1, A1 < . . .  < An = 
Amax. In this case the above theorem implies that in order to improve the condition number 
of A one can define the matrix V by using the eigenvectors v i , i = 1 , . . . , m  of A.  If 
the scaling factors « j are chosen as « j = -  1 or « j = then the smallest
eigenvalues Ai of A  are “moved” to Xi = An = Amax or to Xi = An + Ai < 2Amax, respectively. 
As was pointed out in [3], instead of using the matrix A in the iterative scheme one can 
alternatively use the matrix (I + VVT)A, i.e. one can use I + VVT as a preconditioner to A. 
The preconditioner can also be written in the form I + VD-1 V T where D = diag(«2) and
V = [v1.......vm].
There are two problems associated with the practical implementation of this method, 
namely, in general the eigenvectors v i are not known and likewise the scaling factors a i 
are not known. To handle this we consider the case when v i are only assum ed to be 
linearly independent vectors spanning a proper subspace and introduce a more general 
scaling matrix. Moreover, as it turns out, it is the subspace spanned by {vi }ft  which 
m atters and not the particular basis vectors used. Further we study a preconditioner in a 
more general form I + VD- 1V T, where the matrix D is no longer assum ed to be diagonal.
Lem ma 6.2.1 Let A be s.p.d. Then
P = a W ( V tA V ) - 1VtA 5
is an orthogonal projection, i.e. P2 = P . Therefore, 0 and 1 are the only eigenvalues of P .
Proof P2 = A W ( V tA V ) - 1V tA V ( V tA V ) - 1VtA^ = A^V( VtA V ) - 1V tA^ = P. u
Lem ma 6.2.2 [15] (Monotonicity). Let A and  A be symmetric positive definite matrices of  
order n  x n  and let Vk be rectangular matrices of order n  x m k , k = 1 , 2 such that rank Vk = 
mk, k = 1, 2. If Im V1 ç  Im V2 then for all i, 1 < i < n  the following inequality holds
Ai((I + V2(V¡A V2)'-1 V f  )A) > Ai((I + V1(VTa  V1)-1 v 1T)A).
Proof It is readily seen that the proposition holds if F = V2(VTA V2)- 1VT - V 1(VT A V1)v1V T 
is nonnegative definite. But since Im V1 ç  Im V2, there exists some matrix Q of order 
m 2 x m 1 such that V1 = V2Q. Then with Dk = Vk A Vk we have
_i i i _i  
F = V2(D2 1 -  Q D f1Q r )V2r  = V2D 2 2(I -  D£Q_D^1Q tD£ ) D2 2Vj ,
where 1 1 1  1 
DiQD^C^Di = £>2 Q(Qr-D2Q)~1 QJdI
is an orthogonal projector, whose only eigenvalues are 0 and 1. ■
Corollary 6.2.1 If Im V1 = Im V2 then I + V2D -1 V j  = I + V1D -^ 1V f .
1 1
Proof In this case Q in V\ = V2Q is invertible. Thus, D 2 Q ( Q TD 2Q) ~1 Q TD 2 = I- ■
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Remark 6.2.1 The above corollary shows that the individual eigenvectors of A  are not 
needed when constructing the matrix V ; we are rather interested in the subspace spanned 
by them.
Next we consider a specific version of the preconditioner B = I + aVA-/ 1V T with the scaling 
matrix A V = VTAV.  The following theorem is similar to a theorem from [15].
Theorem 6.2.2 Let A be an n  x n  symmetric positive semidefinite matrix and let a rectan­
gular matrix V of order n  x m  be defined as V = [v1, . . . ,  v m]. Assume that rank V = m .f\J -I r-r-1 r-r-1
Further, define A as A = (I + a V A y V 1 )A, where A V = V 1 A V . Then the following state­
ments hold:
a) Amax(A) < a  + Amax(A) for all V such that rank V = m ;
b) if for some i, 1 < i < m , v i is an eigenvector of A with eigenvalue Ai, then it is also an 
eigenvector of A with eigenvalue Ai + a  ;
c) let (Ai , v i ) be the eigenpairs of A and assume that V = [v1, . . . ,  v m ] contains m  eigen­
vectors. Then
where the last equality follows from Lemma 6.2.1. This proves part a).
Let w i = (VTV) - 1VTv i . Then for i = 1 , . . . , m
A v i = Aiv i + a V ( V TA V ) - 1V TA v i 
= Aiv i + a V ( V T A V ) - 1V T A V w i 
= Aivi + a V w i = (Ai + a ) v i
which shows part b). To prove part c) note that the eigenvectors are orthogonal so 
V TA \ i  = 0 , i = m  + 1, . . .  ,n.  m
Corollary 6.2.2 Let V be such that Im V is spanned by the m  eigenvectors v 1, . . . , v m of  A 
corresponding to the cluster of m  smallest eigenvalues A1, . . . , Am . Then the eigenvalues of  
A = (I + a V ( V TA V ) - 1VT)A are Ai = a  + Ai for i = 1 , . . . , m  and Ai = Ai for i = m  + 1 , . . . , n ,  
which implies that
(Ai + a ) v i ,  i = 1 , . . . , m
Aivi, i = m  + 1 , . . . , n
Proof Clearly,
Amax(A) < Amax(A) + a  sup
Amax (A) + a  sup
x t V( VtA V ) - 1V tx
x TA - 1x
x tA W ( V tA V ) - 1V tA^x
x T x
< Amax(A) + a,
min { a  + A1 ,Am+1 } < Ai(A) < max { a  + Am ,Amax( A ) } . (6 .2)
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Proof Use Corollary 6.2.1 and Theorem 6.2.2.
Corollary 6.2.3 Assume that
Im V 2  span{v1, . . . , v m }. (6.3)
Then the following estimate holds:
min { a  + A1 ,Am+1 } < Ai(A) < a  + Amax(A).
Proof Use Corollary 6.2.2 and Lemma 6.2.1.
As follows from the above corollaries, the preconditioner
B = I + a V ( V TA V ) - 1VT, a  = Amax(A), ImV 2  span{v1, . . . , v m } (6.4)
efficiently scales the smallest eigenvalues Ai of A  as they are “moved” to Ai = Amax(A) + Ai. 
Since Ai < 2Amax(A), this leads to the following condition number estimate
However, the preconditioner (6.4) is normally expensive to apply because of the need 
to invert the matrix A V. In the following section we show that the action of A-1 can be 
replaced by the action of a preconditioner B-1 to A-1 . We also discuss there the possibility 
to relax the condition (6.3).
6.3 Generalized version with inexact projectors
Theorem 6.3.1 Define the preconditioner B as
B = I + a VB- 1 VT, a  = AmaX(A)/AmaX(B- 1Av), Im V 2  span{v1, . . . , v m }, (6 .6)
where BV is an m  x m  symmetric positive definite approximation of A V. The eigenval­
ues A(BA) of  BA are bounded as follows:
k (BA) < 2Af ax(A)
Am+1
(6.5)
m in i  + Ai,Am+i j  < A(ÊA) < 2Amax(A).
I k (B- 1A v ) )
(6.7)
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Proof The minimal eigenvalue of .BA can be estimated as
, f x r U + BVßy 1V:^ ) x '
A min(BA) -  inf j  x r A- i x
f x T x  ,  x TVB-1 V 1 x l  
~ 1xf ( x TA- i x  + a ' x TA -! x  j
1x T x „ x TVB-1 V 1 x x TVA- 1VTx ]
x ^xTA~1x  x TVAv 1VTx x TA^1x  J 
■ A  xTx , n- i  * \ x t VA v1V tx
* 15f { K R i  + ,jA'"l” (B' ' - 4 ' ' ) - x ^ x
> m in i  +A!,Am tl
C k (B- 1A v )
where the last inequality follows from Corollary 6.2.2 with er = BAmin (.By1 Ay) = ^max^  .
V k (B-1 A v )
Analogously, Amax(ÊA) < 2Amax(A). m
Remark 6.3.1 The value of B in (6 .6) was chosen as B = Amax(A)/Amax(Bv 1AV) for the 
ease of presentation. The optimal value of B (the value of B which minimizes the condition 
number of BA) corresponds to the case when BAmin(B-1  A V) + A1 = Am+1. Note, that Am +1 
is not known in general.
Remark 6.3.2 As follows from (6.7), if k (B- 1A v ) < Amax(A) /Am+1 then the bounds for 
k (BA) and k (BA) coincide.
Remark 6.3.3 As follows from the above remark, if k (Av ) < Amax(A) /Am+1 then one can 
define BV simply as BV = I or BV = diagA V.
As follows from Theorem 6.3.1, the preconditioner (6 .6) is able to improve the spectrum 
of A  even in the case when the action of A-1 is replaced by the action of a precondi­
tioner B-1 . It should be noted, however, that the preconditioner (6 .6) is still difficult to 
implement in practice since the condition Im V 2  sp an { v 1, . . . , v m } is not easy to satisfy. 
Later, in Theorem 6.3.2, we show that this condition can be significantly relaxed.
In the following we use the notation cos(W1,W2) for cos(&(W1,W2)), where & denotes 
the angle between the vector subspaces W1 and W2, namely,
x T y
cos(W\ , W2) = cos(qp(W\ ,W2)) = sup --------¡---------r
xeWi  (xTx) 2 (yr y) 2
y e W2
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Lem ma 6.3.1 Consider two arbitrary matrices V1 e  M.nxm1, rank V1 = m 1 and V2 e  
Knxm2, rank V2 = m 2. If there exists y  < 1 such that
x T ycos (Im Vi, Im V2) = sup -------- ¡---------¡- < y
x elm Vi (xr x) 2 (yr y) 2 
y e Im V2
then
Amax I X  Vi (Vj Vi )v1V j  I < 1 + y.
\i=1
Proof Define an auxiliary ( m 1 + m 2) x n  matrix R as
R =
(VfVi ) -2 V ¡
ö i rT(V iV 2)-2V i
The matrix R exists since Vi are full rank matrices and, thus, the matrices V jV i are s.p.d. 
Since Amax( QJQ) = Amax( Q Q J) for all Q,
A m a x  ( X  Vi ( y l Vi ) ~ l y I  I =  S U P  XTRt R X  =  A m ax ( R TR )  =  A m ax ( R R T ) ■
\i=1 x~ x Tx
Taking into account the explicit form of RRJ we have
I WjW2
Amax(RR ) = Am
W2j W1 I
= 1 + cos(Im W1, Im W2),
where Wt = V,(V; V,) x = 1,2. Clearly, Im V, = ImWi.
Thus, Amax ( X  Vi (Vj Vi )v1V j  I = Amax(RRT) = 1 + cos(ImV1, Im V2) < 1 + y.
\i=1
Theorem 6.3.2 Consider the preconditioner B
B = I + a  VB- 1 VT, a  = Amax(A)/Amax(B- 1Av) . (6 .8)
Assume that {(Ai, vi)}n= 1 is an ordered set of eigenpairs o f A such that A1 < . . .  < An. If V is 
such that the subspaces IV  = (ImA^V )1 a n d 'Ve = span { v i,. . . ,  v m} satisfy the condition
x T y
C O S ( ~ W , ' V e )  =  S U P  ---------------j ----------------T  -  Y
xeìK  (xrx ) 2 (yry ) 2
y eVe
for some y  < 1, then the minimal eigenvalue of BA is bounded as
(6.9)
Amin(BA) > max  ^A1,(1  -  y) ■ min Amax (A)
K(.B^AV)
,Am+1 (6 .10 )
while Amax(BA) is bounded as Amax(BA) < 2Amax(A) for any choice of V and BV.
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Proof As follows from Theorem 6.2.2, the maximal eigenvalue Amax(BA) can be estimated 
as
[ x T(I + a VB- 1 V T) x
Amax(BA) —  S lip  j x^A 'x
Í Xrx ^  , n-i „  ^ xrVAv1Vrx1
ä Sxp ! F Â = î i  + 'jA "“ ('B'' •4v) ■ x ^ x  I
Í x T x xT VA-1 vT x Ì
=  s“ p { ^ Ä ^ + V a x ( A ) - x r / - i x  j  *  2Amax(A).
If we take into account that the eigensubspaces V e and (Ve)1 of A  are A-orthogonal, then 
the minimal eigenvalue of BA can be estimated as follows
, f ("xr (J + &VBv 1V t ) x
Amin (BA) -  inf j  x r A- i x
{  XTX Amax(A) XTV A v 1V TX
~ 1x [ x TA - 1x  k(Bv 1A v ) x t A - 1x  
=  inf f YTaY i Amax(A) y TA ?V A y1V TA ? y ]
V [ yry KifiÿUv) yry J
= inf I y ' PJ APJ y  + y TPeAPey  + Amax(A) _ y;Pu-y 
y 1 yry k (.b ^ a v ) y Ty
> in f j y r f / ^ y + Am„(A ) y l ^ y
y [ y T y  k (B- 1A v ) y Ty
> i n f i x  YTpeY  , Amax(A) y ' P q . y— ini j Am+i ■ j, + _i . ■ ‘-r
y L y Ty  k (b -1 A v ) y Ty
_ . f ,  Amax (A) ] . e { y TP e y  + y TPwy
k(Bv1j4v)J *y j  yJy
AmaxW) ] f., ( y 'f'.y  + y' P„,y
7 1  y Ty
= min  ^Am+1, , [ ■ 2 -  sup -Í -------
K ( B y A v ) )  \  y (.
where Pe, P 1, Pw and P 1 are the orthogonal projectors onto 'Vg, Im A 2 V and (Im A 2 V) 11. .  , „ .1' g , -Tg~ -T^ c u i u r  d i m u i  i n u y u i i c t i j j i u e i u i  » u m u v e , y e A
respectively. As follows from Lemma 6.3.1 with the matrices V1 and V2 chosen such that 
ImVi = "Ve andImV2 = (Im A^V) 1,
Amin(ÊA)  > ( l - y ) - m i n j  \  , Am+i
I k (B-1 A v )
Finally noting that VBv 1 V 1 is positive semidefinite we conclude the proof of (6.10). ■
Remark 6.3.4 As follows from (6.7), k (BA) < 2k (A) for all choices of V and BV. Thus, for 
all V and BV the convergence rate of the B-preconditioned iterative scheme is at worse of
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the same order as that of the unpreconditioned one. In particular, no divergence of the 
iterative scheme can occur (if we assume that the round-off effects are neglected). This is 
a nice feature o fth e  developed algorithm as compared to the “deflation” procedure [14], 
since the latter can be divergent if the matrix BV is chosen inappropriately.
Lem ma 6.3.2 If the eigensubspace V e = span {v1 , . . . , v m } of  A is known then the value 
of  cos( ^ , V e) in (6.9) is readily computable. It can be evaluated as
c o s ( ^ , Ve) = Amax(ZA), Z = Ve(Vj  AVe) - 1V j  -  V( VTA V ) - 1VT,
where the matrix Ve is chosen such that rank Ve = m ,  Im Ve = V e.
Proof Introduce two auxiliary matrices Ve and W such that Im Ve = V e, rank Ve = dim V e, 
V jV e = I, ImW  = IV, rank i f  = dim~VK, IV = ( \ mA^V) L, W TW = I. Similarly to the proof 
of Lemma 6.3.1, we have
c o s ( ^ , Ve) = Am
I WTVe 
V jW  I
1
= Amax (VeVj  + WWT) -  1 
= Amax(VeV j + I -  A W ( V tA V ) - 1V tA^)  -  1
sup
x
x TVe(Vj Ve) - 1V j x - x TA W ( V TA V ) - 1VTA^x
x T x
sup
y
y TVe(V jA V e)v1V j y  -  y TV( VTA V ) v1V Ty
y TA -1y
where the last equality follows from Corollary 6.2.1 by taking into account that the sub­
space Vg is A  2 -invariant. Since
x TQx
Amax(QA) — sup x r ^ - i x ’ Q = Q 1 > 0, A = A 1 > 0,
we conclude that c o s ( ^ ,V e) = Amax(ZA),  Z = Ve( V j A V e)- 1V j  -  V( VTA V ) v1V T.
Remark 6.3.5 Since the eigensubspace Ve = span { v i,. . . ,  v m } is A 2-invariant, it follows 
from Im V 2  V e that ImA? V 2  V e. This implies that y = 0 if Im V 2  Ve.
As follows from Theorem 6.3.2, there is no need to approximate the subspace spanned 
by { v i }m=1 with a very high accuracy. For the isotropic second order elliptic problem with 
a smooth coefficient function we can let, for instance, V = [w1, . . . ,w m], where w i are 
the pointwise nodal values of the coarse m esh finite element basis functions t y f . An 
iterative scheme based on such a choice of V was constructed in [14]. Another choice
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of w 1, . . . ,  w m could be the basis vectors of a known eigensubspace of a similar problem, 
such as of a problem with a different coefficient function. This approach was taken in [4] 
and [16] where the low-frequency subspace of a strongly anisotropic diffusion operator 
was approximated using the eigenvectors of the limit problem with a degenerate diffusion 
tensor.
It should also be noted that the algorithm (6 .8) can be applied recursively, i.e. we can 
consider a nested sequence of preconditioners {Bk}Jk=0 defined as
Bk = I + a kVk,k-1Bk-1Vjikv1. (6.11)
According to the classification introduced in [19] the above recursive algorithm belongs to 
the class of parallel subspace correction methods.
Remark 6.3.6 In the case when B0 = I and V^k- 1  are prolongation operators in the stan­
dard multigrid setting the developed algorithm corresponds to the BPX method [5].
Remark 6.3.7 The matrices V^k- 1  in the multilevel preconditioner (6.11) can be con­
structed using the matrix-dependent prolongation operators developed in [7], [21] or 
[6 , 17]. We also refer to [9], where a number of preconditioners of a similar structure 
was studied.
If we additionally introduce a polynomial stabilization procedure to bound the condition 
num ber of K(BkAk) (see [2], for instance), then we arrive at the BPX-like preconditioner of 
the W-cycle type:
Bk = ( j  v PVk(BkA k)  ^A-1,  Bk = I + a kVk,kv1Bkv lvT,kv 1,
where
A l = A  Ak-1 = v J kv1A kVk,kv1
and PVk denotes a Chebyshev polynomial of degree Vk normalized at the origin.
6.4 Incorporation of an “external” smoother
The method presented above improves the condition number of the preconditioned sys­
tem by “moving” the smallest eigenvalues to the upper part of the spectrum. Next we show 
how it can be combined with a smoother, which essentially improves the conditioning by 
making the largest eigenvalues smaller.
The preconditioner is constructed as
B = M -1 + a  VB- 1 VT, a  = Amax(Mv1A)/Amax(Bv 1Av), (6.12)
where M and BV are symmetric positive definite preconditioners for A  and A V respectively.
Remark 6.4.1 Preconditioners in this form appear within the additive Schwarz framework 
(with application to domain decomposition methods). The term aV B v/ 1V T then normally 
corresponds to the coarse mesh correction operator while the smoother M -1 corresponds 
to a series of subdomain solves.
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Remark 6.4.2 When applied recursively in the standard multigrid setting with Mk defined 
as Mk = diag (Ak),  the algorithm (6.12) corresponds to the MDS method [22].
Remark 6.4.3 Consider the case when the matrices Ak are generated using the hierarchi­
cal basis of finite elements. If the smoother Mk is defined as
MV1 = I v  Vk.k-1(Vl k-1Vk.k-1)-1vJ t -1
then the algorithm corresponds to the multilevel method developed in [20]. If the smoother 
Mk is extended to the form
Mk1 = (I -  Vk,k-1(Vlk-1Vk,k-1)-1Vlkv1)M1k1) (I -  Vk,k-1(Vlk-1Vk,k-1)-1Vlkv1)
and, additionally, the polynomial stabilization procedure is used to bound the condition 
number of K(BkAk) then the method reduces to the additive version o fthe  algebraic mul­
tilevel iterations (AMLI) method [2, 4].
Theorem 6.4.1 Consider the preconditioner (6.12). Assume that {(Ai, v i )} i^= 1 is an ordered 
set ofe i genpai rsofM-1A suchthat A1 < . . .  < An. Define the matrix Ve as Ve = [v1 , . . . , v m ]. 
I fV is such that the subspaces IV  = (Im Á W ) and "V,, = Im A^V,, satisfy the condition (6.9) 
for some y  < 1 then the minimal eigenvalue of BA is bounded as
Amin (BA) > max | a i ,  (1 -  y) ■ min j  ^, Am+1 j j ■ (6.13)
The maximal eigenvalue of BA is bounded as
Amax(BA) < 2Amax(M 1a) (6.14)
for any choice of V and BV.
Proof The maximal eigenvalue Amax(BA) can be estimated as in the proof of Theorem 6.3.2.
i i i
Taking into account that Ve is the eigensubspace of A^M LA 2 the minimal eigenvalue can 
be estimated as
1 1 1 1 
xr A2 M-1A2x + ä x TA 2 V B y V TA2x  \
Amin(BA) = infx I x T x
. „ i x r A2 M ~ 1A 2 x  \ max(M A)  x tA 2 V A v1V tA 2 X
> inf i ---------~---------+ ----------;------- ■-------------=-----------
x I x Tx k(B- 1A v ) x Tx
> min A'm +1
Amax(M 1A) 1 . C x TP l x  + xTP*x
’ k (B- 1A v ) } •  f x 1 x
V a x(M 1A )] ( 0 _  f XTPeX + XTP^X
rT-’ KiBy'Av)  j  V * 1x x 1 x
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where Pe, PJ-, P* and P£ are orthogonal projectors onto = lm A^Ve, 'VeL = (lmA^Ve)±, 
I mAz V  and ( ImA^V)1 respectively. As follows from Lemma 6.3.1 with the matrices V\ 
and V2 chosen such that Im Vi = "Ve and Im V2 = ( I mA^V)1,
-> it>a\  ^ {1 \ ■ { Amax(M  ^A)  1 Amin (BA) > (1 -  y) ■ mm -j— , , Am+i h .
t  k(B-1  Av) J
Now (6.13) follows by taking into account that VBv 1 V7 is positive semidefinite. ■
Remark 6.4.4 The value of a  in (6.12) was chosen as a  = Amax (M-1A) /Amax (B- 1A v ) for
the ease of presentation. The optimal value of <r (the value of <r which minimizes the 
condition number of BA) corresponds to the case when <rAmm(Bv 1AV) + A1 = Am+1.
Lem ma 6.4.1 If the eigensubspace V e =  span {v1, . . . , v m} of M 1A is known then the 
value of  cos(~H/','Ve) = cos((Im A 2 V ^ J m A ?  Vg) is readily computable. It can be evaluated 
as
c o s ( ^ , Ve) = Amax(ZA), Z = Ve(Vj  AVe) - 1V j  -  V( VTA V ) - 1VT, 
where the matrix Ve is chosen such that rank Ve = m ,  Im Ve = V e.
Proof Similar to the proof of Lemma 6.3.2. ■
The assumptions of Theorem 6.4.1 are further relaxed in the following Theorem 6.4.2, 
which is considered to be a central result of the present work.
Theorem 6.4.2 Consider the preconditioner (6.12). Assume that there exist two matrices M 
and A such that M = M T > 0 , A = A T > 0 , M > M and Ji < A (all inequalities here 
are meant in positive definite sense). Assume also that {(Ai,vri )} i^= 1 is an ordered set of  
eigenpairs of M -1A such that A1 < . . .  < An. Define the matrix Ve a sV e = [v1, . . . ,  v m]. If 
the subspaces IV = ( ImA^V) 1 and~Ve = ImA^Vg satisfy the condition cos(~VK, V e) < y  for 
some A < 1 then the minimal eigenvalue of BA is bounded as follows:
A(BA) > m a x | A m i n ( M - 1A ) , ( l - y )  ■ m i n | ^ ^ ^ , X m+i | | .  (6.15)
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Proof Similarly to the proof of Theorem 6.4.1,
, ~ , „ Í x r A? M_1A5x + â x TA^VBy1V TA^x
A min(BA) = m f j ------------------------ f ^-----------x I x 1 x
__ . f x tA? M_1A 2x Amax(M_1A) x TA l2VAv 1VTA l2x ^ ini j T-* i i T-* 
x I x 1 x k (B- 1A v ) x 1 x
. „ \ x TÂ^ M_1Â?x Amax(M_1A) x tA^VA v1VtA^
> inf i ---------~---------+
x
x
> min A*m+1,
x T x k (B- 1A v ) x T x
Amax(M- 1A) ] . Cx TP^x + x TP*xSM— â l  I  . inf Í
k(B-1  Av ) j  x [ x j x
.  ^  fAmaA M ~ l A)  î— (1 y ) ■ min J i , Am+i 
t  k (B- 1A v )
where Pe, PJ-, P* and P* are orthogonal projectors onto Ve = ImA^Vg, V /  = (ImA^Vg)1, 
Im A 2 V and (ImA^V ) 1 respectively. Combining the above estimate with the result of The­
orem 6.4.1 we obtain (6.15). ■ 
The above theorem shows that there is no need to know the eigenvectors of the ma­
trix M -1A  to construct the matrix V in the preconditioner (6.12). It suffices to find the 
matrices M and A  such that the low-frequency eigensubspace V e = span{w 1, . . . ,w m } 
of M -1A  is known. Then the matrix V can be defined simply as V = [w1, . . . ,  w m]. This 
approach is taken in the next section where we construct a number of preconditioners for 
a class of singularly perturbed elliptic problems by using the known eigensubspace of a 
degenerate limit problem.
6.5 Application to second order elliptic problems with strongly 
discontinuous and/or anisotropic coefficients
In this section we illustrate the application of the algorithm (6.12) on a number of severely 
ill-conditioned model problems involving a parameter.
Example 6.5.1 Consider the following one-dimensional diffusion problem:
(a(x)u' ) '  = f ,  x  g [0 , 1],
u'(0)  = u'0, (6.16)
u (1 ) = u 1
discretized by means of conforming piecewise-linear finite-elements on a uniform Carte­
sian mesh with stepsize h. Assume that a( x)  = 1 for x  < 1/2 and a( x)  = e for x  > 1/2.
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The stiffness matrix of the discrete problem has the following structure:
A = h2
1 -1  
-1  2
-1
- 1
-1
- 1  1 + e - e 
- e 2e - e
- e 2e - e 
- e 2e
For this problem the matrices A  and M in Theorem 6.4.2 can be defined as follows:
A = A1 = h2
1 -1  
- 1  2
1
-1
1
-1
1
- e
- e 2e - e 
- e 2e
M = M1 = 2 diag A^ (6.17)
As can be easily verified, the following statements hold:
a) A1 < A, Af1 > diag A,
b) the null-space of M-  1A1 consists of the single vector v 0 = (1 , . . . ,  1 , 0 , . . . ,  0 ),
c) on the subspace orthogonal to the null-space of M-  1A1 the spectrum of M-  1A1 is 
contained in an interval [O(h2) ,O(1)] .
Thus, the preconditioner (6.12) for A  can be constructed as
U tTB = M -1 + ä  VB- 1 V M = diag A, V = [v0].
As follows from Theorem 6.4.2, the spectrum A(BA) of .BA is contained in the interval 
[O(h2), O(1)], and the bounds for A(BA)  are independent of e.
e
Remark 6.5.1 The above algorithm for constructing the preconditioner (6.12) can be 
straightforwardly extended to the case when the dimension of the space is greater than 1 .
Remark 6.5.2 The problems with multiple jumps in the coefficient function and with other 
types of boundary conditions can be treated analogously. In this case the null-space of 
M f1A1 contains the vectors v  which are constant along the “subdomains” with con­
stant value of a(x) ,  which are not adjacent to the Dirichlet part of the boundary. The 
matrix V in (6.12) is then constructed as
V = [v0 , . . . , v m ]. (6.18)
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Remark 6.5.3 Alternatively to (6.17), we can define the matrices A  and M as
A = A2 = h2
1
-1
-1
2 -1
-1
1
-1
1
- e
- e 2e - e 
- e e
, M = M2 = 2 diagA2,
i.e. we can replace all the boundary conditions of Dirichlet type by boundary conditions 
of Neumann type. In this case the null-space of M- 1A2 contains the vectors which are 
constant along all the “subdomains” Qj (even along the “subdomains” which are adja­
cent to the Dirichlet part of the boundary). If the matrix V in (6.12) is chosen such that 
Im V = kerM -1  A2 then the preconditioner “shifts” the low-frequency eigencluster at least 
as well (or even better) as the preconditioner with the matrix V defined by (6.18). The 
improvement is possible since the smallest nonzero eigenvalue A¿jn(jM- 1yí2) of M-1 A 2 is 
at least as large as the smallest nonzero eigenvalue Amin(M r1A1) of M f1A1 (and in some 
cases it can be even significantly larger).
Example 6.5.2 Consider the following two-dimensional diffusion problem
VK( x) Vu( x)  = f ( x )  
u(  x ) = 0 
du(x) / d  n = 0
in x g Q
on x g rD ç  dQ, 
on x g rN = dr / r D
with highly anisotropic diffusion tensor K(x)
K(x)  =
e 0 
0 1 0 < e «: 1
discretized by means of conforming piecewise-linear finite elements on a uniform Carte­
sian grid. For this problem the auxiliary matrices A  and M in Theorem 6.4.2 can be cho­
sen as follows: the matrix A  can be defined to be the stiffness matrix of the degenerate 
limit problem with e = 0 , the matrix M can be defined as M = 2 diagA. Clearly, A < A,  
M > M = diag A. With this choice of A and M the null-space of M 1 Ji is known, it con­
sists of constant vectors aligned with the y -axis (except the constant vectors which are 
adjacent with the Dirichlet part of the boundary). The spectrum of M -1A  on the subspace 
orthogonal to the kernel is contained in the interval [O(h2), O(1)]. Thus, if we choose the 
matrix V such that Im V = ker M - 1A, then the spectrum of .BA is contained in the interval 
[O(h2) ,O(1)]  and is bounded independently of e.
Remark 6.5.4 As can be easily verified, with the above choice of V (Im V = ker M -1 Ji) the 
condition number k (Av ) of A V = V TA V  is of order O( h- 2 ), i.e. it is of the same or­
der as the effective condition number k +(M-1A),  k +(M-1 A) = Amax(M- 1A )/A iin(M- 1A).
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Thus, the preconditioner BV for A V can be constructed as BV = I  or BV = diagA V, see 
Remark 6.3.3. Such a choice of BV allows an efficient parallel implementation o fth e  pre­
conditioner (6 .12).
Remark 6.5.5 A similar approach for constructing the matrices V  and BV can also be 
applied in the three-dimensional case. If the diffusion tensor K ( x )  has the form
~ Eß 0 0 '
K(x)  = 0 E 0 , 0 < E < 1, ß * 1,
0 0 1
then the preconditioner can be constructed by applying the above described algorithm 
recursively: first to the matrix A  and then to the matrix A V. As in the two-dimensional 
case, the resulting preconditioner can be efficiently parallelized.
Remark 6.5.6 We can define the matrix A  in Theorem 6.4.2 to be the stiffness matrix 
which corresponds to the problem not only with e = 0, but also with rN = dr . In this case 
the subspace Im V  contains all the constant vectors aligned with the y -axis.
Remark 6.5.7 The above algorithm for the anisotropic problems can be easily combined 
with the algorithm for the discontinuous problems. This allows us to treat the problems 
where the diffusion tensor is not only anisotropic, but also discontinuous.
6.6 A purely algebraic algorithm for constructing the matrix V
For the class of diffusion-type problems considered in the previous section the matrix V  
can be constructed automatically using a heuristic technique developed in [4, 16] (see 
also [17] for a similar approach). For the sake of completeness a brief description of the 
algorithm follows.
Consider the diffusion problem as in Example 6.5.2
V K ( x ) V u ( x )  = f ( x )  in x  g Q
u ( x )  =  0 on x  g rD ç  dQ,  (6.19)
d u ( x ) / d n = 0 on x  g rN = dr / r D
discretized on a regular finite element mesh. Assum e that the diffusion tensor K ( x )  is 
piecewise constant and uniformly s.p.d.
Let A  = [ a i ij ] ijlj = 1 be the stiffness matrix resulting from the discretization of (6.19). 
Define the matrix Q  = [ q i j ] ' f j =1 which contains a pattern of “strong couplings” within A:
q i,j =
0 , if \ai j\ < w  ■ min{ max \ai k\, max \ak j |}, o  g (0, 1),
k = 1,n ’ k = 1,n ’ 
k = i k = j  (6 .20)
1, otherwise.
Define a symmetric function x( i  , j )  of two integer variables i and j  : let the func­
tion x( i , j )  be equal to unity either if q itj  = 1 or if there exists a k such that
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X(i ,k)  ■ x ( k , j )  = 1; otherwise define the function x ( i , j )  to be equal to zero. As can 
be readily seen, the definition of x ( i , j )  implies that x( i , j )  = 1 if and only if there is a 
“strong connectivity path” between the unknowns i and j  ; otherwise x ( i , j )  = 0 .
Define also a num ber of sets G(p) of size n p:
such that they satisfy the following conditions:
• G(p1Ï n  G(p2) = { 0 }  for all p 1 = p 2,
• for any i and j  there exists p such that i g G(p) and j  g G(p) if and only if x(i ,  j )  = 1.
As follows from the above definition, each set G(p) contains a list of “strongly connected 
unknowns” (with respect to A). The definition of G(p) also implies that if there is no 
“strong connectivity path” from i to j , then the unknowns i and j  belong to different sets. 
If there is a “strong connectivity path” between the unknowns i and j , then they belong 
to the same set G(p). As can be readily shown, the sets G(p) can be computed with an 
arithmetic cost O(n).
Define a set of m  sparse vectors w (p) of size n:
Clearly, the vectors w (p) are I 2-orthogonal to each other. Next, define a vector h with 
components hi  such that
Remark 6.6.1 The algorithm (6.22)-(6.23) selects only those sets G(pi), which are “weakly 
connected” with the Dirichlet part of the boundary (see the previous section for the moti­
vation).
Define the matrices V1 and V2 as follows:
Finally, define the matrix V in the preconditioner (6.12) as either V = V1 or V = V2.
As was dem onstrated in the previous section, both Im V1 and Im V2 approximate well 
the low-frequency eigensubspace of nearly degenerate diffusion-type operators. A nice
In many practical cases this allows an easier construction of BV. It should be noted,
w (p) = 1 if i g G(p); otherwise w (p) = 0. (6 .21)
'/* ' a  i j
hi = 1 if ------— > co; hi = 0 otherwise.
a i,i
Define a set X  of indices p^ i = 1 , . . . , m ,  m  < m  such that
p i g X  if and only if hTw (pi) = 0.
(6 .22)
(6.23)
V1 = [w (p1 ) , . . . , w (pm^ , p i g X , ì = 1 , . . . , m ,  
v2 = [w(1), . . . ,  w (m)] , i = 1 , . . . , m .
(6.24)
feature of the choice V = V1 is that it leads to a smaller condition num ber of A V = VT AV.
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Figure 6.1: Test problems used in our numerical experiments
however, that in the case V = V2 the smallest eigenvalues of A  could be captured more 
efficiently than in the case V = V1 since Im V1 ç  Im V2 (see Lemma 6.2.2).
As follows from the definition of {w(i)}, the matrix V is sparse, it contains at most n  
nonzero entries. This means that if the action of B-1 requires O(n)  arithm etic operations, 
then the action of the whole preconditioner (6 .12) also requires only O(n)  operations.
Another im portant feature of the developed preconditioner is that it can be efficiently 
parallelized since in many practical applications it suffices to use a (block) diagonal pre­
conditioner B-1 for A-1 . As can be easily verified, if we distribute the algebraic system 
between the processors in the multiprocessor system such that the unknowns from the 
same group G(p) belong to the same processor and distribute the blocks of BV accord­
ingly, then no interprocessor communications are needed to perform the multiplication 
with VB- 1 VT (if the matrix BV is block-diagonal and the blocks are properly distributed).
N N N N
N N N
N N N N
D D D
N N N
6.7 Numerical experiments
In this section we illustrate the numerical performance of the developed technique on 
a number of singularly perturbed elliptic problems of the form given in Example 6.5.2. 
Namely, we consider piecewise linear conforming finite element discretization of the dif­
fusion equation (6.19) with Q = [0 ,1]2, rD = {x = ( x , y )  : x  = 0, 0 < y  < y  < 1} and 
rN = dQ/rD on a uniform Cartesian grid. The diffusion tensor K(x)  is considered to be of 
the form
"" E 0
K(x)  = a(x) 0 1 a(x)  > 0 , e > 0 .
The value of e is chosen to be equal to 1, 103 or 106. The coefficient function a(x)  is 
assumed to be the following:
( ) ( a ,  if x belongs to the shaded area (see Figure 6.1),
= I  1 , otherwise,
where the value of a  is chosen to be either 10-6 , 10-3 , 1, 103 or 106.
The main concern is to demonstrate insensitivity of the developed algorithm with re­
spect to the problem parameters. The results of our numerical experiments are presented
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in Tables 6.1-6.8, where we study the performance of the method with respect to varia­
tions of a, e, y  and different modifications of the preconditioner (6.12). The performance 
of the diagonal (pointwise Jacobi) preconditioner is also presented for comparison. The 
stopping criterion within the PCG method is chosen to be ||r(k) || / ||r(0) || < 10-6 , where r(0) 
is the initial residual and r(k) is the residual after the k-th iteration. The right-hand side 
in the algebraic system is chosen to be random. The matrix V in (6.12) is constructed 
automatically using the heuristic algorithm (6.20)-(6.24) with w  = 0.1.
Table 6.1 shows that for the problem with smooth isotropic coefficient function the 
convergence rate of the diagonally preconditioned PCG method depends mildly on the 
choice of the boundary conditions, whereas the situation is opposite in the case when 
the coefficient function is highly anisotropic. Tables 6.2-6.8 show that the jum ps in the 
coefficient function lead to a slower convergence of the diagonally preconditioned iterative 
scheme; the number of PCG iterations grows logarithmically with respect to the value of 
jump, which is in a good agreement with the analysis presented in Chapter 13 of [1], see 
also [8]. On the contrary, the PCG m ethod preconditioned by means of (6.12) exhibits 
robust performance in a wide range of a  and e and is insensitive to the choice of the 
boundary conditions, see Tables 6.1-6.8.
Num erical experiments show that the developed subspace-correction technique per­
forms well even if the matrix A V is replaced by a simple diagonal preconditioner BV; in 
many practical cases it suffices to take BV = diag A V. However, if the matrix A V is severely 
ill-conditioned, special care has to be taken when constructing the preconditioner BV; one 
of the possible approaches was mentioned in Remark 6.5.5, alternatively one can use an 
incomplete factorization procedure to construct an approximation to A-1 . In a multi­
level setting the matrix BV can be constructed by using the algorithm (6.12) recursively; 
in this case we obtain a preconditioner of the form Bk = M-  + (JkVk¡k-1Bk-1 V j k-1 , see 
Sections 6.3 and 6.4.
In Figures 6.2 and 6.3 we also illustrate the eigenvalue distribution of the precondi­
tioned matrix Ba  for different a, e and B. As one can see from the above figures, the spec­
trum  of the system preconditioned by (6.12) is contained in the interval [O(h2) ,O(1)] ,  
and the bounds are independent of e and a,  whereas in the case of Jacobi preconditioning 
the spectrum normally contains a num ber of extremely small eigenvalues, sometimes well 
separated from the remainder of the spectrum, which may cause slow convergence of the 
PCG algorithm.
The results of our numerical experiments are in good agreement with the developed 
theory. Taking into account that the computational overhead associated with the precon­
ditioner is very low (especially in the case when the matrix BV is chosen to be diagonal) 
we conclude that the developed algorithm could be viewed as a viable option when con­
structing efficient solvers for the considered class of ill-conditioned elliptic problems. In 
particular, the method can be used as a bottom-level solver and/or as a smoother within 
multilevel/multigrid methods. Note also that the method is even more attractive in a par­
allel environment as it requires only a small amount of interprocessor communications.
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Preconditioner
V = V2 V = Vi
B = (diag A) 1 By = Ay By = Ay Bv = I By = diag Ay
y Anisotropy: e  = 1 (isotropic case)
0.125 241 ( - ) 203 ( 1) 241 ( 0) 241 ( 0) 241 ( 0)
0.250 239 ( - ) 238 ( 1) 239 ( 0) 239 ( 0) 239 ( 0)
0.375 239 ( - ) 239 ( 1) 239 ( 0) 239 ( 0) 239 ( 0)
0.500 234 ( - ) 232 ( 1) 234 ( 0) 234 ( 0) 234 ( 0)
0.625 225 (  - ) 223 (  1) 225 ( 0) 225 ( 0) 225 ( 0)
0.750 222 ( - ) 220 (  1) 222 (  0) 222 (  0) 222 (  0)
0.875 212 (  - ) 209 (  1) 212 (  0) 212 (  0) 212 (  0)
1.000 179 ( - ) 117 ( 1) 179 ( 0) 179 ( 0) 179 ( 0)
y Anisotropy: e  = 10a (anisotropic case)
0.125 1910 ( - ) 237 ( 65) 331 ( 57) 346 ( 57) 347 ( 57)
0.250 1781 ( - ) 243 ( 65) 423 ( 49) 417 (  49) 421 (  49)
0.375 1548 (  - ) 241 (  65) 420 ( 41) 414 ( 41) 414 ( 41)
0.500 1290 (  - ) 235 (  65) 405 (  33) 407 (  33) 410 (  33)
0.625 1032 (  - ) 226 (  65) 398 (  25) 396 (  25) 387 (  25)
0.750 805 (  - ) 221 (  65) 389 ( 17) 385 ( 17) 384 ( 17)
0.875 564 (  - ) 219 (  65) 362 (  9) 360 (  9) 359 (  9)
1.000 284 (  - ) 162 (  65) 262 (  1) 262 ( 1) 262 ( 1)
Table 6.1: Problems A, B, C and D , h  = —  , a  = 1, PCG iteration count and the dimension of64
Im V (in brackets) for different values of s, y  and different choices of the preconditioner.
Preconditioner
V = V2 V = Vi
B = (diag A) 1 By = Ay By = Ay Bv = I Bv = diag Ay
ÿ Anisotropy: e  = 1 (isotropic case)
0.125 310 ( - ) 195 ( 2) 216 ( 1) 216 ( 1) 216 ( 1)
0.250 307 ( - ) 194 ( 2) 214 ( 1) 214 ( 1) 214 ( 1)
0.375 308 ( - ) 193 ( 2) 213 ( 1) 213 ( 1) 213 ( 1)
0.500 303 ( - ) 205 ( 2) 219 ( 1) 219 ( 1) 219 ( 1)
0.625 298 ( - ) 205 ( 2) 217 ( 1) 217 ( 1) 217 ( 1)
0.750 290 ( - ) 194 ( 2) 207 ( 1) 207 ( 1) 207 ( 1)
0.875 280 ( - ) 182 ( 2) 197 ( 1) 197 ( 1) 197 ( 1)
1.000 260 ( - ) 160 ( 2) 171 ( 1) 171 ( 1) 171 ( 1)
ÿ Anisotropy: e  = 10a (anisotropic case)
0.125 2114 ( - ) 275 (131) 415 (123) 905 (123) 477 (123)
0.250 2007 ( - ) 294 (131) 559 (115) 808 (115) 520 (115)
0.375 1917 ( - ) 252 (131) 480 (107) 755 (107) 422 (107)
0.500 1884 ( - ) 246 (131) 480 ( 99) 700 ( 99) 421 ( 99)
0.625 1877 (  - ) 247 (131) 474 ( 91) 723 ( 91) 422 ( 91)
0.750 1851 (  - ) 233 (131) 474 (  83) 728 (  83) 416 (  83)
0.875 1648 (  - ) 251 (131) 471 (  75) 595 ( 75) 429 ( 75)
1.000 1382 ( - ) 245 (131) 471 ( 67) 420 (  67) 406 (  67)
Table 6.2: Problem A, h = — , a  = 103, PCG iteration count and the dimension of Tm V
64
(in brackets) for different values o f s , y  and different choices o f the preconditioner.
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Preconditioner
V = V2 V  = Vi
B = (diag A) 1 By = Ay Bv = Ay Bv = I Bv = diag Ay
y Anisotropy: e  = 1 (isotropic case)
0.125 400 ( - ) 267 ( 3) 288 ( 2) 289 ( 2) 292 ( 2)
0.250 397 ( - ) 263 ( 3) 284 ( 2) 281 ( 2) 283 ( 2)
0.375 394 ( - ) 262 ( 3) 279 ( 2) 276 ( 2) 279 ( 2)
0.500 393 ( - ) 262 ( 3) 275 ( 2) 272 ( 2) 273 ( 2)
0.625 389 ( - ) 260 ( 3) 271 ( 2) 268 ( 2) 272 ( 2)
0.750 388 ( - ) 262 ( 3) 273 ( 2) 266 ( 2) 271 ( 2)
0.875 382 ( - ) 262 ( 3) 271 ( 2) 268 ( 2) 272 ( 2)
1.000 380 ( - ) 260 ( 3) 268 ( 2) 265 ( 2) 268 ( 2)
y Anisotropy: e  = 10a (anisotropic case)
0.125 3410 ( - ) 270 (261) 423 (253) 611 (253) 445 (253)
0.250 3275 ( - ) 240 (261) 394 (245) 562 (245) 395 (245)
0.375 B ill  ( - ) 233 (261) 388 (237) 542 (237) 386 (237)
0.500 3087 ( - ) 222 (261) 380 (229) 544 (229) 377 (229)
0.625 2870 (  - ) 220 (261) 379 (221) 535 (221) 369 (221)
0.750 2918 (  - ) 222 (261) 379 (213) 506 (213) 341 (213)
0.875 2766 ( - ) 225 (261) 380 (205) 506 (205) 341 (205)
1.000 2620 ( - ) 232 (261) 463 (197) 392 (197) 408 (197)
1 3Table 6.3: Problem C, h = — , a  = 10 , PCG iteration count and the dimension of Tm V64
(in brackets) for different values of e, y  and different choices of the preconditioner.
Preconditioner£n V = Vi
B = (diag A) 1 Bv = Ay Bv = Ay Bv = I Bv = diag Ay
ÿ Anisotropy: f = 1 (isotropic case)
0.125 606 ( - ) 148 ( 17) 153 ( 16) 172 ( 16) 174 ( 16)
0.250 606 ( - ) 179 ( 17) 191 ( 15) 186 ( 15) 165 ( 15)
0.375 603 ( - ) 178 ( 17) 183 ( 14) 181 ( 14) 183 ( 14)
0.500 603 ( - ) 178 ( 17) 183 ( 14) 177 ( 14) 184 ( 14)
0.625 563 ( - ) 173 ( 17) 180 ( 13) 176 ( IB) 179 ( 13)
0.750 560 ( - ) 170 ( 17) 172 ( 13) 168 ( 13) 173 ( 13)
0.875 515 ( - ) 159 ( 17) 158 ( 12) 158 ( 12) 168 ( 12)
1.000 512 ( - ) 154 ( 17) 156 ( 12) 156 ( 12) 156 ( 12)
ÿ Anisotropy: f = 10a (anisotropic case)
0.125 3709 ( - ) 199 (317) 207 (309) 965 (309) 508 (309)
0.250 4128 ( - ) 239 (317) 377 (301) 988 (301) 610 (301)
0.375 3964 ( - ) 229 (317) 335 (293) 913 (293) 546 (293)
0.500 3760 ( - ) 247 (317) 464 (285) 831 (285) 612 (285)
0.625 3461 ( - ) 211 (317) 339 (277) 691 (277) 470 (277)
0.750 2812 ( - ) 247 (317) 433 (269) 586 (269) 458 (269)
0.875 2111 ( - ) 205 (317) 334 (261) 455 (261) 326 (261)
1.000 1553 ( - ) 229 (317) 398 (253) 356 (253) 358 (253)
1 3Table 6.4: Problem D, h = — , a  = 10 , PCG iteration count and the dimension of Tm V
64
(in brackets) for different values o f e , y  and different choices o f the preconditioner.
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Coefficient jump a
l ( T b 10~á 1 10á 10b
Anisotropy: e = 1 (isotropic case)
B = (diag A) 1 
By  = Ay , V2 
By  = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
282 ( -  ) 
275 ( 2) 
285 ( 1) 
271 ( 1) 
285 ( 1)
281 ( -  ) 
276 ( 2) 
282 ( 1) 
288 ( 1) 
286 ( 1)
239 ( -  ) 
239 ( 1)  
239 ( 0)  
239 ( 0)  
239 ( 0)
304 ( -  ) 
193 ( 2) 
224 ( 1) 
214 ( 1) 
210 ( 1)
382 ( -  ) 
228 ( 2) 
232 ( 1) 
240 ( 1) 
240 ( 1)
Anisotropy: £ = 10a (anisotropic case)
B = (diagA)-1 
Bv  = Ay , V2 
By  = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
2351 ( -  ) 
257 (127)  
455 (103)  
42 5 (103)  
429 (103)
2335 ( -  ) 
265 (127)  
467 (103)  
428 (103)  
428 (103)
1548 ( -  ) 
241 ( 65) 
420 ( 41) 
414 ( 41) 
414 ( 41)
1911 ( -  ) 
252 (131)  
480 (107)  
758 (107)  
422 (107)
2146 ( -  ) 
300 (131)  
582 (107)  
1171 (107)  
658 (107)
Anisotropy: £ = 10b (strongly anisotropic case)
B = (diagA)-1 
Bv  = Ay , V2 
By  = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
9266 ( -  ) 
195 (127)  
269 (103)  
312 (103)  
288 (103)
7916 ( -  ) 
195 (127)  
257 (103)  
562 (103)  
436 (103)
4882 ( -  ) 
115 ( 65) 
161 ( 41) 
170 ( 41) 
170 ( 41)
6173 ( -  ) 
150 (131)  
243 (107)  
2086 (107)  
451 (107)
5923 ( -  ) 
150 (131)  
215 (107)  
2 501 (107)  
254 (107)
1 3Table 6.5: Problem A, h = —  , y  = - ,  PCG iteration count and the dimension of Tm V
64 o
(in brackets) as a function of the coefficient jump a  and the anisotropy ratio e
Coefficient jump a
10~b 10~á 1 10á 10b
Anisotropy: £ = 1 (isotropic case)
B = (diag A) 1 
Bv = Ay , V2 
By = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
335 ( -  ) 
317 ( 5) 
338 ( 4) 
332 ( 4) 
337 ( 4)
333 ( -  ) 
320 ( 5) 
338 ( 4) 
332 ( 4) 
347 ( 4)
239 ( -  ) 
239 ( 1) 
239 ( 0) 
239 ( 0) 
239 ( 0)
431 ( -  ) 
177 ( 5) 
192 ( 4) 
189 ( 4) 
192 ( 4)
619 ( -  ) 
197 ( 5) 
208 ( 4) 
201 ( 4) 
208 ( 4)
Anisotropy: £ = 10a (anisotropic case)
B = (diagA)-1 
Bv = Ay , V2 
Bv = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
3064 ( -  ) 
239 (217)  
400 (193)  
380 (193)  
387 (193)
2779 ( -  ) 
242 (217)  
414 (193)  
392 (193)  
384 (193)
1548 ( -  ) 
241 ( 65) 
420 ( 41) 
414 ( 41) 
414 ( 41)
3015 ( -  ) 
232 (233)  
384 (209)  
571 (209)  
395 (209)
4637 ( -  ) 
278 (233)  
422 (209)  
1260 (209)  
902 (209)
Anisotropy: £ = 10ö (strongly anisotropic case)
B = (diagA)-1 
Bv = Ay , V2 
Bv = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
13314 ( -  ) 
219 (217)  
307 (193)  
318 (193)  
321 (193)
12345 ( -  ) 
234 (217)  
303 (193)  
801 (193)  
659 (193)
4882 ( -  ) 
115 ( 65) 
161 ( 41) 
170 ( 41) 
170 ( 41)
10526 ( -  ) 
164 (233)  
249 (209)  
2000 (209)  
599 (209)
12225 ( -  ) 
197 (233)  
279 (209)  
1689 (209)  
323 (209)
1 3Table 6 .6 : Problem B, h = — , y  = - ,  PCG iteration count and the dimension of Tm V64 8
(in brackets) as a function o f the coefficient jump a  and the anisotropy ratio e
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Coefficient jump a
l ( T b 10~a 1 10a 10b
Anisotropy: e = 1 (isotropic case)
B = (diag A) 1 
By  = Ay , V2 
By  = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
384 ( -  ) 
384 ( 3) 
391 ( 2) 
382 ( 2) 
390 ( 2)
381 ( -  )
384 ( 3) 
388 ( 2) 
383 ( 2)
385 ( 2)
239 ( -  ) 
239 ( 1) 
239 ( 0) 
239 ( 0) 
239 ( 0)
394 ( -  ) 
263 ( 3) 
279 ( 2) 
277 ( 2) 
279 ( 2)
527 ( -  ) 
281 ( 3) 
289 ( 2) 
297 ( 2) 
294 ( 2)
Anisotropy: £ = 10a (anisotropic case)
B = (diagA)-1 
Bv  = Ay , V2 
By  = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
3777 ( -  ) 
247 (253)  
405 (229)  
444 (229)  
434 (229)
3168 ( -  ) 
251 (253)  
413 (229)  
402 (229)  
394 (229)
1548 ( -  ) 
241 ( 65) 
420 ( 41) 
414 ( 41) 
414 ( 41)
3113 ( -  ) 
233 (261)  
387 (237)  
553 (237)  
387 (237)
3771 ( -  ) 
257 (261)  
409 (237)  
934 (237)  
663 (237)
Anisotropy: £ = 10b (strongly anisotropic case)
B = (diagA)-1 
Bv  = Ay , V2 
By  = Ay , Vi 
Bv = I , V 1 
Bv = diag Ay ,Vi
15007 ( -  ) 
213 (253)  
298 (229)  
334 (229)  
322 (229)
14853 ( -  ) 
227 (253)  
301 (229)  
947 (229)  
693 (229)
4882 ( -  ) 
115 ( 65) 
161 ( 41) 
170 ( 41) 
170 ( 41)
13727 ( -  ) 
161 (261)  
273 (237)  
2218 (237)  
726 (237)
13274 ( -  ) 
184 (261)  
287 (237)  
1653 (237)  
324 (237)
1 3Table 6.7: Problem C, h = —  , y  = - ,  PCG iteration count and the dimension of Im V
64 o
(in brackets) as a function of the coefficient jump a  and the anisotropy ratio e
Coefficient jump a
10~b 10~a 1 10a 10b
Anisotropy: £ = 1 (isotropic case)
B =  (diag A) 1 292 ( -  ) 259 ( -  ) 239 ( -  ) 602 ( -  ) 984 ( -  )
Bv = Ay , V2 240 ( 17) 244 (  17) 239 (  1) 178 (  17) 205 ( 17)
By  = Ay , Vi 299 (  14) 299 (  14) 239 ( 0) 183 (  14) 203 (  14)
Bv = I , V 1 304 ( 14) 303 ( 14) 239 ( 0) 179 ( 14) 183 (  14)
Bv =  diag Ay ,Vi 311 (  14) 312 (  14) 239 ( 0) 183 (  14) 181 ( 14)
Anisotropy: £ = 10a (anisotropic case)
B = (diagA)-1 2495 (  -  ) 2432 (  -  ) 1548 ( -  ) 3852 (  -  ) 7422 (  -  )
Bv =  Ay , V 2 238 (268) 246 (268) 241 ( 65) 229 (317) 273 (317)
Bv =  Ay , Vi 394 (244) 418 (244) 420 ( 41) 334 (293) 381 (293)
Bv =  I , V 1 391 (244) 383 (244) 414 ( 41) 914 (293) 3099 (293)
Bv =  diag Ay ,Vi 386 (244) 390 (244) 414 ( 41) 540 (293) 2099 (293)
Anisotropy: £ = 10b (strongly anisotropic case)
B = (diagA)-1 10032 ( -  ) 13016 (  -  ) 4882 ( -  ) 18742 (  -  ) n/a
Bv =  Ay , V 2 152 (268) 149 (268) 115 ( 65) 116 (317) n /a
Bv = Ay , Vi 278 (244) 276 (244) 161 ( 41) 187 (293) n /a
Bv = I , V 1 283 (244) 832 (244) 170 ( 41) 3559 (293) n /a
Bv = diag Ay ,Vi 302 (244) 588 (244) 170 ( 41) 785 (293) n /a
1 3Table 6 .8 : Problem D, h = — , y  = —, PCG iteration count and the dimension of Im V64 8
(in brackets) as a function o f the coefficient jump a  and the anisotropy ratio e
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No preconditioning: Ê = I
Diagonal scaling: Ê = (diag A )
100 150 200 250
Algorithm (6.12): Ê = (diagA ) - 1 + (jVÊv 1V T, Êy = A y , V = V2
1 3Figure 6.2: Problem D, h = — , e = 1, y  = —, eigenvalue distribution of BA for different16 8
preconditioners Ê and different values of the jump a: a  = 1 (left) and a  = 106 (right)
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No preconditioning: Ê = I
10-1‘
Diagonal scaling: Ê = (diag A )
' ' 1 '
'  ,11™^  1 100 _ -J _
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Algorithm (6.12): Ê = (diagA ) -1 + a VÊv 1V T, Êy = A y , V = V2 
1 3Figure 6.3: Problem D, h = — , e  = 106, y  = —, eigenvalue distribution of BA for different16 8
preconditioners Ê and different values of the jump a: a  = 1 (left) and a  = 106 (right)
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Chapter 7
On a two-level Newton method for 
solving nonlinear elasticity problems
Based on O. A x e l s s o n  a n d  A . P a d iy ,  On a two-level Newton-type procedure applied for solving 
nonlinear elasticity problems, internal report No. 9815 (1998), University of Nijmegen, Nijmegen, 
The Netherlands.
ABSTRACT: This chapter is devoted to a generalized version of the damped Newton method 
applied for solving nonlinear systems of equations with sparse discrete Jacobians and the 
application of the m ethod for solving a class of nonlinear elasticity problems. Following 
the approach suggested in earlier related publications [2], [7], [9], [20] and [21], we consider 
a two-level procedure which involves (i) solving the nonlinear problem on a coarse mesh,
(ii) interpolating the coarse-mesh solution to the fine mesh, (iii) performing nonlinear it­
erations on the fine mesh. Num erical experiments suggest that in the case when one is 
interested in the minimization of the I 2-norm of the error rather than in the minimization 
of the residual norm the coarse-mesh solution gives sufficiently accurate approximation 
to the displacement field on the fine mesh, and only a few (or even just one) of the costly 
nonlinear iterations on the fine mesh are needed to achieve an acceptable accuracy of the 
solution (an accuracy which is of the same order as the accuracy of the Galerkin solution 
on the fine mesh).
7.1 Description of the nonlinear elasticity problem
Consider an isotropic nonlinear elastic material body subjected to external volum e forces 
f and surface forces g. We are interested in the equilibrium state displacement field
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u = ( u  , u 2, u 3), which can be found by solving the following boundary value problem:
s
i=1
da,ij
dxi + = 0
in Q c
X  a ij n i = gj  
i=1
u 0
on rN c  dQ,
on rD = dQ/rN, m eas(rD) = 0. 
Following [9] and [16], we assum e the following nonlinear stress-strain relation 
a  = T(x, s ) ,  T( x , s )  = D( x , s ) s ,  D( x , s )  = 3K(x,Ê)Ê + 2v(x, ê)Ê,  
x  g Q, where the strain tensor s is given by
(7.1)
(7.2)
s = [ s i j^
the operators Ê and Ê are defined as
1 I du.
£tJ 2 \ dx.
+
dUj
dx.
1
fìij = 3 (Hi! + 122 + ri33)Sij ,En = íñij],
and the scalars 5 and 5 are defined as
5 =\ \Ê s y2, 5 = IIÊ s y2. 
The norm || ■ \| here is induced by the scalar product [■, ■]:
Ê = I - Ê ,
[n,Z] = X  m j ï i j ,  
i,j=1
\n\\ =
\
I n 2,
(7.3)
(7.4)
(7.5)
i,j=1
The parameters K(x,  Ê) and v ( x ,  5) above are commonly referred to as the bulk modulus 
and the Lame coefficient respectively. They are related to the Young (elasticity) modulus 
ê  and the Poisson (contractivity) ratio v  by
K
Ê
3 (1 -  2v) ’ V =
Ê
2 (1 + v )
Following [9], we assum e that both K( x , s )  and v( x ,  s) are continuously differentiable with 
respect to the variable s and that the following estimates hold uniformly in x  g Q:
0 < K0 < K( x , s )  < K1 < 00,
0 < v 0 < v ( x , s )  < Vi < 0 ,
0 <K'0 < —  (.K(s2) s ) = 2 K ' (s2) s 2 + K ( s 2) < K[ < 00 
0 < h'q < —  (i j (s2) s )  = 2 1^ '(s2) s 2 + ia(s2) < ii[ < 00,
(7.6)
A(s) = K(s)  -  - n ( s )  > 0.
3
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The above assumptions are needed to ensure that the solution of (7.1) exists, is unique 
and that the discrete Jacobian, which is defined later, is symmetric and positive definite.
Remark 7.1.1 The stress-strain relation is frequently given as a set of measurements. 
To construct sufficiently smooth functions K( x , s )  and v ( x , s )  which fulfill the assum p­
tions (7.6), one can use, for example, B-spline or polynomial interpolation o fth e  experi­
mental data. In our numerical tests we have used the standard cubic B-spline interpolation 
procedure.
Lemma 7.1.1 [10] Under the assumptions (7.6) the mapping a  = T ( x , s ) is continuously 
differentiable, the Frechet’s derivative T' (x, s) exists, is symmetric and is given by the for­
mula
T' (x,  s)n = D( x ,  s )n + 6K'(Ê)[Ê s ,Ên]Ê s + 4 v '( ë)[Ê s , Ên]Ês, (7.7)
where the scalar product [■, ■] is defined by (7.5). Moreover, the following inequalities hold:
[T' (s)n,n]  ^ K0 llnll2, V n , ï  g s (7.8)[ T ' ( s ) n , & < K1 \\n\\ II5II
with the positive constants k0 and k1 defined as
K0 = min{3K0, 2V0, 2v'0i, K1 = 3K[ + 2 v '.
In the following we assum e that the external forces f and g in (7.1) are independent of u, 
i.e.
f = f (x) ,  g = g(x) .  (7.9)
In this case the variational formulation of the boundary value problem (7.1) can be written 
as:
Seek u  g V : a(u , v) = b(v)  V v  g V
where
a(u , v) = [ T( s (u) ) , s ( v)  ] dQ,  b(v)  = f ■ v  dQ + g ■ v  d r ,
(7.10)
(7.11)
rN
and the functional space V is defined as
V = {u g (H 1(Q ))3; u  = 0 on rD} .
The space V is equipped with the scalar product (■, ■)V and the norm
(7.12)
IV :
(u, v )v = X  (Ui,Vi)H 1, I ■ llV = (■, ■)v , 
i=1
where (■, ■)H 1 denotes the H  1(Q)-scalar product.
Lemma 7.1.2 [10] If the assumptions (7.6) are fulfilled and if the Korn inequality holds, i.e. 
if there exist two positive constants a 1 and a 2 such that for all u  g V
a 1 ||u ||s < ||u||v < a 2 ||u| lui |s(u) II2 dQ, (7.13)
then the variational problem (7.10) has a unique solution u  g V .
£
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Remark 7.1.2 The constants a 1 and a 2 in (7.13) depend on Q and on the choice of the 
boundary conditions. The Korn inequality (7.13) holds, for instance, when the measure of 
rD is non-zero.
7.2 Algebraic formulation
Consider the discrete version of the variational problem (7.10):
Seek uh g Vh : a(uh, vh) = b(vh) V vh g Vh c  V, (7.14)
where a ( ■, ■), b(^) and V are defined by (7.11) and (7.12). The actual implementation 
of the discrete variational formulation occurs via a finite-element method and standard 
quadrature rules. We seek the discrete solution uh in the form
uh = X  U i W h ,  v h  g Vh.
This leads to the algebraic formulation
Fh(u) = 0, Fh(u) = A h(u) u - b ,  A h(u) = [Aij],  b = [ b i \ ,  (7.15)
where
A ij = [D( s(uh) ) s ( vH: )) , s ( V {ìÌ )) ] d Q ,  bi = b ( y (¿ }). (7.16)
Q
Lemma 7.2.1 [10] Under the assumptions (7.6) and (7.9) the mapping Fh is continuously 
differentiable. The discrete Jacobian Jh = Fh exists. It is explicitly given by the formula
Jh(u)  = Uij],  Jij = [ r ' ( f ( u ?l))5 ((p^)),5 ((p^))] dQ,  (7.17)
Q
where T'(s)  is given by (7.7). As follows from Lemma 7.1.1, the Jacobian Jh is symmetric 
and uniformly positive definite.
Remark 7.2.1 The Jacobian Jh is a sparse matrix; it can be computed with an arithmetic 
cost, which is comparable with the cost of computing the residual Ffo(u) = Afo(u)u -  b. 
For further details, see e.g. [5].
7.3 On the nonlinear iterative procedure
The algebraic system (7.15) will be solved iteratively, using a generalized version of the 
Newton-Kantorovich method with stepsizes {tk}:
u k+l = u k -  TkF^iîA^)-1 Fh(uk) , k = 0 ,1 ,. . .
As the computational cost for solving the systems of the form F'h{'uk) p k = - Fh( uk), 
which arise in the above procedure, is normally very large, we consider the case when they
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are solved inexactly, up to a certain relative accuracy pk with respect to a vector norm
1 112 \\F^(uk) p k + Fh( uk)\\2 < p k \\Fh( uk)\\2.
The parameter pk here (0 < Pk < 1) controls the accuracy with which the Newton search 
directions p k are computed, see e.g. [1], [11], To ensure the robustness of the algorithm, 
we perform the minimization of the nonlinear residual not only along the current Newton 
search direction p k, but over a subspace W = £ { p k) which spans a num ber of previous 
search directions, see [2] and [13], The update vector p k in
u k + l = u k + p k (7.18)
is then computed by solving either a low-dimensional nonlinear problem
m i n  \\Fh(uk + p) II2 ( 7 . 1 9 )pew —
or by solving a linearized problem
min IIFh( u k) + F^(uk)p\\2, p = r kp,  (7.20)
p e W  —  —  —
where the relaxation parameter Tk is computed by means of the backtracking procedure 
as described in [13]. Namely, Tk is defined as Tk = a -Sk, where a  is a fixed constant (in 
our numerical tests a  equals 2) and Sk = 0,1, 2 ,...  is an integer chosen such that
\\Fh(u k + a -^ p )\\2  _  2 IIFh(u k + a - (Sk- ^ p ) \ \ 2 _ n - (Sk- i )f)2 
\\Fh(u k) II2 “  k' \\Fh(u k)\\2 k'
where 9k is the cosine of the acute angle between Fh(uk) and F¡l ( u k)p  defined as
Fh( uk) ■ F'h{u k)p
dk =
\\Fh(uk)\\2 \\FL(uk)ph
The approach based on the backtracking procedure is preferred when the local nonlinear­
ity of the problem is moderate (this turned out to be the case for the test problems consid­
ered in the present work). The approach based on the minimization procedure (7.19) has 
to be used when local behavior of the residual is significantly nonlinear and the linearized 
functional minimization does not give sufficiently fast residual norm reduction. Since the 
minimization procedure (7.19) takes place on a small-dimensional set W , it is only slightly 
more costly then the minimization procedure (7.20) with backtracking. There is no need in 
additional scaling of p when the nonlinear minimization problem (7.19) is solved, see [2],
Lemma 7.3.1 [2] The iterative process (7.18) is globally convergent. Moreover, if u k is 
already sufficiently close to the exact solution u* and the accuracy pk is chosen sufficiently 
small, then a superlinear rate of convergence is achieved:
\\uk+1 - u * \ \  = 0( \ \ uk -  u*\ \1+y), 
where the constant y  comes from the Holder continuity condition
WF^(u)-1 (F^(u) -  F^(v))\\ < C \ \ u - v \ \ y .  (7.21)
132 C h a p ter  7
Remark 7.3.1 As follows from (7.8) and (7.17), under the assumptions (7.6) the discrete 
Jacobian Jh of the considered nonlinear problem fulfills (7.21) with y  = 1.
We refer to [1], [3], [4], [8], [13] and [17] for more details on the damped Newton method.
7.4 On the iterative procedure for solving the systems with Fh
The major part of the computational effort in the Newton method is spent on solving the 
systems with the Jacobian Jh = Fh and the choice of the solver for Jh has therefore major 
influence on the efficiency of the method. Since for the considered class of problems the 
Jacobian is a sparse symmetric matrix and the dimension of Jh is normally large, it is viable 
to use iterative methods instead of the direct ones for inverting Jh. In the present work we 
use a domain decomposition approach to solve the systems with Jh. The goal is to have 
a solver with a high level of intrinsic parallelism and with a computational complexity of 
nearly optimal order. We exploit one of the modifications of the non-overlapping domain 
decomposition method, developed in [6]. A brief description of the method follows.
Consider three embedded triangulations T C, TH and T-h, where the triangulation T C is 
assumed to be unstructured, the mesh TH is obtained from the mesh T C by performing 
a single uniform refinement step and the mesh Th is obtained from TH by performing a 
number of further refinement steps. The method exploits the following subdivision of the 
nodes of the mesh T \  into the subclasses, induced by the meshing procedure:
(H) the nodes which coincide with the nodes of the mesh TH;
(E) the nodes which belong to the edges of the mesh T C, but are not contained in the 
mesh Th ;
(I) the rest of the nodes.
This subdivision leads to the following 3 x 3 block partitioning of the matrix:
J =
JH,H
JE,H
JI,H
JH,E
JE,E
JI,E
JH,I
JE,I
JI,I
JH,H
JEI,H
JH,EI
JEI,EI JEI,EI
JE,E
JI,E
JE,I
JI,I
The following computational procedure for solving the systems with J is considered: we 
compute actions of the Schur complement with respect to JH H,
SH,H = JH,H -  JH,EIJELEI JEI H
on vectors occurring during the solution process and solve the system with SH H itera­
tively. The occurring actions of SH,H can be computed without forming SH,H explicitly. 
To accelerate the convergence of the iterations with SH H, we use as a preconditioner 
the coarse m esh matrix CH H, which is generated by the discretization of the bilinear 
form (7.17) on the mesh TH. The estimate for the condition number of C-1HSH H is given 
in the following Lemma 7.4.1.
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Lemma 7.4.1 The eigenvalues A of the generalized eigenvalue problem
SH ,Hv  = ACH ,Hv .
( H \  H
are contained in the interval (Ç-1 , 1), Ç = log ( 1 + — j in 2D, Ç = — in 3D.
Remark 7.4.1 The result of the above lemma immediately follows from the estimate of 
the energy norm 
in [19] and [22].
of the nodal interpolation operator IH : Vh ~  VH as can be found e.g.
As follows from Lemma 7.4.1, the coarse mesh matrix can be efficiently used as a precon­
ditioner to SH H as long as the mesh step sizes H  and h  are properly related.
Remark 7.4.2 The action of C-1H is needed to perform the preconditioning step. In the 
present work we use an incomplete factorization preconditioning procedure to solve the 
systems with CH H.
To compute the action of SH H we have to solve the systems with matrix JEIEI on each of 
the outer iterations. An inner iterative procedure is exploited to perform this. We use the 
following block-diagonal matrix JEIEI as a preconditioner for JEIEI:
EI EI
JE E 0
0 Ji ,i
The condition number k (Je i ei Je} e i ) is of order O( ( H/ h ) 2). The blocks JEE and JII 
exhibit a block-diagonal structure, they can be inverted with an arithm etic cost O( ( Hh) - 1 ) 
and O ( h - 2 ) correspondingly. Thus, the system with JEIEI can be solved in O( Hh - 3 ) 
arithmetic operations. Moreover, the blocks JE E and JII can be inverted fully in parallel 
and, therefore, the preconditioner as a whole can be efficiently parallelized. We have to 
emphasize, however, that special care has to be taken when implementing the solver for 
CH H in a parallel environment since the overall performance of the algorithm can degrade 
significantly if the solver for CH,H and/or the ratio H /h  are chosen inappropriately.
7.5 On the two-level Newton procedure
Following the ideas suggested in [2], [7], [9], [20] and [21], we consider the two-level Newton 
method. The idea is to use the solution of the nonlinear problem on the coarse mesh as 
an initial guess for the iterations on the fine mesh. The method can be schematically 
described as follows:
(a) the nonlinear problem is accurately solved on the coarse mesh T H;
(b) the coarse-mesh solution is interpolated to the fine mesh T
(c) a few (or even just one) nonlinear iterations on the fine m esh are performed.
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Remark 7.5.1 If we use the domain decomposition approach to solve the systems with Fh, 
then all the matrices, associated with the mesh TH, are already available. Thus, there is 
almost no programming overhead in implementing the Newton iterations on the coarse 
mesh.
As was shown in [7] and [20] for the nonlinear diffusion problem with sufficiently smooth 
solution, even when the coarse m esh is very coarse, it suffices to perform only a single fine- 
mesh Newton step to achieve an approximation to Uh with the same order of accuracy as 
the discretization error in Vh. This result is formulated in the following lemma.
Lemma 7.5.1 [7], [20] Consider the problem
- V k ( x , u ) V u  = f  in Q c R d , 
u  = 0 on rD c  d Q , 
k ( x , u ) d u / d n = g  on rv  = dQ/rD.
and assume that k(x,  u)  has two bounded derivatives on Q x  IL Assume also the following 
finite-element convergence rates:
\Uh -  u ||H1 = O( hr ), \\Uh -  u ||i2 = O(h r+1),
where r  denotes the polynomial degree of the finite elements, used for the discretization. 
Under the above assumptions the approximate solution uh, computed by the two-level New­
ton method with only one iteration on the fine mesh, has the same asymptotic rate of con­
vergence as the solution uh:
\\uh -  u \\H 1 = O( hr ),
if the mesh stepsizes are related as
2r
h  = H a , «  =
r  -  1 + d /2  + e(d) ’ 
where s(d)  is an arbitrary small positive constant for d  = 2 or zero for d  = 3.
Remark 7.5.2 If d  = 2 and the piecewise-linear finite elements are used, then a  = 2.
A similar two-level estimate for the nonlinear elasticity problem is given in the following 
lemma.
Lemma 7.5.2 [9] Consider the nonlinear elasticity problem (7.1) under the assumptions (7.6). 
Assume also that
||uh -  u ||V = O( hr ), ||uh -  u ||i2 = O( h r +1), r  > 1
2r
and the mesh stepsizes are related a s h  = H a, a  = ------ — Then
r  + d /2
lluh -  u ||V = O( hr ).
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Layer 1 
Layer 2 
Layer 3 
Layer 4
Problem B
Figure 7.1: Test problems
As follows from the above lemma, the behavior of the two-level Newton method applied 
to the nonlinear elasticity problem (7.1) is not very promising. In particular, high efficiency 
of the two-level Newton method can be expected only when r  >  1 thus demanding higher 
regularity of the solution and higher-order finite elements which might be undesirable in 
certain cases.
However, as the results of our numerical experiments suggest, the above pessimistic 
estimate holds only when we work in terms of the energy norm decrease. If we are in­
terested in the L2-minimization of the error (i.e. if we are interested in the displacement 
field u rather than in the stresses d ij  or strains aij ), then the situation is different. In 
this case, even using the piecewise-linear finite elements, we can gain the efficiency of the 
two-level method as compared with the single-level method. Unfortunately, no theoretical 
estimates about the L2-norm controlled two-level Newton method are available yet for the 
considered nonlinear elasticity problem. We demonstrate the behavior of the two-level 
Newton method on a set of test problems.
The results of our numerical experiments are presented in the next section.
Remark 7.5.3 For earlier L2-estimates for diffusion and fluid flow problems, see [21], [14] 
and [15]; the approach to deriving the L2-estimates was also mentioned in [2].
Remark 7.5.4 The L2-norm of the error is not directly available. In practice one has to use 
a proper error estimator to control the accuracy of the nonlinear solver.
7.6 Numerical experiments
In this section we examine the behavior of the two-level damped Newton method on two 
model problems, formulated using the plain strain model. The problems are illustrated in 
Figure 7.1. The main difference between the two considered test problems is the following: 
the solution of the first one is quite smooth while the solution of the second one sharply
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changes in the regions where a big jump of the Young modulus occurs, see Figures 7.4 
and 7.7.
Problem A Consider a two-layer soil configuration in the unit square domain Q = ( 0 , 1) x 
(0,1). The soil is vertically loaded at the top side rioad of the domain, rioad = { ( x , y )  : 
y  =  1}. The load g is assum ed to be independent of the displacement u, ghoriz = 0, 
g vert = 100kPa. The bottom  side rD = { ( x , y )  : y  = 0} is assum ed to be fixed, the no­
stress boundary conditions are imposed on the rest of the boundary. The volum e forces 
f are assum ed to be zero. The properties of the soil are derived from the strain-stress 
diagrams presented in [12]. They are given in Table 7.1 and Figure 7.2; the bulk modulus 
K  of the soil is assum ed to be constant, the Lame coefficient j  of the soil is assum ed to be 
a function of 5. The problem is discretized on a sequence of regular equidistant Cartesian 
meshes depicted in Figure 7.5.
Problem B Consider two concrete walls placed in a multi-layer soil configuration and sub­
jected to external surface forces g as shown in Figure 7.1 (this problem corresponds 
to a similar three-dimensional test problem considered in [12]). The volum e forces f 
are assum ed to be zero. The surface load is assum ed to be independent of the dis­
placement u, the horizontal component of the load is assum ed to be equal for the both 
walls, ghoriz =  26kPa, while the vertical component of the load on the left wall is as­
sumed to be twice smaller than the vertical component of the load on the right wall: 
g v e r t ,ieft = 350kPa, g v e r t ,r ig ht =  700 kPa. We assum e that the construction technology 
guarantees an ideal contact between the walls and the soil, i.e. there is no internal friction. 
The displacements are assumed to be fixed to zero on the bottom  side of the domain. The 
domain is determined by Ldomain =  37.2 m, H domain = 31.0 m. The length of the walls is 
Lwaii =  15 m, the width is Ww aii =  1.2 m. The distance between the walls is a  = 2.4 m. The 
material properties of the concrete are assum ed to be independent of the displacement 
field. The Young modulus E and the Poisson ratio v  for the concrete are the following: 
Ec =  3.15 ■ 104 MPa, v c = 0.2. The properties of the soil are derived from the strain-stress 
diagrams presented in [12]. They are given Table 7.2 and Figure 7.3; the bulk modulus 
K  of the soil is assum ed to be constant, the Lame coefficient j  of the soil is assumed to 
be a function of 5. The problem is discretized on a sequence of locally pre-refined finite 
element meshes presented in Figure 7.8.
Remark 7.6.1 In our numerical tests we have used the standard cubic B-spline interpo­
lation of the experimental data. The considered material properties are such that the 
interpolant fulfills the assumptions (7.6).
To solve the above nonlinear problems we have used the two-level damped Newton 
method, which can be schematically described as follows. First we compute the coarse- 
mesh solution uH, then the coarse-mesh solution uH is interpolated on the fine m esh Th  
and, finally, the fine-mesh solution uh is computed using the interpolant of uH as an initial 
guess. Since the cost of the coarse-mesh iterations is normally negligible as compared to 
the cost of the iterations on the fine mesh, the coarse-mesh solution is computed rather 
accurately, up to machine precision.
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Ht (m) soil type K  (MPa)
Layer 1 0.5 organic clay 2.5
Layer 2 0.5 moderate sand 14.0
Table 7.1: Problem A, values of the bulk modulus K
Hi (m) soil type K (MPa)
Layer 1 6 organic clay 2.5
Layer 2 10 soft plastic clay 4.5
Layer 3 4 clay sand 10.0
Layer 4 11 moderate sand 14.0
Table 7.2: Problem B, values of the bulk modulus K
The convergence history of the two-level damped Newton m ethod is illustrated in Fig­
ures 7.6 and 7.9, where the weighted L2-norm of the error Hu  ^ -  u*||l2 /I|u*||l2 and the 
weighted L2-norm of the iterative residual \F h(u1h) H2/HFh(0)  H2 are plotted versus the non­
linear iteration number k. Here u^ denotes a finite-element solution computed on the fine 
m esh Th  by k  steps of the two-level inexact damped Newton method, and u* is the ex­
act solution. The convergence history of the single-level method is also presented for 
comparison.
Remark 7.6.2 In our numerical tests a reference solution computed on a very fine mesh 
was used instead of u* as the exact solution was unavailable.
The size of the fine mesh Th  is fixed while the coarse-mesh stepsize H  is varied to 
demonstrate the behavior of the method with respect to H / h .  The Newton search direc­
tions p k in the solver are computed inexactly, up to a fixed relative accuracy p k =  10 ~ 2 
by means of the domain decomposition solvers described in Section 7.4. A second-order 
accurate three-point quadrature rule with quadrature points located at the centers of the 
mesh edges is used to compute the integrals in (7.16) and (7.17); in the case of piecewise- 
linear finite-element discretization the above quadrature rule computes the integrals ex­
actly when the bulk modulus K  and the Lame coefficient j  are piecewise-quadratic while in 
the case of piecewise-quadratic discretization the integrals are computed exactly by this 
quadrature rule only if K  and j  are piecewise-constant. This simple rule was chosen since 
it is often used in practise due to its simplicity.
The results of our numerical experiments suggest that for the considered class of 
problems the norm of the iterative residual is not sufficiently informative (i.e. it does 
not give a clear indication about the rapid decrease of the L2-norm of the solution error) 
and, thus, it should not be used as a stopping criterion within the Newton method, see 
Figures 7.6 and 7.9.
As one can also see from the above figures, the considered two-level Newton method 
turned out to be well suited for applications, where the displacement field u  is of ma­
jor engineering interest, i.e. when we are interested in the minimization of the L2-norm 
of the solution error. In this case the number of the costly iterations on the fine mesh
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can be significantly reduced by utilizing the information available from the coarse-mesh 
discretization. For example, in the case when the ratio H / h  equals 2 or 4 (which means 
that the coarse-mesh problem is correspondingly 4 or 16 times smaller than the fine-mesh 
problem) just a single Newton step on the fine mesh is needed to achieve an accuracy 
of the finite-element solution, which is of the same order as for the Galerkin solution 
computed on the fine mesh.
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Figure 7.2: Problem A, values of the Lame coefficient j  (in Pa) as a function of a
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Figure 7.3: Problem B, values of the Lame coefficient j  (in Pa) as a function of a
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Figure 7.4: Problem A, horizontal and vertical components of the displacement field
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Figure 7.5: Problem A, discretization meshes used in our calculations
L2-norm of the residual vector L2-norm of the error
L2-norm of the residual vector L2-norm of the error
Figure 7.6: Problem A, convergence history of the Newton method in terms of the iterative 
residual norm (left) and the solution error norm (right) for both piecewise-linear (top) and 
piecewise-quadratic (bottom) finite elements, num ber of unknowns on the fine mesh: 8450.
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Figure 7.8: Problem B, discretization meshes used in our calculations
L2-norm of the residual vector L2-norm of the error
L2-norm of the residual vector L2-norm of the error
Figure 7.9: Problem B, convergence history of the Newton method in terms of the iter­
ative residual norm (left) and the solution error norm (right) for both piecewise-linear 
(top) and piecewise-quadratic (bottom) finite elements, num ber of unknowns on the fine 
mesh: 54242.
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Summary
Reliable Iterative Methods for Solving Ill-Conditioned Algebraic Systems
Development of efficient numerical algorithms for solving algebraic systems arising from 
finite-element discretization of boundary value problems is one of the most active areas of 
Computational Mathematics. A specific feature of the considered class of algebraic prob­
lems is that the system matrices are very sparse, but their dimension can easily exceed 
millions of unknowns and, therefore, iterative solution algorithms are normally exploited 
instead of direct ones. In this context the use of fast and reliable preconditioners becomes 
an extremely important issue.
The work presented in this thesis is intended to contribute to providing robust and effi­
cient preconditioning methods for the above class of problems.
The thesis is organized as follows.
In Chapter 2 we outline the framework of mesh-based algebraic multilevel iteration (AMLI) 
methods. This framework is used for developing the solvers presented in Chapters 3, 4 
and 5.
In Chapter 3 a multilevel preconditioner based on a sequence of nested triangulations is 
constructed for the algebraic systems arising from finite-element discretization of two­
dimensional diffusion-type problems. An im portant feature of the developed precondi­
tioning scheme is that it is insensitive with respect to the problem and discretization 
parameters. In particular, it can handle the case when the diffusion tensor in the problem 
is strongly discontinuous and/or anisotropic. Another attractive feature of the algorithm 
is that it requires only a few method parameters to be adjusted and can be constructed 
automatically starting from any coarse-mesh triangulation.
Three-dimensional linear elasticity problems is a traditional source of large-scale ill-con­
ditioned problems. In Chapter 4 an iterative scheme for solving them is developed. The 
constructed preconditioner is robust with respect to discontinuities of the problem coef­
ficients and allows the use of finite-element meshes with highly varying mesh step sizes. 
The results are derived within the framework of the hierarchical basis of finite elements 
defined on a tensor product of two-dimensional and one-dimensional meshes. High paral­
lel performance of the solver is dem onstrated on a number of model problems and target 
computer architectures.
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Numerical treatm ent of problems of linear isotropic elasticity in the nearly-incompressible 
case is studied in Chapter 5. An iterative procedure for solving saddle-point algebraic sys­
tems arising from mixed finite element discretization of the Lame equations of elasticity 
is elaborated. The rate of convergence of the algorithm is proved to be bounded uniformly 
with respect to the problem coefficients, namely the Young’s modulus E and the Poisson 
ratio v . As one of the most attractive features of the algorithm we consider the possibility 
to use nearly-degenerate finite-element meshes for the discretization.
A class of iterative algorithms for tackling severely ill-conditioned selfadjoint elliptic prob­
lems is considered in Chapter 6. Both a general framework is developed and an application 
of the method to a number of benchmark problems is presented. The developed precon­
ditioners are able to improve significantly the eigenvalue distribution of certain algebraic 
systems by using easily computable projection matrices, which remove the low-frequency 
components from the spectrum. The major advantages of the method are the possibility 
to use inexact solvers within the projectors and that it can be easily combined with other 
preconditioners, for instance those which correct the high frequency eigenmodes.
Boundary value problems arising in practice are often nonlinear due to nonlinear behavior 
of the material coefficients and/or due to a nonlinear nature of the boundary conditions. A 
two-level Newton method applied for solving nonlinear elasticity problems is investigated 
in Chapter 7. We demonstrate that in the case when the minimization of the I 2-norm of 
the error is of major practical interest then the coarse-mesh solution gives a sufficiently 
accurate approximation to the displacement field on the fine-mesh, and only a few of the 
costly nonlinear iterations on the fine m esh are needed to achieve an acceptable accuracy 
of the solution.
Samenvatting
Betrouwbare Iteratieve Methoden voor het Oplossen van 
Slecht-Geconditioneerde Algebraische Systemen
Een van de meest actieve gebieden van de numerieke wiskunde is het ontwikkelen van 
efficiente numerieke algoritmen voor het oplossen van stelsels vergelijkingen die ontstaan 
bij de eindige elementen discretizatie van randwaardeproblemen. Karakteristiek voor deze 
stelsels is dat ze groot, enkele miljoenen onbekenden, en ijl zijn. Deze eigenschappen 
maken dat iteratieve oplosmethoden meer voor de hand liggen dan directe. Bij iteratieve 
oplosmethoden zijn efficiente en betrouwbare preconditioneringen cruciaal. In dit proef­
schrift worden een aantal preconditioneringen gepresenteerd en onderzocht op efficientie 
en robuustheid.
De opzet van dit proefschrift is als volgt.
In hoofdstuk 2 beschrijven we de AMLI framework, een basis voor rooster-gebaseerde al­
gebraische multi-level methoden. Deze methode is gebruikt bij het ontwikkelen van de 
solvers in de hoofdstukken 3, 4 en 5.
In hoofdstuk 3 construeren we een multi-level preconditionering gebaseerd op een geneste 
rij triangulaties voor stelsels vergelijkingen die ontstaan bij eindige elementen discretiza- 
ties van twee dimensionale diffusie-achtige problemen. Een belangrijk voordeel van deze 
preconditionering is dat deze onafhankelijk is van de probleemparameters en van de dis- 
cretizatieparameters. In het bijzonder, de preconditionering kan een probleem aan waar 
de diffusie tensor sterk discontinu en/of anisotroop is. Bijkomende voordelen van het 
algoritme zijn dat er slechts een paar door de gebruiker te kiezen parameters zijn en dat 
het algoritme automatisch gestart kan worden beginnend met een willekeurige grove tri­
angulatie.
Een traditionele bron van grote, slecht geconditioneerde stelsels is het driedimension­
ale lineaire elasticiteitsprobleem. In hoofdstuk 4 wordt een nieuwe iteratieve oplosmeth­
ode voor deze klasse gepresenteerd. De geconstrueerde preconditionering is robuust ten 
aanzien van discontinuiteiten in de probleemcoefficienten en staat grote variaties in de 
gebruikte stapgroottes in het eindige elementen rooster toe. De resultaten zijn gebaseerd 
op het gebruik van een hierarchisch eindige elementen basis gedefinieerd op een tensor- 
product van een tweedimensionaal en een eendiminsionaal rooster. De hoge mate van
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parallelizeerbaarheid van de solver wordt aangetoond door middel van numerieke resul­
taten voor een aantal modelproblemen op een paar verschillende computerarchitecturen.
Het numeriek oplossen van lineaire isotrope elasticiteisproblemen in het bijna-nietsamen- 
drukbare geval wordt bestudeerd in hoodfstuk 5. Een iteratieve methode voor het oplossen 
van zadelpunt stelsels die ontstaan door een eindige elementen discretizatie van de Lame 
elasticiteitsvergelijkingen wordt uitgewerkt. Er wordt bewezen dat de convergentie uni­
form begrensd is met betrekking tot de probleemcoefficienten, te weten Young’s modulus 
E en de Poisson ratio v . Als een van de meest attractieve eigenschappen van dit algoritme 
zien we de toepasbaarheid op bijna gedegenereerde eindige elementen roosters.
In hoofdstuk 6 wordt een klasse van iteratieve algoritmen voor het aanpakken van zeer 
slecht geconditioneerde zelfgeadjungeerde elliptische problemen beschreven. Hiervoor 
wordt een algemene theorie gepresenteerd. De methode is toegepast op een aantal bench­
mark problemen. De ontwikkelde preconditioneringen zijn zo dat de eigenwaardendis- 
tributie van bepaalde stelsels van lineaire vergelijkingen significant verbeterd wordt. Dit 
wordt bereikt door gebruik te maken van eenvoudig te berekenen projectie matrices, welke 
de laagfrequente componenten uit het spectrum verwijderen. Groot voordeel van deze 
methode is de mogelijkheid om inexacte solvers in de projecties te gebruiken. Verder kan 
de methode gecombineerd worden met andere preconditioneringen, bij voorbeeld een die 
de hoge frequenties corrigeert.
In de praktijk zijn randwaardeproblemen vaak niet lineair. De niet-lineairiteit wordt 
veroorzaakt door niet lineair gedrag van de materiaal coefficienten en/of randvoorwaar­
den. In hoofdstuk 7 wordt een twee-niveaus Newtonmethode toegepast op niet-lineaire 
elasticiteitsproblemen bestudeerd. We laten zien dat indien de minimalisatie van de L2- 
norm van de fout van doorslaggevend belang is, de grove roosteroplossing een voldoende 
nauwkeurige benadering van het verplaatsingsveld op het fijne rooster oplevert zodat 
slechts een paar dure niet-lineaire iteraties op het fijne rooster nodig zijn om voldoende 
nauwkeurigheid in de oplossing te bereiken.
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