Aims. The aim of this work is the study of the planet-metallicity and the planet-stellar mass correlations for M dwarfs from the HARPS GTO M dwarf subsample. Methods. We use a new method that takes advantage of the HARPS high-resolution spectra to increase the precision of metallicity, using previous photometric calibrations of [Fe/H] and effective temperature as starting values.
Introduction
Stellar mass and metallicity are two important observables directly connected to the formation and evolution of planetary systems. These quantities play an important role in core-accretion models of formation and evolution of planets, as shown by numerous works studying the relationship of both quantities with planet formation (e.g. Ida & Lin 2005; Kornet et al. 2006; Kennedy & Kenyon 2008; Thommes et al. 2008; Alibert et al. 2011; Mordasini et al. 2012) .
The initial conditions of planet formation (e.g. disk mass, temperature and density profiles, gravity, gas-dissipation and migration timescales) all change with stellar mass (e.g. Ida & Lin 2005; Kornet et al. 2006; Kennedy & Kenyon 2008; Alibert et al. 2011) . Metallicity also plays a major role in the efficiency of the formation of giant planets for FGK dwarfs, as shown by both models (e.g. Ida & Lin 2004; Mordasini et al. 2009 Mordasini et al. , 2012 and observational data in the form of a planetmetallicity correlation (e.g. Gonzalez 1997; Santos et al. 2004; Sousa et al. 2011; Mayor et al. 2011) , ⋆ Based on observations made with the HARPS instrument on the ESO 3.6-m telescope at La Silla Observatory under programme ID 072. C-0488(E) that seems to partially vanish for Neptunian and smaller planet hosts (Sousa et al. 2008; Bouchy et al. 2009; Ghezzi et al. 2010; Sousa et al. 2011; Buchhave et al. 2012) .
According to Thommes et al. (2008) and Mordasini et al. (2012) , a lower metallicity can be compensated by a higher disk mass to allow giant planet formation (and vice-versathe so called 'compensation effect'). This result implies that M dwarfs, which are expected to have a lower disk mass (e.g. Vorobyov & Basu 2008; Alibert et al. 2011 ) can form giant planets, but only if they have high metallicities, thus suggesting an even stronger giant planet-metallicity correlation compared to FGK dwarfs.
Disk instability models (e.g. Boss 1997 ), on the other hand, do not predict, in general, the dependence of the planet formation on metallicity (Boss 2002) and they also don't seem to depend strongly on stellar mass, at least in the case of M dwarfs (Boss 2006) . Contrary to the core-accretion paradigm (Pollack et al. 1996) , the formation of planets does not originate from the collisional accretion of planetesimals, but from the collapse of an unstable part of the protoplanetary disk, forming in a timescale of thousands of years when compared to a timescale of Myrs for core-accretion models. Observational evidence, however, has shown that there is a dependence between planet oc-currence and both stellar mass and metallicity over a wide range of dwarf types (AFGKM -e.g. Laws et al. 2003; Bonfils et al. 2007; Lovis & Mayor 2007; Johnson et al. 2007 Johnson et al. , 2010a , thus favoring the core-accretion scenario as the primary mechanism of planet formation, at least for closer-in planets.
In this context, the 'pollution' scenario (e.g. Gonzalez 1997; Murray et al. 2002) , defends that the observed enhanced metallicity is only at the surface of the photosphere, and that the formation of planets occurs at all metallicities, thus supporting disk instability models. Observationally, this would translate, for M dwarfs into a non-detection of the planet-metallicity correlation, as M dwarfs have very deep convective layers and are expected to be fully convective at masses below 0.4 M ⊙ .
Recent observational works for M dwarfs are in line with a planet-metallicity correlation (e.g. Bonfils et al. 2007; Johnson & Apps 2009; Schlaufman & Laughlin 2010; Rojas-Ayala et al. 2012; Terrien et al. 2012) . However, more detections of planets around M dwarfs and a more precise metallicity determination are needed to achieve higher confidence levels that remain low, below the ∼3 σ level (Bonfils et al. 2007; Schlaufman & Laughlin 2010) . In this context it is important to use a volume-limited sample of stars, as several planet-hunting programs targeting FGK dwarfs have metallicity-biased samples (e.g. Baranne et al. 1996; Melo et al. 2007 ).
In the course of this paper we implement a new method to derive the metallicities of a volume-limited sample of 102 M dwarfs from the HARPS GTO programme. This method uses the high-resolution spectra of HARPS to achieve a [Fe/H] precision of 0.08 dex and is described in the Appendix. Then, we search for correlations between the frequency of planets with stellar mass and metallicity. In Sect. 2, we describe our M dwarf sample and observations using the HARPS spectrograph. Then, in Sect. 3, we investigate the stellar mass/metallicity correlations with the frequency of planets. Finally, we discuss our results in Sect. 5.
Sample and Observations
Our sample of 102 M dwarfs is described in detail in Sect. 2 of Bonfils et al. (2011) . It is a volume limited (11 pc) sample, containing stars with a declination δ < +20
• , with V magnitudes brighter than 14 mag, and including only stars with a projected rotational velocity vsini ≤ 6.5 km/s. All known spectroscopic binaries and visual pairs with separation lower than 5 arcsec, as well as previously unknown fast rotators were removed a priori or a posteriori from the original sample.
The observations were gathered using the HARPS instrument (Mayor et al. 2003; Pepe et al. 2004 ), installed at the ESO 3.6-m telescope at the La Silla observatory in Chile. It is a high resolution (R∼115000) spectrograph in the visible, covering a region between 380 and 690 nm. During the time of the GTO program, from 11th February 2003 to the 1st of April 2009, a total of 1965 spectra were recorded. The aim of the HARPS M dwarf programme is to achieve a ∼ 1 m/s RV precision per exposure for the brightest targets. The chosen recording mode during this period was single fiber mode, that relies only on a single calibration but gives enough precision to reach the aim of the programme. Using single fiber mode has the advantage of obtaining non-contaminated spectra that can be used to perform studies other than measuring the star's RV, such as measuring activity diagnostics, using Ca II H and K lines, and calculating stellar parameters and abundances. A more detailed description of the observations is given in Sect. 3 of Bonfils et al. (2011) .
From the 102 M dwarf stars, a total of 15 planets are currently detected, in 8 systems, from which 3 have more than one planet. Table 1 shows the planet hosts, planets, and planetary mass and period taken from Bonfils et al. (2011) , except in the case of Gl 876e (Rivera et al. 2010) . We refer to Table 1 of Bonfils et al. (2011) for the full planet parameters and respective references. Table 1 . Planet host stars in the sample, along with the planetary mass and period. We refer to Bonfils et al. (2011) Rivera et al. (2010) The stellar masses were calculated using the empirical massluminosity relationship of Delfosse et al. (2000) , using stellar parallaxes, taken mostly from the HIPPARCOS catalogue (van Leeuwen 2007) , but also from van ; Jahreiß & Wielen (1997) ; Hawley et al. (1997) ; Henry et al. (2006) . The V band magnitudes were taken from the Sinbad database 1 , and the infrared K s magnitudes from 2MASS (Skrutskie et al. 2006) . The stellar mass values range from 0.09 to 0.60 M ⊙ , with a mean and median values of 0.32 and 0.29 M ⊙ respectively. We note that, Gl 803, a young (∼ 20 Myr) M dwarf star in our sample, with a circumstellar disk (Kalas et al. 2004) , has a derived stellar mass value of 0.75, too high for a M dwarf. Therefore, the stellar mass calibration being used may not be adequate for the youngest M dwarfs.
The metallicities were first calculated with the photometric calibration provided by Neves et al. (2012) , using stellar parallaxes, and V and K s magnitudes. To improve on precedent photometric calibrations, we try to root the metallicity effect in the high-resolution HARPS spectra, using the measurements of the equivalent widths of the lines and features of the 26 red orders (533-690 nm region) of the HARPS spectra. The new calibration is detailed in the Appendix. We achieve a better precision with the new calibration reaching a [Fe/H] dispersion of the order of 0.08 dex. The metallicity values range from -0.88 to 0.32 dex, with a mean and median values of -0.13 and -0.11 dex respectively. We note that there is a slight offset towards lower metallicities when compared with the 582 FGK dwarfs from the HARPS-2 volume-limited sample (Sousa et al. 2011 ) with mean and median values of -0.10 and -0.08 dex respectively. Table 2 depicts the sample used in this paper, where columns 2 and 3 list the right ascension and declination respectively, column 4 the parallaxes and their respective uncertainties, column 5 the source of the parallax, column 6 the spectral type of the M dwarf, and columns 7 and 8 the V-and K s -band magnitudes respectively. Finally, columns 9 and 10 contain the calculated stellar mass and metallicity.
Stellar mass, metallicity, and planets from the HARPS study
In this section we use the new metallicity values (see the Appendix) as well as the stellar mass determinations from the HARPS M dwarf GTO sample to study the possible correlations of these quantities with the presence of planets. In this paper we consider Jovian hosts as stars having any planet with M p > 30M ⊕ and Neptunian/smaller planet hosts as stars having all planets with masses below 30 M ⊕ .
3.1. The stellar mass-planet correlation bias We can see that the planet detections are all on one side of the median of our sample distribution with stellar mass (all detected planets are around the more massive stars), as previously shown by Bonfils et al. (2011) . This is also true for the V magnitude distribution (all detected planets are around the brighter stars). Therefore, any result regarding stellar mass will be checked, because its distribution may be subject to detection biases: on the one hand the reflex motion induced by a planetary companion is higher in lower mass stars, meaning a higher radial velocity (RV) signal, but on the other hand, the lower mass stars are on average fainter, thus having higher measurement uncertainties, which makes smaller planets harder to detect.
A lower star count in the [0.35-0.40] M ⊙ bin of Fig. 1 is observed. To check whether this feature is real or due to a small number statistical fluctuation we did a simple monte-carlo simulation by generating 100.000 virtual samples containing 102 stars in the [0.05-0.65] M ⊙ region, using an uniform distribution generator. Then, for each sample, we searched for a bin, in the [0.15-0.5] region, where the count difference with both adjacent bins was the same or higher than in the observed stellar mass distribution. To this end we chose a count difference of 6,7, and 8, obtaining a frequency of 10.6, 5.1, and 2.2% respectively. We thus attribute the low number of stars with a mass between 0.35 and 0.4 M ⊙ to a small number statistical fluctuation.
To check if there is any statistically significative bias due to the detection limits in the stellar mass distribution, we will first investigate the reason why all planet detections of our sample are located in the brightest and more massive halves of the two distributions, as it was seen in Fig. 1 , for the stellar mass. We will then confirm or deny the existence of a stellar mass-planet correlation in our sample, as shown in Table 3 , where we can observe a significative difference between the difference of averages and medians of giant planet and non-planet hosts.
In order to do this, we divided the sample into two stellar mass ranges at the median value (0.29 M ⊙ ). We note that we removed the star Gl803 from the sample, due to the fact that the mass for this star may have not been adequately calculated, as explained in Sect. 2. Then, we calculated the frequency of stars with planets, using only the most massive planet in stars with multiple planets, and the frequency of planets. For both cases, we take into account the detection limits of our sample for different regions of the mass-period diagram following the procedure described in Sect. 7 of Bonfils et al. (2011) . In short, for each region, we calculate the frequency f = N d /N ⋆,e f f , where N d is the number of planet detections (or stars with planets), and N ⋆,e f f is the number of stars whose detection limits exclude planets with similar mass and period at the 99% confidence level. The N ⋆,e f f is evaluated with Monte-Carlo sampling as described in Bonfils et al. (2011) : we draw random mass and period within each region of study, assuming a loguniform probability for both quantities. Then, we evaluate if the draw falls above or below the detection limit of each star. If it sits above the detection limit we include the star in the N ⋆,e f f . The final value of N ⋆,e f f will be the average of 10.000 trials. The confidence intervals are calculated using a poissonian distribution to calculate the 1σ gaussian-equivalent area of the probability distribution, as shown for the binomial distribution in Sect. 3.2.
The results for the two halves of the stellar mass distribution can be seen in Table 4 for the frequency of planet-hosts (N=8), and in Table 5 for the occurrence of planets (N=14). We observe that, in the planet-host case, all values between the upper limits for M ⋆ ≤ 0.29M ⊙ and the frequency values for M ⋆ > 0.29M ⊙ are compatible with each other for all regions of planetary mass and period, except in the three regions with period between 10 and 10 4 days, and mass between 1 and 10 M ⊕ , where we cannot compare the values due to a low N e f f number. We observe the same regarding the results of the occurrence of planets.
The fact that we do not observe a statistically significative (> 2σ) difference in any region of the mass-period diagram between the two stellar mass sub-samples indicate that the observed accumulation of planet hosts in the higher half of the stellar mass distribution is due to a stellar mass detection bias. Therefore, we will not study the stellar mass-planet relation any further for our HARPS sample.
We got similar results for the V magnitude distribution, as the brightness and stellar mass have similar effects regarding the precision of the RV measurements. Figure 2 shows the histogram of metallicity of our sample. The solid red histogram represent the stars without planets, while the filled dashed blue histogram the stars with Jovians planets, and the dotted black histogram the star with Neptunians/smaller planets only. The vertical solid red, dashed blue, and dotted black lines above each histogram depict the value of the mean of the distribution. We note here that we assume that metallicity is not influenced by detection biases, due to the fact that we are using a volume-limited sample. We can observe in Table 6 that the difference of the averages (medians resp.) of the full sample between planet and non-planet host distributions is small (0.01 and -0.07 dex, respectively).
The metallicity-planet correlation
If we only take into account the three planet host stars with Jupiter-type planets, the difference of the averages and the medians of the [Fe/H] between stars with and without planets is higher (0.20 and 0.26 dex respectively). On the other hand, if we remove the 3 systems with Jupiters, we obtain -0.10 dex for the means and -0.11 dex for the medians. The correlation we find between [Fe/H] and planet occurrence agrees with pre- Terrien et al. 2012) . In fact our result hints at a anti-correlation between [Fe/H] and planets though the difference (-0.10 dex) is at the limit of our measurement precision. Despite that, the results hint a different type of planet formation mechanism for giant and Neptunian/Super Earth-type planets (e.g. Mordasini et al. 2012 ).
We performed a Kolmogorov-Smirnov (KS) test to check the probability of the sub-samples of stars with and without planets of belonging to the same parent distribution. All KS tests show that we cannot discard the possibility that the three sub-samples with planets belong to the same distribution of the stars without planets. We obtain a value of 0.195 for the Jovians hosts, but we do not have enough hosts (N=3) to calculate the KS test properly.
In order to explore the star-planet relation further, we divided the metallicity range in three bins and performed a frequency analysis for Jovian hosts and Neptunian/smaller planet hosts separately, as shown in Figs The lower panels depict the relative frequency of the stars with planets. The solid red line corresponds to a direct least squares bin fitting, while the dashed black line is a bayesian bin-independent parametric fitting, explained in Sect. 3.3. Both fits use the functional form f = C10 α[Fe/H] , following previous works for FGK dwarfs Udry & Santos 2007; Sousa et al. 2011) . The coefficients C and α of both methods and respective uncertainties are shown in Table 7 . The errors in the frequency of each bin are calculated using the binomial distribution,
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1 − 10 10 − 10 2 10 2 − 10 3 10 3 − 10 4 10 3 − 10 4 has an upper limit of 13.3%, with no planet detection, while the second and third bins ([-0.5,-0.1] and [-0.1,0.3] dex, resp.) have values of 1.9% and 5.6% respectively. Regarding Fig. 4 , we observe the upper limit of 12.5, and the frequencies of 5.3, and 2.8% for the same bins. We can observe a correlation with [Fe/H] for Jovian hosts and a hint of an anti-correlation for Neptunian and smaller planets only hosts. Interestingly, the later anti-correlation for smaller planet hosts is predicted by recent studies using core-accretion models (Mordasini et al. 2012 ), but we note that we only consider Neptunian hosts as star with Neptunians and smaller planets only: if a multi-planet system has a Jovian and one or more smaller planets, for instance, we count the system as being a Jupiter host, not a Neptunian-host. Therefore, it is expected that the number of Neptunians and smaller planets will be higher at lower metallicities.
Bayesian approach
To test the metallicity results we performed a parametric and bin-independent fitting of the data based on bayesian inference. We followed the Johnson et al. (2010a) approach, using two functional forms for the planet frequency, f p1 = C and f p2 = C10 α[Fe/H] , and choosing uniformly distributed priors for the parameters C and α. The choice of a power law for the functional form was based on previous works of [Fe/H] of FGK dwarfs Udry & Santos 2007; Sousa et al. 2011) . Table 7 summarizes and compares the results of the Bayesian fitting to the ones obtained with the bin fitting. Column 1 shows the functional forms used and respective parameters, column 2 the uniform prior range, column 3 the most likely value for the fit parameters, along with the 1σ gaussian uncertainties and column 4 the fit parameters of the least squares bin fitting.
From Table 7 we can see that the Bayesian fit values are, in general, compatible with the bin fitting values. However, we observe that the α values obtained for the planet-host frequencies with the Bayesian method are higher than the same values using the bin fitting. This translates into a higher Giant-host frequency values with [Fe/H] and a lower Neptunian/smaller planet host frequencies as a function of metallicity. We also note that the α values calculated by the Bayesian method have large uncertainties in both scenarios. In the case of Neptunian-hosts, the α value can easily accommodate both positive or negative values.
Comparison with the California Planet Survey late-K and M-type dwarf sample
Our aim here is to compare our results to a similar sample regarding the difference between planet hosts and non-planet hosts Table 8 depicts the CPS sample used in this paper, where columns 2 and 3 list the right ascension and declination respectively, column 4 the parallaxes and their respective uncertainties, column 5 the source of the parallax, column 6 the spectral type of the star, and columns 7 and 8 the V-and K s -band magnitudes respectively. Column 9 lists the stellar mass. Finally, columns 10 and 11 contain the calculated metallicity using the We calculated the difference of averages and medians between planet hosts and non-planet hosts in the same way as we did for our sample, as shown in Table 6 . Table 9 shows the results. For metallicity, we observe a much higher difference of averages and medians when compared to our sample, but as we noted before there is an offset when calculating the metallicity with different calibrations. The difference of averages and medians for Jupiter-type planets is higher than in our sample but is compatible with our results. For Neptunian-type hosts the difference of averages and medians are indistinguishable from the non-planet host sample.
We also performed a KS test for [Fe/H] between the three planet-host subsamples and the stars without planets, taking advantage of the higher number of stars with planets of the CPS sample, as shown in the forth column of Table 9 . It can be seen that there is a very low probability (∼0.2%) that the Jovian hosts and the stars without planets belong to the same distribution. For the case of Neptunian-hosts, however, the KS p-value is high (∼98%). Again, this result is expected from previous Regarding stellar mass, we do not see any trend. The difference of averages and medians between planet hosts and nonplanet hosts is negligible. This result agrees with the findings of the HARPS sample as the trend we observe with stellar mass is biased.
Metallicity-planet relation from the HARPS+CPS joined sample
To improve our statistics and study the planet-metallicity correlation in more detail, we joined our HARPS sample with the CPS M dwarf sample. Table 10 shows the results for the joined sample, and is similar to Table 9 . We did not calculate the correlation between planets occurency and stellar mass, because as discussed in Sect. 3.1 such relation is biased. The joined sample results are similar to both our sample and the CPS sample: the difference of averages and medians between Jovian hosts and non-planet hosts show a correlation with [Fe/H], while the same quantities for Neptunians and smaller hosts do not show this trend. The tentative hint of an anti-correlation with [Fe/H] for the Neptunians/smaller hosts of the HARPS sample, in Table 6 is observed but is smaller than the one observed for the HARPS sample. However, we must note that the CPS sample is not as sensitive as the HARPS sample in the detection of Neptunian and smaller planets. Therefore we consider that in this paper the reference is the HARPS sample regarding the Neptunian-host metallicity relation. The KS test results are similar to the ones performed for the CPS sample, in Table 9 . However we must note the higher value in the case of the Jovian hosts, just above the 1% p-value.
We now proceed to the frequency analysis of the stars with Jovians and Neptunians/smaller planets. Figures 6 and 7 show, in their upper panel, the histograms of stars with Jovian planets and stars with only Neptunians and smaller planets, respectively, depicted by a dashed blue line. The histogram of the non-host stars of the joined sample are depicted by a solid red line. The lower panels show the frequency of planets of each bin. The solid red and the dashed black lines represent the fit of the binned values and the fit given by a bayesian model (see Sect. 3.3) respectively. The values of the coefficients for both fits are shown in Table 7 and will be discussed together in Sect. 3.3.
From both figures we can observe that the results are similar to the ones obtained with our sample (see Fig. 3 and 4) , but with lower uncertainties. The correlation of Jovian-hosts and metallicity is now stronger, but the anti-correlation for Neptunians is weaker. The first bin of Fig. 6 , ranging from -0.9 to -0.5 dex has an upper limit of 9.1%, with no planet detection, while the second and third bins ([-0.5,-0.1] and [-0.1,0.3] dex, resp.) have values of 1.6% and 8.2% respectively. Regarding Fig. 7 , we observe the frequencies of 8.3, 2.3, and 3.4% for the same bins.
Bayesian approach for the joined sample
Here we perform the same bayesian inference approach as done in Sect. 3.3 but this time for the joined sample. Table 11 summarizes and compares the results of the Bayesian fitting to the ones obtained with the bin fitting. The columns are the same as in Table 7 . From Table 11 we can see that both the direct bin fitting and the bayesian fitting values are compatible with the ones obtained with the HARPS sample. As we have seen in Sect. 3.3, the α values are higher than the same values using the bin fitting, translating into a higher Giant-host frequency and a lower Neptunian/smaller planet host frequency. Again, the α values calculated by the Bayesian method have large uncertainties, and the α value, for the Neptunian and smaller planet hosts case, may easily have positive or negative values. We can now compare the values for giant planets obtained with both fitting methods to previous works. , Udry & Santos (2007) , and Sousa et al. (2011) all use a similar power law to the one used in this work for the frequency of giants around FGK dwarfs and obtained α values of 2.0, 2.04, and 2.58 respectively through direct bin fitting. Our α results from the bin fitting (1.26 ± 0.30 from the HARPS sample and 1.72 ± 0.18 from the joined sample) is lower that those works, which might suggest a less efficient planet-formation process around M dwarfs. However, the α values obtained from the Bayesian fit for the HARPS sample are very similar to the ones obtained for FGK dwarfs: 1.97 ± 1.25, despite the high uncertainty. Regarding the combined sample we obtain a higher value of 2.94 ± 1.03 from the Bayesian fitting, suggesting a more efficient process of planet-formation around M dwarfs. Therefore, our quantification of the α parameter for Giant planets around M dwarfs, taking into account the large uncertainties involved, are compatible with the values found in FGK studies.
In order to check if the more complex power law functional form is preferred over the constant one, we used a method of Bayesian model comparison, following Kass & Raftery (1995) . First, we calculate for both functional forms the total probability of the model conditioned on the data (the evidence) by integrating over the full parameter space. Computationally, in the case of uniformly distributed priors, we can calculate the evidence as
where the P(d|X) is the likelihood, or the probability of observing the data d given the parameters X, and length(X) is the length of the full parameter space. Then, we calculate the Bayes factor that is just the ratio of the evidence of both functional forms,
According to Kass & Raftery (1995) a B f value over 20 gives a strong evidence that the model f p2 is better at fitting the data than the f p1 model. For the Jovian hosts case, we obtained a Bayes factor of 2.07 and 66.04 for the HARPS and the joined sample respectively. This means that, in the case of the HARPS sample, the more complex model cannot explain much better the data than the constant model. On the other hand, the combined sample achieves a high Bayes factor, meaning that there is a strong evidence that the more complex model does a better fit than the constant model, supporting the planet-metallicity correlation for Giant planets.
Regarding the Neptunian hosts, we obtain values lower than the unity, which means that the constant model explain the data better than the more complex power model. Therefore, it is impossible at this moment to confirm the hypothetical anticorrelation observed for low [Fe/H] values. Despite this, we must note that our HARPS sample is much more sensitive in probing the Neptunian/Super-earth mass regime than the CPS sample. Therefore the frequency parametrization of the HARPS sample for the Neptunian/Super-earth mass range, and shown in detail in Sect. 3.2, is preferred over the joined one.
Discussion
In this paper we investigate the metallicity and stellar mass correlations with planets. We use a new method, described in the Appendix, to refine the precision of the metallicities of the HARPS GTO M dwarf sample calculated with the calibration of Neves et al. (2012) . We use the established calibration of Delfosse et al. (2000) to calculate the stellar masses of our sample.
We confirm the trend of metallicity with the presence of Giant planets in our sample, as shown by previous studies on FGK dwarfs (e.g. Gonzalez 1997; Santos et al. 2004; Sousa et al. 2011; Mayor et al. 2011) and M dwarfs (Bonfils et al. 2007; Johnson & Apps 2009; Schlaufman & Laughlin 2010; Rojas-Ayala et al. 2012; Terrien et al. 2012) . For Neptunian and smaller planet hosts there is a hint that an anti-correlation may exist but our current statistic supports a flat relation, in concordance with previous results for FGK dwarfs (e.g. Sousa et al. 2008; Bouchy et al. 2009; Sousa et al. 2011 ) and M dwarfs (Rojas-Ayala et al. 2012) . We calculate the difference of the averages and medians between planet and non-planet hosts, and most importantly the frequencies in three different bins, as well as a parametrization to both Jovian and Neptunian hosts.
We combined the HARPS sample with the California Planet Survey (CPS) late-K and M-type dwarf sample to improve our statistics, increasing the number of stars from 102 to 205 and the number of planet hosts from 8 to 13 (7 Jovian-hosts and 6 Neptunian/smaller planet hosts). The [Fe/H] of the CPS sample was calculated using the photometric calibration of Neves et al. (2012) . The previous trend for Jovian-hosts is confirmed and reinforced, but the existence of an anti-correlation of Neptunian-hosts with [Fe/H] is inconclusive. The CPS sample is not as sensitive as the HARPS sample regarding the detection of Neptunian and smaller planets. Therefore the HARPS sample is the reference in this work regarding the Neptunian-hostmetallicity relation.
Quantitatively, the difference of the averages and the medians between stars with and without planets for Jupiter-type hosts is 0.20 and 0.26 dex for the HARPS sample and 0.20 and 0.19 dex for the joined sample. Regarding the Neptunian and smaller planet hosts, the observed difference of the averages and the medians is, respectively, -0.10 and -0.11 dex for the HARPS sample.
Regarding the frequency of Giant hosts, we have no detection in the [-0.9,-0.5] dex bin for both HARPS and the joined sample. For the [-0.5,-0 .1] bin we obtained a frequency of 1.9% and 1.6%, and between -0.1 and 0.4 we have a frequency of 5.6% and 8.2% for the HARPS and the joined sample respectively. Regarding Neptunian hosts, we obtained, for the same samples and bins, the values of 12.5% and 8.2% for the first bin, 5.3% and 2.3% for the second bin, and 2.8% and 3.4% for the last [Fe/H] bin. As noted, the frequencies obtained using the joined sample for the Neptunian-hosts are not as precise as in the HARPS sample due to a lower sensitivity of the CPS sample to Neptunian and smaller planets.
The parametrization of the planet-metallicity relation was based on bin fit and bayesian fit models, following a functional form of the type f p = C10 α[Fe/H] used in previous works for FGK dwarfs Udry & Santos 2007; Sousa et al. 2011) . The results for the parameters C and α using the functional forms calculated by direct bin fitting or by using the Bayesian fitting are compatible with each other. However, we note a high uncertainty on the determination of the α parameter using the Bayesian fitting. Therefore the results for this parameter for Giant planets vary a lot, between 1.26 ± 0.30 and 1.97 ± 1.25, using the bin fitting or the Bayesian fitting respectively, for the HARPS sample, and between 1.72 ± 0.18 to 2.94 ± 1.03 for the combined sample. At the actual statistical level, the α parameter we determine is compatible with the value found for FGK dwarfs in previous studies Udry & Santos 2007; Sousa et al. 2011, e.g.) . Regarding Neptunian-hosts, we obtain an α value, for the HARPS sample, between −0.79 ± 0.06 and −0.57 ± 0.71, using the bin fit or the bayes fit model respectively. This result configures an anticorrelation for Neptunian hosts with [Fe/H], but with an insufficient statistical confidence level.
We therefore conclude that the power law functional form works best for Giant hosts, and that a constant functional form is preferred, for now, for Neptunian/smaller planet hosts. We also reject the possibility of a correlation for Neptunian-hosts of the same order of magnitude of that for Jupiter-hosts. In fact we suspect that an anti-correlation might exist but we lack the statistics to confirm it.
Regarding stellar mass, we detect a positive trend in planet detections towards higher masses. However, when we take the detection limits into account, we do not find any significant difference. Therefore, the trend of the frequency of planets with the stellar mass is due to a detection bias in our sample, stressing the importance of taking into account the planet detection biases in stellar mass studies. Here we briefly explain the method that we developed to estimate the metallicity and effective temperature of M dwarfs. A paper regarding the full details of this calibration is in preparation (Neves et al., in prep.) . The method is based on the measurement of 'peak-to-peak' equivalent widths (EW) of lines and features from the spectra of our volume-limited M dwarf HARPS sample and uses existing photometric calibrations for metallicity (Neves et al. 2012 ) and effective temperature (Casagrande et al. 2008) , as starting values. Our method achieves an increase in precision of the metallicity and effective temperature but the accuracy of the new scale is tied to the accuracy of the photometric calibrations.
A.1. Calibration sample
From the initial 102 M dwarf star spectra of the Bonfils et al. (2011) sample we initially chose 62 stars with S/N greater than 100. Seven stars (Gl191, Gl285, Gl388, Gl699, Gl729, Gl803, GJ1125) were then discarded a posteriori, due to a bad correlation of the line measurements with either the reference metallicity or temperature scales, that can be attributed to high activity/rotation (Gl191, Gl285, Gl388, Gl729, Gl803) or to a bad value of the radial velocity (GJ1125).
We ended up with a sample of 55 stars, shown in 
A.2. Method
From our calibration sample we first measured 'peak-to-peak' equivalent widths (EWs) of lines and features using the 26 redder orders of median normalized HARPS spectra, in the region between 530 to 690 nm. Here we consider features as blended lines. We define the 'peak-to-peak' equivalent widths as
where F pp is the value of the flux between the peaks of the line/feature at each integration step and F λ the flux of the line/feature. The measurement of the EWs is illustrated in Fig. A.1 , where the 'peak-to-peak' flux corresponds to the red dotted lines, and the black line is the flux of the reference spectra. The EW is thus measured between the red dotted line and the solid black line. We used the very high S/N (∼1430 @ 550nm) to metallicity and effective temperature, respectively, while γ is an independent coefficient. The error of each coefficient is calculated as and J i,i is the diagonal of the estimate of the jacobian matrix around the solution. The x i,model ,x i , n obs , and n coe f from Eq. A.3 are, respectively, the predicted value of the data, x i , by the regression model, the data values, the number of data points, and the number of coefficients. The total error of the coefficients can then be written as ǫ = ǫα 2 + ǫβ 2 + ǫγ 2 . (A.5)
Here we assume that both [Fe/H] and temperature are independent and do not correlate with each other. Our aim is to increase the metallicity precision using the photometric calibration as reference. In order to do this, we want to recover the values of the metallicity and temperature by doing a weighted least squares refit. To calculate the weights for the least squares refit we just invert the squared errors of the coefficients, and normalize the expression,
To invert the fit of Eq. A.2 we first take the calculated coefficients from the first fit and define the coefficient matrix as where C T is the transpose of C and Ind is the value of the independent parameter. Finally, we use a levenberg-marquardt algorithm and apply the weights (Eq. A.6) to Eq. A.8, recovering one value of metallicity and effective temperature for each star. We also tried other methods, such as choosing groups of lines with a high correlation or partial correlation coefficients and then applying the same method as described in this Appendix. However, the weighted least squares method using all 4441 lines performed best at minimizing the uncertainties of both metallicity and effective temperature. Using this method, we get a dispersion of metallicity and effective temperature of 0.08 dex and 80K respectively. Figs. A.3 and A.4 show the comparison between the values obtained in this work and the reference calibrations for metallicity and effective temperature, respectively. We emphasize that we only get an improvement of the precision. The accuracy of the calibration, as well as systematic errors, are tied to the original determinations of both [Fe/H] and temperature. 
