As far as the problem of intuitionistic fuzzy cluster analysis is concerned, this paper proposes a new formula of similarity degree with attribute weight of each index. We conduct a fuzzy cluster analysis based on the new intuitionistic fuzzy similarity matrix, which is constructed via this new weighted similarity degree method and can be transformed into a fuzzy similarity matrix. Moreover, an example is given to demonstrate the feasibility and validity of this method.
Introduction
The fuzzy set theory has been widely used in various fields of modern society since it proposed by Zadeh [1] in the 1960s. The main idea of this theory is the extension from the characteristic function taking the value of 0 or 1 to the membership function which can take any value from the closed interval [ ] 0,1 . However, in the increasingly complex socio-economic environment, there are different degrees of hesitation on comprehension and cognition, which can't make a valid judgment. Therefore, the traditional fuzzy set cannot be used to completely describe all the information in such problems. Atanassov [2] expands Zadeh's fuzzy set theory with the concept of intuitionistic fuzzy set (IFS), which is characterized by a membership function, a non-membership function and a hesitation function [3] . Since IFS can describe the uncertainty and the essence of fuzzy, it has been widely concerned and applied. The research on the application of intuitionistic fuzzy sets are mainly focused on the fields of multi-attribute decision making [4] [5] and pattern recognition [6] [7] . Many scholars have applied IFS to the cluster analysis, which generates the research of intuitionistic fuzzy cluster analysis (IFCA). At present, the research on the IFCA is still not perfect. In IFCA, the core of this problem is to obtain the proximity degree of two intuitionistic fuzzy vectors, which is the similarity degree in IFS. With the different forms, this paper discusses the problem of structuring similarity degree. Zhang [8] proposes an intuitionistic fuzzy similarity degree with an intuitionistic fuzzy number (IFN) and obtains the results by constructing intuitionistic fuzzy similarity matrix (IFSM), intuitionistic fuzzy equivalent matrix (IFEM) and λ-cutting matrix of IFEM, while the similarity degree is not easy to calculate. Chen [9] proposes an intuitionistic fuzzy clustering method based on set valued statistics, and the similarity degree is represented by an IFN. The method is also complex in calculation. This paper constructs a new similarity degree that is based on the distance of the membership degree, nonmembership degree and hesitation degree. Then, considering the risk factors [10] , the matrix is transformed from the IFSM with membership degree and non-membership degree to fuzzy similarity matrix with only membership degree. The advantage of this method is that the calculation is simple and it is easily operated. The attribute weights of each index are considered, which make the formula more scientific and reasonable. The correctness of the method is proved in theory, and the validity is demonstrated by an example.
Intuitionistic Fuzzy Set Theory
Definition 1 [3] . An IFS is an object having the following form:
π is called an hesitation degree of x to A. Obviously,
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Definition 2 [3] . Let
Z is called intuitionistic fuzzy matrix (IFM).
is an IFM and satisfies the following conditions: (1) Reflexivity:
ϑ Ω → Θ , where Ω be the set of all IFNs on X, and
satisfies the following conditions:
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Fuzzy Clustering Analysis Based on IFSM
In the problem of multi-attribute decision making,
, , , m S S S S =  is a scheme set, and { } 1 2 , , , n P P P P =  is an attribute set. The The attribute values of scheme p A and scheme q A , respectively, are ( 
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Thus, we have ( To sum up, the proof is completed. Therefore, the intuitionistic fuzzy similarity degree between two schemes can be obtained by the Theorem 1, which can get the IFSM β ∈ is a risk factor. Therefore, the IFSM can be transformed into a fuzzy similarity matrix
We can conduct clustering analysis with this fuzzy similarity matrix through the method of λ-cutting matrix.
Empirical Analysis
In this paper, we select a case from Literature [8] , which is that a car market wants to classify the five kinds of different vehicles
Constructing Intuitionistic Fuzzy Similarity Matrix
In the problem of multi-attribute decision making, the evaluation results are impacted by each attribute index on different extent, so it is necessary to give a reasonable weight coefficient for each index. The weights of the six evaluation factors are obtained via the intuitionistic fuzzy entropy calculating the weights' method proposed by Szmidt Eulalia [11] . The weight of each index is 
.24 1,0 ;
Fuzzy Clustering Analysis Based on IFSM
In order to make the IFCA more convenient, the value of similarity degree is transformed from IFN to fuzzy numbervia Equation (1):
, which can make the IFCA turn into fuzzy clustering analysis. Let 0.5 β = be the risk factor, the new similarity degree is made of 50% hesitation degree and 50% membership degree. We will get the fuzzy similarity matrix that is calculated by equation: 
Evaluation
To sum up, we can see that the new similarity degree proposed in this paper is correct and effective, and it has the following advantages:
(1) With the form of IFN, the information of the data is fully extracted; (2) Taking into account the weight of the index attribute, the calculation results are more reasonable; (3) The new similarity degree takes into account the membership degree and the non-membership degree, and it fully extracts the information provided by the intuitionistic fuzzy numbers; (4) Computational process is simple and easy to operate.
Conclusion
This paper proposes a new method to compute intuitionistic fuzzy similarity degree. The formula is not only considered with the weight of each index attribute but also expressed by an IFN. It makes the information fully extracted. Meanwhile, the computational process is simple and convenient. Considering the risk factor, we obtain IFSM through the new similarity degree. Then, the IFSM is converted to a fuzzy similarity matrix. Finally, we get the result of cluster analysis through the method of maximum tree. In this paper, we prove the correctness of the new similarity degree and illustrate the validity and rationality of the method with an example. This method extends the research space of the intuitionistic fuzzy similarity degree.
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