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Aktivno sledenje in manipulacija sestavnih delov pri stregi in montaţi na tekočem traku v 
realnem času predstavlja problem, saj mora biti odzivnost celotnega sistema od analize 
pozicije, do izvajanja manipulacije izjemno visoka. Za hitro analizo pozicije izdelka so 
zato potrebni algoritmi strojnega vida, ki hitro prepoznajo izdelek in izračunajo njegovo 
trenutno pozicijo in orientacijo v realnem času, da lahko robot izdelek prime s prijemalom 
in z njim opravi nadaljnjo manipulacijo. S tem namenom smo v diplomski nalogi razvili in 
izdelali sistem, ki z uporabo strojnega vida za zaznavanje objekta (določanje lokacije in 
smeri gibanja) krmili dve robotski roki. Sistem temelji na igri Pong in s pomočjo kamere 
analizira trajektorijo ţogice, ki jo robota odbijata eden proti drugemu. Prvega robota krmili 
odločitveni algoritem. Drugega robota krmili človek, ki mora objekt spraviti mimo prvega 
robota, krmiljenega s strojnim vidom. Sistem odloči, kdaj se je prvi ali drugi robot 
neuspešno odzval na gibanje objekta oz. je ţogica šla preko meje igralne površine. Prvi 
korak je bila izdelava algoritma strojnega vida za zaznavanje ţogice in transformacijo v 
koordinatni sistem obeh robotov. Sledil je razvoj krmilnega algoritma prvega robota, ki je 
krmiljen s strojnim vidom. Razvili in primerjali smo dva različna krmilna algoritma za 
krmiljenje robotske roke s strojnim vidom. Prvi krmilni algoritem lokacijo robotske roke 
prilagaja glede na trenutno lokacijo objekta. Drugi krmilni algoritem glede na zaporedni 
sliki izračuna trajektorijo objekta in glede na njo prestreţe objekt. Nato smo izdelali 
krmilni algoritem za drugega robota, ki ga preko fizičnega vmesnika upravlja človek. 
Zadnji sklop je predstavljal razvoj algoritma za štetje rezultata in manipulacijo ţogice po 
doseţeni točki, ko ta pade izven igralne površine. Cilj diplomskega dela je bil izdelati 
kompleten sistem za zaznavanje pozicije ţogice, krmiljenje obeh robotov in štetje 
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Real time active tracking and manipulation of components during assembly on conveyor 
belt presents a problem, because system response time from position analysis to execution 
of manipulation must be short. For that purpose machine vision algorithms which can 
recognize object and calculate its current position and orientation in real time are needed. 
That allows a robot to grab a component and carry out further manipulation. We developed 
a system for this purpose, which uses machine vision for detecting object (location and 
direction of movement) and controlling two robotic arms. The system is based on a video 
game Pong. Trajectory of a ball is analyzed with machine vision and then manipulated by 
two robots. The first robot is controlled with machine vision decision algorithm. Human 
controls the second robot and tries to pass the ball past the first robot. Machine vision also 
decides when each of the robots failed to respond correctly – the ball fell outside of playing 
surface. The first step was the development of machine vision algorithm for detecting ball 
position and transforming from pixel units to coordinate systems of both robots. Next step 
was development of control algorithms for the first robot, which uses machine vision ball 
orientation/trajectory data for input. We developed and compared two control algorithms. 
The first control algorithm adjusts robotic arm according to current ball position. The 
second control algorithm calculates ball trajectory according to two sequentially captured 
images and positions robotic arm to intercept the ball accordingly. Next step was 
development of control algorithm for the second robot, which is human controlled with 
physical interface. In the last part we developed user interface and algorithm for real-time 
scoring and manipulation of the ball when it falls of the playing surface. The goal of this 
thesis was to create a system for real-time ball position detection, robots control, score 









Kazalo slik ...................................................................................................................... xv 
Kazalo preglednic ........................................................................................................ xvii 
Seznam uporabljenih simbolov ................................................................................... xix 
Seznam uporabljenih okrajšav .................................................................................... xxi 
1. Uvod .............................................................................................. 1 
1.1. Ozadje problema ............................................................................................ 1 
1.2. Cilji .................................................................................................................. 2 
2. Teoretične osnove in pregled literature .................................... 3 
2.1. Arkadna video igra Pong ............................................................................... 3 
2.2. Obdelava digitalnih slik ................................................................................. 4 
2.2.1. Barvni model RGB ........................................................................................... 5 
2.3. Strojni vid v industriji.................................................................................... 5 
2.3.1. Zasnova strojnega vida ..................................................................................... 6 
2.4. Roboti .............................................................................................................. 7 
2.4.1. Robotska roka uArm Metal .............................................................................. 8 
2.4.2. Delovni prostor robotske roke uArm Metal .................................................... 10 
3. Metodologija raziskave ............................................................. 11 
3.1. Izdelava preizkuševališča ............................................................................ 11 
3.2. Zajem slike in izdelava algoritma strojnega vida ...................................... 12 
3.2.1. Nastavitve kamere .......................................................................................... 13 
3.2.2. Razčlenitev slike, prepoznavanje značilk in interpretacija slike .................... 15 
3.2.3. Izračun krmilnih veličin robotske roke in transformacija v realni koordinatni 
sistem .............................................................................................................. 19 
3.2.4. Izračun premikov robotske roke ..................................................................... 20 
3.2.5. Določitev virtualnih polj ................................................................................. 24 
3.3. Krmiljenje robotske roke uArm Metal preko strojnega vida .................. 25 
3.3.1. Sledenje objektu glede na njegovo trenutno lokacijo ..................................... 26 
3.3.2. Sledenje objektu glede na izračunano trajektorijo objekta ............................. 26 
3.3.3. Izdelava algoritma za odboj ............................................................................ 30 
3.3.4. Izdelava algoritma za pobiranje objekta in štetje točk .................................... 34 
 
xiv 
3.4. Krmiljenje robotske roke uArm Metal preko fizičnega vmesnika ......... 35 
3.4.1. Pomik robotske roke med igranjem igre ........................................................ 36 
3.4.2. Ločen pomik vsake krmilne komponente robotske roke ................................ 37 
4. Rezultati ..................................................................................... 39 
4.1. Prikaz poteka celotnega programa med simulacijo igre Pong ................ 39 
4.2. Primerjava krmilnih algoritmov strojnega vida ....................................... 41 
4.3. Testiranje zanesljivosti algoritma za sledenje žogi med igranjem 
robotske igre Pong ....................................................................................... 43 
5. Diskusija .................................................................................... 45 
6. Zaključki .................................................................................... 47 








Slika 1.1: Shema predvidenega sistema za robotsko igro Pong. ........................................................ 2 
Slika 2.1: Prikaz grafičnega vmesnika arkadne video igre Pong. [13] ............................................... 4 
Slika 2.2: Prikaz popisa digitalne slike. [2] ........................................................................................ 4 
Slika 2.3: Shematični prikaz barvnega modela RGB v kocki. ........................................................... 5 
Slika 2.4: Prikaz celotnega sistema in zasnove strojnega vida [1]. .................................................... 6 
Slika 2.5: Blokovna shema povezave robotskih podsistemov [12]. ................................................... 7 
Slika 2.6: Prikaz vseh moţnih kombinacij translacijskih in rotacijskih členkov robotske roke s tremi 
prostostnimi stopnjami in pripadajoči delovni prostori [8]. ................................................ 8 
Slika 2.7: Prikaz robotske roke uArm Metal [9]. ............................................................................... 8 
Slika 2.8: Kontrolna plošča robotske roke uArm Metal [9]. .............................................................. 9 
Slika 2.9: Delovni prostor robotske roke uArm Metal [9]. .............................................................. 10 
Slika 3.1: Preizkuševališče z vgrajenima robotskima rokama, kladicama in ţogo. ......................... 12 
Slika 3.2: Kamera USB, uporabljena pri sistemu strojnega vida. .................................................... 13 
Slika 3.3: LED reflektor, ki smo ga uporabili v sistemu. ................................................................. 13 
Slika 3.4: Diagram poteka algoritma za razčlenitev slike, prepoznavanje značilk in interpretacijo 
slike. .................................................................................................................................. 15 
Slika 3.5: (a) Slika v barvnem modelu RGB. (b) Slika (a) transformirana v sivinsko obliko, z 
zajemom samo rdeče barve. .............................................................................................. 16 
Slika 3.6: Sivinska slika pretvorjena v binarni model. ..................................................................... 16 
Slika 3.7: (a) Princip s štirimi povezanimi sosedi, (b) princip z osmimi povezanimi sosedi [18]. .. 18 
Slika 3.8: Prikaz lokalnega koordinatnega sistema slike in teţišča objekta. .................................... 18 
Slika 3.9: Prikaz slike šahovnice za umerjanje slikovnih točk. ........................................................ 19 
Slika 3.10: Shema pomikanja robotske roke in potrebne dimenzije za postavitev roke na ustrezno 
lokacijo. ............................................................................................................................ 21 
Slika 3.11: Potek izračuna potrebnih krmilnih veličin. .................................................................... 22 
Slika 3.12: Sistem odločanja za omejitev gibanje robotske roke glede vrednost a. ......................... 24 
Slika 3.13: Virtualna polja celotnega sistema strojnega vida. .......................................................... 25 
Slika 3.14: Blokovna shema poteka krmiljenja robota z algoritmom za sledenje trenutni lokaciji 
objekta............................................................................................................................... 26 
Slika 3.15: Shema določitve točk za izračun trajektorije ţoge. ........................................................ 27 
Slika 3.16: Prikaz osnovnih moţnih trajektorij objekta proti robotski roki R1. ............................... 28 
Slika 3.17: Shema predvidevanja odboja ţoge od ograje preizkuševališča. .................................... 29 
Slika 3.18: Trenutek pred začetkom izvedbe algoritma za odboj ţoge. ........................................... 31 
Slika 3.19: Shematični prikaz premika robotske roke med odbojem. .............................................. 32 
Slika 3.20: Potek pisanja krmilnih veličin v tabelo. ......................................................................... 33 
3.21: Prikaz poteka algoritma za pobiranje ţoge. ............................................................................ 34 
Slika 3.22: Igralna palica Force
TM
 3D Pro. Levo: pogled od strani, desno: pogled od zgoraj [19]. . 35 
Slika 4.1: (a) Sporočilo ob zagonu programa. (b) Sporočilo, ko ţoga pade v kanal. (c) Sporočilo, če 
igro zmaga računalnik. (d) Sporočilo, če igro zmaga človek............................................ 39 
 
xvi 
Slika 4.2: Potek celotnega programa med simulacijo igre Pong. ..................................................... 40 
Slika 4.3: Vse smeri pošiljanja objekta proti robotski roki. ............................................................. 41 
Slika 4.4: Prikaz uspešnosti odbojev ţog ki prihajajo iz sredine preizkuševališča. ......................... 42 
Slika 4.5: (a) Prikaz uspešnosti odbojev ţog, ki prihajajo iz leve strani. (b) Uspešnost odbojev ţog, 
ki prihajajo iz desne strani. ............................................................................................... 43 







Preglednica 2.1: Glavni sestavni deli kontrolne plošče robotske roke uArm Metal prikazani na sliki 
2.7 [9]. .................................................................................................................... 9 
Preglednica 2.2: Specifikacije robota uArm Metal [9]. ...................................................................... 9 
Preglednica 3.1: Specifikiacije kamere Model kamere in objektiv. ................................................. 12 
Preglednica 3.2: Prikaz različnih kombinacij ločljivosti in hitrosti zajema slik s kamero. .............. 14 
Preglednica 3.3: Umerjanje koordinat iz enot slikovnih točk v metrične enote. .............................. 20 
Preglednica 3.4: Moţni poloţaji posameznih komponent robotske roke [9]. .................................. 21 
Preglednica 3.5: Zasnova branja in pisanja koordinat v spomin računalnika. ................................. 33 
Preglednica 3.6: Popis osi fizičnega vmesnika Force
TM
 3D Pro. ..................................................... 35 














Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
a mm dolţina krajše katete pravokotnega trikotnika 
B / intenziteta modre barve na sliki 
b mm dolţina krajše katete pravokotnega trikotnika 
c mm dolţina hipotenuze pravokotnega trikotnika 
d mm dolţina stegnjenosti robotske roke 
G / intenziteta zelene barve 
h mm višina prijemala robotske roke 
K / faktor ojačenja signala 
k / smerni koeficient linearne funkcije 
l / širina slike izraţena v slikovnih točkah 
m mm 
 
dolţina stranice slikovne točke 













generirani signal s fizičnega vmesnika 
intenziteta rdeče barve 
koordinata na zajeti sliki v vodoravni smeri v slikovnih točkah 
koordinata na skupnem koordinatnem sistemu v horizontalni smeri 
koordinata na zajeti sliki v navpični smeri v slikovnih točkah 
koordinata na skupnem koordinatnem sistemu v navpični smeri 




   
Indeksi   
   
h horizontalni   
i i-ti izmerek  
m metrični   
max največji  
min najmanjši  
n novi  
o odboj  
p prijemalo  
s presečišče  










Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
AVI avtomatska vizualna inšpekcija (ang. Automatic Visual Inspection) 
CCD nabojno zaznavalo za sliko (ang. Charge-Coupled Device) 
FPS hitrost zajema slike (ang. Frames Per Second) 
ISO mednarodna organizacija za standardizacijo (ang. International Standard 
Organization) 
LED svetleča dioda (ang. Light-Emitting Diode) 
R robot 
Rc rotacijski členek robota 
RGB barvni model rdeča- zelena- modra (ang. Red-Green-Blue) 
T teţišče 
Tc translacijski členek robota 











1.1. Ozadje problema 
Strojni vid je v zadnjih letih pogosto omenjena tematika, saj njen razvoj odpira mnoga 
vrata v okviru avtomatizacije v industriji [1]. Avtomatizacija sicer ni nova ideja, vendar pa 
lahko s pomočjo strojnega vida avtomatiziramo tudi kompleksnejše operacije, ki jih ni 
enostavno razčleniti na enostavne korake. Najpomembnejše vloge strojnega vida v 
industriji so: 
‐ avtomatska vizualna inšpekcija (AVI), 
‐ kontrola procesov, 
‐ identifikacija sestavnih delov, 
‐ vodenje in krmiljenje robotov. 
 
Aktivno sledenje in manipulacija sestavnih delov v realnem času na tekočem traku ali med 
prostim padom v proizvodnji predstavlja problem, saj mora biti odzivnost celotnega 
sistema analize pozicije in izvajanja manipulacije hitra. Za dovolj hitro analizo pozicije 
sestavnega dela se zato razvijajo algoritmi strojnega vida, ki hitro prepoznajo izdelek in 
izračunajo njegovo trenutno pozicijo in orientacijo. Hkrati mora krmilni algoritem 
aktuatorja slediti poziciji in orientaciji v realnem času, da se izdelek lahko prime in z njim 
manipulira.   
 
Za razvoj sistema za aktivno sledenje in manipulacijo objekta s strojnim vidom smo v 
diplomski nalogi izdelali sistem, ki deluje na principu igre Pong in aktivno spremlja 
pozicijo ţogice ter krmili robota za odbijanje in pobiranje ţogice. Ţeleli smo izdelati 
sistem, ki bi igro Pong omogočil igrati dvema robotskima rokama. Pong je dinamična igra 
in zahteva krmiljenje obeh robotov v realnem času. Človek sodeluje z robotom in ga krmili 
preko fizičnega vmesnika, drugi robot pa se primerno odziva na akcije prvega robota, in je 
krmiljen s strojnim vidom. Tu nastopi teţava zaznavanja lokacije ţoge v realnem času. 
Glede na lokacijo ţogice mora krmilni algoritem robota izračunati primeren odgovor, da 
pride do odboja ţogice. V okviru diplomske naloge smo zato morali rešiti način zaznavanja 
objekta in krmiljenje obeh robotov v realnem času, oz. s čim manjšim časovnim zamikom. 
 
V diplomskem delu smo se posvetili vodenju in krmiljenju robotov s pomočjo strojnega 
vida in ustvarili dva krmilna algoritma, za vodenje robota preko strojnega vida. S tem smo 





Cilj diplomskega dela je izdelava sistema, ki omogoča igranje igre Pong z dvema 
robotskima rokama. Sistem je sestavljen iz strojnega vida, dveh različnih krmilnih 
algoritmov za vodenje robota preko strojnega vida, krmilnega algoritma za vodenje 
drugega robota preko fizičnega vmesnika, algoritma za manipulacijo ţogice, ko ta pade 
izven igralne površine in algoritma za spremljanje rezultata igre v realnem času. 
 
Prvi izmed krmilnih algoritmov, ki za vodenje robota uporablja strojni vid, krmili robota 
glede na trenutno pozicijo ţogice. Drugi krmilni algoritem glede na dve zaporedni sliki 
izračuna trajektorijo ţogice in vnaprej pozicionira robotsko roko, tako da prestreţe ţogico, 
ko ta pride do roba igralne površine. 
 
Oba izdelana krmilna algoritma za krmiljenje robota preko strojnega vida se primerja in 
ugotovi kateri algoritem omogoča zanesljivejše odzivanje robota. Izdelati je torej potrebno 
še preizkuševališče za testiranje odziva robota krmiljenega s strojnim vidom. 
 
Iz končnega rezultata diplomskega dela je razviden boljši krmilni algoritem za krmiljenje 
robota v dani aplikaciji, računalniški program, ki vsebuje vse omenjene algoritme za 
krmiljenje robotov in preizkuševališče, ki omogoča predstavitev algoritmov in igranje 
robotske igre Pong. Na sliki 1.1 je prikazana osnovna zasnova sistema, ki ga je potrebno 













   R1 in R2   robot 1 in robot 2
         F        fizični vmesnik
         C       kamera
         PC    računalnik
         I        igralna površina
         Ţ       žoga
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2. Teoretične osnove in pregled literature 
Sistem temelji na dvodimenzionalni video igri Pong. Sestavljen je iz preizkuševališča, 
dveh robotskih rok uArm Metal, USB kamere in fizičnega vmesnika, ki omogočata 
krmiljenje robotske roke. Vse komponente so povezane v osebni računalnik, ki poganja 
program za krmiljenje celotnega sistema. 
 
Prvi robot v sistemu je krmiljen preko strojnega vida, medtem ko drugega robota krmili 
človek preko fizičnega vmesnika. Naredili smo dva različna algoritma za aktivno sledenje 
in manipulacijo s strojnim vidom. Prvi algoritem sledi gibajočemu objektu glede na 
njegovo trenutno lokacijo v realnem času in robotu pošilja ukaze za premikanje. Drugi 
algoritem pa na podlagi trenutnega in predhodnega poloţaja objekta izračuna njegovo 
trajektorijo in temu primerno pošlje ukaze robotu, da se premakne. 
 
Osnova za izdelavo diplomske naloge so bili znanstveni članki, strokovne knjige in 
dokumentacija programskega okolja MATLAB. Platforma je namenjena uporabi obdelavi 
signalov, obdelavi slik, razvoju strojnega vida, komunikaciji, robotiki ipd.. Zdruţuje 
vizualizacijo, preračune in programiranje v enem programskem okolju. Njegova osnovna 
podatkovna enota je niz oziroma matrika, kar omogoča rešitve mnogih problemov v 
tehniki [2].  
 
 
2.1. Arkadna video igra Pong 
Celotni sistem temelji na 2D video igri Pong. Originalni grafični vmesnik igre je viden na 
sliki 2.1. Bila je ena izmed prvih arkadnih video iger in simulira namizni tenis v 2D 
grafiki, luč sveta pa je ugledala leta 1972. Cilj igre je z večjim številom točk premagati 
nasprotnika. Igralec v igri vertikalno premika lopar na levi strani ekrana in poskuša odbiti 
ţogo nasprotniku, ki lopar premika vertikalno na desni strani ekrana. Igralec lahko tekmuje 
proti računalniško vodenemu nasprotniku ali drugemu človeku. Igra se konča, ko eden od 
igralcev prvi doseţe enajst točk in s tem premaga nasprotnika. Igralec dobi točko, ko 
nasprotniku ne uspe odbiti ţoge [3]. 
 




Slika 2.1: Prikaz grafičnega vmesnika arkadne video igre Pong [4]. 
 
 
2.2. Obdelava digitalnih slik 
V delu Rafaela C. Gonzalesa et. al [5] so zapisali, da  digitalno sliko lahko popišemo kot 
funkcijo dveh spremenljivk f (x, y), kjer sta x in y prostorski koordinati in amplituda 
funkcije f pri poljubnih koordinatah (x, y) je intenziteta oz. stopnja sivine slike v tej točki. 
Če so x, y in amplituda funkcije f končne in diskretne vrednosti, potem lahko sliko 
imenujemo digitalna slika. Digitalna slika, prikazana na sliki 2.2, je torej sestavljena iz 
končnega števila elementov. Vsak izmed teh elementov ima določeno lokacijo in vrednost. 




Slika 2.2: Prikaz popisa digitalne slike [6].  
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2.2.1. Barvni model RGB 
Razumevanje osnov barvnega modela je pomembno v nadaljevanju diplomskega dela, saj 
nam ta barvni model omogoča prepoznavanje premikajočega objekta s kamero, glede na na 
njegovo barvo. 
 
Barvni model RGB temelji na treh osnovnih barvah: rdeči, zeleni in modri. Postavljen je v 
kartezičnem koordinatnem sistemu. Prostor v katerem so zajete moţne barve je kocka, 
prikazana na sliki 2.3. Vrednosti R, G, B so v treh ogliščih kocke. Črna je v koordinatnem 
izhodišču, bela pa je pa v oglišču, ki se nahaja diagonalno od izhodišča. Točke, ki se 
nahajajo po tej diagonali so sestavljene samo iz različnih odtenkov sive. Različne barve v 
tem modelu so točke znotraj kocke in so definirane kot vektorji, ki izhajajo iz 
koordinatnega izhodišča. Slike prikazane z modelom RGB so sestavljene iz treh 




Slika 2.3: Shematični prikaz barvnega modela RGB v kocki [5]. 
 
 
2.3. Strojni vid v industriji 
Avtomatizacija se je v industriji razširila med leti 1940 in 1950 [7]. Zapletene operacije so 
bile razčlenjene v zaporedja enostavnih korakov, ki jih lahko ponovi stroj. V proizvodnji 
pa je potrebno poleg izdelave zagotoviti tudi kontrolo kakovosti procesov, v katerih se 
operacije izvajajo. Te naloge je po navadi opravljal človek. V zadnjem času pa je čedalje 
pogostejša uporaba strojnega vida. Ta za razliko od delavca nima vpliva človeškega 
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Strojni vid ima v industriji vloge avtomatske vizualne inšpekcije (AVI), kontrole procesov, 
identifikacije sestavnih delov in pomembno vlogo v vodenju in krmiljenju robotov [1]. 
 
 
2.3.1. Zasnova strojnega vida 
Leta 2007 sta Golnabi in Asadpour [1] zapisala, da strojni vid lahko opravlja naloge, kot so 
zajem slike, obdelava slike, razčlenitev slike, prepoznavanje vzorcev. Vloga slikovnega 
zajema v celotnem sistemu strojnega vida je, da pretvori podatke o optični sliki v matriko 
numeričnih podatkov, s katero lahko upravlja računalnik. Slika 2.4 prikazuje blokovni 
diagram celotnega sistema strojnega vida. Prikazuje posamezne podsisteme, povezave med 
njimi in obliko informacije, ki se prenaša med posameznimi podsistemi. Svetloba iz 
svetlobnega vira osvetljuje okolje (npr. industrijsko), s senzorji pa se ustvari optična slika. 
Kamera običajno uporablja zaznavalo CCD (Charge-Coupled Device). Predobdelava, 
razčlenitev in prepoznavanje značilk se lahko izvedejo z uporabo digitalne slike. Sedaj se 
lahko izvedeta klasifikacija in interpretacija slike. Z upoštevanjem opisov okolja se lahko 




Slika 2.4: Prikaz celotnega sistema in zasnove strojnega vida [1]. 
 
Zajem slike je proces s katerim ustvarimo optično sliko s pomočjo senzorjev, ki se nato 
pretvori v digitalno obliko. Ko se optična slika pretvori v digitalno obliko, je potrebno 
zapis z vrednostmi slikovnih točk (pikslov), s  predobdelavo pretvoriti  v primernejšo 
obliko za operacije, ki sledijo. 
 
Razčlenitev je proces s katerim se slika razčleni v smiselne dele, ki se ujemajo s 
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Prepoznavanje značilk je proces, iščemo in prepoznavamo karakteristike ali značilke 
objektov najdenih znotraj okolja. Tako se neznani objekt identificira kot del določene 




Definicija industrijskega robota po standardu oSIST prEN ISO 8373:2011: 
 
Robot je programabilni povratnozančni voden mehanizem in ima tri ali več prostostne 
stopnje. Lahko je fiksen ali mobilen. Uporablja se ga v procesih industrijske avtomatizacije 
[8]. 
 
Blokovna shema robotskih podsistemov, v kateri je razvidna povratna zveza, ki loči robota 
od klasičnega manipulatorja je prikazana v sliki 2.5. Robot ob vsakem svojem gibu ve 




















Slika 2.5: Blokovna shema povezave robotskih podsistemov [9]. 
 
Robotske roke v industriji so sestavljene iz členkov, povezav in končnih prijemal. Zgradba 
robota, njegova gibljivost in delovni prostor so v prvi vrsti odvisni od števila členkov 
(prostostnih stopenj) in vrste členkov (rotacijski ali linearni). 
 
Členek je stik dveh togih teles oz. povezav. Lahko je rotacijski ali linearni, vsak členek  
pomeni eno prostostno stopnjo robota. Industrijski robot ima zato vsaj 3 členke nameščene 
v poljubni kombinaciji rotacij in translacij. Slika 2.6 prikazuje kako lahko z različnimi 
kombinacijami rotacijskih in translacijskih členkov popišemo različne delovne prostore 
robota. Rotacijski členek ima oznako Rc in translacijski členek Tc. 
 




Slika 2.6: Prikaz vseh moţnih kombinacij translacijskih in rotacijskih členkov robotske roke s tremi 
prostostnimi stopnjami in pripadajoči delovni prostori [10]. 
 
 
2.4.1. Robotska roka uArm Metal 
Med glavnimi komponentami sistema sta dve robotski roki uArm Metal, prikazano na Sliki 
2.7. Robotska roka je sestavljena iz aluminijastega ohišja, štirih servomotorjev, 
vakuumskega prijemala in vakuumske črpalke. Na robotu je tudi tiskano vezje z njegovo 
krmilno ploščo, prikazano na sliki 2.8. Na tiskanem vezju je krmilnik, ki temelji na 
odprtokodnemu krmilniku Arduino. Glavni sestavni deli kontrolne plošče so podani v 
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Slika 2.8: Kontrolna plošča robotske roke uArm Metal [11]. 
 





1 Priključek za napajanje Omogoča priklop adapterja z napetostjo 5V. 
2 MINIUSB-A Omogoča priklop za branje in pisanje na mikrokrmilnik. 
3 Brenčač Zvočno opozarja ob priklopu robota in napakah. 
4 ATmega168 Mikrokrmilnik 




V preglednici 2.2 so podane lastnosti robota, ki so nas zanimale pri izdelavi pri izdelavi 
sistema. 




1 Velikost 300 x 270 x 110 mm 
2 Masa 1,9 kg 
3 Material Aluminij 
4 Število prostostnih stopenj 4 
5 Največja dovoljena masa 0,5 kg 
6 Natančnost ± 10 mm 
7 Ţivljenjska doba > 100000 ponovitev 
8 Priključna napetost DC 5 V 
9 Tok v stanju pripravljenosti 200 mA 
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2.4.2. Delovni prostor robotske roke uArm Metal 
Pomembno je poznavanje delovnega prostora robotske roke. Dimenzije in oblika 
preizkuševališča sta bili odvisni predvsem od delovnega prostora uporabljene robotske 




Slika 2.9: Delovni prostor robotske roke uArm Metal [11]. 
 
Robotska roka ima štiri prostostne stopnje. Kombinacija treh rotacij servomotorjev za 
pomike v treh osnovnih oseh X, Y, Z. Četrto prostostno stopnjo zagotovi s še enim 
servomotorjem, ki omogoča zasuk vakuumskega prijemala. Roka ima zato dovolj 




























3. Metodologija raziskave 
Uporabljene metode pri izdelavi celotnega sistema so bile: 
‐ Izdelava preizkuševališča za testiranje odzivov sistema. 
‐ Zajemanje slike s kamero, analiza slike za določitev smeri gibanja, transformacija v 
realni koordinatni sistem prvega robota. 
‐ Določitev virtualnih polj v realnem koordinatnem sistemu. 
‐ Izdelava dveh krmilnih algoritmov: 
‐ Algoritem za izračun trajektorije objekta, ki pošlje ukaze prvemu robotu, kako naj se 
odzove. 
‐ Algoritem, ki pošlje ukaze prvemu robotu za odziv glede na trenutno lokacijo 
objekta. 
‐ Izdelava algoritma, ki robotu omogoča avtomatsko pobiranje objekta, ki je padel izven 
predpisanega virtualnega polja. 
‐ Izdelava  algoritma, ki človeku omogoča krmiljenje drugega robota preko fizičnega 
vmesnika in serijske povezave. 
‐ Izdelava algoritma za štetje točk v realnem času. 
‐ Analiza in primerjava obeh krmilnih algoritmov. 
 
Metode, ki vključujejo programiranje, izdelavo algoritmov in zajemanje slike s kamero so 
bile izvedene v programskem okolju MATLAB.  
 
 
3.1. Izdelava preizkuševališča  
Zagotoviti smo morali stabilno preizkuševališče, ki omogoča ponovljive rezultate testov 
izdelanih algoritmov, natančen odziv sistema, hkrati pa omogoča tudi uporabniku prijazen 
končni izdelka. 
Preizkuševališče smo sestavili iz sledečih elementov: 
‐ plošč iveral za bazni del preizkuševališča (1000 mm × 600 mm × 20 mm in 600 mm × 
420 mm × 20mm), 
‐ standardnih aluminijastih kotnikov za ograjo igrišča (35 mm × 35 mm × 2 mm), 
‐ standardnih pravokotnih aluminijastih profilov za nosilec kamere in LED reflektorja (30 




‐ standardnih pravokotnih aluminijastih profilov za izdelavo kladic (loparjev) za 
odbijanje ţogice (20 mm × 20 mm × 80 mm). 
 
Preizkuševališče, z vgrajenima obema robotskima rokama, je prikazano na sliki 3.1. Vidni 
sta tudi obe kladici, postavljeni na vnaprej določenih mestih. Odloţišči za kladici smo 
predvideli na vnaprej določenih mestih, da smo zagotovili uspešno manipuliranje z njima, 





Slika 3.1: Preizkuševališče z vgrajenima robotskima rokama, kladicama in ţogo. 
 
 
3.2. Zajem slike in izdelava algoritma strojnega vida 
Osnova za strojni vid v sistemu sta kamera in objektiv, s specifikacijami prikazanimi v 
preglednici. Preko povezave USB je povezana na osebni računalnik. Preglednica 3.1 
prikazuje specifikacije uporabljene kamere in objektiva. 
 
Preglednica 3.1: Specifikiacije kamere Canyon CNR-WCAM820 [12]. 
Ločljivost 1,3 milijona slikovnih točk 
Tehnologija zaznavala 1/3 " CMOS 
Največja ločljivost zajema slike 1600 × 1200 
Največje število zajetih slik na sekundo 30  





Slika 3.2: Kamera USB, uporabljena pri sistemu strojnega vida. 
 
Pri zajemu slike s kamero je potrebno zagotoviti konstantno osvetlitev preizkuševališča v 
vseh pogojih, prikazano na sliki 2.4. S tem omogočimo ponovljivost in natančno delovanje 




Slika 3.3: LED reflektor, ki smo ga uporabili v sistemu. 
 
 
3.2.1. Nastavitve kamere 
Kamera omogoča zajeme slik z različnimi nastavitvami. Pravilno nastavljena kamera je 
bisteva za kakovostno sliko, s katero zagotovimo natančen algoritem strojnega vida. 
 
 
Ločljivost in hitrost zajema slike 
 
Kamera omogoča zajem videoposnetkov pri različnih ločljivostih (resolucijah) in različnih 
hitrostih zajemanj slike. Hitrost zajemanja slike je izraţena v enotah FPS (Frames Per 
Second), pove nam število zajetih slik v eni sekundi. Ločljivost pa nam pove število 
slikovnih pik (pikslov), iz katerih je sestavljena slika, ki jo zajame kamera. Kamera 
omogoča visoke ločljivosti pri nizkih hitrostih zajema slike, ali nizke ločljivosti pri visokih 
hitrostih zajema slike.  Vse moţne kombinacije ločljivosti in števila zajetih slik na sekundo 





Preglednica 3.2: Prikaz različnih kombinacij ločljivosti in hitrosti zajema slik s kamero. 
Ločljivost, 
slikovnih točk 
Največja moţna hitrost zajema 
slik, FPS 
160 × 120 30 
176 × 144 30 
320 × 240 30 
352 × 288 30 
640 × 480 30 
800 × 600 10 
1280 × 960 7,5 
1280 × 1024 7,5 
1600 × 1200 5 
 
 
Omejitve obstajajo, ker preko serijske povezave USB lahko prenesemo le določeno 
količino informacij v časovni enoti. Večja kot je ločljivost, manj slik lahko prenesemo v 
eni sekundi in obratno.  
 
V naši aplikaciji strojnega vida spremljamo premikajoče objekte. To nam daje zahtevo po 
zajemu čim večjega števila slik v časovni enoti. Iz tega razloga smo se odločili za ločljivost 
640 × 480 slikovnih točk. To nam daje največjo moţno ločljivost pri najvišji hitrosti 
zajema slik, ki jo omogoča kamera. V naši aplikaciji strojnega vida je bilo potrebno slediti 
enostavni geometriji objekta, ki se premika z relativno visoko hitrostjo. Iz tega razloga 





Izhajali smo iz tega, da so slike zajete pri različnih osvetlitvenih pogojih različne. Temu 
pojavu pravimo barvna temperatura. Različni viri svetlobe imajo različne barvne 
temperature. Slika, posneta znotraj, pod umetno svetlobo bo imela drugačne barve, kot 
slika posneta pri dnevni svetlobi zunaj. Sean McHugh v svojem delu [13] razloţi, da je cilj 
prirediti sliko tako, da bo povprečna vrednost vseh slikovnih točk odtenek sive barve. 
 
Nastavitev beline kamere smo nastavili na samodejni način. V tem načinu kamera sama 
izbere referenčno točko nevtralne barve (bela ali siva) na posneti sliki. Sliko samodejno 
korigira glede na to točko [14]. 
 
Zagotovitev konstantne beline slike je pomembna pri zaznavanju objekta glede na njegovo 
barvo. Če se barva objekta na zajeti sliki spreminja, potem ima algoritem teţave pri 
zaznavanju dejanskega poloţaja in geometrije objekta. 
 
Nastavitve kamere spreminjamo s pomočjo aplikacije Image Acquisition znotraj 
programskega okolja MATLAB. Aplikacija nam omogoča spreminjanje nastavitve kamere, 
predogled slike, ki jo dobimo in samodejno generacijo kode, ki je potrebna, da ustvarimo 
program, v katerem bo kamera delovala z ţelenimi nastavitvami.  
 
Nastavitvi, ki smo ju morali nastaviti ročno sta ločljivost in barvni format zajete slike. 




3.2.2. Razčlenitev slike, prepoznavanje značilk in 
interpretacija slike 
Sistem dela algoritma strojnega vida za razčlenitev slike, prepoznavanje značilk in 
interpretacijo slike je prikazan na sliki 3.4, in je sestavljen iz podsistemov: 
‐ zajem slike v barvnem modelu RGB, 
‐ izločanje objekta glede na njegovo barvo, 
‐ pretvorba RGB slike v binarni model, 
‐ zaznavanje objekta v binarni obliki, 
‐ izračun teţišča objekta. 
 
Razčlenitev slike, 
prepoznavanje značilk in 
interpretacija slike
Zajem slike v 
barvnem modelu RGB
Izločanje objekta 
glede na njegovo 
barvo
Pretvorba RGB slike v 
binarni model











Zajem slike v barvnem modelu RGB 
 
Za zaznavanje objekta nismo potrebovali video posnetka v realnem času, vendar smo 
izdelali program, v vsaki iteraciji zanke iz kamere zajame po eno sliko, naredi celotno 
analizo in interpretacijo slike, izvede vse akcije, ki so potrebne za krmiljenje robota in šele 
potem zajame novo sliko. 
 
 
Izločanje objekta iz dobljene slike glede na njegovo barvo 
 
Specifično barvo na sliki smo pridobili s sledečim postopkom. RGB sliko smo z ustreznim 




Od dobljene RGB slike smo odšteli vrednosti sivinskih slikovnih točk. Tako smo pridobili 
sivinsko sliko, kjer se je rdeča barva pretvorila v sivo, vse ostale barve pa so postale črne.  
Pretvorba slike iz modela RGB v sivinsko sliko, kjer vidimo samo rdeče barve v sivih 
odtenkih je prikazana na sliki 3.5. Na RGB sliki so različni naključni objekti, vsak v eni 
izmed osnovnih treh barv barvnega modela,  ki pa jih filtriramo glede na njihovo barvo, 




Slika 3.5: (a) Slika v barvnem modelu RGB. (b) Slika (a) transformirana v sivinsko obliko, z 
zajemom samo rdeče barve. 
 
 
Pretvorba modela RGB slike v binarni model 
 
Programsko okolje MATLAB je primerno za obdelavo binarnih slik zaradi svojega 
poudarka na matričnih preračunih in enostavnosti pri delu z matrikami. Binarna slika je 
logična matrika sestavljena iz kombinacij znakov 0 in 1. Binarno sliko lahko enostavno 
analiziramo. Sivinska slika, pretvorjena v binarno sliko je prikazana na sliki 3.6. Ničle v 









V binarni model lahko pretvorimo vsako sivinsko sliko. Vse sive slikovne točke 
pretvorimo v logično 1 in vse črne slikovne točke pretvorimo v logično 0. V sivinski sliki 
ima povsem črna točka vrednost svetlosti 0 in povsem bela točka vrednost svetlosti 1. Sive 
točke imajo vmesne vrednosti. V logično 1 pretvorimo sive točke, ki predstavljajo naš 
objekt.  
 
Ukaz za pretvorbo iz sivinske slike v binarno sliko v programskem okolju MATLAB 
zahteva vnos praga. Vse točke, ki so svetlejše od postavljene meje se pretvorijo v logično 
1, ostale točke pa v logično 0 [16]. Postavitvi mej rečemo upragovanje. 
 
 
Zaznavanje objekta v binarni obliki 
 
Zajeli smo nekaj RGB slik objekta, ki mu ţelimo slediti s strojnim vidom. Slike smo zajeli 
v različnih ogliščih zornega kota kamere pri osvetlitvenih pogojih, ki smo jih pričakovali 
med uporabo sistema. Slike smo s predhodno opisanim algoritmom pretvorili v binarno 
obliko. Nato smo s programskim orodjem ImageJ izmerili povprečno površino objekta, ki 
ga vidi kamera. Površina je izraţena v številu slikovnih točk.  
 
Z ustreznim ukazom smo izločili vse skupke slikovnih točk (pikslov), ki so večji od 
izmerjene površine objekta in vse skupke slikovnih točk, ki so manjši od izmerjene 
površine. Upoštevali smo tolerančno območje ± 500 slikovnih točk. Ugotovili smo namreč, 
da je površina zaznanega objekta v veliki meri odvisna od osvetlitve. Kljub uporabljenemu 
reflektorju LED, osvetlitev na preizkuševališču ni povsem homogena. Zato se je izkazalo, 
da zaznan objekt po pretvorbi v binarno obliko včasih izpade manjši, kot je v resnici. S tem 
postopkom algoritem vidi samo še objekt, znanih dimenzij znotraj predpisanega 
tolerančnega območja. 
 
V binarni sliki je potrebno poiskati svetle slikovne točke, ki se med seboj dotikajo. Vsako 
slikovno točko na sliki je potrebno preveriti in ugotoviti, če je to svetla slikovna točka, in 
če se dotika druge svetle slikovne točke. Če se dovolj svetlih slikovnih točk med seboj 
dotika, potem smo na sliki našli objekt. 
 
Poznamo dva osnovna principa iskanja povezanih točk ki se še nadalje delita: 
‐ dvodimenzionalne povezave: 
‐ 4 povezanih sosedov, 
‐ 8 povezanih sosedov, 
‐ tridimenzionalne povezave: 
‐ 6 povezanih sosedov, 
‐ 18 povezanih sosedov, 
‐ 26 povezanih sosedov. 
 
Za našo aplikacijo ţelimo iskati dvodimenzionalne povezave, ki se delijo na omenjena dva 









0 0 0 0 0 
 
0 0 0 0 0 
0 0 1 0 0 0 1 1 1 0 
0 1 1 1 0 0 1 1 1 0 
0 0 1 0 0 0 1 1 1 0 
0 0 0 0 0 0 0 0 0 0 
Slika 3.7: (a) Princip s štirimi povezanimi sosedi, (b) princip z osmimi povezanimi sosedi [17]. 
 
Uporabili smo povezavo z osmimi sosedi. Po obdelavi binarne slike smo dobili seznam, ki 
vsebuje informacije o vrsti povezav slikovnih točk s sosednjimi točkami, velikost slike 
(ločljivost) in število povezanih objektov. 
  
 
Izračun težišča objekta 
 
Z zadnjim korakom v tem delu algoritma poiščemo koordinate objekta na sliki. Uporabili 
smo implementirano funkcijo v programskem okolju MATLAB, ki poišče teţišče objekta 
na binarni sliki in izpiše vrednosti koordinat xt in yt v enotah slikovnih točk [17]. Na sliki 
3.8 je prikazan objekt z izračunanim teţiščem in prikazom teţišča na sliki znotraj 
algoritma. Prikazan je tudi lokalni koordinatni sistem slike, v katerem deluje omenjena 










Koordinati teţišča, ki ju dobimo v tem koraku, sta osnova v nadaljevanju algoritma. V 
nadaljevanju preidemo na krmiljenje robota preko opisanega strojnega vida, kjer za 
robotovo osnovno vhodno informacijo vzamemo izračunani koordinati teţišča objekta. Z 




3.2.3. Izračun krmilnih veličin robotske roke in transformacija 
v realni koordinatni sistem 
V sistemu se je pojavilo več različnih koordinatnih sistemov, ki smo jih zdruţili v en 
skupni koordinatni sistem. Prva ovira, ki se je pojavila v tem sklopu, je poenotenje sistema 
enot. Koordinatni sistem slike, ki smo jo zajeli s kamero, prikazana na sliki 3.8, izraţa 
koordinate v enotah slikovnih točk (pikslov). Robotska roko lahko sprejema ukaze za 
premikanje po prostoru v metričnih enotah. Zato smo vse koordinate objekta, izraţene v 
enotah slikovnih točk pretvorili v metrični sistem enot. S tem smo omogočili usklajevanje 
in pretvorbo zajetih slik v koordinatni sistem robotske roke. 
 
S kamero smo zajeli sliko šahovnice, prikazano na sliki 3.9, ki ima polja znanih dimenzij 
(20 mm × 20 mm) in s programskim orodjem ImageJ izmerili znano razdaljo v enotah 
slikovnih točk. Tako smo lahko z enačbo (3.1) izračunali faktor mi, s katerim smo 




Slika 3.9: Prikaz slike šahovnice za umerjanje slikovnih točk. 
 
Znano razdaljo smo izmerili na več različnih lokacijah zornega kota kamere. Rezultat 
meritev je prikazan v preglednici 3.3. Končno vrednost smo dobili z izračunom povprečne 






Merilo za pretvorbo iz enot slikovnih točk v metrične enote smo dobili z izračunom po 
enačbi (3.1). xi predstavlja vrednost zaporedne meritve razdalje v enotah pikslov, L 
predstavlja znano dolţino enega kvadrata na šahovnici. Z izračunom povprečne vrednosti z 
enačbo (3.2) smo dobili končni rezultat, ki nam pove koeficient za pretvorbo koordinat iz 
pikslov v metrične enote.  
   
 
  
         
(3.1) 
 ̅  
 
 
 ∑  
 




Koordinati xt in yt teţišča objekta, izraţeni v enotah slikovnih točk, se prevedeta v metrični 
koordinatni sistem tako, da obe vrednosti koordinat xt in yt pomnoţimo s faktorjem m . 
Preglednica 3.3 : Umerjanje koordinat iz enot slikovnih točk v metrične enote. 
ZAP. ŠT. 






mi, mm  
1 21,250 0,941 
2 21,252 0,941 
3 21,750 0,920 
4 21,502 0,930 
5 21,502 0,930 
6 21,252 0,941 
7 22,006 0,909 
8 20,752 0,964 
9 21,000 0,952 
10 21,752 0,919 
 
m  0,935 
 
 
3.2.4. Izračun premikov robotske roke 
Delovni prostor robotske roke uArm Metal je opisan v poglavju 2.4.2. Za spreminjanje 
poloţaja znotraj delovnega prostora lahko roki pošiljamo ukaze za spreminjanje rotacije 
baze, stegnjenosti robotske roke, višine prijemala in rotacijo prijemala. Krmilimo lahko 







Preglednica 3.4: Moţni poloţaji posameznih komponent robotske roke [11]. 
SIMBOL IME RAZPON 
α rotacija baze robotske roke od -90° do +90° 
d * dolţina stegnjenosti robotske roke od 0 mm do 210 mm 
h * višina prijemala od -180 mm do 150 mm 
αp rotacija prijemala od -90° do +90° 
p prijemalo 1 = prijemanje, 0 = ni spremembe, 2 = izklop 
Opomba: * Robotska roka za krmiljenje dolţin ne sprejema enot v milimetrih, vendar so odstopanja od teh enot zelo majhna (< 5 %).   
Dovolili smo si torej tako poenostavitev. 
Robotska roka se mora med uporabo pomikati po vnaprej določeni osi. Zaradi tega načina 
gibanja morata sodelovati rotacija baze robotske roke in dolţina stegnjenosti robotske roke. 
Ta način premikanja smo enostavno popisali s sistemom podobnih pravokotnih trikotnikov 




Slika 3.10: Shema pomikanja robotske roke in potrebne dimenzije za postavitev roke na ustrezno 
lokacijo. 
 
Izhodišče koordinatnega sistema smo zaradi enostavnosti izračunov postavili na sredino 
zajete slike in dobili novi koordinatni osi xk in yk Razlog za to je, da robotska roka prejema 
ukaze rotacije od -90° do +90°, kot je prikazano v Preglednici 3.4. Če robotska roka ne 
prejme nobenega ukaza je rotacija baze roke 0°. S takim koordinatnim sistemom smo vse 
moţne lokacije prijemala robotske roke ločili v dve skupini. Na levo in desno stran slike, 
oziroma na pozitivne koordinate xm teţišča T in negativne koordinate xm. 
 
Meje sistema na sliki so prikazane s stranicami pravokotnika in so istočasno tudi meje 


























osema x in y. Lokacija robota je na shemi prikazana z oznako R. S prikazanim pravokotnim 
trikotnikom smo popisali sodelovanje rotacije robotske roke in stegnjenosti robotske roke. 
Prijemalo robotske roke se mora pomikati po navidezni ravni črti, ki je označena na sliki 
3.10. 
 
Točka P, s koordinatama xm in yp predstavlja lokacijo prijemala robotske roke. 
 
Potek izračuna potrebnih krmilnih veličin robotske roke je prikazan na sliki 3.11. 
 
Slika 3.11: Potek izračuna potrebnih krmilnih veličin. 
 
Kateta a v pravokotnem trikotniku predstavlja razdaljo med koordinatno osjo yk in lokacijo 
prijemala robotske roke, izračunali smo jo z enačbo (3.3). Od koordinate xt na zajeti sliki je 
potrebno odšteti polovico horizontalne ločljivosti kamere lh. S tem smo premaknili 
koordinatno izhodišče na sredino zajete slike. Upoštevali smo tudi faktor m , s katerim smo 
pretvorili slikovne koordinate na sliki v metrični sistem. 
  |   
   
 
 |   ̅   
(3.3) 
Kateta b, izračunana z enačbo (3.4) v pravokotnem trikotniku predstavlja razdaljo med osjo 
rotacije baze robotske roke in osjo po kateri se pomika prijemalo robota. Konstanta yp 
predstavlja razdaljo med koordinatnim izhodiščem in osjo pomikanja prijemala robotske 
roke. 
           (3.4) 
Dolţina bmin predstavlja najkrajšo moţno razdaljo med osjo rotacije robotske roke in 
prijemalom robotske roke na potrebni višini prijemala, prikazano v shemi delovnega 
prostora robotske roke, na sliki 2.9. Robotska roka na sliki 3.10, se v smeri yk torej ne more 
pomakniti niţje od koordinatnega izhodišča. Razdaljo smo določili eksperimentalno s 
premikanjem robotske roke preko fizičnega vmesnika, popisano v poglavju 3.4. 
 
Hipotenuzo c v pravokotnem trikotniku izračunamo po Pitagorovem izreku z enačbo (3.5). 


































Iz hipotenuze c smo lahko izračunali potrebno dolţino stegnjenosti robotske roke z enačbo 
(3.6). 
          (3.6) 
Izračunana vrednost d predstavlja dolţino stegnjenosti robotske roke, ki jo lahko pošljemo 
krmilniku robota. 
 
Rotacijo baze robotske roke, označeno z α, smo izračunali z enačbo (3.7). Če se mora 
robotska roka premakniti v desno stran algoritem upošteva pozitivni predznak, če pa se 
mora roka obrniti v levo stran algoritem upošteva negativni predznak.  
        (
 
 
)  (3.7) 
Izračunana vrednost predstavlja rotacijo robotske roke, ki jo lahko pošljemo krmilniku 
robota. 
 
Robotska roka z vakuumskim prijemalom drţi kladico, s katero odbija objekt. Kladica 
mora biti soosna z osjo pomikanja prijemala. To smo zagotovili z rotacijo prijemala 
robotske roke, ki mora biti nasprotna vrednosti rotacije baze robotske roke (3.8). 
      
Izračunana vrednost predstavlja rotacijo prijemala robotske roke, ki jo lahko 




Omejitev gibanja robotske roke 
 
Robotski roki smo omejili gibanje znotraj zagrajenega preizkuševališča. S tem smo robotu 
preprečili zaletavanje kladice v ograjo in s tem povezane poškodbe roke ali 
preizkuševališča. Robotsko roko smo preko fizičnega vmesnika (glej poglavje 3.4) 
premaknili v obe skrajni lokaciji na njegovi osi pomikanja (glej sliko 3.10). Ob pomiku na 
skrajno lokacijo smo shranili obe skrajni krmilni veličini robota. S temi vrednostmi smo 
izračunali najdaljšo moţno kateto a, s katero lahko algoritem operira. 
 
Sistem odločanja za omejitev gibanja robotske roke znotraj preizkuševališča je prikazan na 
sliki 3.12. 
 
Postopek smo ponovili še za omejitev gibanja robotske roke po višini, z omejitvijo pomika 
višine prijemala h. Da se prijemalo ne zaleti v dno preizkuševališča, smo predhodni 







Slika 3.12: Sistem odločanja za omejitev gibanje robotske roke glede vrednost a. 
 
 
3.2.5. Določitev virtualnih polj  
Na sliki, ki jo zajame kamera je potrebno določiti virtualna polja, po katerih se objekt 
premika. Algoritem na vsaki zajeti sliki zazna lokacijo objekta znotraj teh virtualnih polj. 
Preizkuševališče smo ločili na različna polja, prikazana na sliki 3.13. Na podlagi lokacije 
objekta znotraj posameznih polj se algoritem izbere primeren odziv robotske roke. 
 
Predpisali smo virtualna polja v katerih: 
‐ ţoga potuje in ji robotska roka s kladico sledi, 
‐ robotska roka sproţi algoritem za odboj objekta, 
‐ se ţoga po neuspešnem odboju ustavi in program podeli točko ustrezni robotski roki, 
‐ program zazna prvo pozicijo za izračun trajektorije, 
‐ program zazna drugo pozicijo za izračun trajektorije. 
 
Virtualna polja smo določili na sliki, ki jo zajame kamera, zato so izraţena v enotah 
slikovnih točk. Njihovo koordinatno izhodišče je enako koordinatnemu izhodišči slike, 
zajete s kamero. 
 
 
Omejitev gibanja robotske 
roke
Krmiljenje robotske 



















Slika 3.13: Virtualna polja celotnega sistema strojnega vida.  
 
Strojni vid ne krmili zgolj robotske roke R1, ampak spremlja celotni sistem. Z vsako zajeto 
sliko opazuje pot objekta, kar omogoča spremljanje rezultata igre. Past za ţogo je široka 40 
slikovnih točk, pasova za zajem koordinat 130 slikovnih točk in polje za odboj ţoge je 
široko 45 slikovnih točk. 
 
 
3.3. Krmiljenje robotske roke uArm Metal preko 
strojnega vida 
Za krmiljenje robotske roke preko strojnega vida smo izdelali dva različna algoritma, ki 
krmilita poloţaj prijemala robotske roke. Prvi algoritem omogoča sledenje objektu glede 
na njegovo trenutno lokacijo. Drugi algoritem pa z dvema zajetima slikama izračuna 
trajektorijo objekta in predvidi lokacijo objekta v kasnejšem trenutku. 
 



















3.3.1. Sledenje objektu glede na njegovo trenutno lokacijo 
Prvi algoritem za krmiljenje robotske roke uArm smo izdelali povsem na osnovi arkadne 
igre Pong (glej poglavje 2.1). Robot sledi objektu (ţogi) s horizontalnimi pomiki glede na 
njeno trenutno lokacijo.  
 
Predvidevali smo, da bo ta algoritem zanesljiv in sposoben natančnega odboja tudi, če se 
objekt ne premika po pričakovani trajektoriji. Pričakovana slaba lastnost algoritma pa je 
bila ta, da se robot ne bo dovolj odziven, če se bo objekt premikal z večjimi hitrostmi. 
 
Celotni sistem za sledenje objektu je prikazan na sliki 3.14. Program za sledenje uporablja 
algoritem opisan v poglavju 3.2.2 in za vsako zajeto sliko izračuna teţišče (lokacijo) ţoge 
v prostoru. Z algoritmom za premikanje robotske roke, opisanim v poglavju 3.2.3 se robot 
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3.3.2. Sledenje objektu glede na izračunano trajektorijo 
objekta 
Drugi algoritem za krmiljenje robotske roke uArm prav tako temelji na arkadni igri Pong, s 




pošlje ukaze krmilniku za pomik robotske roke še preden se objekt pribliţa osi premikanja 
robotovega prijemala.  
 
S tem sistemom smo ţeleli doseči algoritem, ki bo robotu omogočal uspešne odzive tudi na 
hitro premikajoče objekte s pomočjo predvidevanja koordinat objekta v prihodnosti. 
 
Poenostavitve pri določanju trajektorije objekta so: 
‐ ţoga se  vedno kotali naravnost, če med potjo ne pride do odboja od stene, 
‐ če pride do odboja ţoge od stene, se ţoga odbije pod kotom, enakim vstopnemu [6]. 
 
Trajektorija ţoge je premica, torej sta za izračun potrebni samo dve točki, njun zajem je 
prikazan na sliki 3.15. 
 
 




Ali je teţišče v 
prvem območju?


















Slika 3.15: Shema določitve točk za izračun trajektorije ţoge. 
 
Algoritem preverja, če se ţoga nahaja znotraj območja za določitev prve točke enačbe 
premice. Ko najde in shrani prvo točko, začne slediti ţogi, dokler se ta ne nahaja v 
območju za določitev druge točke enačbe premice. Ko je znana druga točka, algoritem 
predvidi trajektorijo ţoge. Koordinate za izračun trajektorije dobi algoritem iz dveh pasov, 
prikazanih na sliki 3.13. 
 
Tri različne trajektorije ţoge so prikazane na sliki 3.16. Ţoga lahko potuje proti robotu brez 






Slika 3.16: Prikaz osnovnih moţnih trajektorij objekta proti robotski roki R1. 
 
Trajektorija ţoge je vedno premica, ali kombinacija več premic. Prvi korak pri določanju 
enačbe trajektorije je izračun smernega koeficienta premice k, ki ga algoritem izračuna z 
enačbo (3.9). V izračunu predstavljata (x1, y1) in (x2, y2) obe zajeti točki teţišča objekta, 
potrebni za izračun trajektorije 
  
        
       
 
(3.9) 
Sledi izračun začetne vrednosti n z enačbo (3.10). 
          (3.10) 
S poznavanjem vseh komponent enačbe premice lahko algoritem izračuna točko xs, kjer bo 
ţoga presekala os premikanja prijemala robotske roke yp, z enačbo (3.11). 
   








S poznavanjem enačbe trajektorije lahko algoritem preveri, če se bo ţoga na poti odbila od 
stene. Če predvidi odboj od levega ali desnega roba, sledi ustrezno prilagajanje enačbe 
premice trajektorije. 
 
Slika 3.17 prikazuje sistem odločanja algoritma za prepoznavanje vseh treh moţnih oblik 
trajektorij. Predvideno lokacijo objekta v horizontalni smeri predstavlja xs. Levi in desni 




Slika 3.17: Shema predvidevanja odboja ţoge od ograje preizkuševališča.  
 
 
Odboj od levega roba 
 
Če je izračunana koordinata presečišča manjša od xmin, potem algoritem ve, da se bo ţoga 
na svoji poti zaletela v ograjo preizkuševališča na levi strani.  
 
Sledi izračun novega smernega koeficienta enačbe trajektorije ţoge. S poenostavitvijo smo 
predvideli popolni odboj [19], zato je nov smerni koeficient kn izračunan z enačbo (3.12). 
      (3.12) 
Sledi izračun nove točke preseka z enačbo (3.13). 
Brez predvidenega 
odboja
Odboj od desnega 
roba
Odboj od levega 
roba
xs manjši od 
xmin?
Izračun  enačbe 




















    






Odboj od desnega roba 
 
Če je izračunana koordinata presečišča trajektorije ţoge in osi premikanja prijemala večja 
od xmax, potem algoritem zazna, da se bo ţoga na svoji poti zaletela v ograjo 
preizkuševališča na desni strani.  
 
Najprej se določi nov smerni koeficient kn z enačbo (3.12). 
 
Algoritem iz enačbe trajektorije pred odbojem izračuna koordinati odboja ţoge od ograje. 
Koordinata v horizontalni smeri znaša xmax. Koordinata odboja v vertikalni smeri se 
izračuna z enačbo (3.14). 
                 (3.14) 
Začetna vrednost enačbe trajektorije po odboju se izračuna z enačbo (3.15). 
                   
Sledi izračun nove točke preseka z enačbo (3.13). 
(3.15) 
 
Točka preseka xs je koordinata, ki predstavlja lokacijo, na katero se robotska roka 




3.3.3. Izdelava algoritma za odboj 
Ko se objekt pribliţa robotski roki, ga mora ta odbiti drugemu robotu. Ta algoritem, za 
razliko od algoritmov za sledenje objekta, od robotske roke zahteva premikanje od točke 
do točke v kombinaciji z nespremenljivimi in spremenljivimi krmilnimi veličinami. V 
prejšnjih primerih pa se je robotska roka premikala po najkrajši poti od ene izračunane 
koordinate do druge. Trenutek preden se poţene algoritem za odboj ţoge, je prikazan na 





Slika 3.18: Trenutek pred začetkom izvedbe algoritma za odboj ţoge.  
 
Ko ţoga preide os za proţenje odboja, se v programu poţene algoritem za odboj ţoge. 
 
Odboj ţoge je sestavljen iz: 
‐ postavitve prijemala na ustrezno lokacijo v smeri x, 
‐ premika prijemala v smeri y in 
‐ premika prijemala nazaj v prvotno stanje. 
 
Premik kladice samo v osi y, spet zahteva sodelovanje rotacije baze robotske roke in 
stegnjenosti robotske roke. Sistem premika smo spet popisali s sistemom podobnih 



















2 Os za proženje odboja
3 Kladica za odboj žoge
T Težišče žoge





Slika 3.19: Shematični prikaz premika robotske roke med odbojem. 
 
Na sliki oznaka R prikazuje robotsko roko, P lokacijo prijemala robotske roke pred 
odbojem in Po lokacijo prijemala med izvajanjem odboja. 
 
Večji trikotnik na sliki je osnova za popis krmilni veličin robotske roke med odbojem. 
Postopek izračuna krmilnih veličin med odbojem ostaja enak izračunu med običajnim 
delovanjem robota, popisan v poglavju 3.2.4.  Sprememba v izračunu se pojavi samo pri 
kateti daljši kateti bo, ki ji je potrebno prišteti še vrednost b1. S tem smo zagotovili, da 
kladica med odbojem spreminja samo svoj poloţaj v osi y. Izračuna za dolţino hipotenuze 
co in rotacije baze αo se izvedeta z enačbama (3.5) in (3.7). Dolţina katete a se ne spremeni 
in ponovni izračun ni potreben. 
 
Za branje ali pisanje kombinacije konstantnih vrednosti in spremenljivih koordinat v 
spomin na katere se mora postaviti kladica med izvedbo odboja smo v programu uporabili 
zapis z dvodimenzionalno tabelo. Zasnova takega shranjevanja podatkov je prikazana v 
Preglednici 3.5 in omogoča urejeno shrambo koordinat in pomik robotske roke v te 



































Preglednica 3.5: Zasnova branja in pisanja koordinat v spomin računalnika. 








1 × × × × 
2 × × × × 
3 × × × × 
 
 




Slika 3.20: Potek pisanja krmilnih veličin v tabelo. 
 
Postopek pisanja 


































































Z zapisom krmilnih veličin v tabelo smo omogočili vnaprej določeno gibanje robotske roke 
od točke do točke. S tem način zapisa smo omogočili tudi spreminjanje hitrosti pomika 
robota. Zapis nam namreč omogoča krmiljenje robota med predhodno in naslednjo 
koordinato. Med obema koordinatama lahko popišemo poljubno število točk. S pomočjo 
teh točk lahko krmilimo hitrost pomika robotske roke. Med pomiki robotske roke po 
točkah izvajamo premore v algoritmu. Daljši kot je skupni premor, počasneje se robotska 
roka premika 
 
Ko algoritem zapiše vse krmilne veličine v tabelo, jo začne brati in pošlje vsako vrstico 
krmilniku robotske roke.  
Algoritem za odboj smo uporabili v obeh načinih krmiljenja robotske roke (preko strojnega 
vida in preko fizičnega vmesnika).  
 
Izdelali smo tudi pomoţni algoritem za odboj, ki človeku omogoča odboj ţoge v levo ali 
desno stran. To funkcionalnost smo zagotovili z zasukom prijemala v ustrezno smer, med 
izvajanjem odboja. človek se sam odloči kateri način odboja bo uporabil, s pritiskom na 
ustrezni gumb na fizičnem vmesniku. 
 
 
3.3.4. Izdelava algoritma za pobiranje objekta in štetje točk 
Ko ţoga pade v kanal, se v njem ustavi in robotska roka jo lahko pobere ter postavi nazaj 
na igralno površino. Ta del programa je kombinacija predhodno popisanih algoritmov. 
Vključuje krmiljenje robotske roke z vnaprej določenimi pomiki, zajema in interpretacije 
RGB slike in premikanja robotske roke glede na izračunane krmilne veličine s pomočjo 
zajete slike. Delovanje algoritma je prikazano na sliki 3.21. Modra barva predstavlja pomik 
robotske roke brez zahteve po strojnem vidu, rdeča pa premik robotske roke s  strojnim 
vidom. Zelena barva prikazuje del programa, ki je posredno namenjen krmiljenju robotske 
roke. 
 
3.21: Prikaz poteka algoritma za pobiranje ţoge.  
Prekinitev igre







Pobiranje ţoge in 
odlaganje ţoge na 
igralno površino
Pobiranje kladice s 
predpisane lokacije
Nadaljevanje igre
in dodajanje točke 
ustreznemu robotu
Algoritem za pobiranje 




3.4. Krmiljenje robotske roke uArm Metal preko 
fizičnega vmesnika  
Drugo robotsko roko krmilimo preko fizičnega vmesnika in serijske povezave. Uporabili 
smo igralno palico Force
TM 




Slika 3.22: Igralna palica Force
TM
 3D Pro. Levo: pogled od strani, desno: pogled od zgoraj [20]. 
Fizični vmesnik ima 16 različnih gumbov in 4 osi premikanja. Popis uporabljenih osi in 
gumbov, ter odziv programa se nahaja v preglednici 3.6.  
 
Preglednica 3.6: Popis osi fizičnega vmesnika Force
TM
 3D Pro. 
OZNAKA  ODZIV PROGRAMA 
P1 Pomik robotske roke levo oz. desno 
P2 Pomik robotske roke naprej oz. nazaj 
V Pomik robotske roke gor oz. dol 
1 Zagon algoritma za odboj naravnost 
2 Vklop oz. izklop prijemala 
3 Zagon algoritma za levi odboj 
4 Zagon algoritma za desni odboj 
5 Način za odziv robotske roke glede na trajektorijo ţoge 
6 Način za odziv robotske roke glede na trenutno lokacijo ţoge 
7 Končaj program 
8 Preklop v način za igranje igre Pong 
9 Preklop v način za ločen pomik osi prve robotske roke  
10 Preklop v način za ločen pomik osi druge robotske roke  
11 Zagon algoritma za pobiranje ţoge oz. algoritma za začetek igre 
 
 
Premik osi na fizičnem vmesniku generira vrednosti v obsegu od -1 do 1. Če se os ne 
premika, je generirana vrednost enaka 0. 
 
Vedno je pri fizičnem vmesniku prisotna določena stopnja šuma, ki je najbolj opazna, ko 






















tresljaji. Ta moteči element smo odstranili tako, da smo v algoritem dodali del kode, ki 
ignorira majhne premike osi fizičnega vmesnika v bliţini ničelne lege. 
 
Namen fizičnega vmesnika ni zgolj krmiljenje ene izmed robotskih rok, ampak tudi 
sekundarno krmiljenje robotske roke, ki je sicer krmiljena preko strojnega vida. Potrebno 
je bilo omogočiti človeku krmiljenje obeh robotskih rok, ko je to potrebno. Človek lahko 
katerokoli robotsko roko krmili s fizičnim vmesnikom. To pride v poštev ob začetku nove 
igre, ali pa pri morebitnem dogodku, če robotska roka ne uspe pobrati ţoge, ki je padla v 
kanal. Človek lahko novo igro poţene s pritiskom gumba na fizičnem vmesniku. Sistem se 
odzove tako, da obe robotski roki samodejno pobereta ţogo, ki čaka v enem izmed kanalov 
in kladici, postavljeni na vnaprej določenih mestih.  
 
Za fizični vmesnik smo izdelali dva glavna načina krmiljenja robotske roke: 
‐ pomik robotske roke po predpisani osi med simuliranjem igre Pong in 
‐ ločen pomik vsake krmilne komponente robotske roke.  
 




3.4.1. Pomik robotske roke med igranjem igre 
S fizičnim vmesnikom se krmili druga robotska roka (tista, ki ni krmiljena preko strojnega 
vida).  
 
S premikom igralne palice fizičnega vmesnika v levo oziroma desno stran, se robotska 
roka odzove s premikom kladice po predpisani osi v levo oziroma desno stran. Popis 
izračuna krmilnih veličin se nahaja v poglavju 3.2.4, s to razliko, da v tem primeru ni 
potrebna pretvorba iz enot slikovnih točk v metrični sistem enot. Na kateto a v 
pravokotnem trikotniku na sliki 3.10 se tokrat vpliva s premikom osi fizičnega vmesnika. 
Popisali smo jo z enačbo (3.16), vse ostale potrebne komponente pa se izračunajo z 
enačbami od (3.4) do (3.8). 
           (3.16) 
V izračunu spremenljivka o1 predstavlja generirano vrednost ob premiku fizičnega 
vmesnika in je realno število med -1 in 1. Negativne vrednosti se generirajo pri premiku 
vmesnika v levo, pozitivne pa pri premiku vmesnika v desno stran. Koeficient K  
predstavlja faktor ojačanja, ki je potreben, da se robotska roka premika z ustrezno hitrostjo. 
 
Algoritem za odboj, ki je popisan v poglavju 3.3.3, tokrat sproţi človek s pritiskom gumba 
na fizičnem vmesniku. Algoritem deluje povsem enako, kot pri robotu krmiljenem preko 








3.4.2. Ločen pomik vsake krmilne komponente robotske roke 
Ta način premikanja robotske roke s fizičnim vmesnikom omogoča več svobode pri 
gibanju. Omogoča ročno pobiranje objekta, ki pade izven predpisanega območja 
premikanja in ročno pobiranje kladic, s katerimi robota odbijata ţogo. Pri obeh robotih je 
moţno preklopiti med načinom pomikanja robotske roke med igro in načinom z ločenimi 
pomiki osi. Prvi robot je torej lahko krmiljen preko strojnega vida ali preko fizičnega 
vmesnika z ločenim pomikom osi. Drugi robot je vedno krmiljen s fizičnim vmesnikom, z 
moţnim preklopom med obema načinoma.  
 
V tem načinu krmiljenja robotske roke sodelovanje rotacije baze in stegnjenosti robotske 
roke ni potrebno, še vedno pa smo uporabili sodelovanje rotacije baze in rotacije prijemala, 
popisano z enačbo (3.8). S tem sistemom premikanja smo zagotovili, da je kladica ki jo 
robotska roka drţi s prijemalom vedno usmerjena v pravo smer. 
 
Rotacijo baze in stegnjenost robotske roke se krmili s premiki osi na fizičnem vmesniku. 
Način krmiljenja je tak, da se robot premika, dokler človek drţi igralno palico izven 
nevtralne lege. Če os igralne palice premakne veliko, se robotska roka premakne hitreje. 
 
S premikom osi fizičnega vmesnika naprej oziroma nazaj se spreminja stegnjenost 
robotske roke d, izračun je prikazan v enačbi (3.17). 
           (3.17) 
Vrednost o2 predstavlja generirano realno število med -1 in 1. Negativne vrednosti 
predstavljajo pomik nazaj, pozitivne premik naprej. Koeficient K v enačbah (3.17) in 
(3.18) predstavlja faktor ojačanja za doseg ustrezne hitrosti gibanja.   
 
S premikom osi fizičnega vmesnika v levo oziroma desno stran se spreminja rotacija baze 
robotske roke α, izračun je prikazan v enačbi (3.18). 
           (3.18) 
Vrednost o1 predstavlja generirano realno število med -1 in 1. Negativne vrednosti 
predstavljajo zasuk v levo, pozitivne zasuk v desno.  
 
S premikom drsnika na fizičnem vmesniku se spreminja višina prijemala robotske roke. 
Robotska roka se premakne  na višino, ki sovpada z nastavljeno pozicijo drsnika na 
fizičnem vmesniku. 
 
Vrednost o4 je generirano realno število med -1 in 1. Algoritem izračuna krmilno veličino 
višine z enačbo (3.19), če je o4 pozitivno število in (3.20), če je o4 negativno.  
            (3.19) 
Vrednost hmax predstavlja največjo moţno višino, ki smo jo ţeleli doseči z robotsko roko 




Vrednost hmin predstavlja najmanjšo moţno višino, ki smo jo ţeleli doseči z robotsko roko. 
 
S pritiskom gumba na fizičnem vmesniku smo omogočili tudi krmiljenje vakuumske 
črpalke prijemala robotske roke. S pritiskom se vakuumska črpalka vklopi in deluje, dokler 







Končni rezultat diplomskega dela je delujoča robotska igra, ki temelji na videoigri Pong. 
Človek krmili enega izmed robotov preko fizičnega vmesnika, drugi robot pa je krmiljen 
preko strojnega vida in se v osnovi odziva glede na trenutno lokacijo objekta. S pritiskom 
na ustrezni gumb fizičnega vmesnika smo omogočili tudi spreminjanje med načinoma za 
sledenje objektu glede na trajektorijo in sledenje glede na trenutno lokacijo. Poleg tega 
smo izvedli še primerjavo obeh krmilnih algoritmov strojnega vida.  
 
 
4.1. Prikaz poteka celotnega programa med simulacijo 
igre Pong 
Potek izvajanja celotnega programa med igranjem robotske igre Pong je prikazan na sliki 
4.2. Izdelali smo še preprost grafični vmesnik, ki človeku med igranjem na računalniškem 
zaslonu prikazuje potrebne informacije. Na sliki 4.1 so prikazana moţna sporočila, ki jih 








Slika 4.1: (a) Sporočilo ob zagonu programa. (b) Sporočilo, ko ţoga pade v kanal. (c) Sporočilo, če 





prepoznavanje značilk in 
interpretacija slike
Odziv robotske roke 
krmiljene s strojnim vidom - 
pomik
(Aktivacija)
Zaznavanje krmilnih veličin 
igralne palice
Odziv robotske roke 
krmiljene z igralno palico – 
pomik ali odboj
(Aktivacija)
Ali je ţoga v polju za 
odboj?
Odziv robotske roke 





Ali je ţoga v golu?
Odziv ustrezne robotske 
roke pobiranje žoge
(Aktivacija)
Prištevanje točke ustrezni 
robotski roki 
Ali je katera izmed 









Slika 4.2: Potek celotnega programa med simulacijo igre Pong. 
 








4.2. Primerjava krmilnih algoritmov strojnega vida 
Izdelana algoritma za krmiljenje robotske roke glede na trenutno lokacijo in glede na 
trajektorijo ţoge smo primerjali med seboj. Robotski roki, enkrat krmiljeni glede na 
trenutno lokacijo objekta, drugič pa glede na trajektorijo objekta, smo pošiljali ţogo in  
opazovali, če se je roka uspela pravočasno odzvati in odbiti ţogo. 
 
Ţogo smo proti robotski roki pošiljali iz treh različnih lokacij, kot je prikazano na Sliki 4.3. 
Iz vsake začetne lokacije smo ţogo pošiljali kladici, ki jo drţi robotska roka, proti 
različnim končnim lokacijam: 
‐ Ţoga prihaja iz središča in potuje proti: 
‐ središču, 
‐ levi strani pod kotom δ = 70, 
‐ desni strani pod kotom –δ = 70°, 
‐ ograji na levi strani γ = 50°, 
‐ ograji na desni strani –γ = 50°. 
‐ Ţoga prihaja iz leve strani in potuje proti: 
‐ naravnost proti levi strani, 
‐ središču pod kotom β = 20°, 
‐ desni strani pod kotom α = 40°. 
‐ Ţoga prihaja iz desne strani in potuje proti: 
‐ naravnost proti desni strani, 
‐ središču pod kotom α1 = 40°, 
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Ponovljivost rezultatov preizkusov smo zagotovili s tem, da smo ţogo spuščali po drči, 
postavljeni vedno pod enakim kotom glede na tla preizkuševališča. Vsak preizkus smo 
ponovili petnajstkrat. 
 
Rezultati preizkusov so prikazani na slikah 4.4 in 4.5 v odstotkih. Če ţoga potuje po 
sredini proti kladici jo robot z obema algoritmoma v vseh primerih prestreţe. Večino ţog, 
ki na svoji poti smeri smer zaradi odboja od ograje robot prav tako prestreţe. Razlika med 
algoritmoma je vidna v  odstotkih uspešno prestreţenih ţog, ko se ţoga premika po 
diagonali od enega oglišča preizkuševališča do drugega. 
 
Ko se ţoga premika iz enega od oglišč naravnost jo robot prestreţe v vseh primerih, če je 
krmiljen glede na trenutno lokacijo ţoge. Če je krmiljen glede na trajektorijo ţogo je 
uspešnost odbojev nekoliko manjša.  
 
S sledenjem glede na trenutno lokacijo ţoge je algoritem robotska roka najuspešnejši, če se 
ţoga premika pravokotno glede na os premikanja kladice robotske roke. V ostalih primerih 


















Slika 4.5: (a) Prikaz uspešnosti odbojev ţog, ki prihajajo iz leve strani. (b) Uspešnost odbojev ţog, 
ki prihajajo iz desne strani. 
 
 
4.3. Testiranje zanesljivosti algoritma za sledenje žogi 
med igranjem robotske igre Pong 
Med igranjem robotske igre Pong se je izkazalo, da je algoritem, ki izračuna trajektorijo 
ţoge nezanesljiv. Med igranjem igre se ţoga ne giba naravnost, ampak se premika po 
naključnih trajektorijah. Razlog za to je, da se po nekajkratnih odbojih, poleg gibanja 
naprej ţoga začne vrteti okoli svoje osi. Take trajektorije ni bilo mogoče popisati z 
enačbami premic.  
 
Druga teţava pri krmiljenju robotske roke glede na izračunano trajektorijo so večji časovni 
zamiki, kot pri krmiljenju glede na trenutno lokacijo objekta. Ti časovni zamiki v 
preizkusih uspešnosti odbojev niso problematični, v realni igri pa upočasnijo delovanje 
sistema. 
 
Zato smo v testiranju zanesljivosti algoritma med igranjem robotske igre Pong uporabili 
samo algoritem za sledenje objektu glede na njegovo trenutno lokacijo. 
 
Robotsko igro so igrali trije igralci, vsak šestkrat. Zmagal je računalnik ali človek, tisti, ki 













PRVI IGRALEC DRUGI IGRALEC TRETJI IGRALEC 
ČLOVEK RAČUNALNIK ČLOVEK RAČUNALNIK ČLOVEK RAČUNALNIK 
1 0 3 1 3 2 3 
2 1 3 2 3 3 2 
3 1 3 1 3 2 3 
4 2 3 0 3 3 1 
5 3 2 3 2 1 3 
6 3 2 2 3 2 3 
št. 
zmag 
2 4 1 5 2 4 
 
 
Slika 4.6 prikazuje uspešnost algoritma. Od skupno 18 iger, je človek uspel premagati 















V programu smo uporabili algoritem za sledenje objektu glede na njegovo trenutno 
lokacijo. V testih odbojev ţoge je bil algoritem, ki izračuna trajektorijo ţoge uspešnejši, 
vendar se je v realnih pogojih izkazalo, da velika večina odbojev, ki se med igro izvedejo 
ni popolnih. Zato je med izračunavanjem trajektorije med igro prišlo do prevelikih napak. 
Ţoga se ţe po dvakratnem odboju med robotskima rokami začne vrteti okoli svoje osi, kar  
povzroči kompleksno trajektorijo. 
 
Naslednja teţava pri krmiljenju robotske roke glede na izračunano trajektorijo so večji 
časovni zamiki po vsakem premiku robotske roke. To človeku, ki krmili drugo robotsko 
roko preko fizičnega vmesnika oteţuje dovolj hitro pozicioniranje robotske roke. 
 
Programsko okolje MATLAB bere kodo zaporedno od prvega ukaza do zadnjega. Tak 
način izvajanja programa ne omogoča krmiljenja obeh robotskih rok naenkrat, ampak se 
robotski roki premikata izmenično. Med igranjem robotske igre zaradi majhnih posamičnih 
premikov in velike hitrosti izvajanja programske zanke ta lastnost sistema ni bila opazna. 
Robotski roki se med samo igro izmenično premikata, pribliţno 25-krat v vsaki sekundi. 
 
Teţava se je pojavila pri daljših gibih robotske roke. To je bilo najbolj opazno med 
igranjem robotske igre Pong s krmiljenjem robotske roke z izračunano trajektorijo ţoge. V 
splošnem je bila teţava opazna tudi, ko je ena izmed robotskih rok pobirala ţogo iz kanala, 
ali izvajala odboj ţoge. 
 
 
Predlogi za nadaljnje delo 
 
V nadaljevanju obstaja moţnost izboljšanja sistema in izničenje zamikov, ki nastanejo 
zaradi zaporednega izvajanja programske kode. To teţavo bi lahko rešili z razvojem 
novega algoritma, ki bi omogočal  vzporedno obdelavo podatkov. Drugi način za odpravo 
te teţave bi bila izdelava dveh algoritmov. Prvi skrbi za krmiljenje prve robotske roke 
preko strojnega vida in drugi za krmiljenje druge robotske roke preko fizičnega vmesnika. 
 






Trenutni sistem bi lahko bil osnova za izdelavo robotske igre namizni tenis, kjer bi z 





V tem diplomskem delu  smo pokazali, da lahko z razmeroma enostavno opremo 
razvijemo sistem strojnega vida, ki bi ga lahko uporabljali tudi v industriji. Z USB kamero 
lahko ţe pri manjših ločljivostih dokaj natančno zaznavamo premikajoče se objekte. 
Razvili smo več algoritmov (strojni vid, analiza trajektorije, odločitveni algoritem in 
krmiljenje dveh robotov) in jih povezali v celoto. 
 
Končni rezultat diplomskega dela je delujoča robotska igra, ki temelji na arkadni igri Pong 
z dvema uArm robota in strojnim vidom za zaznavanje lokacije ţoge. V diplomski nalogi 
smo izdelali: 
1) Preizkuševališče, ki je tudi fizična podlaga za igranje robotske igre. 
2) Algoritem za zajem slike preko USB kamere. 
3) Algoritem za analizo zajete slike. 
4) Algoritem za sledenje objektu glede na njegovo trenutno lokacijo. 
5) Algoritem za sledenje objektu glede na njegovo predvideno trajektorijo. 
6) Algoritem za krmiljenje robotske roke preko obeh razvitih algoritmov strojnega vida. 
7) Algoritem za krmiljenje robotske roke preko fizičnega vmesnika. 
8) Algoritem za odboj objekta. 
9) Algoritem za pobiranje objekta. 
10) Algoritem za štetje števila točk v realnem času.  
11) Grafični vmesnik za igranje igre Pong. 
12) Primerjavo dveh krmilnih algoritmov robotske roke. 
 
Ugotovili smo, da je algoritem za sledenje objektu glede na njegovo trenutno lokacijo, v tej 
aplikaciji zanesljivejši.  S primerjavo rezultatov krmilnih algoritmov za sledenje objektu 
glede na trenutno lokacijo in trajektorijo smo ugotovili, da je algoritem, ki izračuna 





Sistem na primeru robotske igre predstavlja koncept aktivnega sledenja in manipulacije 
preko strojnega vida, vendar si ga ţelimo preizkusiti še v industrijskem okolju. Trenutni 
odzivni čas je hiter, vendar bi ga bilo potrebno izmeriti in primerjati s potrebnimi 
odzivnimi časi v industriji. Zato se bo razvit sistem v nadaljevanju preizkusil za hitro 
manipulacijo naključno orientiranih izdelkov na tekočem traku. Tako bomo uporabljen 
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