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Diese Bachelorarbeit behandelt die Reihenfolgeplanung in einer Produktion in Zeiten 
der vierten industriellen Revolution. Diese wird in Deutschland allgemein Industrie 4.0 
genannt [1]. Sie „bezeichnet die intelligente Vernetzung von Maschinen und Abläufen in 
der Industrie mit Hilfe von Informations- und Kommunikationstechnologie.“ [2] Die 
Industrie  4.0 ist  jedoch nur  ein Sammelbegriff  für verschiedene Konzepte,  die  dazu 
beitragen  sollen,  die  Produktion  zu  vernetzen  und  intelligenter  zu  gestalten.  Unter 
anderem sind dies das Konzept der „Smart Factories“, also der Einsatz von digitaler 
Technik für eine ganzheitliche Digitalisierung der Fabrik, um die Fabrik zu befähigen, 
sich  selbst  zu  steuern.  Außerdem  das  Konzept  der  Selbstorganisation,  also  der 
Dezentralisierung von Fertigungssystemen, mit dem Ziel klassische Planungsprobleme, 
welche  aktuell  zum  Beispiel  durch  Enterprise-Resource-Planning-Systeme  gelöst 
werden, effizienter zu lösen und dadurch flexiblere Fertigungssysteme zu schaffen [1].
Diese Ideen und Konzepte gibt es jedoch nicht nur in Deutschland. So gibt es in den 
USA das „Industrial Internet Consortium“, welches ein Zusammenschluss verschiedener 
Industrieteilnehmer ist, um Bereiche der Industrie 4.0 zu fördern und zu stärken [3]. In 
Japan und dem asiatischen Raum (ausgenommen China) gibt es zudem die „Industrial 
Value  Chain  Initiative“,  welche  ebenfalls  im Bereich  Industrie  4.0  tätig  ist  und ein 
Forum  zum  Austausch  und  zur  Förderung  ebendieses  Bereiches  darstellt  [3,  4]. 
Ausschließlich in China wiederum gibt es die Initiative „Made in China 2025“, welche 
ein 10-Jahresplan ist, der unter anderem auch Bereiche der Industrie 4.0 fördern soll [3, 
5]. Dies zeigt, dass die größten internationalen Marktteilnehmer das Potential erkannt 
haben, welches in der Industrie 4.0 steckt und versuchen eben dieses Potential möglichst 
schnell auszuschöpfen.
Durch  die  bisherigen  Ausführungen  in  Kombination  mit  Abbildung  1 kann  man 
schlussfolgern,  dass  die  Forschung  im  Bereich  Industrie  4.0  für  Deutschland  als 
Industriestandort  sehr  wichtig  ist,  um  weiterhin  in  den  Top  5  der  größten 
Industrienationen zu bleiben und nicht den Anschluss im weltweiten Wettbewerb zu 
verlieren. Dies ist auch der Grund, wieso die Bundesregierung versucht, Industrie 4.0 zu 
fördern.  Dazu  unterstützt  das  Bundesministerium  für  Wirtschaft  und  Energie  die 
Industrie in Deutschland mit knapp 100 Millionen Euro über zwei Förderprogramme. 
Und auch die Industrie selbst hat das Potential inzwischen erkannt, so sind bis 2020 
Investitionen der deutschen Industrie in Höhe von 40 Milliarden Euro in Industrie 4.0-
Anwendungen geplant.  Zudem schätzt  die  Bundesregierung das  volkswirtschaftliche 
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Abbildung  1: Übersicht  der  ausschließlich  von  der  Industriebranche  erwirtschafteten 
Bruttoinlandsprodukte, der weltweit fünf größten Industrienationen [8, 9].
1.2. Ziele
Innerhalb  der  Bachelorarbeit  soll  eine  Einarbeitung  in  das  Thema  der  sich  selbst 
organisierenden Produktionen stattfinden,  sowie  in  die  daraus  resultierende,  von der 
klassischen zentralen Planung abweichende, Reihenfolgeplanung. Zusätzlich soll eine 
Einarbeitung in das Thema der Ameisenkolonieoptimierung stattfinden.
Abschließend  soll  die  Frage  beantwortet  werden,  ob  sich  die  Prinzipien  der 
Ameisenkolonieoptimierung  innerhalb  einer  sich  selbst  organisierenden  Produktion 
effizient einsetzen lassen.
Dazu soll die Reihenfolge der zu bearbeitenden Produkte innerhalb einer sich selbst 
organisierenden  Produktion  dezentral  organisiert  werden  und  mit  einer  zufälligen 
Reihenfolge verglichen werden. Aus diesem Vergleich wird eine Empfehlung abgeleitet.
Es wird explizit nicht untersucht, ob die Ameisenkolonieoptimierung besser geeignet 
ist, eine effiziente Reihenfolge zu erzeugen, als die zentrale Planung eines existierenden 
Planungssystems. 
1.3. Vorgehensweise
Diese  Bachelorarbeit  soll  innerhalb  einer  gegebenen  sich  selbst  organisierenden 
Produktion die  Prinzipien einer  Ameisenkolonieoptimierung implementieren,  um das 
Problem der Reihenfolgeplanung dezentral zu lösen. 
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Dazu werden im ersten Schritt folgende Fragen geklärt:
(a) Was ist eine sich selbst organisierende Produktion?
(b) Wie  fortgeschritten  ist  die  Industrie  bei  dem  Thema  der  sich  selbst 
organisierenden Produktion?
(c) Was ist Reihenfolgeplanung?
(d) Wie wird die Reihenfolge in aktuellen Planungssystemen geplant?
(e) Was ist die Ameisenkolonieoptimierung?
(f) Wie wird Ameisenkolonieoptimierung aktuell verwendet?
Daraufhin wird im Rahmen dieser Bachelorarbeit ein Konzept entwickelt, innerhalb der 
gegebenen sich selbst organisierenden Produktion die Reihenfolgeplanung mit Hilfe der 
Prinzipien der Ameisenkolonieoptimierung zu lösen. 
Anschließend wird das vorher entwickelte Konzept im Softwaresystem der sich selbst 
organisierenden Produktion implementiert und getestet.
Folgend  wird  die  Implementierung  empirisch  untersucht.  Dies  erfolgt  durch 
Zuhilfenahme eines Beispieldatensatzes, mit dem die Implementierung einer zufälligen 
Planung gegenübergestellt und verglichen wird.
Abschließend  wird  eine  Empfehlung  ausgesprochen,  ob  sich  eine 
Ameisenkolonieoptimierung in dem konkreten Fall einer Reihenfolgeplanung einer sich 
selbst organisierenden Produktion lohnt.
3
2. Sich selbst organisierende Produktionen
2.1. Begriffserklärung
Für den Begriff der sich selbst organisierenden Produktion muss erst einmal der Begriff 
der Selbstorganisation erläutert werden.
Intuitiv beschreibt Selbstorganisation die Tatsache, dass die Struktur oder Organisation 
ohne direkte Kontrolle oder Einschränkungen von außerhalb des Systems entsteht. In 
anderen Worten: Die Organisation ist intrinsisch, also durch das System selbst initiiert, 
und resultiert  aus inneren Einschränkungen oder Mechanismen,  welche durch lokale 
Interaktion zwischen den Systemkomponenten entstehen [10].
Ein sich selbst organisierendes System kann ebenfalls über seine Eigenschaften definiert 
werden: [11]
(a) Offenheit
Das System tauscht Materie, Energie und Informationen mit seiner Umgebung 
aus.  Nur unter  dieser  Annahme können Systeme die  Fähigkeit  besitzen,  eine 
Struktur zu bilden und entsprechend eine Organisation zu entwickeln.
(b) Nichtlinearität
Die Ausgabe des Systems ist nicht proportional zu der Eingabe des Systems. 
Dies bedeutet, dass man aus mehreren Eingabe-Ausgabe-Paaren keine weiteren 
Paare  extrapolieren  kann  und  selbst  kleine  Änderungen  an  der  Eingabe  des 
Systems zu starken Änderungen der Ausgabe führen können.
(c) Pfadabhängigkeit
Die Reaktion des Systems ist nicht nur von dem aktuellen Zustand des Systems, 
sondern  ebenfalls  von  der  Historie  der  Systemzustände  abhängig.  In  diesem 
Zusammenhang besagt das Konzept der operationalen Geschlossenheit, dass das 
System stärker durch den Verlauf des inneren Zustandes des Systems beeinflusst 
wird, als durch die Umwelt des Systems.
(d) Emergenz
Die  Menge  der  Eigenschaften  des  Systems  ist  größer  als  die  Summe  der 
Eigenschaften  aller  Elemente  des  Systems.  Dies  bedeutet,  dass  einige 
Eigenschaften  des  Systems nur  durch  die  Kombination  und Wechselwirkung 
seiner Elemente entstehen.
(e) Autopoiese
Das  System  besitzt  die  Fähigkeit,  seine  Bestandteile  aus  sich  selbst  zu 
erschaffen.
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Selbstorganisation ist  jedoch kein Begriff,  welcher aus der Informatik stammt. Erste 
Ideen  sind  schon von Lucretius  aus  dem 1.  Jahrhundert  vor  Christus  dokumentiert, 
welcher  vermutete,  dass  es  keine  höhere  Intelligenz  benötige,  um die  Natur  so  zu 
erschaffen und strukturieren, wie sie existiert [13]. In neuerer Zeit wurde der Begriff der 
Selbstorganisation erstmals 1954 im Zusammenhang mit Computersystemen verwendet 
und entsprechende Systeme simuliert. [14].
Weiterhin  ist  der  Begriff  der  Produktion  definiert  als  „Prozess  der  zielgerichteten 
Kombination von Produktionsfaktoren (Input)  und deren Transformation in Produkte 
(Erzeugnisse, Output).“ [12]
Dementsprechend ist eine sich selbst organisierende Produktion ein Produktionssystem, 
welches einer Selbstorganisation unterliegt.
2.2. Stand der Technik
Allgemein  gibt  es  im  Bereich  der  Selbstorganisation  schon  vorhandene  Szenarien, 
welche erforscht werden. So wird zum Beispiel vom US-Verteidigungsministerium, in 
Zusammenarbeit  mit  dem MIT ein  intelligenter  Dronenschwarm entwickelt  welcher 
selbstorganisiert und autonom arbeiten kann [15].
Im Bereich der Produktion jedoch ist die Selbstorganisation noch ein wenig erforschtes 
Gebiet. Es existiert das Projekt SOPRO vom Fraunhofer Institut für Produktionsanlagen 
und  Konstruktionstechnik  und  einer  Reihe  Projektpartnern.  In  diesem  werden 
sogenannte  Process-eGrains,  welche  Sensoren,  eine  drahtlose 
Kommunikationsschnittstelle  und  einen  Prozessor  enthalten,  eingesetzt,  um  sowohl 
Fertigungsressourcen  als  auch  Werkstücke  mit  einer  Intelligenz  auszustatten.  Diese 
sollen entsprechend ihrer Fähigkeiten miteinander kommunizieren und sich dezentral 
organisieren. Dies entspricht einem Multiagentensystem [16].
2.3. Reihenfolgeplanung als ein Problem der Selbstorganisation
2.3.1. Begriffserklärung
Die  Reihenfolgeplanung  oder  auch  Ablaufplanung,  beschreibt  im  Allgemeinen  erst 
einmal  schlicht  die  Zuordnung  von  verschiedenen  Aufträgen  zu  verschiedenen 
Ressourcen,  um eine vorher definierte  Zielstellung möglichst  gut  zu erreichen.  Dies 
kann in den verschiedensten Bereichen stattfinden, zum Beispiel den unternehmerischen 
Bereichen, wie der Produktion, der Beschaffung, aber auch technischen Bereichen, wie 
dem  Zugriff  auf  Datenbanken  oder  dem  Scheduling  von  Prozessen  bei 
(Mehrkern-)Prozessoren.  Im  Falle,  dass  die  Ressourcen  Maschinen  im  Sinne  der 
Produktionswirtschaft  sind,  kann  man  auch  den  Begriff  der 
Maschinenbelegungsplanung verwenden [17].
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Als Ziele werden meist drei Schwerpunkte an die Reihenfolgeplanung gesetzt: [18]
(a) Minimierung der Durchlaufzeit
(b) Maximierung der Kapazitätsauslastung
(c) Minimierung von Terminabweichungen
Dies  sind  nur  allgemeine  Ziele,  die  je  nach  konkreter  Produktion  spezialisiert  und 
detaillierter sein können.
2.3.2. Stand der Technik
Reihenfolgeplanung  im  Allgemeinen,  mit  Ausnahme  einiger  Spezialfälle,  ist  ein 
komplexes  Problem,  welches  keine  exakten  und  effizienten  Lösungsverfahren  hat. 
Deshalb werden in  der  Praxis  häufig  Heuristiken  eingesetzt,  um trotzdem zu einem 
guten Ergebnis zu gelangen [19].
So können verschiedenste Heuristiken und Metaheuristiken genutzt werden, wie zum 
Beispiel die lokale Suche, ein Greedy-Algorithmus, evolutionäre Algorithmen oder auch 
Ameisenalgorithmen [20].
Eine Heuristik, die sich bewährt hat und leicht umzusetzen ist,  sind Prioritätsregeln. 
Dabei  gibt  es  verschiedenste  einfache  Regeln,  nach  denen  Prioritäten  an  Aufträge 
vergeben werden können und diese Prioritäten bestimmen dann die  Reihenfolge der 
Abarbeitung. In der folgenden Tabelle gibt es eine Auswahl an Prioritätsregeln, welche 
verwendet werden können:
Prioritätsregel (Abkürzung) Beschreibung:
Höchste Priorität bekommt der Auftrag...
Kürzeste Operationszeit (KOZ) ...mit der kürzesten Operationszeit.
Längste Operationszeit (LOZ) ...mit der längsten Operationszeit.
Kleinste Gesamtbearbeitungszeit (KGB) ...mit  der  kleinsten  Gesamtbearbeitungszeit 
auf allen Maschinen.
Größte Gesamtbearbeitungszeit (GGB) ...mit  der  größten  Gesamtbearbeitungszeit 
auf allen Maschinen.
Kürzeste Restbearbeitungszeit (KRB) ...mit  der  kleinsten  Bearbeitungszeit  der 
Summe  der  noch  auszuführenden 
Operationen.
Größte Restbearbeitungszeit (GRB) ...mit  der  größten  Bearbeitungszeit  der 
Summe  der  noch  auszuführenden 
Operationen.




Höchste Priorität bekommt der Auftrag...
Schlupfzeit (SZ) ...mit  dem  geringsten  Schlupf,  also  der 
geringsten  Differenz  zwischen  dem 
Liefertermin  abzüglich  der  verbleibenden 
Bearbeitungszeit.
First Come, First Served (FCFS) ...welcher zuerst an der Maschine ankommt 
bzw. angekommen ist.
Last Come, First Served (LCFS) ...welcher zuletzt an der Maschine ankommt 
bzw. angekommen ist.
Zufall (ZUF) ...mit  dem  höchsten  Zufallswert,  zum 
Beispiel im Intervall [0,1].
Tabelle 1: Auswahl von Prioritätsregeln für die Reihenfolgeplanung [18, 21]
2.3.3. Umsetzung in einer Selbstorganisation
Das Problem der Reihenfolgeplanung innerhalb einer Selbstorganisation ist durch die 
Eigenschaften der Selbstorganisation begründet. Bei einem zentralisierten, klassischen 
System existiert ein übergeordnetes System, welches Informationen über die Aufträge, 
Maschinen, Materialien, Termine und ähnliches aggregiert und verarbeitet. Dies können 
zum Beispiel Produktionsplanungs- und Steuerungssysteme (PPS-Systeme), Enterprise-
Resource-Planning-Systeme  (ERP-Systeme)  oder  auch  Advanced  Planning  and 
Scheduling-Systeme (APS-Systeme)  sein  [17].  Diese Systeme fehlen  bei  sich  selbst 
organisierenden Produktionen, da eine Anforderung an selbst organisierende Systeme 
ist, dass es nicht von außerhalb des Systems gesteuert werden soll. Stattdessen soll die 
Intelligenz  eben  solcher  Planungssysteme  auf  die  Bestandteile  der  sich  selbst 
organisierenden Produktion so verteilt werden, dass sie dazu im Stande ist, sich selbst 
zu organisieren, um eine Reihenfolge zu planen beziehungsweise zu bestimmen.
Da sich selbst organisierende Produktionen noch im Forschungsstadium sind, gibt es 
noch  keine  ausreichenden  Erfahrungswerte,  um  zu  benennen,  welche 
Umsetzungsmethoden sich am besten bewährt  haben.  Es gibt  Ansätze und Ideen zu 
Multiagentensystemen, bei denen die einzelnen Bestandteile eines Produktionssystems 
als Agenten eines Softwaresystems abgebildet werden. Diesen wird die Fähigkeit zur 
Kommunikation untereinander gegeben. Agenten haben alle ein beschränktes Wissen 
über  verschiedenste  Dinge,  Produktionsagenten  zum  Beispiel  das  Wissen  über 
Produktionsaufträge.  Durch  die  Kommunikation  verschiedener  Agenten  kann  dieses 
Wissen  nun  verteilt  werden,  wodurch  Entscheidungen  durch  die  Agenten  getroffen 
werden können [22].
Innerhalb dieser Multiagentensysteme können nun die Agenten verschiedene Strategien 
und Methoden umsetzen, um eine Reihenfolge zu organisieren. Es existieren Ansätze, 
die  Prioritätsregeln  umzusetzen,  indem  eine  Kommunikation  zwischen 
Produktionsagenten  und  Maschinenagenten  hergestellt  wird,  um  Prioritäten  der 
Aufträge an den Maschinen zu berechnen [23].
7
Es existieren auch Ideen andere Planungsmethoden anzupassen, um sie in einem selbst 
organisierten  Multiagentensystem  einsetzen  zu  können.  Naheliegend  dafür  sind 
Algorithmen,  die  selbst  schon als  Multiagentensysteme interpretiert  werden könnten 





Die Ameisenkolonieoptimierung ist eine Herangehensweise für Optimierungsprobleme, 
welche vom Verhalten von Ameisen, zum Beispiel auf der Futtersuche, inspiriert ist. 
Dies wurde schon sehr früh beobachtet,  so zum Beispiel durch Richard Feynman in 
seiner Zeit an der Princeton University von 1939 bis 1943 [24]. 1992 wurde dann die 
Doktorarbeit von Marco Dorigo veröffentlicht, in der er einen ersten Algorithmus für 
die Ameisenkolonieoptimierung einführte [25].
Man kann der Ameisenkolonieoptimierung verschiedene Eigenschaften zuschreiben. So 
ist sie unter anderem:
(a) ein naturanaloges Verfahren [26]
(b) ein Verfahren, welches eine Schwarmintelligenz nutzt [27]
(c) eine Metaheuristik [28]
(d) ein Verfahren zur Lösung kombinatorischer Optimierungsprobleme [29]
Die Idee der Ameisenkolonieoptimierung beruht auf der Beobachtung, dass wenn auf 
dem Weg der Ameisen zu ihrer Futterquelle ein Hindernis vorhanden ist und zwei Wege 
um eben dieses herum existieren, die Ameisen anfangs zufällig, also gleichverteilt, die 
verschiedenen  Wege  nutzen.  Dabei  hinterlassen  sie  Pheromonspuren,  die  weitere 
Ameisen dazu bewegen, den entsprechenden Weg zu nutzen. Da pro Zeiteinheit mehr 
Ameisen  den  kurzen  Weg  überqueren,  als  den  längeren  Weg,  steigt  die 
Pheromonkonzentration  hier  schneller  an.  Das führt  letztlich  dazu,  dass  nahezu alle 
Ameisen den kurzen Weg wählen [26].
Am grafischen Beispiel soll dies noch einmal verdeutlicht werden (siehe Abbildung 2).
Die Ameisen können sich jeweils auf zwei Wegen um die Hindernisse herum bewegen. 
Je ein Weg ist kürzer als der andere. Am Anfang (linker Teil) bewegen sich die Ameisen 
noch zufällig über die Wege und hinterlassen ihre Pheromonspuren. Nach einiger Zeit 
(mittlerer Teil) haben es mehr Ameisen in der selben Zeit über die kürzeren Wege um 
die Hindernisse herum geschafft, als auf den jeweils längeren Wegen. Dies führt dazu, 
dass zum Schluss (rechter Teil)  die Pheromonkonzentration auf den beiden kürzeren 
Pfaden im Verhältnis zu den jeweils längeren Pfaden so hoch ist, dass sich praktisch alle 
Ameisen für den kürzeren Pfad entscheiden.
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Am Anfang Nach einiger Zeit Zum Schluss
Abbildung 2: Schematische Darstellung der Idee der Ameisenkolonieoptimierung
„Metaheuristiken sind allgemeine, im Wesentlichen nicht problemspezifische und somit 
generische  Prinzipien  und  Schemata  zur  Entwicklung  und  Steuerung  heuristischer 
Verfahren.  In der Literatur subsumiert  man hierunter u.a.  Verfahren,  die im Rahmen 
eines Suchprozesses auf die sukzessive Ermittlung verbesserter Lösungen abzielen und 
auf  dem  Prinzip  der  lokalen  Suche  aufbauen.  Wichtige  Metaheuristiken  sind 
Evolutionäre Algorithmen, Simulated Annealing, Ameisenalgorithmus, Tabusuche und 
Variable  Neighborhood  Search.“  [30]  Diese  Definition  trifft  auch  auf  die 
Ameisenkolonieoptimierung zu, da sie nur die Idee bzw. den grundsätzlichen Ablauf 
eines  Algorithmus  zur  Lösung kombinatorischer  Optimierungsprobleme liefert.  Dies 
kann jedoch nur bei Problemen angewandt werden, welche als Graph darstellbar sind 
[31].
3.2. Allgemeine Umsetzung
Alle Umsetzungen der Ameisenkolonieoptimierung haben gewisse Gemeinsamkeiten. 
Zuerst muss das gegebene Problem in einen gewichteten Graphen überführt werden, in 
dem sich künstliche Ameisen bewegen können, um Lösungen zu finden. Die Kosten 
jeder  Lösung einer  Ameise  ergibt  sich  aus  der  Menge der  Kosten  aller  Kanten  des 
Weges im Graphen. Die künstlichen Ameisen sollen nun den Weg mit den geringsten 
Kosten finden. Die Attraktivität der Kanten für die Ameisen wird, nach dem natürlichen 
Vorbild, durch eine künstliche Pheromonkonzentration repräsentiert, die für jede Kante 
angelegt  wird.  Die  Ameisen  bewegen  sich  nun  zufällig,  aber  durch  die  künstliche 
Pheromonkonzentration  beeinflusst,  durch  den  Graphen  und  verändern  dabei  die 
Konzentration der künstlichen Pheromone. Dies führt zu einem positiven Feedback für 
gute Pfade. Positives Feedback kann jedoch dazu führen, dass die künstlichen Ameisen 
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ein lokales Optimum finden und dadurch zu diesem Optimum konvergieren, jedoch eine 
global  bessere  Lösung  dadurch  nicht  mehr  finden.  Um diesem  Effekt  entgegen  zu 
wirken,  wird eine Evaporation,  also eine  Verflüchtigung der  Pheromone,  eingeführt. 
Dadurch  werden  die  künstlichen  Ameisen  dazu  animiert,  auch  weniger  attraktive 
Lösungen zu untersuchen, um dadurch möglicherweise ein besseres, globales Optimum 
zu  finden.  In  Abbildung  3  kann  man  einen  Pseudocode  für  die 
Ameisenkolonieoptimierung  sehen.  Hierbei  ist  zu  beachten,  dass  dies  nur  eine  sehr 
allgemeine Beschreibung ist und je nach konkreter Umsetzung angepasst werden muss.
Initialisiere Pheromonverteilung
Platziere Ameisen
for t = 1 to tmax do
for each Ameise
Lasse Ameise Lösung konstruieren
Berechne Kosten der Lösung
if (Lösung besser als bisher beste Lösung)
then update beste Lösung
Aktualisiere Pheromonverteilung
Gib die beste Lösung aus
Abbildung 3: Pseudocode einer Ameisenkolonieoptimierung
3.3. Konkrete Umsetzungen
Da  die  Ameisenkolonieoptimierung  nur  eine  Herangehensweise  darstellt,  gibt  es 
inzwischen viele verschiedene Umsetzungen. Nachfolgend gehe ich auf einige dieser 
Umsetzungen ein.
(a) Ant System [31]
Das Ant System ist der ursprüngliche Ansatz von M. Dorigo, um das sogenannte 
Traveling  Salesman  Problem  zu  lösen.  Hierbei  hinterlässt  jede  Ameise  nach  
jeder Tour eine Pheromonspur, die umgekehrt proportional zur Länge der Kanten 
der  Tour  ist.  Zudem  wird  eine  Tabuliste  von  jeder  Ameise  geführt,  um  die  
Randbedingung des Traveling Salesman Problem zu erfüllen,  dass keine Stadt  
doppelt angesteuert wird. Die Wahrscheinlichkeit, mit der sich eine Ameise für  
das nächste Ziel entscheidet, ist abhängig von zwei Heuristiken. Einer globalen  
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Heuristik, die Konzentration der Pheromone auf den jeweiligen Kanten, und eine 
lokale Heuristik, die statisch der Kehrwert der Distanz zwischen zwei Knoten ist.
(b) Ant-Cycle [31]
Die Ant-Cycle Variante des Ant System hat fast den selben Ablauf, wie das Ant 
System,  jedoch  wird  die  Pheromonkonzentration  immer  nur  zyklisch  
aktualisiert, also nachdem jeweils alle Ameisen einmal eine Lösung konstruiert  
haben.
(c) Elitist Ant System [31, 32]
Bei  dieser  Abwandlung  des  Ant  System  gibt  nach  der  ersten  Iteration  des  
Algorithmus eine weitere, sogenannte „best-so-far ant“, die bei jeder Iteration die 
beste bisher gefundene Lösung beschreitet und diese somit verstärkt. Dies beruht 
auf der Idee, dass mit einer gewissen Wahrscheinlichkeit ein Teil des Pfades der 
bisher  besten Lösung ebenfalls  ein Teil  der  global  besten Lösung ist  und die  
Ameisen verstärkt in diesem Bereich suchen sollen.
(d) Rank-based Ant System [32]
Eine  Erweiterung  des  Elitist  Ant  System,  dass  eine  Rangfolge  der  Ameisen  
definiert,  nachdem  alle  Ameisen  und  die  „best-so-far  ant“  eine  Iteration  
durchlaufen  haben und bevor  die  Pheromonkonzentration verändert  wird.  Die  
Rangfolge wird durch die Länge der Pfade der einzelnen Ameisen festgelegt. In 
jeder Iteration dürfen nur jene Ameisen die Pheromonkonzentration auf ihrem  
Pfad  verändern,  die  einen  beliebigen,  vorher  festgelegten  Schwellenwert  der  
Rangfolge  überschreiten.  Die  Änderung  der  Pheromonkonzentration  hängt  
ebenfalls  vom Rang der  jeweiligen  Ameise  ab,  so  dass  die  Ameise  mit  dem  
höchsten Rang die stärkste Pheromonveränderung vornimmt.
(e) Ant Colony System [33]
Dieser  Algorithmus  passt  das  Ant  System  an  einigen  Punkten  an,  um  die  
Exploration des Graphen zu fördern, um wiederum besser das globale Optimum 
zu  finden.  Als  Auswahlregel  für  den  nächsten  Knoten  der  Tour  nutzen  die  
Ameisen  einen  pseudozufälligen  Zustandsübergang,  welcher  einen  
Explorationsparamter  enthält,  mit  dem  man  justieren  kann,  wie  stark  die  
Exploration sein soll.  Zudem wird hier unterschieden zwischen einer globalen  
und  einer  lokalen  Aktualisierung  der  Pheromonspur.  Bei  der  globalen  
Aktualisierung wird nur die Pheromonspur derjenigen Lösung erhöht, welche die 
bisher  beste  Lösung  aller  Iterationen  hervorgebracht  hat.  Bei  der  lokalen  
Aktualisierung reduziert jede Ameise die Pheromone jeder Kante, die sie nutzt.  
Dies soll dazu beitragen, dass häufig genutzte Kanten unattraktiver werden, was 
wiederum die Exploration steigert.
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(f) AntNet [34]
Der AntNet Algorithmus ist ein Ansatz, um die Ameisenkolonieoptimierung auf  
das dynamische Routing in Netzwerken anzupassen. Dafür ist es nötig, dass jeder 
Netzwerkknoten  eine  sogenannte  Gütetabelle  besitzt,  in  der  die  Güte  jedes  
Nachbarknotens  in  Bezug  zum  Zielknoten  vorgehalten  wird.  Dabei  werden  
zufällig künstliche, sogenannte Vorwärtsameisen im Netzwerk erzeugt, die sich  
von ihrem Quellknoten zum Zielknoten durch das Netzwerk bewegen und dabei 
ihre Wege und Zeiten protokollieren. Falls eine Ameise einen Kreis im Netzwerk 
gelaufen ist, was dann passiert, wenn im Protokoll ein Knoten doppelt auftaucht, 
wird die Information über die Kreisbewegung im Protokoll gelöscht. Sobald die 
Vorwärtsameise  am  Zielknoten  ankommt,  erzeugt  sie  eine  Rückwärtsameise,  
welche  die  gesammelten  Informationen  der  Vorwärtsameise  übernimmt.  Mit  
diesen Informationen läuft die Rückwärtsameise dann die Strecke zurück, über die 
die Vorwärtsameise gekommen ist und aktualisiert auf dem Weg die Gütetabellen 
der jeweiligen Netzwerkknoten. Durch den kontinuierlichen Einsatz und einem  
zufälligen Zielknoten, kann der AntNet Algorithmus so auch Veränderungen im 
Netzwerk erkennen und diese berücksichtigen.
(g) MAX-MIN Ant System [35]
Das  MAX-MIN  Ant  System  ist  eine  Abwandlung  des  Ant  System,  welches  
ebenfalls  eine  leicht  veränderte  Verbesserung  des  Ant  Colony  System  nutzt.  
Zuerst einmal funktioniert das MAX-MIN Ant System gleich zum Ant System.  
Allerdings  wird  die  Pheromonkonzentration  limitiert.  Es  wird  sowohl  ein  
Minimum,  als  auch  ein  Maximum  definiert.  Zusätzlich  wird  die  
Pheromonkonzentration  aller  Kanten  mit  dem  Maximum  initialisiert,  um  die  
Exploration  des  gesamten  Graphen  zu  unterstützen.  Dazu  wird  ebenfalls  
definiert, dass, wie im Ant Colony System, nur der Pfad derjenigen Ameise eine 
höhere Pheromonkonzentration erhält,  welche die  beste  Lösung gefunden hat.  
Allerdings ist hier nicht unbedingt die beste bisher gefundene Lösung überhaupt 
als  Vergleichswert  zu nehmen,  es kann wahlweise auch die beste Lösung der  
jeweiligen  Iteration  genommen  werden.  Es  kann  ebenfalls  eine  Mischform  
verwendet werden, bei der als Vergleichswert die beste Lösung der jeweiligen  
Iteration genommen wird, jedoch  nach einer beliebig regelmäßigen Anzahl an  
Iterationen  als  Vergleichswert  die  insgesamt  beste  bisher  gefundene  Lösung  
genutzt wird.
(h) Anti-Pheromone [36]
Ein weiterer Änderungsansatz sind sogenannte Anti-Pheromone. Bei dieser Idee 
geht es darum, dass nicht nur durch Pheromone ein positives Feedback genutzt  
wird,  sondern ebenfalls  ein negatives  Feedback forciert  wird.  Dies  kann über  
drei verschiedene Wege geschehen, die Montgomery und Randall getestet haben. 
Erstens  die  Idee  der  sogenannten  „Substractive  Anti-pheromone“,  welche  auf  
den  Kanten  der  schlechten  Lösungen  einer  Ameise  vorhandene  Pheromone  
verringern,  um  schlechte  Lösungen  zu  bestrafen.  Zweitens  die  Idee  der  
„Preferential  Anti-pheromone“,  bei  der  eine  zweite  Pheromonart  eingeführt  
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wird, welche Kanten schlechter Lösungen markiert und zusätzlich eine zweite  
Ameisenart,  die  von  der  neu  eingeführten  zweiten  Pheromonart  angezogen  
werden, um die Bereiche mit schlechteren Lösungen trotzdem zu explorieren.  
Und  drittens  existiert  noch  die  Idee  von  „Explorer  Ants“,  welche  nicht  von  
hoher,  sondern  geringer  Pheromonkonzentration  angezogen  werden,  mit  dem  
selben Ziel wie die Idee der „Preferential Anti-pheromone“.
(i) Multi-Colony [37]
Beim  Multi-Colony  Ansatz  werden  mehrere  voneinander  unabhängige  
Ameisenkolonien  berechnet,  die  nicht  unbedingt  den  gleichen  Algorithmen  
folgen  müssen.  Diese  können  heutzutage  zum  Beispiel  leicht  parallelisiert  
werden,  in  dem  sie  auf  verschiedenen  Prozessoren  berechnet  werden.  
Zwischen  diesen  Kolonien  können  dann  regelmäßig  Informationen,  wie  die  
Pheromonkonzentrationen  ausgetauscht  werden,  um   so  möglicherweise  das  
globale Optimum leichter zu finden.
3.4. Vor- und Nachteile
Vorteile Nachteile
Effektive  Suche,  durch  die  Nutzung  von 
Teilergebnissen,  die  großen  Suchraum 
abdecken
Nur  auf  Probleme  beschränkt,  die  durch 
einen Graph darstellbar sind
In  der  Lage  zusätzliche  allgemeine 
Informationen  durch  lokale  Heuristiken 
für Ameisenverhalten zu nutzen
Ergebnisse  der  Effektivität  hauptsächlich 
empirischer Natur
Gewisse  Anpassungsfähigkeit  auch  bei 
dynamischen Problemen vorhanden
Bei  dynamischen  Problemen  kann 
vorhandene  Pheromonkonzentration  zu 
stark sein, um Anpassungen vorzunehmen
Tabelle 2: Vor- und Nachteile der Ameisenkolonieoptimierung [38]
3.5. Anwendungsbeispiele
Die Algorithmen der Ameisenkolonieoptimierung wurden und werden für inzwischen 
über  100  verschiedene  Probleme  angewendet  [39]. Nachfolgend  sind  einige  dieser 
Probleme  und  Anwendungsbeispiele  aufgeführt.  Dies  soll  zeigen,  wie  vielseitig  die 
Ameisenkolonieoptimierung ist, trotz der Tatsache, dass man nur Probleme lösen kann, 
welche in Graphen überführbar sind.
(a) Traveling Salesman Problem (TSP) [32]
(b) Assignment problems (QAP, GAP, FAP, RAP) [40, 41, 42, 43]
(c) Sequential Ordering [44]
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(d) verschiedenste Vehicle Routing Probleme [45, 46, 47, 48]
(e) Graph Coloring [49]
(f) Protein Folding [50]
(g) Set problems (z. B. Set cover problem und Multiple knapsack problem) [51, 52]
(h) Network Routing [35]
(i) Antennendesign (RFID-Antennen) [53]
(j) Data mining [54, 55]
(k) Bildverarbeitung [56, 57]
Die Ameisenkolonieoptimierung kann auch für die Reihenfolgeplanung innerhalb einer 
Werkstattfertigung genutzt  werden (siehe  Abbildung 4).  Dies  wird als  Metaheuristik 
durchgeführt,  bevor  die  Produktion  startet.  Dabei  lässt  man  eine  bestimmte  Menge 
Ameisen durch die Produktion laufen und jeweils an den Verzweigungen müssen die 
Ameisen  sich  aufgrund  der  Pheromonkonzentration  der  Maschinen  entscheiden,  zu 
welcher  Maschine  einer  Gruppe sie  gehen.  Dabei  markieren  sie  die  Maschinen mit 
Pheromonen. Durch die Ergebnisse kann man bessere und schlechtere, beziehungsweise 
schnellere  und  langsamere,  Wege  innerhalb  der  Produktion  bestimmen  und 
dementsprechend die nachfolgende, reale Produktion steuern und die Auslastung der 
Maschinen  ausbalancieren.  Dies  kann  in  vielen  verschiedenen  Variationen  konkret 
durchgeführt werden, wie in Kapitel 3.3. aufgeführt.
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4. Entwicklung einer Ameisenkolonieoptimierung für ein sich 
selbst organisierendes Produktionssystem
4.1. Analyse des gegebenen sich selbst organisierenden 
Produktionssystems
4.1.1. Grobanalyse des Systems
Das  gegebene  sich  selbst  organisierende  Produktionssystem  ist  eine  Software, 
entwickelt von Martin Krockert und Sebastian Seifert im Zuge ihrer Masterarbeit [23]. 
Diese wurde am 24.01.2018  an der Fakultät Informatik/Mathematik der Hochschule für 
Technik  und Wirtschaft  Dresden eingereicht.  Die  Software  ist  verfügbar  auf  Github 
[58].
Das  System  simuliert  zuerst  einmal  eine  Werkstattfertigung.  Diese  besteht,  wie  in 
Abbildung  5  zu  erkennen,  aus  zwei  Schneidemaschinen,  einer  Bohrmaschine  sowie 
zwei Montagemaschinen, welche jeweils zu Maschinengruppen zusammen gefasst sind. 
Sowohl vor den Schneidemaschinen, als auch vor den Montagemaschinen muss eine 
Entscheidung  getroffen  werden,  an  welcher  der  beiden  Maschinen  der  Gruppe  das 
Produkt bearbeitet werden soll.
Abbildung 5: Aufbau der Werkstattfertigung des gegebenen Systems [23]
Die Bearbeitungszeit eines beliebigen Auftrags an einer Maschine ergibt sich aus der 
Standardbearbeitungszeit der Auftragsart.
Darauf  aufbauend  kann  das  gegebene  System  die  Produktionsplanung  auf  zwei 
verschiedene Weisen planen. Einerseits kann das System die Produktion zentral planen. 
Die für diese Bachelorarbeit jedoch wichtigere Weise ist die dezentrale Planung. Diese 
setzt  das Produktionssystem mit  Hilfe  eines Multi-Agenten-Ansatzes um. Der grobe 
Aufbau dieser Agentenstruktur ist sehr anschaulich in Abbildung 6 zu erkennen. Dabei 
sieht man, dass es nur acht verschiedene Agententypen gibt, die begrenzt untereinander 
kommunizieren. Zusätzlich können sie nach den Eigenschaften persistent und transient 
kategorisiert werden. Dabei ist der System-Agent die Schnittstelle zur Außenwelt und 
kann deshalb neben der eingezeichneten Kommunikation zusätzlich mit der Datenbank 
sowie dem (Web-)Frontend kommunizieren.
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Abbildung 6: Agentenstruktur des gegebenen Systems [23] 
Die  Agenten  sind  nach  dem  Aktorenmodell  implementiert,  was  bedeutet,  dass  die 
Agenten eine Reihe von Eigenschaften aufweisen müssen: [59]
(a) Jeder Aktor hat einen Zustand, den nur er selbst verändern kann.
(b) Jeder Aktor hat ein Postfach, in welchem Nachrichten nach dem FIFO-Prinzip 
abgearbeitet werden.
(c) Jeder Aktor kann Nachrichten asynchron an andere Aktoren verschicken.
(d) Jeder Aktor kann neue Aktoren erstellen.
So werden beim Start des System-Agenten von eben diesem alle persistenten Agenten 
erstellt und initialisiert, auf Basis der Daten aus der Datenbank. Die transienten Agenten 
werden  auf  Basis  von  anstehenden  Aufgaben  initialisiert  und  sobald  diese  Aufgabe 
abgeschlossen ist, wird der jeweilige Agent wieder terminiert.
Die  Organisation  der  Produktion  entsteht  daraufhin  allein  durch  die  Informationen, 
welche  dem  System-Agenten  durch  das  Frontend  in  Form  von  Aufträgen  oder 
ähnlichem mitgeteilt werden, sowie der Kommunikation und dem daraus resultierenden 
Informationsaustausch zwischen den Agenten.
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Damit erfüllt  das gegebene Produktionssystem alle Eigenschaften,  welche in Kapitel 
2.1. aufgestellt wurden, und ist somit ein sich selbst organisierendes Produktionssystem. 
Dies  jedoch  mit  der,  für  diese  Arbeit  vernachlässigbaren,  Einschränkung,  dass  die 
Produktion nur simuliert wird.
4.1.2. Feinanalyse der bisherigen Reihenfolgeplanung
Wie in Abbildung 7 zu erkennen ist, besteht die bisherige Reihenfolgeplanung aus sechs 
Schritten:
(a) Der  Produktionsagent  fragt  beim  Verzeichnisagenten  nach,  welcher 
Kommunikationsagent beim benötigten Arbeitsgang für die Kommunikation mit 
den Maschinenagenten zuständig ist.
(b) Der Verzeichnisagent antwortet mit dem passenden Kommunikationsagenten.
(c) Der  Produktionsagent  sendet  dem  erhaltenen  Kommunikationsagenten  eine 
Anfrage  für  die  Produktion  mit  Informationen  zu  dem  Auftrag,  aktuell  die 
Schlupfzeit des Auftrags, um die Priorität festlegen zu können.
(d) Der  Kommunikationsagent  leitet  diese  Anfrage  an  alle  Maschinenagenten 
weiter, die für den Auftrag in Frage kommen.
(e) Alle Maschinenagenten antworten jeweils mit einem Angebot, basierend auf der 
Priorität,  errechnet  aus  der  Schlupfzeit,  wann  der  Auftrag  an  der  Maschine 
abgearbeitet werden kann.
(f) Der Kommunikationsagent wählt  das für den Auftrag beste Angebot  aus und 
sendet  sowohl  dem  Produktionsagenten  als  auch  dem  gewählten 
Maschinenagenten eine Bestätigung für das Angebot.
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Jeder Maschinenagent besitzt eine Warteschlange für die ihm zugeteilten Aufträge. In 
Abbildung 8 kann man sehen,  dass ein neuer  Auftrag nicht unbedingt  am Ende der 
Warteschlange positioniert wird, sondern die Positionierung abhängig von der Priorität 
des Auftrags ist. Bei der Einsortierung eines Auftrags werden alle in der Warteschlange 
nachfolgenden  Aufträge  aussortiert  und  die  dazugehörigen  Kommunikationsagenten 
informiert, dass die jeweiligen Aufträge neu eingeplant werden sollen.
Abbildung 8: Organisation der Warteschlange eines Maschinenagenten des gegebenen Systems [23]
Ein  kompletter  Durchlauf  der  Kommunikation  bei  der  Reihenfolgeplanung  kann  in 
Abbildung 9 in Form eines Sequenzdiagramms betrachtet werden.
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Die Bearbeitungszeit an einer Maschine hängt aus Gründen der Einfachheit bisher nur 
von  einer  vorher  für  Arbeitsgänge  definierten  Bearbeitungszeit  ab  und  kann  bei 
Konfiguration der Simulation durch eine logarithmische Normalverteilung beeinflusst 
werden.
4.2. Entwurf der Reihenfolgeplanung durch Prinzipien der 
Ameisenkolonieoptimierung
In bisherigen Systemen wird die Ameisenkolonieoptimierung nur als Metaheuristik für 
die  Reihenfolgeplanung  genutzt.  Dabei  wird  vor  der  Produktion  die 
Ameisenkolonieoptimierung durchgeführt, um die Reihenfolgeplanung zu optimieren.
Dies soll nun jedoch nicht stattfinden, da sich eine Metaheuristik in dieser Form nicht 
mit dem Konzept der sich selbst organisierenden Produktion vereinbaren lässt. Deshalb 
wird nur das Prinzip der Ameisenkolonieoptimierung übernommen. Dabei wird nicht 
mehr statisch ein Ergebnis errechnet, sondern dynamisch während der Produktion die 
Reihenfolgeplanung optimiert.
Anspruch  des  Entwurfs  soll  es  sein,  möglichst  schon  vorhandene  Strukturen  und 
Agenten  zur  Durchführung  der  Ameisenkolonieoptimierung  zu  nutzen.  So  soll 
gewährleistet sein, dass sich die Reihenfolgeplanung auch weiterhin dem Konzept der 
Selbstorganisation unterwirft und keine übergeordneten Strukturen entstehen, die den 
Ablauf der Produktion beeinflussen.
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Um  signifikante  Unterschiede  der  Bearbeitungszeit  von  Maschinen  innerhalb  einer 
Maschinengruppe  zu  erreichen,  wird  zuerst  ein  Geschwindigkeitsfaktor  für  die 
Maschinen  eingeführt,  welcher  die  Bearbeitungszeit  umgekehrt  proportional  zu  der 
Größe des Faktors beeinflusst.
Nun  werden  die  wichtigen  Bestandteile  der  Ameisenkolonieoptimierung  auf  die 
gegebene sich selbst organisierende Produktion übertragen:
(a) So wie die Ameisen sich in einem Ameisenalgorithmus über Pfade bewegen, um 
diese  zu  bewerten  (vergleiche  Abbildung  4),  bewegen  sich  im  übertragenen 
Sinne auch die Produktionsagenten, stellvertretend für einen Produktionsauftrag, 
durch die Produktion. Deshalb wird die Funktion der künstlichen Ameisen auf 
die Produktionsagenten abgebildet.
(b) Innerhalb  der  Werkstattproduktion  sind  die  Maschinen  jene  Komponenten, 
welche  die  Geschwindigkeit  vorschreiben,  mit  der  ein  Produktionsauftrag 
abgearbeitet  wird  und  sich  damit  durch  die  Produktion  bewegen  kann. 
Dementsprechend können die  durch Ameisen zu bewertenden Pfade von den 
Maschinenagenten, welche im System die Maschinen repräsentieren, dargestellt 
werden.
(c) Die  Entscheidung,  zu welcher  Maschine  sich  ein  Produktionsauftrag  bewegt, 
kann  jedoch  nicht  vom  Produktionsagenten  getroffen  werden.  Der  einzelne 
Produktionsagent kennt die Maschinen nicht und dies soll auch so bleiben. Die 
Kommunikation  läuft  über  die  Kommunikationsagenten,  welche  jeweils  alle 
Maschinen der ihnen zugehörigen Maschinengruppe kennen. So kann auch in 
diesem  Entwurf  der  Kommunikationsagent  die  Abstimmung  zwischen 
Produktionsagent  und  Maschinenagent,  beziehungsweise  Produktionsauftrag 
und  Maschine  organisieren.  Somit  kann  die  Verzweigung  vor  einer 
Maschinengruppe  durch  den  jeweiligen  Kommunikationsagenten  abgebildet 
werden.
In Abbildung 10 sieht man, in Anlehnung an Abbildung 4, wie nun die Agenten der sich 
selbst organisierenden Produktion Rollen innerhalb einer Werkstattfertigung einnehmen.
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Die Kommunikation zwischen den Agenten wird nur gering verändert. Die Struktur der 
Kommunikation bleibt dieselbe. In Abbildung 11 ist ersichtlich, an welchen Stellen der 
Kommunikation etwas verändert wird. Innerhalb des Sequenzdiagramms werden zwei 
Änderungen vorgenommen:
(a) Das  Auftragsangebot  wird  durch  die  Konzentration  der  Pheromone  an  der 
jeweiligen Maschine erweitert,  damit  der Kommunikationsagent  entsprechend 
den zu übernehmenden Prinzipien der Ameisenkolonieoptimierung die Auswahl 
anhand der Pheromone vornehmen kann.
(b) Das „beste Angebot“ erhält eine neue Definition. Bisher war das beste Angebot 
das  mit  dem  frühsten  Starttermin.  Nun  soll  allerdings  das  „beste  Angebot“ 
dadurch definiert werden, dass es eben jenes Angebot ist, welches zufällig auf 
Basis der Pheromonkonzentration aller Maschinen ausgewählt wird.
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Jede Maschine wird mit dem gleichen Pheromonwert initialisiert, um am Anfang der 
Produktion allen Maschinen die gleichen Wahrscheinlichkeiten einzuräumen. Während 
der  Produktion  wird  dies  allerdings  verändert.  Dies  geschieht  durch  eine 
Pheromonupdateregel:
r(M i)t+1 = r (M i )t ∗ x + a
r (M i) =  Pheromonkonzentration der Maschine M mit Index i
t =  beliebiger Zeitpunkt
x =  Evaporationsfaktor
a =  neu hinzuzufügende Pheromone
Formel 1: Allgemeine Pheromonupdateregel
Aufgrund  der  Tatsache,  dass  ein  Produktionsauftrag  nach  der  Einsortierung  in  die 
Warteschlange einer Maschine wieder aussortiert werden kann, um neu eingeplant zu 
werden, darf die Pheromonupdateregel erst ausgeführt werden, wenn der Auftrag an der 
Maschine bearbeitet wird. Weiterhin ist es sinnvoll, die Pheromonupdateregel erst nach 
der  Bearbeitung  auszuführen,  wenn  die  neuen  Pheromone,  die  hinzugefügt  werden, 
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nicht  einen  festen  Wert  zugeordnet  haben,  sondern  von  der  Maschine  und  der 
Bearbeitung abhängig sind.
Die Pheromone werden weiterhin immer nur für diejenige Maschine geändert, welche 
die Bearbeitung eines Auftrags durchgeführt hat. Dies bildet die Tatsache ab, dass eine 
Ameise im Ameisenalgorithmus nur den eigenen Weg beeinflussen kann.
In diesem Fall wird die Variable a gleich dem neu eingeführten Geschwindigkeitsfaktor 
der  jeweiligen  Maschine  gesetzt.  Dies  spiegelt  die  Attraktivität  der  schnelleren 
Maschine im Vergleich zur langsameren Maschine wieder.
Die Variable x wird konstant auf den Wert 0,1 gesetzt. Dies stellt eine Evaporation von 
90%  der  bisherigen  Pheromone  einer  Maschine  dar.  Dieser  Wert  wurde  in  vorher 
durchgeführten  Experimenten  ermittelt.  Dies  führt  dazu,  dass  Änderungen  in  der 
Systemumgebung zu schnellen Reaktionen der Pheromonkonzentrationen führen, da der 
vergangene Zustand des Systems nur einen geringen Einfluss auf die Veränderung der 
Pheromone hat. 







r (M k )
P (M i) =  Wahrscheinlichkeit für Maschine M mit Index i
r (M i) =  Pheromonkonzentration der Maschine M mit Index i
n =  Menge der Maschinen in der Gruppe
Formel 2: Wahrscheinlichkeit der Wahl einer Maschine
In dem Fall des gegebenen Systems gibt es keine Maschinengruppe mit mehr als zwei 
Maschinen, weshalb die Wahl der Maschine relativ leicht getroffen werden kann, sobald 
die Informationen über die Pheromone zur Verfügung stehen. Dies wird in Abbildung 
12 verdeutlicht. Für den Fall, dass nur eine Maschine zur Auswahl steht, hier im Falle 
der  Bohrmaschine,  ist  die  Auswahl  trivial.  Bei  der  Auswahl  ist  als  Hilfsmittel  ein 
Zufallszahlengenerator  mit  X ~ U(0,1) also  einer  stetigen  Gleichverteilung  auf  dem 
Intervall [0,1], notwendig.
24
x ∈X∼U (0 ,1)
 if (
r (M 1)
r (M 1) + r (M 2)
⩾ x)
 then wähle M 1
 else wähle M 2
Abbildung 12: Pseudocode für die Wahl einer Maschine
Durch  diese  Zuordnungsregelung  zu  Maschinen  auf  Basis  der  Prinzipien  der 
Ameisenkolonieoptimierung  entstehen  implizit  Reihenfolgen  der  zu  bearbeitenden 
Aufträge. 
Diese implizite Reihenfolge kann nun durch Prioritätsregeln erweitert  werden. Diese 
Prioritätsregeln würden die Reihenfolge innerhalb einer Warteschlange der Maschinen 
näher festlegen. Die triviale Regel wäre in diesem Fall die „First Come, First Served“ 
Regelung (vergleiche Tabelle 1), da in diesem Fall keine weitere Sortierung innerhalb 
der Warteschlange stattfindet. Es kann jedoch auch eine andere Prioritätsregel, wie die 
Schlupfzeitregel,  angewendet werden, um neben einer gleichmäßigen Auslastung der 
Maschinen weitere Ersatzziele zu optimieren.
4.3. Implementierung der Prinzipien der Ameisenkolonieoptimierung
Die  im  Zuge  dieser  Bachelorarbeit  angepasste  Software  ist  ebenfalls  auf  Github 
verfügbar [60].
Zuerst wurde die grundlegende Funktion implementiert, dass ein Maschinenagent ein 
Attribut erhält, welches den Pheromonwert vorhält, sowie eine Funktion erhält, diesen 
Pheromonwert zu verändern (siehe Abbildung 13). 
Abbildung 13: [Quellcode] Pheromonupdate entsprechend Formel 1
Aufgrund  des  Aktorenmodells  kann  jedoch  nur  der  Maschinenagent  selbst  seine 
Attribute verändern, weshalb diese Funktion, nachdem der Kommunikationsagent eine 
Nachricht  über  die  Beendigung  des  Arbeitsauftrags  erhalten  hat,  von  eben  jenem 
Kommunikationsagenten per Nachricht aufgerufen wird (siehe Abbildung 14).
25
Abbildung 14: [Quellcode] Nachrichtenversand mit Aufforderung zum Pheromonupdate
Weiterhin wurde das Auftragsangebot um den aktuellen Pheromonwert erweitert  und 
der Kommunikationsagent angepasst, so dass dieser die Maschine für einen Auftrag nun 
auf Basis der Pheromonwerte auswählt, entsprechend der Formel 2 (siehe Abbildung 
15).
Abbildung 15: [Quellcode] Auswahl der Maschine entsprechend Formel 2
Aufgrund der Festlegung jedes einzelnen Auftrags auf eine Maschine nur auf Basis der 
Pheromone  musste  die  Begrenzung  der  Warteschlangen  der  Maschinen  aufgehoben 
werden.  Dies  führt  jedoch  nicht  zu  einem  anderen  Ergebnis  im  Bezug  auf  die 
Ersatzziele der Produktion,  sondern kann zu einem erhöhten Nachrichtenaufkommen 
zwischen  den  Agenten  führen,  da  im  Falle  einer  Neusortierung  innerhalb  der 
Warteschlange mehr Aufträge umsortiert werden müssten [23].
In dieser Implementierung wurde als Prioritätsregel innerhalb der Warteschlange einer 
Maschine  die  triviale  Variante  „First  Come,  First  Served“  gewählt.  Da  bei  dieser 
Variante  keine  Umsortierung  innerhalb  der  Warteschlange  stattfindet,  fällt  die 
Neusortierung innerhalb der Warteschlange weg.
Damit sind Prinzipien der Ameisenkolonieoptimierung im System implementiert. Um 
dies jedoch auch effizient und anschaulich auswerten zu können, wurden noch weitere 
Änderungen vorgenommen.
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Dafür  wurden  in  einem  weiteren  Schritt  den  Maschinen  verschiedene 
Geschwindigkeiten gegeben,  sowie die  Möglichkeit  geschaffen,  die  Geschwindigkeit 
einzelner Maschinen während der Produktion zu verändern. Dadurch ist es möglich, die 
Reaktionen  der  Implementierung  auf  Veränderungen  zu  protokollieren.  Die 
Implementierung  der  Geschwindigkeitsänderung  ist  nur  für  die 
Szenarienuntersuchungen,  welche  in  Kapitel  5.2.  durchgeführt  werden,  durchgeführt 
worden.  Dazu  wurde  dies  auf  sehr  einfache  Weise  implementiert,  weshalb  die 
Geschwindigkeitsveränderung  von  dem  Maschinenagenten  selbst  gesteuert  und 
ausgelöst  wird.  Dies  würde  so  nicht  in  einem  produktiv  einzusetzenden  System 
umgesetzt werden, reicht jedoch für die Zwecke dieser Arbeit aus.
Zudem werden nun zusätzlich die Pheromonwerte in der Datenbank gespeichert,  um 
nach einem Produktionsdurchlauf diese auch auswerten zu können. Weiterhin wurde das 
Frontend  für  die  Auswertung  der  Pheromonwerte  erweitert,  so  dass  diese  nun  in 
Abhängigkeit der Zeit abgebildet werden können.
27
5. Empirische Untersuchung der implementierten 
Ameisenkolonieoptimierung
5.1. Beschreibung der gegebenen Produktionsdaten
Innerhalb des Produktionssystems existieren 5 Maschinen. Zwei Schneidemaschinen, 
eine  Bohrmaschine  und zwei  Montagemaschinen,  welche  in  drei  Maschinengruppen 
eingeteilt werden können. Diese sind als Werkstattfertigung angelegt. Innerhalb dieser 
Fertigung  können  2  verschiedene  Endprodukte,  ein  Kipplaster  und  ein  Rennlaster, 
produziert werden. Beide haben je eine dreistufige Stückliste, wobei der Kipplaster aus 
insgesamt  25  Arbeitsgängen  und  der  Rennlaster  aus  15  Arbeitsgängen  besteht.  Das 
Lager  kann  Einkaufsteile  und  Baugruppen  (inklusive  der  beiden  Endprodukte) 
beinhalten. Initialisiert wird es mit 1000 Stück pro Einkaufsteil, damit die Produktion 
schnell beginnen kann, jedoch ohne Baugruppen, so dass diese vollständig produziert 
werden müssen.
Ein  Produktionsdurchlauf  dauert  grundsätzlich  14  Tage,  wobei  24  Stunden  am Tag 
produziert wird. Die Aufträge werden exponentialverteilt mit λ = 0.25 generiert, wobei 
die Losgröße 1 beträgt. Die Lieferzeiten der Aufträge ist gleichverteilt auf dem Intervall 
[19.33, 26.67], beträgt also im Mittel 23 Stunden.
Als  weiterer  Parameter  eines  Produktionsdurchlaufes  kann  die  Bearbeitungszeit 
logarithmisch normalverteilt schwanken, mit je nach Einstellung 0%, 20% oder 40%.
5.2. Szenarienuntersuchung zur Funktionsfähigkeit
5.2.1. Schichtwechselszenario
Die Implementierung der Prinzipien der Ameisenkolonieoptimierung beeinflusst primär 
die Maschinenauslastung. Sie soll dafür sorgen, dass Maschinen bei unterschiedlichen 
Bearbeitungsgeschwindigkeiten gleichmäßig ausgelastet werden.
In  diesem Szenario  werden  während  der  Produktion  Schichtwechsel  simuliert.  Eine 
Maschine erhält diese Schichtwechselsimulation, die zweite Maschine der Gruppe als 
Vergleichsmaschine nicht. Es existieren der Einfachheit halber zwei Schichten, welche 
je 100 Arbeitsgänge lang sind. Am Ende einer Schicht beginnt die jeweils andere. Eine 
Schicht  wird  von  einem  erfahrenen  und  langjährigen  Mitarbeiter  durchgeführt,  die 
andere Schicht von einem Auszubildenden, welcher noch keine Erfahrung besitzt. Der 
erfahrene Mitarbeiter kann Arbeitsgänge im Schnitt doppelt so schnell abarbeiten wie 
sein unerfahrener Kollege.
In Abbildung 16 kann man am Beispiel der beiden Montageplattformen einerseits den 
zeitlichen Verlauf der Pheromone der beiden Plattformen sehen (Abbildung 16 unten) 
und dazu auf der selben zeitlichen Skala den Verlauf der Auslastungen (Abbildung 16 
oben). Dabei kann man gut erkennen, dass sowohl die Anpassung der Pheromone auf 
Geschwindigkeitsänderungen funktioniert, wobei das einpendeln auf einen neuen Wert 
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sehr schnell  abgeschlossen ist,  als auch, dass die Auswahl auf Basis der Pheromone 
funktioniert  und  dazu  führt,  dass  die  Maschinenauslastung  trotz  sich  verändernder 
Bearbeitungsgeschwindigkeiten relativ ausbalanciert bleibt.
Schichtwechselszenario
5.2.2. Abnutzungs- und Wartungsszenario
Die Betrachtung der Ergebnisse dieses Szenarios geschehen äquivalent zum vorherigen 
Schichtwechselszenario.
Innerhalb dieses Szenarios wird simuliert, dass Maschinen im Laufe der Zeit abnutzen, 
zum  Beispiel  durch  Abnutzung  eines  Sägeblattes  oder  von  Schmieröl,  weshalb  die 
Arbeitsgeschwindigkeit abnimmt und die Bearbeitungszeit dementsprechend zunimmt. 
Dies  wird ebenfalls  nur  an  je  einer  Maschine  einer  Maschinengruppe simuliert,  die 
jeweils  andere dient  als  Vergleichsmaschine.  Die Abnutzung geschieht ebenfalls  100 
Arbeitsgänge lang, wobei nach jedem Arbeitsgang die Maschine ein wenig langsamer 
wird.  Nach 100 Arbeitsgängen wird eine kurze Wartung durchgeführt,  zum Beispiel 
durch  das  Einsetzen  eines  neuen  Sägeblattes,  wodurch  die  Arbeitsgeschwindigkeit 
wieder auf das Maximum zurückgesetzt wird.
In  Abbildung  17  kann  man  das  Ergebnis  dieses  Szenarios  am  Beispiel  der  beiden 
Schneidemaschinen  sehen.  Auch  hier  kann  man  die  Funktionsfähigkeit  der 
Implementierung gut erkennen. Die Pheromone der Maschinen passen sich schnell an 
eine Geschwindigkeitsänderung an und falls die Geschwindigkeit stabil ist, bleibt auch 
der Pheromonwert stabil. Zudem kann man im oberen Teil der Abbildung gut erkennen, 
dass  der  Algorithmus  die  Maschinenauslastung  gut  ausbalancieren  kann,  auch  bei 




Im Vergleichsszenario herrscht bei allen Maschinen eine konstante Geschwindigkeit, die 
sich jedoch innerhalb einer Maschinengruppe ebenfalls unterscheidet. Allerdings ist in 
diesem Szenario die Auswahl nicht auf Basis der Pheromone vorgenommen worden, 
sondern  rein  zufällig.  In  Abbildung  18  ist  die  Maschinenauslastung  sowohl  der 
Montageplattformen (rot) als auch der Schneidemaschinen (grün) im Verlauf der Zeit 
abgebildet und man kann erkennen, dass in diesem Szenario die Maschinenauslastung 
innerhalb  der  Maschinengruppen nicht  ausbalanciert  ist,  sondern  die  Auslastung der 
jeweils langsameren Maschine deutlich höher ist als die jeweils schnellere.
5.3. Untersuchung hinsichtlich der Laufzeit und des Speicherbedarfs
5.3.1. Laufzeit
Die Untersuchung der Laufzeit wurde mit der internen CPU-Profilerstellung von Visual 
Studio 2017 auf einem Windows 10 64-Bit System mit 8GB RAM und einem AMD 
Ryzen 5 1400 Prozessor durchgeführt.
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Die  CPU-Profilerstellung  wurde  nur  für  den  eigentlichen  Produktionsdurchlauf 
aktiviert,  die  Initialisierung  der  Datenbank  und  der  Systemumgebung,  sowie  die 
Auswertung nach der Produktion wurden nicht beachtet.
Verglichen  wurde  die  fertige  Implementierung  der  Prinzipien  der 
Ameisenkolonieoptimierung  mit  einem  Produktionsdurchlauf  des  unbearbeiteten 
gegebenen  Systems.  Die  Parameter  der  Produktionsläufe  entsprechen  den 
Standardparametern,  wie  in  Kapitel  5.1.  beschrieben  mit  einer  Abweichung  der 
Bearbeitungszeiten von 0%.
In  Abbildung  18  kann  man  diesen  Vergleich  sehen,  wobei  die  in  dieser  Arbeit 
angefertigte Implementierung als „AntSim“ bezeichnet wird und das gegebene System 
als  „master“.  Dabei  kann man erkennen,  dass bei  der  in  dieser  Arbeit  angefertigten 
Implementierung eine Prozessorzeit von 91.982 benötigt wird. Im Gegensatz dazu hat 
das gegebene System eine Prozessorzeit  von 130.485 benötigt.  Dies entspricht einer 
Reduzierung von zirka 30%. Diese Reduzierung ist jedoch zu einem großen Teil darauf 
zurückzuführen,  dass  in  der  angefertigten  Implementierung  keine  Neusortierung 
innerhalb  der  Warteschlangen  einer  Maschine  stattfinden.  Bei  einer  Neusortierung 
werden alle  neu zu sortierenden Produktionsaufträge schlicht  aus  der  Warteschlange 
entfernt mit einer Aufforderung sich über ihren Kommunikationsagenten neu einreihen 
zu lassen. Dies wiederum führt zu einem hohen Nachrichtenaufkommen und häufigen 
Neuberechnungen von Prioritäten der Produktionsaufträge.
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5.3.2. Speicherbedarf
Die  Systemumgebung  sowie  die  Testparameter  für  die  Untersuchung  des 
Speicherbedarfs entsprechen denen der Untersuchung der Laufzeit.
Die  in  dieser  Arbeit  angefertigte  Implementierung  erzeugt  während  der  Produktion 
einen Heap in der Größe von zirka 133MB bei einer Objektzahl von 1.964.805. Die 
maximale Speicherauslastung des Systems lag bei zirka 980MB. Dem gegenüber stehen 
eine  Heapgröße von zirka  302,5MB bei  einer  Objektanzahl  von 3.926.696 bei  dem 




6. Zusammenfassung und Ausblick
6.1. Zusammenfassung
Ziel dieser Arbeit war es, herauszufinden, ob die Reihenfolgeplanung innerhalb eines 
sich  selbst  organisierenden  Produktionssystems  mit  Hilfe  der  Prinzipien  der 
Ameisenkolonieoptimierung umsetzbar und effizient einsetzbar ist.
Innerhalb  der  Arbeit  wurde  geklärt  wodurch  sich  ein  sich  selbst  organisierendes 
Produktionssystem definiert. Weiterhin wurde geklärt, was Ameisenkolonieoptimierung 
ist  und  wie  die  Idee  und  grundlegende  Prinzipien  auf  ein  solches  sich  selbst 
organisierendes Produktionssystem übertragbar sind.
Zusätzlich wurde im Laufe der Arbeit gezeigt, dass die Übertragung dieser Prinzipien 
auch technisch umsetzbar ist und für einen bestimmten Einsatzzweck, die gleichmäßige 
Auslastung  der  Maschinenbelegung  durch  die  Reihenfolgeplanung,  gute  Ergebnisse 
liefert. Dies wurde experimentell festgestellt.
Aufgrund dessen kann der Einsatz der Prinzipien der Ameisenkolonieoptimierung für 
die Reihenfolgeplanung empfohlen werden.
6.2. Ausblick
Es lassen sich verschiedene Möglichkeiten finden, das Projekt weiter zu entwickeln.
Zum Beispiel gäbe es die Möglichkeit,  die Reihenfolge innerhalb der Warteschlange 
einer  Maschine  weiter  zu  sortieren,  um  nicht  nur  die  Auslastung  der  Maschinen 
auszubalancieren, sondern noch weitere Ersatzziele der Produktion zu optimieren, wie 
Durchlaufzeiten  oder  Termintreue.  Dafür  bieten  sich,  wie  schon  im  ursprünglichen 
gegebenen Produktionssystem, Prioritätsregeln an. Dies sollte sich jedoch auf eine reine 
Umsortierung  der  einzelnen  Warteschlange  beschränken  und  nicht  auf  eine  erneute 
Einreihung durch den Kommunikationsagenten. Dies würde einerseits die Festlegung 
des Ameisenalgorithmus auf eine bestimmte Maschine revidieren und andererseits kann 
durch  eine  reine  Umsortierung  das  Nachrichtenaufkommen  innerhalb  des  Systems 
reduziert werden.
Weiterhin könnte man das System um die Fähigkeiten erweitern, während der laufenden 
Produktion Maschinen abzuschalten oder  weitere Maschinen hinzu zuschalten, um das 
System  realitätsnäher  zu  gestalten.  Auch  in  diesen  Fällen  könnte  die 
Ameisenkolonieoptimierung die Reihenfolge planen, da der Algorithmus dynamisch auf 
Veränderungen  reagieren  kann.  Es  könnte  jedoch  kleinere  Anpassungen  an  dem 
Algorithmus  erfordern,  um  neue  Maschinen  innerhalb  der  Produktion  nicht  vom 
Ameisenalgorithmus  vernachlässigen  zu  lassen.  So  wäre  zum  Beispiel  nach  einem 
simulierten  Ausfall  einer  Maschine  und  anschließender  Reparatur  eine  Form  der 
Neuinitialisierung der Pheromone notwendig.
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Auch  könnte  man  Rüstzeiten  implementieren,  um  ebenfalls  die  Realitätsnähe  des 
Systems  zu  verbessern.  Auch  in  diesem  Fall  könnte  man  den  Algorithmus  der 
Ameisenkolonieoptimierung  versuchen  anzupassen.  So  könnte  man  möglicherweise 
verschiedene Pheromonarten einführen,  für verschiedene Werkzeuge einer Maschine, 
um Rüstzeiten mit einzubeziehen. Dies wäre ein Ansatz, der dem der Anti-Pheromone 
aus  Kapitel  3.3  ähnelt.  Ein  anderer  Ansatz  wäre,  mit  den  Pheromonen  nicht  die 
Maschinen zu markieren, sondern direkt die Werkzeuge der Maschinen. Dies könnte 
ebenfalls zu einem guten Ergebnis bezüglich der Rüstzeiten führen.
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