ganglia and thalamus. Another surprising result concerns the exceptionally widespread changes in fMRI signals throughout the brain following D1 and D2 MSN stimulation. The use of a relatively long stimulation protocol (20 s) may explain some of these unexpected results. In this respect, it is noteworthy that in a previous study, selective stimulation of D1 MSNs and D2 MSNs led to decreased and increased activity, respectively, in the SNr (Kravitz et al., 2010) . In the present study, however, D1 and D2 MSN stimulation yielded opposite fMRI signals in the SNr-unfortunately, no single-unit recordings were made in this structure. The only obvious difference between the two studies was the duration of optogenetic stimulation (20 s versus 1 s).
In summary, Lee et al. (2016) exploited the exquisite advantages of rapid celltype-specific optogenetics in combination with whole-brain functional imaging (Gerits et al., 2012) and focal electrophysiology. This challenging study paves the way for further refinement of basal ganglia models by employing similar combinations of methods applying various stimulation protocols in awake, behaving animals. A semi-closed-loop stimulation paradigm whereby the frequencies of recorded neuronal activity from the basal ganglia are subsequently used to stimulate D1 and D2 MSN populations may result in biologically more relevant activation patterns (Logothetis et al., 2012) . Moreover, the physiology, anatomy, connectivity, and neurochemical properties of rodent brains differ considerably from those of primates, which is also reflected in the different motor behaviors expressed by different species. Therefore, major advances can be expected should similar technologies be developed for nonhuman primates, whereby specific cell types can be genetically targeted while investigating their causal contributions at the whole-brain scale using fMRI in combination with fMRI-guided multisite electrophysiological or optical recordings (as hypothesized in Vanduffel et al., 2014) . Such exciting studies, connecting cellular with systems neuroscience, will increase our mechanistic understanding of how a soccer player can score a goal or how we perform everyday actions. More importantly, it may provide critical insights into how to restore dysfunctional motor circuits in patients suffering from devastating motor diseases.
Kravitz, A.V., Freeze, B.S., Parker, P.R., Kay, K., Thwin, M.T., Deisseroth, K., and Kreitzer, A.C. (2010 In this issue of Neuron, Hultman et al. (2016) find that stress-induced abnormal social behavior reflects aberrant prefrontal regulation of downstream limbic networks. This illustrates how linking aberrant network dynamics to neuropsychiatric disorders may lead to new circuit-based therapeutic interventions.
Neuropsychiatric disorders are highly prevalent in today's society-in particular, almost 15% of the population suffers from major depressive disorder (MDD). The neural circuits implicated in depression span numerous cortical and limbic structures. Thus, numerous studies, both in human subjects and animal models, have sought to understand how these structures interact as a network, and how these network interactions go awry in depression. For example, imaging studies in human subjects have identified aberrant resting-state connectivity within the default mode network of individuals with depression (Greicius et al., 2007) and have sought to identify network interactions that mediate therapeutic responses to deep brain stimulation (Choi et al., 2015) . At the same time, many studies in rodents have combined physiology and optogenetics to examine the role of limbic networks comprising multiple cortical and subcortical structures including the prefrontal cortex (PFC), ventral tegmental area (VTA), and nucleus accumbens (NAc) (Chaudhury et al., 2013; Tye et al., 2013; Warden et al., 2012) . On the one hand, using optogenetics, chemogenetics, and related approaches, rodent studies have been able to directly assay how specific network interactions contribute to depressive-like behaviors. On the other hand, most studies in rodents have focused on understanding how specific neural populations, or projections from a single source to a single target, affect behavior. Seeing the ''big picture'' of how multiple nodes work together within a network to regulate complex behaviors has proven much more challenging (Ferenczi et al., 2016) . In particular, the prefrontal cortex is commonly thought to exert ''top-down'' control over subcortical limbic structures that is dysfunctional in the setting of disorders such as depression. In this issue of Neuron, Hultman et al. (2016) show that changes in the prefrontal regulation of limbic networks correlate with the emergence of stress-induced behavioral abnormalities in a mouse model of depression. Specifically, they identify a network composed of the PFC, amygdala (AMY), and VTA and show that stressinduced deficits in social behavior reflect the decreased coordination of rhythmic, b-frequency (14-23 Hz) activity across this network. Hultman et al. (2016) used a well-established rodent model of depressionchronic social defeat-to induce stress susceptibility via repeated exposure to an aggressor mouse. As in many human conditions, mice exhibit differing degrees of susceptibility versus resilience to stress-induced depression-like behaviors in this model. Thus, comparing changes in susceptible versus resilient mice makes it possible to identify changes in corticolimbic circuitry that are specifically associated with susceptibility and the shift into a stress-induced depression-like state. The extent of stress susceptibility can be assayed using a social interaction test in which a stress-exposed mouse is allowed to interact with another mouse located in a chamber. Stress susceptibility is quantified by the ''interaction ratio,'' which corresponds to the ratio between the time the stress-exposed mouse spends interacting with the chamber when it contains another mouse versus when it is empty. An interaction ratio less than one is indicative of stress susceptibility, while an interaction ratio greater than one is indicative of stress resilience. This classification has been shown to predict both molecular changes and other behavioral phenotypes (Krishnan et al., 2007) .
To identify a PFC-regulated network relevant to stress susceptibility, Hultman et al. (2016) used machine learning. After recording local field potential (LFP) activity from the PFC and three additional limbic structures implicated in MDD (AMY, VTA, and NAc), the authors quantified activity within and between these structures by computing power and coherence, respectively. Power measures the size of rhythmic fluctuations (as a function of frequency) within LFP recordings from a single site, whereas coherence measures the degree to which the size and timing of rhythmic fluctuations at a particular frequency are correlated across two recordings from different sites. Hultman et al. (2016) hypothesized that PFC activity regulates activity throughout the rest of the network. Therefore, to quantify this regulation for a given frequency band, they computed the Pearson correlation between power in the PFC and either power in the AMY, VTA, or NAc (three power measurements) or coherence between each pair of regions in the PFC-AMY-VTA-NAc network (six coherence measurements). Based on these measurements, Hultman et al. (2016) were able to quantify how coupling between the PFC and the rest of this network changes during social behavior, by comparing the correlation during a ''forced interaction test'' (FIT), to that during interaction with an empty cage-a measure they term ''FIT reactivity.'' Thus, de-coupling between the PFC and a given network parameter (power or coherence) is reflected by a decrease in the correlation between PFC power and that network parameter, corresponding to negative FIT reactivity. The authors then used their machine learning algorithm to identify a model that would predict the social interaction ratio for each animal based on up to 18 FIT reactivity features (three powers and six coherences for two pre-selected frequency bands).
Interestingly, of the 18 neural features that input into the model, only a single feature was determined to predict the amount of social interaction: PFC coupling to AMY-VTA coherence in the b-frequency range. Specifically, the model revealed that the stress-induced decrease in social interaction was associated with negative FIT reactivity, indicative of a weakened correlation between PFC power and AMY-VTA coherence (in the b-frequency range) during social interaction (Figure 1) . Based on this model, Hultman et al. (2016) generated two hypotheses, which they then went on to test: first, that PFC activity is linked to AMY-VTA b-coherence, and second, that the strength of this network interaction is causally related to the amount of social interaction.
First, to quantify the relationship between PFC activity and AMY-VTA b-coherence, Hultman et al. (2016) determined whether the firing of single units in the PFC was phase locked to LFP activity within the AMY and VTA. They found that many PFC neurons signal b-frequency synchronization between LFP recordings in the AMY and VTA. Further, they demonstrated that PFC activity could actually induce coherence between AMY and VTA recordings, by expressing channelrhodopsin-2 (ChR2) in PFC pyramidal cells and then measuring an increase in AMY-VTA b-coherence upon ChR2 stimulation.
Next, to test the idea that the FIT reactivity (i.e., the change in the correlation between PFC b-power and AMY-VTA b-coherence) is causally linked to social interaction, Hultman et al. (2016) used chemogenetics to manipulate interactions within the PFC-AMY-VTA networks. Specifically, they used excitatory DREADDs, genetically modified muscarinic receptors that increase neuronal firing when activated by clozapine-N-oxide (CNO), which is normally inert. Hultman et al. (2016) specifically expressed excitatory DREADDs in AMY neurons that are connected (either pre-or postsynaptically) to the PFC, reasoning that this would effectively enhance prefrontal influence on the AMY. Hultman et al. (2016) found that the negative FIT reactivity that they had observed in stress-susceptible mice was attenuated following treatment with CNO. Said another way, with the treatment, coupling between PFC b-power and AMY-VTA b-coherence no longer decreased by as much during social interaction. Consistent with the idea that the FIT reactivity is causally linked to social interaction, Hultman et al. (2016) also found that the interaction ratio of stresssusceptible mice was normalized, i.e., increased, following CNO treatment.
The outcome of similar experiments for stress-resilient and non-stressed mice was intriguing. For stress-resilient mice, CNO treatment had no effect on either network dynamics or social behavior. However, for non-stressed mice, CNO treatment exacerbated negative FIT reactivity, meaning that network dynamics in non-stressed mice became more similar to their stress-susceptible counterparts. Furthermore, CNO treatment of nonstressed mice reduced their social interaction. Thus, manipulation of this circuit appeared to perturb non-stressed mice into a network and behavioral state characteristic of stress susceptibility.
As this study shows, understanding the ''big picture'' of how networks function, both normally and in the context of neuropsychiatric disease, is complicated. But by tackling this challenge, Hultman et al. (2016) also reveal the potential payoff: novel, circuit-based therapeutic interventions. When viewed on its own, the output of the machine learning approach taken here-a model that predicts social interaction based on FIT reactivity, i.e., coupling between PFC b-power and AMY-VTA b-coherence-is simply a statistical description of the data. However, the subsequent experiments leveraged this model by targeting (via DREADDs) interactions between the PFC and AMY and found that changes in FIT reactivity bidirectionally predicted changes in social behavior. CNO increases coupling between PFC b-power and AMY-VTA b-coherence in stress-susceptible mice and their social interaction goes up; CNO decreases this coupling in nonstressed mice and their social interaction goes down.
Of course, as with any study of this complexity, finding that altering network dynamics perturbs behavior raises questions about the underlying mechanisms. FIT reactivity is an abstract measure, and Hultman et al. (2016) could only perturb it indirectly. As a result, one cannot be certain whether changes in FIT reactivity observed in the presence of CNO are driving the behavioral changes, or whether the changes in FIT reactivity are actually consequences of the changes in behavior. A related question is why do DREADD-driven increases in the excitability of certain AMY neurons produce network and behavioral changes that go in opposite directions in non-stressed versus stress-susceptible mice? One possibility is that intact amygdala function After exposure to a chronic social defeat paradigm, mice are classified as resilient or susceptible, based on their behavior in a social assay. Prefrontal local field potential (LFP) power in the b band (14-23 Hz) correlates with b-frequency synchronization between the amygdala (AMY) and ventral tegmental area (VTA); furthermore, spiking of many prefrontal units correlates with periods of AMY-VTA synchronization. This coupling (between PFC b-power and AMY-VTA b-coherence) is decreased in the setting of social behavior, particularly in stress-susceptible mice (negative reactivity). Furthermore, chemogenetic manipulations that exacerbate (normalize) this change in network function disrupt (rescue) normal social behavior, suggesting an important role for this network change in social behavior. drives social approach in non-stressed mice and social avoidance in stress-susceptible mice. Thus, it is possible that DREADDs disrupt AMY function in both cases, producing the observed, bidirectional behavioral changes, which then drive corresponding changes in FIT reactivity. Understanding in greater detail exactly how the PFC regulates AMY-VTA coherence might make it possible to more directly and specifically manipulate FIT reactivity and thereby disentangle these issues. Investigating these issues may also reveal why network activity in the b-frequency range is so important here. The classification of neural activity into different frequency bands often seems arbitrary. Thus, identifying specific mechanisms through which b-frequency activity is transmitted from the PFC throughout the rest of this network may reveal pathways that operate at this frequency and are particularly important for stress-related or social behaviors. Regardless, this study has shown how a nebulous concept-the top-down regulation of limbic circuits-can be mapped onto a very specific parameter-coupling between prefrontal b-power and AMY-VTA b-coherence-in the context of a particular behavioral assay and disease model. This sets the stage for many future studies that should similarly bring the sophisticated molecular tools available in animal studies to bear on understanding the distributed brain networks that have been implicated in human neuropsychiatric disease.
In this issue of Neuron, Grayson et al. (2016) report how inhibition of amygdala impacts amygdalocortical and corticocortical functional connectivity. Their study predicts changes in functional brain topology, induced by pharmacologic modulation of neuroanatomical circuits using designer receptors exclusively activated by designer drugs (DREADDs), through virtual lesioning of amygdala in structural brain networks.
Within the brain is a complex concert of highly specialized functional systems whose collective neuronal activity gives rise to our behavioral and cognitive abilities, enabling us to think, perceive, and interact with the world around us. The functional responsibilities of individualized brain systems are strung together by local highways of anatomical connections that constrain functional interactions between neuronal populations. Yet the exact mechanism by which structure constrains function remains a mystery, particularly as distant brain regions exhibit signatures of functional interactions even when there are few, if any, structural connections between them (Park and Friston, 2013) . In the field of network neuroscience, a burgeoning technique to examine the causal link between structure and function is based on lesion models that aim to predict and localize functional changes caused by loss of structure. These studies are vital to understanding how disrupting structure alters function in healthy cognition and in disease. In this issue of Neuron, Grayson et al. (2016) present a novel method for pharmacologically perturbing specific neuroanatomical circuits, relating perturbations to modulation in functional connectivity, and demonstrate that simulated virtual lesioning of a structural connectivity model
