Abstract-3D imaging allows the detailed visualization of medical structures that can be very important in the process of treating patients. In this paper we describe a method for generating 3D models representing medical structures, using data derived from a single image showing a single cross-section of an object. The proposed method utilizes a 3D deformable model that is allowed to deform in order to approximate the shape of a medical structure as seen in a single cross-section, allowing in this way the estimation of the complete 3D structure of the object. Experimental results using synthetic data prove the potential of this approach in generating 3D pelvis models.
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I. INTRODUCTION
V ISUALIZING human parts in 3D can be an invaluable tool for treating patients, since 3D visualizations allow the detailed observation of medical objects enhancing in that way the diagnosis and treatment planning processes. However, 3D data acquisition needs specialized equipment (i.e Magnetic Resonance Imaging (MRI) Scanners), which is usually bulky, expensive and requires specialized personnel to operate the equipment. Following 3D data acquisition, specialized 3D reconstruction methods [9] are required for generating 3D renderings of an object. As a result the construction of 3D models is usually a process that is not available for immediate use by doctors and other paramedic personnel. On the other hand 2D imaging equipment such as x-ray or ultra sound scanners are considerably cheaper and easy to operate, enabling in that way most doctors to have at their disposal such equipment.
In this paper we describe a 3D reconstruction method that can be used for generating 3D models of medical structures based on 2D data obtained using ordinary 2D imaging equipment enabling in that way efficient and fast 3D visualization of human parts (see figure 1 for an illustration). The proposed method relies on a deformable 3D model of the medical structure for which we wish to generate a 3D model. Given a single frontal view of the object, a number of control points are localized and as part of a minimization process the 3D deformable model is deformed in order to approximate as accurately as possible the shape determined 978-1-4244-5379-5 /09 /$26.00 ©2 0 0 9 IEEE by the control points. During the deformation process, the model is deformed in ways consistent with the training set, allowing in that way the estimation of the 3D structure of the medical structure. During the reconstruction process we utilize two deformable models -a local deformable model used for reconstructing the 3D structure of an object in the vicinity of the given 2D data and a global model used for reconstructing the overall 3D structure of the object. According to our experimental evaluation, the use of both a local and global model yields more accurate results. The topic of generating 3D reconstructions of medical structures received considerable attention in the literature [9] . However, in most cases 3D reconstructions are achieved by utilizing data from at least two images of the same structure. Mitton et al [11] generate 3D models of the pelvis based on two radiographs of the pelvis showing the frontal and side view. During a semi-automatic process the user defines a number of control points on both radiographs enabling in that way the estimation of the 3D coordinates of those points. The position of the control points is used for deforming a generic 3D pelvis model so that a coarse 3D model is generated. The coarse model is refined by adjusting the surface of the 3D model during an interactive process. Similar techniques were used for generating 3D models of a spine [13] and vertebrae [8] .
The basis of our reconstruction method is a deformable PCA-based model. Deformable models have been employed on several occasions when dealing with medical image segmentation and/or 3D reconstruction applications [6, 10] . Among different types of deformable models, PCA-based models have been used extensively [1, 14, 15] since the method for training such models is simple even when dealing with complex structures. PCA-based models can be used as the basis of obtaining compact representations of medical structures that can prove useful in image interpretation, segmentation and 3D reconstruction tasks.
The proposed 3D reconstruction method bears similarities with methods for generating 3D models of faces based on data derived from a single view of a face [2, 3, 7, 12] . Blanz et al [3] describe a model-based algorithm for reconstructing the 3D structure of a face based on a small number of 2D landmarks located on a single facial view. As part of the process controlled deformations are applied on a 3D morphable model, so that selected model vertices fit the set of given landmarks. Blanz et al [3] extend their work in an attempt to reconstruct the overall 3D structure of teeth, based on 10 landmarks located on the surface of damaged teeth. According to their results 3D reconstructed teeth models of reasonable accuracy can be obtained using this method. This technique can be used during the process of inlay design where given a portion of a tooth the 3D structure of the overall tooth needs to be determined . Our approach bears similarities with the method reported by Blanz et al [3] . However, in our work we propose a hierarchical reconstruction approach that enables the generation of 3D models of complex structures by utilizing both a local and a global 3D deformable model. Also when compared with the work on teeth reconstruction, Blanz et al [3] utilize 3D input data as the basis for reconstructing teeth, whereas in our approach we utilize 2D data located on a single cross-section of the object to be reconstructed.
In the remainder of the paper we describe the proposed 3D reconstruction method (section II) and present an experimental evaluation process (section III). Conclusions and discussion are presented in section IV.
II. 3D RECONSTRUCTION METHOD Resulting
3D Model
A. Training Phase
During the training phase we collect a number of 3D models of the medical structure that we wish to reconstruct . 3D training models for a specific medical structure can be generated based on data obtained using 3D data acquisition techniques such as MRI or Computed Tomography (CT). Each 3D model from the training set is represented by a number of vertices. A global and local PCA-based shape models are trained using the techniques reported in [2] and [4] . During the process PCA is applied on the covariance matrix of deviations from the mean sample so that the main eigenvectors are defined. Training samples can be approximated using: S3D=S3D M +Pb (1) Where S3D is a 3D shape defined by the coordinates of all vertices, S3D M is the mean 3D shape among the training set, P is the matrix of eigenvectors and b is a vector of weights, or shape-model parameters. By varying the elements of vector b it is possible to generate novel 3D shapes similar to the ones in the training set. The training data for generating local shape models is obtained by cropping the training samples in order to create samples representing local regions. In this context local regions contain data from a number of subsequent frontal views at different depth as demonstrated in figure 3 . 
B. Reconstruction Phase
Control Point Location: Given a 2D image showing a frontal view of a medical object, we first locate a pre-specified number of control points using 2D Active Appearance Models [1, 4, 14, 15] . In this paper we will not deal with the topic of locating control points as this problem has been addressed extensively in the literature. We assume that the correspondence between control points on the given image and vertices from the 3D model is already known so given a set of control points we select the local 3D model that overlaps with the given slice and also define the correspondence between vertices from the local 3D model and control points. Local Model Deformation: The aim of this step is to deform the mean shape of the selected local 3D model as part of an attempt to generate a 3D shape that minimizes the overall distance between the positions of the given control points and the positions of the corresponding vertices of the local 3D model. The first step of the model deformation process involves the projection of the selected vertices of the local model from the 3D to the 2D space. The optimum translation , scale and rotation factors required for aligning the 2D projected vertices with the control points are estimated using the Generalized Procroustes Analysis alignment method [5] .
The next step involves the estimation of the yaw and pitch angles of the control points that may be caused by mispositioning of a patient. During the process 3D vertices of the shape model are rotated between angles of -20 to 20 degrees around the x and y axis. The combination of the yaw and pitch angles that minimize the distance between the control points and selected 2D projected vertices is recorded.
Up to this point the alignment process is carried out based on rigid transformations of the mean 3D shape of the local deformable model. However, for the reconstruction algorithm to function correctly, the mean shape must be deformed in order to approximate the shape of the structure as defined in the 2D image. The optimum shape deformation required is estimated by defining the values of the local 3D shape model parameters that minimize the overall distance between control points and selected 2D projected vertices. In this case a minimization algorithm is used for defining the optimum values of the model parameters. The definition of the deformation parameters (i.e the parameters of the 3D shape model) can be used in conjunction with equation 1 for generating the local 3D geometry of the structure to be reconstructed. Global Model Deformation: All vertices of the reconstructed local structure are used as the basis for reconstructing the overall 3D structure of an object. For this purpose a model deformation process (similar to the one used for estimating the local structure) is used in conjunction with the global deformable model. In this context the global model is deformed until it approximates the 3D shape defined by the estimated 3D structure of the local region.
The basic steps of the 3D reconstruction process are demonstrated in figure 4 . 
III. EXPERIMENTAL EvALUAnON
A. Experimental Set-Up
Our experimental evaluation aims to assess the ability of the method to reconstruct the 3D geometry of a pelvis given data from a single frontal view. As part of our initial investigation we have used synthetic data generated by applying controlled deformations to an existing 3D pelvis model that was created based on CT scans. The basis model used consists of about 31000 vertices and 58 discrete frontal views at different depths indexed by z coordinates in the range of -23 to 34. On average 542 vertices are located in each frontal view.
During the synthetic data generation process we apply on the basis 3D model random non-uniform scaling deformations in the x, y and z direction . The values of scale factors considered are randomly chosen between 0.5 and 1.5. In total 100 randomly deformed 3D shapes form the training set and a set of additional 100 different synthetic samples were used for testing. Typical samples from the training set are shown in figure 5 .
All 3D shapes from the training set are used for training a global deformable 3D shape model and eight local 3D models representing groups of adjacent slices (see figure 3 for an illustration). During the test phase we use the 2D coordinates of a frontal view at a specific depth, of each of the 100 3D shapes in the test set, as the basis for generating the complete 3D structure of the sample . The distance (d) between the actual and the reconstructed 3D model enables the quantification of the reconstruction accuracy .
d=~IJ(x;-x;i+(y;-/;)2+(z;-z;il (2) M;=l Where M is the number of vertices , Xi> Yi> z, are the coordinates of the i th vertex of the actual 3D shape and x', Y'j z', are the coordinates of the i th vertex of the reconstructed 3D shape. The reconstruction accuracy is calculated among all shapes in the test set so that statistics related to the performance of the method are obtained. The test framework described above was used as the basis for running different types of tests which are presented in the following section . 
B. Experiments and Results Experiment 1: Reconstruction Accuracy for Different Slices:
As part of the experiment we use data from each frontal view at different depth as the basis for reconstructing the complete 3D shape of samples in the test set. During the experiment we test the reconstruction accuracy in the case that the reconstruction is done using both a local and a global model and in the case that only a global model is used . The results of the experiment are shown in figure 6 . The results demonstrate that when only a global model is used, the reconstruction accuracy is lower when using data from slices located at the edges of the model. This is reasonable as the views at the edges do not contain enough information to allow accurate reconstruction of the overall 3D structure . However, when using the combined local and global approach the reconstruction error is relatively independent from the frontal view used to provide the 2D data and the overall 3D reconstruction accuracy is improved.
Experiment 2: Control Point Location Accuracy: With this experiment we aim to quantify the effects of control point mis-location by introducing displacements in the correct point locations. Mis-locations may be encountered in real applications where control points are located automatically. During the experiment, data from the slice with z index zero was used as the basis for 3D reconstruction. As part of the experiment the given control points are gradually displaced by a random amount ranging from 0 up to 50 pixels. For each amount of displacement we calculate the mean reconstruction error among the test set. The results of the experiment (see figure 7) demonstrate that the error increases as the displacements increase . However, for displacements less than 15 pixels the error remains reasonably constant.
sequentially starting with a local model representing only a small set of slices and gradually the 3D structure for more slices will be estimated using models of increasing dimension . This step will further constrain the search space leading to increased accuracy. We also plan to stage a more rigorous performance evaluation exercise where we test both the global and local reconstruction accuracy , so that the ability of the method to reproduce the 3D structure of individual parts of an organ is assessed. The applicability of the method to real life applications involving 3D visualization of human organs based on 2D data, will also going to be addressed, so that the impact and usefulness of this approach is evaluated .
IV. DISCUSSION -CONCLUSIONS
We have presented a model-based 3D reconstruction algorithm that aims to generate a complete 3D model of a medical structure based on data derived from a single view. Unlike traditional 3D rendering methods [9] that require the segmentation of an image object at every slice, the proposed method requires only the location of a set of control points on a single image improving in that way the efficiency of the method. In cases where we are only interested in the geometry of a medical object (not the texture) the proposed approach can be used for providing a low cost alternative to 3D data acquisition.
The results of an experimental evaluation based on synthetic data prove that the method produces 3D shapes of reasonable accuracy . However, the methodology needs to be tested using real data, since synthetic data used in the experiment does not simulate all possible sources of variability encountered in real samples. It is anticipated though, that if the model is trained using suitable real data, similar results will be obtained.
An important aspect of the proposed algorithm is the combined use of local and global deformable 3D shape models that ensures the correct estimation of the 3D structure in the vicinity of the given 2D data, which subsequently supports the estimation of the overall 3D structure . According to the results the method based on a combined local and global model method yields improved results and at the same time is more tolerant to errors in the localization of control points .
In the future we plan to perform experiments using real data so that the performance of the method is validated in real situations. In cases that increased accuracy is required we plan to develop a modified version of the algorithm that operates on multiple local models of increasing dimensions. In this context the reconstruction process will be performed 
