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Resumen - Los Proyectos de Explotación de Información 
requieren de un proceso de planificación para estimar el 
esfuerzo, el tiempo y medir diferentes aspectos del producto para 
garantizar la calidad del mismo. Los procesos de desarrollo 
tradicionales y las métricas usuales de la Ingeniería de Software y 
la Ingeniería del Conocimiento no son adecuados para estos 
proyectos, ya que las etapas de desarrollo y los parámetros 
utilizados son de naturaleza y características diferentes. En ese 
contexto, se ha definido un Modelo de Proceso de Desarrollo para 
Proyectos Explotación de Información. No obstante, existe la 
necesidad de abordar métricas específicas aplicables a este 
proceso. En esta investigación se propone un conjunto de 
métricas aplicables al desarrollo de un proyecto de Explotación 
de Información para PyMEs, centrado en el Modelo de Proceso 
de Desarrollo mencionado. 
Palabras Clave - Inteligencia de Negocios, Explotación de 
Información, Ingeniería de Proyectos de Explotación de 
Información, Métricas, Minería de Datos. 
I. INTRODUCCIÓN 
En este apartado se presenta el contexto de la investigación 
(sección A), esbozando uno de los problemas abiertos 
identificados (sección B), se mencionan los objetivos (sección 
C), en particular el objetivo general (sub-sección C.1), los 
objetivos específicos (sub-sección C.2) y el alcance de los 
mismos (sub-sección C.3), y se describe la metodología 
empleada para el desarrollo del trabajo (sección D). El apartado 
finaliza con la descripción de la estructura general de la 
investigación (sección E) y el resumen de las producciones 
científicas vinculadas a la misma (sección F).  
A. Contexto de la Investigación 
 El proceso de planificación de todo proyecto de software 
debe hacerse partiendo de una estimación del trabajo a realizar. 
Para obtener software de calidad es preciso medir el proceso de 
desarrollo, cuantificar lo que se ha hecho y lo que falta por 
hacer, estimar el tamaño del proyecto, costos, tiempo de 
desarrollo, control de calidad, mejora continua y otros 
parámetros. En este sentido, las métricas ayudan a entender 
tanto el proceso que se utiliza para desarrollar un producto, 
como el propio producto. Asimismo, tienen un papel decisivo 
en la obtención de un producto de alta calidad, porque 
determinan mediante estadísticas basadas en la experiencia, el              
avance del software y el cumplimiento de parámetros 
requeridos. 
En la Ingeniería de Software, los proyectos de desarrollo 
tradicionales aplican una amplia diversidad de métricas e 
indicadores para especificar, predecir, evaluar y analizar 
distintos atributos y características de los productos y procesos 
que participan en el desarrollo y mantenimiento del software. 
La aplicación de un enfoque cuantificable es una tarea 
compleja que requiere disciplina, estudio y conocimiento de las 
métricas e indicadores adecuados para los distintos objetivos de 
medición y evaluación, con el fin de garantizar la calidad del 
software construido. 
En el ámbito de la Ingeniería en Conocimiento, 
especialmente en el desarrollo de sistemas expertos o sistemas 
basados en conocimientos, un aspecto importante que debe ser 
medido es la conceptualización para poder estimar actividades 
futuras y obtener información del estado de madurez del 
conocimiento sobre el dominio y sus particularidades [27]. 
Estas métricas de madurez de conceptualización para Sistemas 
Expertos definidas en [27] y aplicadas en [61] [62] brindan 
además información sobre la complejidad del dominio. 
Los Proyectos de Explotación de Información también 
requieren de un proceso de planificación que permita estimar 
sus tiempos y medir el avance del producto en cada etapa de su 
desarrollo y calidad del mismo. Sin embargo, como 
consecuencia de las diferencias que existen entre un proyecto 
clásico de construcción de software y un proyecto de 
explotación de información [84], las métricas de software 
usuales no se consideran adecuadas ya que los parámetros 
utilizados en los proyectos de explotación de información son 
de naturaleza diferentes [48] [49] y no se ajustan a sus 
características específicas.  
B. Problemas Abiertos 
En virtud a la comprobación que los procesos de desarrollo 
tradicionales de la Ingeniería de Software no son aptos para 
desarrollar Proyectos de Explotación de Información [85] y 
ante falta de técnicas asociadas a la ejecución de cada una de 
las fases de las metodologías de explotación de información 
vigentes [24], se ha desarrollado un Modelo de Proceso de 
Desarrollo aplicable a Proyectos de Explotación de 
Información [85]. En ese sentido, se ha señalado la necesidad 
de disponer de métricas asociadas a este proceso [24] que 
permitan evaluar la calidad del proceso, el producto entregable 
y realizar un correcto seguimiento del proyecto. 
C. Objetivos de la Investigación 
Se dividen los objetivos de esta investigación en un 
objetivo general a alcanzar (sub-sección 1), un conjunto de 
objetivos específicos (sub-sección 2) que definen los pasos a 
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seguir para lograr el objetivo general y el alcance previsto con 
estos objetivos (sub-sección 3). 
1. Objetivo General 
 El objetivo de esta investigación es definir una propuesta 
de métricas aplicables al proceso de desarrollo de Proyectos de 
Explotación de Información para PyMEs (Pequeñas y 
Medianas Empresas), que permitan medir diversos atributos 
del proyecto. 
2. Objetivos Específicos 
 Se detallan a continuación los objetivos específicos que 
permiten, en conjunto, establecer los pasos a seguir para lograr 
cumplir con el objetivo general: 
? Establecer las categorías aplicables al proceso de 
desarrollo de Proyectos de Explotación de Información, 
como forma de clasificación de las métricas a proponer. 
? Proponer un conjunto de métricas significativas para 
Proyectos de Explotación de Información siguiendo los 
lineamientos, subprocesos y tareas enunciadas en el 
Modelo de Proceso Desarrollo definido en [84]. 
? Analizar y estudiar el comportamiento de las métricas 
propuestas utilizando un método de validación empírico 
por simulación. 
3. Alcance de los Objetivos Específicos 
 Se detalla a continuación el alcance esperado con los 
objetivos específicos en el ámbito de la Ingeniería de Proyectos 
de Explotación de Información: 
? Las métricas propuestas deben considerar la aplicación de 
los procesos de explotación de información definidos por 
[5], los cuales utilizan tecnologías de sistemas inteligentes 
[23]. 
? La propuesta de métricas debe ser escalable, a fin de 
permitir la incorporación de nuevas métricas. 
D. Metodología Empleada 
Mediante este trabajo de investigación se pretende realizar 
una propuesta de métricas que puedan ser utilizables en el 
desarrollo de Proyectos de Explotación de Información. En tal 
sentido, se describen los siguientes pasos metodológicos: 
La primera etapa consiste en describir la importancia de la 
utilización de métricas en la gestión de proyectos de desarrollo 
de software, establecer una clasificación de las métricas en 
relación a los aspectos del software que miden, e identificar 
métricas existentes de la Ingeniería de Software y la Ingeniería 
del Conocimiento de aplicación para proyectos de Explotación 
de Información. 
En una segunda etapa y en base a la investigación 
documental, se mencionan las características consideradas por 
los métodos de estimación de esfuerzo definidos para 
proyectos de explotación de información, y se identifican los 
límites, subprocesos y tareas asociadas al Modelo de Proceso 
de Desarrollo para Proyectos de Explotación de Información. 
Asimismo se describen los distintos procesos de explotación de 
información basados en sistemas inteligentes. 
En una etapa posterior, y a partir de los métodos de 
estimación de esfuerzo para proyectos de explotación de 
información y los procesos existentes para realizar la tarea de 
explotación, se establecen las categorías de métricas para el 
Modelo de Proceso de Desarrollo. 
En el siguiente paso y utilizando como marco de referencia 
este modelo de proceso de desarrollo y sus tareas asociadas, se 
proponen las métricas para este trabajo de investigación. 
A continuación se analiza y estudia el comportamiento de 
las métricas definidas, mediante un método de validación 
empírico por simulación Monte Carlo. 
Finalmente se elabora el informe final con las conclusiones 
obtenidas y se establecen futuras líneas de trabajo para 
continuar con esta investigación. 
E. Estructura General de la Investigación 
La investigación se estructura en seis apartados: 
Introducción, Estado de la Cuestión, Descripción del Problema, 
Solución Propuesta, Estudio del Comportamiento de las 
Métricas y Conclusiones, los cuales se describen a 
continuación: 
En el apartado I - Introducción se plantea el contexto que 
da soporte a este trabajo de investigación, se establecen los 
objetivos, en particular el objetivo general, los objetivos 
específicos y el alcance de los mismos y se describe la 
metodología empleada para el desarrollo del trabajo. El 
apartado finaliza describiendo la estructura general de la 
investigación y resumiendo las producciones científicas 
vinculadas con la misma. 
En el apartado II - Estado de la Cuestión se plantea la 
importancia que tienen las métricas en el desarrollo de 
proyectos y para el aseguramiento de la calidad, se clasifican 
las métricas en base a los aspectos que pueden medirse en el 
software y se identifican diversas métricas utilizadas en la 
Ingeniería de Software y la Ingeniería del Conocimiento, 
especialmente en el desarrollo de los Sistemas Expertos. 
Posteriormente, se describe el contexto de la Ingeniería de 
Proyectos de Explotación de Información, identificando las 
diferencias de esta disciplina con la Ingeniería del Software. 
Asimismo, se mencionan las particularidades de los métodos 
propuestos para estimación de esfuerzo en proyectos de 
explotación de información y los procesos definidos para 
realizar esta explotación. Finalmente, se menciona el modelo 
de procesos que cubriría el desarrollo de proyectos de 
explotación, con aplicación a empresas PyMEs, y se plantea la 
necesidad de definir métricas específicas para estos proyectos. 
En el apartado III - Descripción del Problema se desarrolla 
la problemática que intenta solucionar esta investigación junto 
con la justificación de las decisiones tomadas para llevar a cabo 
su resolución, finalizando con las preguntas de investigación 
que se intentaron responder mediante este trabajo de 
investigación. 
En el apartado IV - Solución se desarrolla la solución 
propuesta para la problemática mencionada en el apartado 
anterior, realizando una descripción de las consideraciones 
establecidas durante esta propuesta, para finalmente proponer 
el conjunto de métricas que dan cumplimiento a los objetivos 
general y específico de la investigación. 
En el apartado V – Estudio del Comportamiento de las 
Métricas se analiza y estudia el comportamiento de las 
métricas propuestas como solución, utilizando un método 
empírico de simulación por Monte Carlo. Para las métricas 
sometidas a estudio, se obtienen las conclusiones generales de 
su comportamiento dentro de ámbito de los proyectos de 
explotación de información. 
En el apartado VI – Conclusiones se describen las 
conclusiones obtenidas a partir del desarrollo de esta 
investigación y se mencionan las aportaciones obtenidas al 
cuerpo de conocimiento de la Ingeniería de Proyectos de 
Explotación de Información. Asimismo, se da respuesta a los 
interrogantes de investigación planteados, finalizando el 
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apartado con las futuras líneas de investigación a desarrollar a 
partir de esta investigación. 
Se finaliza el trabajo enunciando todas las referencias 
bibliográficas utilizadas para esta investigación. 
II. ESTADO DE LA CUESTIÓN 
Este apartado describe cómo es el contexto de trabajo en 
cual se inserta esta investigación, permitiendo al lector adquirir 
los conocimientos necesarios para comprender la problemática 
de la misma, como así también el por qué de la solución 
planteada. En el mismo se indica la importancia que tienen las 
métricas en el desarrollo de proyectos (sección A) y su relación 
con la calidad, se identifican algunas métricas existentes 
(sección B) en el ámbito de la Ingeniería de Software y la 
Ingeniería del Conocimiento, en especial en el desarrollo de los 
Sistemas Expertos, finalizando el apartado con una 
contextualización de la Ingeniería de Proyectos de Explotación 
de Información y la problemática de no contar con métricas 
específicas para estos proyectos (sección C). 
A. Importancia de las Métricas en el Desarrollo de Proyectos 
En la actualidad, existe un importante interés por parte de 
las empresas que desarrollan software por lograr que los 
productos software cumplan con ciertos indicadores de calidad 
en todas las etapas del desarrollo [60]. Con independencia del 
tipo de producto que se desarrolle en un proyecto, la calidad es 
fundamental para lograr la satisfacción de las necesidades y 
expectativas del cliente. En [63] se menciona que el 
aseguramiento de la calidad del software (SQA) es una 
“actividad de protección” que se aplica a lo largo de todo el 
proceso de Ingeniería de Software, en la que se incluyen 
mecanismos para medir el producto y el proyecto, entre otros.  
Dentro de los estándares que proporcionan modelos para la 
evaluación de la calidad del software, se encuentran las normas 
ISO 9000 (especialmente ISO 9001 e ISO 9003-2) [72], CMM 
(Capability Maturity Model) [75] y CMMI (Capability 
Maturity Model Integration) [79]. Estos modelos incorporan 
técnicas y procesos para el aseguramiento de la calidad que se 
corresponden con la medición del software. Por otra parte, 
algunos autores [51] [63] y estándares internacionales [30] 
[34], han tratado de determinar y categorizar las características 
que deben cumplir todo producto software para ser considerado 
de calidad, y a partir de éstas proporcionar la terminología para 
especificar, medir y evaluar la calidad del mismo. 
La medición de un software es tan importante en cualquier 
proceso de ingeniería como su misma construcción [13], ya 
que permite tener una visión del proyecto, de la evaluación del 
producto y de su nivel de aceptación, logrando un 
mejoramiento continuo del software y permitiendo cuantificar 
y gestionar, de forma más efectiva, cada una de las variables a 
las que se necesite hacer seguimiento. En este sentido, la 
medición del software debe satisfacer tres objetivos 
fundamentales [15]: (1) ayudar a entender qué ocurre durante 
el desarrollo y el mantenimiento, (2) permitir controlar qué es 
lo que ocurre en los proyectos y (3) poder mejorar los procesos 
y productos. Mejorar la calidad de los resultados de un 
proyecto de software o la eficiencia de sus procesos es difícil, 
si no se recolectan métricas. 
En el ámbito de la Ingeniería de Software y la Ingeniería 
del Conocimiento existen métricas e indicadores, que 
comprenden un conjunto de actividades en el desarrollo de un 
proyecto de software (entre los que se incluye el aseguramiento 
y control de calidad), las cuales permiten analizar y evaluar                     
características y atributos de los productos y procesos que 
participan en el desarrollo. 
Los proyectos de Explotación de Información también 
deben considerar la aplicación de una metodología de 
desarrollo [24] que incluya entre sus actividades el registro de 
métricas, que permitan medir y controlar el avance del 
proyecto y evaluar su calidad. Asimismo, se destaca la 
necesidad de realizar estimaciones de esfuerzo al comienzo de 
estos proyectos y compararlos con los valores reales al finalizar 
el mismo. 
Dentro del cuerpo de conocimiento de la Ingeniería de 
Proyectos de Explotación de Información, se  han propuesto y 
desarrollado distintas herramientas [24], entre las que se 
mencionan: un modelo de procesos, un proceso de educción de 
requisitos, un método de estimación, una metodología de 
selección de herramientas, un proceso de transformación de 
datos y una serie de procesos basados en técnicas de minería de 
datos. Estas herramientas además, han sido utilizadas en 
proyectos para pequeños y medianos emprendimientos. 
Asimismo, en el trabajo de [24] se ha señalado la necesidad de 
plantear métricas significativas asociadas al proceso de 
desarrollo de un proyecto de Explotación de Información, que 
permitan suministrar información relevante a tiempo y 
establecer objetivos de mejora en los procesos y productos, con 
el fin de garantizar la calidad de estos proyectos. 
Se presenta continuación la definición del concepto de 
métrica (sub-sección 1) y su relación con las medidas, 
indicadores y medición, y se identifican los atributos que se 
pueden medir en un proyecto de desarrollo de software (sub-
sección 2). 
1. Definición de Métrica 
 Una métrica se puede definir básicamente como la 
medición numérica de un atributo ante la necesidad de tener 
información cuantitativa del mismo para la toma de decisiones. 
En los proyectos de desarrollo de software, a menudo se suele 
hablar de métricas y de medidas, indistintamente. Sin embargo, 
existen diferencias entre estos términos. Se proporcionan a 
continuación algunas definiciones que permiten entender el 
concepto de métrica. 
? Medida: valor asignado a un atributo de una entidad 
mediante una medición. Es una medida que proporciona 
una indicación cuantitativa de extensión, cantidad, 
dimensiones, capacidad y tamaño de algunos atributos de 
un proceso o producto [63]. 
? Métrica: medida cuantitativa del grado en que un sistema, 
componente o proceso posee un determinado atributo [29] 
[63]. 
? Indicador: es una métrica o una combinación de métricas 
que proporcionan una visión profunda del proceso del 
software, del proyecto de software, o del producto en sí 
[63]. 
? Medición: es el proceso por el cual los valores son 
asignados a atributos o entidades en el mundo real tal 
como son descritos de acuerdo a reglas claramente 
definidas [16]. Dicho de otro modo, es el proceso por el 
cual se obtiene una medida [61]. 
Estas definiciones permiten afirmar que a partir de los 
valores de las medidas, es posible reunir métricas que 
proporcionen información mediante indicadores, para poder 
controlar la eficacia del proceso, del proyecto o del producto 
software [61]. 
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2. Atributos Medibles en el Software 
 Cualquier cosa que se quiera medir o predecir en un 
software representa un atributo (propiedad) de cualquier 
entidad de un producto, proceso o recurso asociado a éste. 
Cada entidad de software tiene varios atributos internos y 
externos que pueden ser medidos [15].  
Los atributos internos de un producto, proceso o recurso 
son aquellos que se pueden medir directamente en términos del 
producto, proceso o recurso del mismo [16], por ejemplo: el 
tamaño del software, el esfuerzo para desarrollar un módulo del 
software, el tiempo transcurrido en la ejecución de cualquier 
módulo de software, entre otros. Los atributos externos de un 
producto, proceso o recurso son aquellos que solamente pueden 
ser medidos con respecto a cómo el producto, proceso o 
recurso se relacionan con su entorno [63], por ejemplo: el costo 
de eficacia de los procesos, productividad del grupo de 
desarrollo, complejidad del proyecto, la usabilidad, fiabilidad, 
o portabilidad de un sistema, entre otros. Los atributos externos 
son los más difíciles de medir, porque estos no pueden ser 
medidos directamente [16]. 
Los valores de los atributos se obtienen tras realizar 
mediciones sobre el software. Las mediciones dan como 
resultado una serie de métricas, que según la norma ISO/IEC 
9126 [31] [32] [33] se pueden clasificar en tres categorías, 
según sea su naturaleza: 
? Métricas básicas: son métricas que se obtienen 
directamente del análisis del código o la ejecución del 
software. No involucra ningún otro atributo ni depende de 
otras métricas. En [63] estas métricas se denominan 
directas. Entre las métricas básicas se tiene la cantidad de 
líneas de código del programa o de cada módulo, la 
cantidad de horas de desarrollo, la cantidad de fuentes de 
datos o tablas a utilizar, la cantidad de atributos y 
registros de una tabla, entre otras. 
? Métricas de agregación: son métricas compuestas a partir 
de un conjunto definido de métricas básicas (o directas), 
generalmente mediante una suma ponderada. 
? Métricas derivadas: son métricas compuestas por una 
función de cálculo matemático, que utiliza como variables 
de entrada el valor de otras métricas. En [63] estas 
métricas se denominan indirectas. Entre las métricas 
derivadas se tiene la cantidad de líneas de código 
producidas por hora y por persona, el porcentaje de 
completitud del proyecto, el tamaño promedio de los 
módulos del software, el tiempo promedio que una 
persona dedica a corregir los defectos de un módulo, entre 
otras. 
B. Métricas Existentes 
Para medir el desarrollo de un proyecto es necesario saber 
qué entidades son medidas y tener una idea de los atributos de 
la entidad. Para ello, se debe identificar el atributo a medir y su 
significado de medición [56]. Por otra parte, diversos autores 
han propuesto distintos tipos de métricas de acuerdo a la 
relevancia de lo que se esté midiendo. 
Para poder llegar a un buen resultado en un proyecto de 
software se debe comprender el dominio del problema donde 
se va a trabajar, los recursos necesarios, las actividades y tareas 
a llevar a cabo, el esfuerzo y tiempo que se va a insumir, el 
plan de acción y los riesgos que se van a correr [61]. En este 
sentido, la naturaleza, el tamaño del proyecto y el entorno en el 
que se desarrolla son factores determinantes y afectan en gran 
medida a la estimación que se realice. Dentro del campo de la 
Ingeniería de Software (sub-sección 1) e Ingeniería del 
Conocimiento (sub-sección 2) existen diferentes tipos de 
métricas, que pueden ser clasificadas según los aspectos que 
miden. 
1. Métricas en Ingeniería de Software 
Las métricas de software proporcionan información 
relevante a tiempo que contribuye a gestionar de forma más 
efectiva un proyecto, y mejorar la calidad de los procesos y 
productos de software [63]. Además, al conocerse el estado 
actual del desarrollo de un proyecto, pueden establecerse 
objetivos de mejora [36]. Por otra parte, el uso de métricas no 
sólo permite entender, monitorizar, controlar, predecir y probar 
el desarrollo de software y los proyectos de mantenimiento [4] 
sino que también pueden ser utilizadas para tomar mejores 
decisiones [59]. 
En el campo de la Ingeniería de Software, es sabido que 
contar con datos históricos de proyectos terminados, contribuye 
a estimar con mayor exactitud el esfuerzo, tiempo de 
desarrollo, costo, posibles errores, recursos y tamaño para los 
nuevos proyectos, facilitando las tareas de planificación, 
seguimiento y control del mismo. Esto implica que las métricas 
se consideran necesarias y de gran importancia, ya que 
proporcionan información objetiva que contribuye al 
mejoramiento de los procesos y productos de software, 
favoreciendo al logro de la calidad y a una posterior evaluación 
del nivel de satisfacción del usuario. En este contexto, los 
proyectos de desarrollo tradicionales aplican diversas métricas 
cuantitativas e indicadores, en todas y cada una de las fases del 
ciclo de vida del software (especificación, análisis, diseño, 
construcción, pruebas y documentación). 
Las métricas de software contemplan varias clasificaciones 
que apuntan a diferentes aspectos del proceso y del producto de 
software [63]. De acuerdo al contexto o dominio de aplicación 
y de las características o atributos del software, las métricas de 
software se pueden tipificar en: métricas del producto, del 
proceso y del proyecto. A su vez, algunas de estas métricas 
pueden pertenecer a más de una clasificación. 
a) Métricas del Producto: son métricas que evalúan la 
calidad de los productos entregables, permitiendo tener un 
conocimiento detallado del diseño y la construcción del 
producto software. En estas métricas se tienen en cuenta 
atributos como: tamaño, calidad, complejidad, esfuerzo, 
volatilidad, entre otros. 
b) Métricas del Proceso: son métricas aplicadas a fines 
estratégicos y propician indicadores que conducen a avances en 
el proceso y ambiente de desarrollo del software, a partir de 
información histórica de procesos similares. Se utilizan para 
evaluar si la eficiencia de un proceso ha mejorado en el largo 
plazo. Se recopilan de todos los proyectos y durante un largo 
período de tiempo. Dentro de estas métricas se incluye 
atributos como la experiencia del grupo, el costo del desarrollo 
y mantenimiento, el esfuerzo y tiempo dedicado a las pruebas, 
tiempo de desarrollo (total y por proceso, subproceso), tipo y 
cantidad de fallas, número de cambio con modelos previos, 
costo de aseguramiento de la calidad, cantidad de personas por 
día, por mes, intensidad del trabajo, interrupciones, entre otros 
[78]. 
c) Métricas del Proyecto: son métricas de tipo tácticas y 
describen las características propias del proyecto y de su 
ejecución. Estas métricas reducen la planificación del 
desarrollo ya que permite realizar los ajustes necesarios para 
evitar retrasos o riesgos potenciales, minimizar los defectos y 
por lo tanto la cantidad de trabajo que debe rehacerse, 
ocasionando en consecuencia una reducción del costo global 
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del proyecto [52]. A su vez, permiten evaluar la calidad de los 
productos obtenidos en cada etapa del desarrollo [52]. Estas 
métricas tienen en cuenta atributos como duración real del 
proyecto, esfuerzo real [persona-mes] por proceso, subproceso 
y por proyecto, progreso del proyecto, tamaño del proyecto, 
costo total invertido, entre otros.  
Como se mencionó, diversos autores (Boehm, Albretch, 
McCall, Pressman, entre otros), estándares y normas 
internacionales (IFPUG, IEC/ISO 9126, IEEE, entre otras) han 
propuesto un amplio conjunto de métricas de software 
aplicables al campo de la Ingeniería de Software. En la Tabla I 
se menciona un grupo acotado de métricas existentes en esta 
disciplina, de acuerdo al aspecto y atributo del software que 
miden. 
2. Métricas en Ingeniería del Conocimiento 
La planificación juega un papel esencial en la gestión de un 
proyecto de software, en la que se debe estimar el esfuerzo 
humano, costo y tiempo. Para esto se tienen métricas de 
software, que permiten obtener información y así generar 
conocimiento de la evolución y alcance del proyecto. En el 
desarrollo de Sistemas Expertos o Sistemas Basados en 
Conocimiento, la planificación presenta particularidades que la 
hacen altamente compleja [62]. Como se mencionó, proceso y 
producto son elementos protagonistas de las técnicas de 
medición. En este sentido, en el trabajo de [27] se han 
propuesto un conjunto de métricas de madurez aplicables en la 
fase de conceptualización, que examinan el dominio del 
problema en el contexto de desarrollo de un Sistema Experto 
[17].  Estas métricas, aplicadas en [61] [62], brindan además 
información sobre la madurez de la base de conocimientos y la 
complejidad del dominio. Se presentan a continuación las 
métricas existentes definidas en [27], las cuales se basan en 
Reglas, Conceptos, Atributos y Niveles de Descomposición. 
? Número de Conceptos, Número de Reglas o Número de 
Atributos 
? Número de Conceptos en una Regla / Número de 
Conceptos 
? Número de Atributos en una Regla / Número de Atributos 
? Número de Conceptos / Número de Reglas 
? Número promedio de Atributos por Concepto 
? A* (Número de Conceptos) + B* (Número de promedio 
de Atributos por Concepto)  
? Número promedio de Niveles en un árbol de decisión 
? Número promedio de Conceptos incluidos en cada Regla 
? Número promedio de Atributos incluidos en cada Regla 
? A* (Número promedio de Atributos en la Regla) + B* 
(Número de Reglas) + C* (Número promedio de Niveles 
de Descomposición) 
? Número promedio de Reglas en las que se encuentra 
incluido cada Concepto 
? A* Número promedio de Reglas por Conceptos que se 
encuentra incluido en B+ Número de Conceptos 
? Número promedio de Reglas en las que se encuentra 
incluido cada Atributo 
? Para todos los niveles (Número de Decisiones en el Nivel 
i*i) / Número Total de Decisiones 
C. Contexto de los Proyectos de Explotación de Información 
 La Explotación de Información (en inglés Information 
Mining, IM) es la sub-disciplina de los sistemas de 
información vinculada a la Inteligencia de Negocio [55] que 
aporta las herramientas de análisis y síntesis para extraer 
conocimiento, que se encuentra de manera implícita en los 
datos disponibles de diferentes fuentes de información [77]. 
Dicho de otra manera, las herramientas que permiten 
transformar la información en conocimiento [1] [11] [24] [53] 
[80]. En [43] se define a la Explotación de Información como 
el proceso de descubrir nuevas correlaciones, patrones y 
tendencias significativas utilizando grandes cantidades de datos 
almacenados en repositorios, usando tecnologías de 
reconocimiento de patrones, así como técnicas matemáticas y 
de estadística. En este contexto, la Ingeniería de Proyectos de 
Explotación de Información estudia los procesos de extracción 
de conocimiento no trivial [50], el cual es previamente 
desconocido y puede resultar útil para algún proceso [81]. 
Un proceso de Explotación de Información se define como 
un conjunto de tareas relacionadas lógicamente [12] [25], el 
cual engloba un conjunto de técnicas de minería de datos (en 
inglés Data Mining, DM) que pueden ser elegidas para 
realizarlas y así lograr extraer de conocimiento procesable, 
implícito en el almacén de datos (en inglés Data Warehouse, 
DW) de la organización. Las bases de estas técnicas se 
encuentran en el análisis estadístico y en los sistemas 
inteligentes. De esta manera, se aborda la solución a problemas 
de predicción, clasificación y segmentación [83]. 
Un proyecto de Explotación de Información involucra, en 
general las siguientes fases [47]: comprensión del negocio y 
del problema que se quiere resolver, determinación, obtención 
y limpieza de los datos necesarios, creación de modelos 
matemáticos, ejecución, validación de los algoritmos, 
comunicación de los resultados obtenidos, e integración de los 
mismos, si procede, con los resultados en un sistema 
transaccional o similar. La relación entre todas estas fases tiene 
una complejidad que se traduce en una jerarquía de subfases.  
Por otra parte, y a partir  de la experiencia adquirida en 
proyectos de Explotación de Información, se han desarrollado 
diferentes metodologías de desarrollo que permiten gestionar 
esta complejidad de una manera uniforme, siendo CRISP-DM 
[9], SEMMA [76] y P3TQ [64] las metodologías probadas por 
la comunidad científica [5] [21]. 
Los proyectos de desarrollo de software tradicional y de 
sistemas expertos necesitan un proceso de planificación que 
contemple un método de estimación de esfuerzo y tiempos, y la 
posibilidad de realizar el seguimiento y control del proyecto en 
cada fase de su desarrollo. Este seguimiento debe proveer de 
métricas e indicadores que permitan evaluar la calidad del 
proceso aplicado, el producto construido y los resultados 
obtenidos al finalizar el proyecto. En este sentido, los 
proyectos de Explotación de Información no escapan a esta 
misma necesidad. 
Sin embargo, las fases habituales de un proyecto clásico de 
desarrollo de software (análisis, diseño, construcción, 
integración y prueba) no encuadran con las etapas propias de 
un proyecto de Explotación de Información [84]. 
Esto significa que las herramientas clásicas de la Ingeniería 
de Software tales como la ingeniería de requerimientos, los 
modelos de procesos, los ciclos de vida y los mapas de 
actividades no sean aplicables para los proyectos de 
Explotación de Información [24]. 
Por otra parte, un proyecto de Explotación de Información 
considera entre sus características más representativas la 
cantidad de fuentes de información a utilizar, el nivel de 
integración y calidad que presentan los datos, el tipo de proble 
ma de explotación de información a ser resuelto, los modelos 
necesarios a construir para el proyecto y la utilidad e interés de 
los patrones de conocimiento descubierto, entre otras. 
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TABLA I. MÉTRICAS EXISTENTES EN INGENIERÍA DE SOFTWARE 
Aspectos 
del Software Atributo Métricas existentes 
Tamaño 
- Líneas de Código (medidas en miles - KLDC) 
- Puntos de Función (PF) 
- Páginas de Documentación 
Complejidad 
- Complejidad ciclomática 
- Nivel de acoplamiento de los módulos 
-Nivel de modularidad (cohesión de módulos) 
Calidad 
- Cantidad de defectos por KLDC  
- Cantidad de errores encontrados por KLDC 
- Cantidad de defectos/errores que encuentran los usuarios después de la entrega 
- Tipo y origen de los defectos (requerimientos, análisis y diseño, construcción, integración y pruebas) 
Mantenimiento 
- Cantidad de componentes 
- Volatilidad de los componentes 
- Complejidad de los componentes 
- Cantidad de requerimientos nuevos, de cambios o mejoras 
- Cantidad de requerimientos de corrección de defectos 
- Tiempo promedio de corrección de errores ó defectos 
- Tiempo promedio de cambios 
- Porcentaje del código corregido 
Confiabilidad 
- Tiempo transcurrido entre fallas 
- Tiempo esperado entre fallas 
- Tiempo requerido para corregir una falla 
- Nivel de severidad de la falla 
Usabilidad 
- Facilidad de aprendizaje de uso 
- Errores cometidos por los usuarios con el uso 
- Tiempo requerido para realizar las tareas 
Producto 
Rendimiento 
- Tiempos de respuesta (acuerdos SLA) 
- Utilización de recursos (Troughput o Thruput) – cantidad de transacciones que pueden ejecutarse 
concurrentemente con un tiempo de respuesta razonable. 
- Tiempo de recuperación 
Esfuerzo 
- Cantidad de horas trabajadas 
- Cantidad de personas que trabajan en el proyecto 
- Tiempo transcurrido 
- Distribución del esfuerzo por fase  
Costo 
- Costo del Desarrollo  
- Costo del Soporte 
- Costo de hs/persona 
Productividad 
- Cantidad de software desarrollado por unidad de tiempo de trabajo 
- Tamaño/Esfuerzo  
- Ritmo de entrega del software por unidad de tiempo transcurrido. 
Seguimiento 
- Cronograma real vs Cronograma estimado 
- Porcentaje de tareas completadas 
- Porcentaje de requerimientos implementados por unidad de tiempo 
- Porcentaje de tiempo total dedicado a las pruebas 
- Porcentaje de error en la estimación del tiempo 
- Costo sobre el valor agregado 
Proyecto 
Estabilidad 
- Origen de los cambios en los requerimientos 
- Cambios de los requerimientos en el desarrollo 
- Cambios en los requerimientos en producción 
Esfuerzo 
- Distribución del esfuerzo por fase del proceso 
- Cantidad de personas requeridas 
- Esfuerzo requerido para corregir un defecto 
- Esfuerzo requerido para mejorar un defecto 
Reusabilidad - Cantidad de componentes reutilizados - Grado de reusabilidad de los componentes 
Calidad 
- Cantidad de defectos sin corregir 
- Costo de corrección de defectos 
- Eficacia en la eliminación de defectos   
- Cantidad de veces que un módulo fue probado 
- Tamaño del módulo 
- Tiempo promedio de corrección de defectos 
Soporte a  
los clientes 
- Tamaño del back log de defectos 
- Tiempo de respuesta en atender los defectos 
- Tiempo de resolución de defectos 
Proceso 
Herramientas - Soporte de herramientas para procesos propuestos 
 
Estas características, muestran que las métricas de software 
y de sistemas expertos existentes, tampoco pueden 
considerarse del todo adecuadas, ya que los parámetros que 
utilizan estos proyectos son de naturaleza diferentes [48] [49] a 
los de un proyecto de software tradicional, y no se ajustan a sus 
particularidades.  
En la investigación documental realizada, se han 
identificado dos métodos que permiten estimar el esfuerzo  
inicial para desarrollar un proyecto de Explotación de 
Información: uno orientado a proyectos de tamaño mediano o 
grande y otro orientado a proyectos pequeños (sub-sección 1). 
Además, se identificó un modelo de procesos para desarrollar 
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proyectos de Explotación de Información (sub-sección 2), con 
énfasis en pequeñas y medianas empresas (PyMEs), y un 
conjunto de procesos de Explotación de información utilizados 
durante el desarrollo en la fase de modelado  (sub-sección 3). 
Sin embargo, no se han encontrado métricas específicas 
aplicables al proceso de desarrollo de un proyecto de este tipo. 
No obstante, a partir de las métricas existentes de la Ingeniería 
de Software y la Ingeniería del Conocimiento, podrían 
considerarse  aquellas que sean adaptables a los proyectos de 
Explotación de Información (sub-sección 4). 
1. Estimación del Esfuerzo en Proyectos de Explotación de 
Información 
En el trabajo de [48] se propone un método analítico de 
estimación para proyectos de explotación de información el 
cual se denomina “Matemático Paramétrico de Estimación para 
Proyectos de Data Mining” (en inglés Data Mining COst 
MOdel, o DMCoMo). 
Este método es un modelo de estimación de esfuerzo 
paramétrico de la familia de COCOMO II, que permite estimar 
los meses/hombre necesarios para desarrollar un proyecto de 
explotación de información, desde su concepción hasta su 
puesta en marcha. Para realizar la estimación, se definieron seis 
categorías con sus factores de costo relacionados [48] [49], que 
vinculan las características más importantes de los proyectos de 
Explotación de Información. Estas categorías y sus factores de 
costos se indican en la Tabla II. No obstante, en validaciones 
realizadas por [65] [66] del método DMCoMo sobre casos 
reales, se determinó que el mismo era aplicable a proyectos de 
tamaño grande y mediano. 
Por otra parte, y teniendo en cuenta que los proyectos de 
Explotación de Información mayormente son requeridos por 
empresas PyMEs, en el trabajo de [66] se propone un método 
de estimación de esfuerzo orientado a las características de 
estas empresas, encuadrándose en el contexto de los proyectos 
de tamaño pequeño. 
Este nuevo método de estimación toma de referencia el 
método DMCoMo pero con una menor cantidad de factores de 
costo. Las categorías definidas en el método de estimación para 
proyectos de Explotación de Información para PyMEs y sus 
factores de costos se indican en la Tabla III. 
Las características consideradas por ambos métodos en la 
estimación del esfuerzo de un proyecto de Explotación de 
Información, pueden servir de referencia para proponer una 
clasificación de métricas significativas aplicables a este tipo de 
proyectos. 
2. Modelo de Proceso de Desarrollo para Proyectos de 
Explotación de Información 
Las etapas de desarrollo de los proyectos de Explotación de 
Información no coinciden naturalmente con las fases mediante 
las cuales se desarrollan los proyectos de software tradicionales 
[85], ya que estas etapas están completamente relacionadas con 
las distintas transformaciones que sufren los datos a lo largo 
del desarrollo del proyecto. En este sentido, el Modelo de 
Procesos para Proyectos de Explotación de Información 
propuesto por [85] plantea dos procesos principales: uno 
vinculado a la administración de proyectos de explotación de 
información y otro relacionado con el desarrollo del mismo. 
Para el interés de este trabajo, nos centraremos en el 
Modelo de Proceso de Desarrollo, cuyos subprocesos y tareas 
fueron definidas a partir de las fases de desarrollo planteadas 
por la metodología CRISP-DM [9]. 
TABLA II. CATEGORÍAS Y FACTORES DE COSTO DEL MÉTODO DE 
ESTIMACIÓN DE ESFUERZO DMCOMO 
Categorías Factores de Costo 
Datos 
Cantidad de Tablas  
Cantidad de Tuplas de las Tablas  
Cantidad de Atributos de las Tablas  
Grado de Dispersión de los Datos  
Porcentaje de valores Nulos  
Grado de Documentación de las Fuentes de Información  
Grado de Integración de Datos Externos 
Modelos 
Cantidad de Modelos a ser Creados 
Tipo de Modelos a ser Creados 
Cantidad de Tuplas de los Modelos 
Cantidad y Tipo de Atributos por cada Modelo 
Cantidad de Técnicas Disponibles para cada Modelo  
Plataforma 
Cantidad y Tipo de Fuentes de Información  Disponibles  
Distancia y Medio de Comunicación entre Servidores de 
Datos  
Técnicas y 
Herramientas 
Herramientas disponibles para ser usadas  
Grado de Compatibilidad de las Herramientas con Otros 
Software  
Nivel de Formación de los Usuarios en las Herramientas 
Proyecto 
Cantidad de Departamentos Involucrados en el Proyecto 
Grado de Documentación que es necesario generar  
Cantidad de Sitios donde se realizará el Desarrollo y su 
Grado de Comunicación  
Equipo  
de Trabajo 
Grado de Familiaridad con el Tipo de Problema 
Grado de Conocimiento de los Datos 
Actitud de los Directivos 
TABLA III. CATEGORÍAS Y FACTORES DE COSTO DEL MÉTODO DE 
ESTIMACIÓN DE ESFUERZO PARA PYMES 
Categorías Factores de Costo 
Datos 
Cantidad y Tipo de los Repositorios de Datos 
Disponibles 
Cantidad de Tuplas Disponibles en la Tabla Principal 
Cantidad de Tuplas Disponibles en Tablas Auxiliares 
Nivel de Conocimiento sobre los Datos 
Proyecto Tipo de Objetivo de Explotación de Información Grado de Apoyo de los Miembros de la Organización 
Recursos 
Nivel de Conocimiento y Experiencia del Equipo de 
Trabajo 
Funcionalidad de las Herramientas Disponibles 
 
En la Fig. 1 se observan los subprocesos que componen el 
Modelo de Proceso de Desarrollo para Proyectos de 
Explotación de  Información definido por [85], en el orden 
secuencial natural de los mismos. Mientras que en la Tabla IV 
se muestran las tareas y salidas asociadas a cada uno de estos 
subprocesos. 
Entendimiento
de los Datos
Preparación
de los Datos Modelado Evaluación Entrega
Entendimiento
del Negocio
Fig. 1. Modelo Generado para el Desarrollo del Proyecto 
A continuación se describen cada uno de los subprocesos 
definidos por [85]: 
En el subproceso de Entendimiento del Negocio se deben 
entender los objetivos del proyecto de explotación de 
información y determinar los criterios de éxito a alcanzar para 
lograr dichos objetivos. 
El subproceso Entendimiento de los Datos comienza con la 
recolección inicial de datos y las acciones para familiarizarse 
con ellos, se identifican los problemas de calidad que puedan 
presentar con los datos y los subconjuntos interesantes de datos 
que puedan contribuir con las primeras hipótesis de 
información oculta. 
El subproceso de Preparación de los Datos cubre todas las 
actividades para construir el conjunto de datos final desde los 
datos iniciales. En este caso, se toma la información disponible 
para su manipulación (selección de tablas, atributos y 
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registros), transformación (limpieza de datos, cambios de 
formato, construcción de atributos adicionales), y presentación 
(integración de los datos necesarios en una única tabla), con el 
objetivo de efectuar su procesamiento a través de técnicas de 
minería de datos. Las tareas de este subproceso pueden ser 
realizadas muchas veces y sin un orden preestablecido. 
El subproceso de Modelado incluye la selección de las 
técnicas de modelado y calibración de sus parámetros a los 
valores óptimos, la construcción de uno o varios modelos con 
la mayor calidad desde la perspectiva de análisis, el diseño de 
las pruebas y la evaluación del modelo generado. Suelen existir 
distintas técnicas para un mismo problema de explotación de 
información (árboles de decisión, reglas de decisión, redes 
neuronales, etc.) y cada una de ellas tener ciertos requisitos 
sobre los datos, por lo que muchas veces es necesario volver al 
subproceso de Preparación de los Datos. 
El subproceso de Evaluación requiere la revisión de los 
pasos ejecutados para la construcción del/los modelo/s para 
asegurarse de lograr los objetivos de negocio. Al final de este 
subproceso se deber poder tomar una decisión respecto de la 
utilización de los resultados y obtener la aprobación de los 
modelos generados para el proyecto. 
Por último, el subproceso de Entrega requiere la generación 
de un reporte y la presentación final del proyecto de 
Explotación de Información. Este reporte debe presentar los 
resultados de manera comprensible en orden a lograr un 
incremento del conocimiento. 
Claramente se observa que los subprocesos y tareas 
indicados en la Tabla IV difieren de las etapas definidas para 
un proyecto de desarrollo de software tradicional (inicio, 
requerimientos, análisis y diseño, construcción, integración y 
pruebas y cierre). No obstante, si bien este proceso define la 
manera de desarrollar en forma exitosa un proyecto de 
Explotación de Información, no especifica qué métricas utilizar 
para evaluar la calidad del proceso, del producto y de los 
resultados obtenidos. 
Por consiguiente, estos subprocesos y tareas podrían ser 
una guía para proponer un conjunto de métricas significativas 
aplicables al desarrollo de un proyecto de Explotación de 
Información, con énfasis en las características de las empresas 
PyMEs. 
3. Procesos de Explotación de Información 
En el trabajo realizado por [5] se definen cinco procesos de 
Explotación de Información que pueden ser considerados 
dentro de la etapa de Modelado del desarrollo de un proyecto.  
Los procesos de explotación de información definidos son 
los siguientes: 
 
? Descubrimiento de Reglas de Comportamiento 
? Descubrimiento de Grupos 
? Ponderación de Interdependencia de Atributos 
? Descubrimiento de Reglas de Pertenencia a Grupos 
? Ponderación de Reglas de Comportamiento o de la 
Pertenencia a Grupos 
El proceso de Descubrimiento de Reglas de 
Comportamiento se utiliza al querer identificar condiciones 
para obtener resultados del dominio del problema. Puede ser 
utilizado para descubrir las características del local más 
visitado por los clientes o establecer las características de los 
clientes con alto grado de fidelidad a la marca. 
El proceso de Descubrimiento de Grupos es útil en los 
casos en que se necesita identificar una partición dentro de la 
información disponible en el dominio de un problema. Como 
ejemplos de este tipo de procesos se mencionan la 
identificación de tipos de llamadas que realizan los clientes de 
una empresa de telecomunicaciones o la identificación de 
grupos sociales con las mismas características, entre otros, 
El proceso de Ponderación de Interdependencia de 
Atributos se utiliza cuando se desea identificar los factores con 
mayor incidencia sobre un determinado resultado de un 
problema. Son ejemplos aplicables a este proceso la 
determinación de factores que poseen incidencia sobre las 
ventas o la individualización de atributos clave que convierten 
en vendible a un determinado producto. 
El proceso de Descubrimiento de Reglas de Pertenencia a 
Grupos es utilizado cuando se necesita identificar las 
condiciones de pertenencia a cada una de las clases en una 
partición desconocida pero que se encuentra presente en la 
masa de información disponible sobre el dominio del 
problema. Este tipo de proceso puede ser utilizado para la 
segmentación etaria de estudiantes y el comportamiento de 
cada segmento o la determinación de las clases de las llamadas 
telefónicas en una región y caracterización de cada clase, entre 
otros.  
Por último, el proceso de Ponderación de Reglas de 
Comportamiento de la Pertenencia a Grupos se utiliza cuando 
se requiere identificar las condiciones con mayor incidencia 
sobre la obtención de un determinado resultado en el dominio 
del problema, ya sea por la mayor medida en la que inciden 
sobre su comportamiento o las que mejor definen la 
pertenencia a un grupo. Como ejemplos de este tipo de proceso 
se puede citar la identificación del factor dominante que incide 
en el alza de ventas de un producto dado o el rasgo con mayor 
presencia en los clientes con alto grado de fidelidad a la marca, 
entre otros. 
Para cada uno de los procesos mencionados anteriormente, 
se propone la utilización de distintas tecnologías, en su mayoría 
provenientes del campo del aprendizaje automático [23]. No 
obstante, los procesos son independientes de la tecnología que 
se utilice para resolverlos. 
4. Métricas Existentes aplicables a Proyectos de 
Explotación de Información 
Desde el punto de vista de la Ingeniería de Software y la 
Ingeniería del Conocimiento se plantea la necesidad de analizar 
parámetros objetivos y prácticos de las métricas existentes, de 
manera de encontrar aquellas que sean aplicables al desarrollo 
de proyectos de Explotación de Información. 
La Ingeniería del Software utiliza a los Puntos de Función 
[3] como técnica para medir el tamaño del proyecto. Esta 
técnica considera la estimación empírica [14] dada por la 
relación entre el esfuerzo requerido para construir el software y 
las características identificadas del mismo, tales como  entradas 
externas (atributos/campos), archivos de interface, salidas, 
consultas y archivos lógicos internos (tablas).  
Las cantidades para cada una de estas características son 
ajustadas a través de la ponderación y de factores de 
complejidad para obtener un tamaño expresado en puntos de 
función. 
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TABLA IV. TAREAS VINCULADAS AL MODELO DE PROCESO DE DESARROLLO PARA PROYECTOS DE EXPLOTACIÓN DE INFORMACIÓN  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
En un proyecto de Explotación de Información, el tamaño 
no se mide a través de puntos de función sino que se establecen 
tres rangos de tamaño de proyectos (grandes, medianos y 
pequeños) [65], los cuales se determinan a partir de las 
características y los valores de los factores de costo 
considerados por el método DMCoMo [48] [49]. No obstante, 
el número de tablas y número de atributos podrían ser métricas 
a tener en cuenta ya que representan las fuentes de datos 
necesarias para desarrollar el proyecto y la disponibilidad de 
una cantidad suficiente de datos para aplicar explotación de 
información. 
Por otra parte, se observa que podrían considerarse otras 
métricas de la Ingeniería de Software, entre las que se 
mencionan: 
? Porcentaje de tareas completadas 
? Porcentaje de tiempo total dedicado a las pruebas 
? Porcentaje de error en la estimación del tiempo 
? Cantidad de personas que trabajan en el proyecto 
? Cantidad de personas requeridas por cada fase del proceso 
? Cantidad de horas trabajadas 
? Tiempo transcurrido 
? Distribución del esfuerzo por cada fase del proceso 
? Costo de hs/persona 
? Costo del Desarrollo 
? Cantidad de software desarrollado por unidad de tiempo 
de trabajo (productividad) 
Estas métricas, sumadas a la complejidad propia del 
producto y del proyecto, estarían vinculadas al esfuerzo y 
duración real requeridos para realizar cada una de las tareas del 
proceso de desarrollo del proyecto de Explotación de 
Información, obteniéndose de esta manera las métricas que 
miden el progreso ó avance, el desvío de esfuerzo (estimado vs. 
real) y el costo real del proyecto. 
Dentro del campo de la Ingeniería del Conocimiento, se 
considera que las siguientes métricas serían de aplicación al 
desarrollo de proyectos de Explotación de Información: 
? Número de Atributos: esta métrica permitiría conocer si 
se dispone de una cantidad suficiente de datos para 
Subprocesos Tareas Salida 
Metas del proyecto de Explotación de Información Entendimiento 
del Negocio 
Determinar las metas del proyecto de 
Explotación de Información Criterios de éxito del proyecto de Explotación de Información 
Reunir los datos iniciales Reporte de datos iniciales 
Describir los datos Reporte de descripción de los datos 
Explorar los datos Reporte de exploración de los datos 
Entendimiento 
de los Datos 
Verificar la calidad de los datos Reporte de calidad de los datos 
Datasets 
Tareas preparatorias 
Descripción de los Datasets 
Seleccionar los datos Justificación de inclusión/exclusión 
Reporte de limpieza de datos Limpiar los datos 
Construir los datos Atributos derivados 
Registros generados  
Integrar los datos Datos combinados (combinación de tablas y agregaciones) 
Preparación 
de los Datos 
Formatear los datos Datos formateados 
Técnica de modelado 
Seleccionar la técnica de modelado 
Suposiciones de modelado 
Generar el diseño de test Diseño de test 
Establecimiento de parámetros 
Modelos Construir el modelo 
Descripción del modelo 
Evaluación del modelo 
Modelado 
Evaluar el modelo 
Revisión de los parámetros establecidos 
Evaluación de los resultados de Explotación de Información 
respecto a los criterios de éxito Evaluar resultados 
Modelos aprobados 
Revisar el proceso Revisión del proceso 
Lista de posibles decisiones 
Evaluación 
Determinar próximos pasos 
Decisiones 
Reporte final 
Entrega Producir un reporte final 
Presentación final 
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aplicar explotación de información, tal como se mencionó 
anteriormente. 
? Número de Reglas: esta métrica permitiría conocer qué 
grado de representatividad tienen los datos utilizados en 
el proyecto, luego de aplicar los procesos de 
descubrimiento de reglas de comportamiento o de 
pertenencia a grupos, en el desarrollo de los modelos de 
explotación de información. 
? Número de Atributos de una Regla / Número de 
Atributos: esta métrica permitiría conocer la proporción 
de atributos utilizados por las reglas generadas en el 
modelo de explotación de información, luego de aplicar 
los procesos de descubrimiento de reglas de 
comportamiento o de pertenencia a grupos, respecto de 
los considerados en el desarrollo del mismo. 
III. DESCRIPCIÓN DEL PROBLEMA 
En este apartado se desarrolla la problemática que intenta 
solucionar esta investigación (sección A) junto con la 
justificación de las decisiones tomadas para llevar a cabo su 
resolución (sección B) finalizando con las preguntas de 
investigación que se intenta responder mediante este trabajo de 
investigación (sección C). 
A. Identificación del Problema de Investigación 
La gestión de un proyecto de software es el primer nivel del 
proceso de Ingeniería de Software, porque cubre todo el 
proceso de desarrollo. Para alcanzar el éxito del proyecto se 
debe comprender el ámbito del trabajo a realizar, los riesgos en 
los que se puede incurrir, los recursos requeridos, las tareas a 
llevar a cabo y el plan a seguir. Por consiguiente, la 
planificación es una de las actividades más importantes del 
proceso de gestión de un proyecto de software, ya que 
contempla la correcta estimación del esfuerzo requerido para 
realizar el proyecto, la duración cronológica del mismo y su 
costo.   
El uso de métricas es una característica importante de todas 
las disciplinas de ingeniería, entre las que se incluye la 
Ingeniería de Proyectos de Explotación de Información. Dentro 
de un marco de trabajo ingenieril, las métricas permiten 
cuantificar aspectos específicos de un proceso, de un producto 
o de un proyecto [63]. En este sentido, recolectar métricas 
constituye el primer paso para saber cómo controlar y mejorar 
el proceso de desarrollo de software [54]. 
En el ámbito de la Ingeniería de Software y la Ingeniería 
del Conocimiento, los proyectos de  construcción de software 
aplican procesos de desarrollo siguiendo un conjunto de tareas 
específicas. Estos procesos están condicionados al tipo de 
producto que se desarrolla, lo cual implica que no existe un 
proceso único que sea aplicable al desarrollo de cualquier 
proyecto de software. A su vez, para estos procesos se han 
definido métricas que cubren diferentes enfoques del software 
y que han sido validadas y utilizadas ampliamente en proyectos 
de desarrollo de software tradicional y de sistemas expertos.    
En el campo de la Ingeniería de Proyectos de Explotación 
de Información, los proyectos presentan características 
diferentes respecto a los proyectos de desarrollo de software 
tradicional y esa diferencia está en la naturaleza del producto 
resultante [48] [49]. Esto implica que las etapas habituales y 
métricas definidas para un proyecto de desarrollo clásico no 
sean apropiadas para un proyecto de Explotación Información 
[85].  
Por otro lado, existen metodologías que acompañan el 
desarrollo de proyectos de Explotación de Información, y si 
bien fueron probadas y tienen un buen nivel de madurez en 
cuanto al desarrollo del proyecto dejan de lado aspectos a nivel 
gestión de los proyectos [85]. En ese contexto, [85] desarrolló 
un Modelo de Procesos para Proyectos de Explotación de 
Información definiendo dos procesos bien diferenciados para 
desarrollo y gestión. Sin embargo, este modelo carece de 
métricas para evaluar, controlar y asegurar la calidad del 
proceso aplicable al desarrollo de un proyecto de Explotación 
de Información. 
B. Descripción del Problema 
Las etapas de desarrollo de los Proyectos de Explotación de 
Información no coinciden naturalmente con las fases mediante 
las cuales se desarrollan los proyectos de software 
tradicionales, ya que estas etapas están completamente 
relacionadas con las distintas transformaciones que sufren los 
datos a lo largo del desarrollo del proyecto. En consecuencia, 
[84] propone un Modelo de Proceso de Desarrollo para 
Proyectos de Explotación de Información. 
Por otra parte, [48] define el método DMCoMo como 
técnica para estimar el esfuerzo al inicio de un proyecto de 
explotación de información definiendo los factores de costo 
considerados por el método. No obstante, las conclusiones del 
trabajo de [49] señalan que este método de estimación es 
confiable, cuando se lo utiliza para estimar el esfuerzo en 
proyectos de explotación de información que se encuentran en 
el rango de esfuerzo de 90 a 185 meses/hombre (es decir, 7,5 a 
15,42 años/hombre). Estos proyectos se encuadran dentro de la 
clasificación de proyectos de tamaño grande [64]. Sin embargo 
en el trabajo de [65] [66], se señala que también puede 
aplicarse para proyectos de tamaño mediano. Sin embargo, no 
se recomienda para proyectos pequeños dado que el método 
sobreestima el esfuerzo necesario. Debido a esta falencia, en 
[66] se propone un método específico de estimación de 
esfuerzo para proyectos pequeños de explotación de 
información, considerando características particulares de las 
empresas PyMEs y definiendo los factores de costo adecuados 
para este otro método.  
De esta manera, se plantean dos métodos de estimación 
inicial de esfuerzo, con características y factores de costo 
específicos de acuerdo al tamaño del proyecto, y que permiten 
comparar sus valores con el esfuerzo real aplicado al finalizar 
cada fase del proceso de desarrollo. 
En la Ingeniería de Software y la Ingeniería del 
Conocimiento, todo proyecto tradicional de construcción de 
software sigue un proceso de desarrollo que incluye a las 
métricas como mecanismo de aseguramiento de la calidad 
(SQA).  
Como se mencionó anteriormente, los proyectos de 
Explotación de Información, también deben aplicar un proceso 
de desarrollo y utilizar métricas para evaluar distintos aspectos 
del desarrollo del proyecto y el cumplimiento de los criterios 
de éxito del problema de negocio al finalizar el mismo. En este 
sentido, el Modelo de Proceso de Desarrollo definido por [85] 
constituyó una de las herramientas propuestas y desarrolladas 
para el campo de la Ingeniería de Proyectos de Explotación de 
Información. Sin embargo, la necesidad de disponer de 
métricas significativas para este proceso de desarrollo continúa 
siendo un problema abierto dentro del cuerpo de conocimiento 
de esta disciplina. 
Considerando el problema planteado, esta investigación se 
orienta a proponer un conjunto de métricas específicas 
aplicables al desarrollo de proyectos de Explotación de 
Información. En particular, existe un interés en los pequeños y 
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medianos emprendimientos, ya que es en este ámbito donde 
mayormente se desarrolla este tipo de proyectos.   
C. Preguntas de Investigación 
Teniendo en cuenta la problemática planteada surgen los 
siguientes interrogantes que se intentan responder a lo largo de 
este trabajo de investigación: 
? ¿Es posible categorizar e identificar métricas específicas 
que puedan aplicarse al proceso de desarrollo de un 
proyecto de Explotación de Información, con énfasis en 
proyectos de empresas PyMEs? 
? ¿Pueden las métricas propuestas para el subproceso de 
Modelado del proyecto ser aplicables si se consideran los 
procesos de explotación de información definidos por [5], 
y que utilizan tecnologías de sistemas inteligentes?  
? ¿Es posible medir el éxito del proceso de desarrollo de un 
proyecto de Explotación de Información, a partir de los 
objetivos de éxito definidos al inicio del mismo?  
Se propone una solución a los interrogantes planteados y el 
estudio de las métricas por medio de un método empírico, en 
los próximos apartados. 
IV. SOLUCIÓN PROPUESTA 
En este apartado se desarrolla la solución propuesta para la 
problemática mencionada en el apartado anterior, realizando 
una descripción general de la propuesta (sección A) y la 
solución a la misma a través de tablas que contienen las 
métricas definidas (sección B). 
A. Descripción General de la Propuesta 
En base a las características y factores de costo que [48] 
define para el modelo de estimación DMCoMo, las 
consideraciones mencionadas en el trabajo de [49] para este 
método y los factores de costo definidos para el Método de 
Estimación de Esfuerzo propuesto para PyMEs en [66], se 
plantea la utilización de aquellos factores que sean aplicables al 
Modelo de Proceso de Desarrollo para Proyectos de 
Explotación de Información definido por [85], como forma de 
clasificación de las métricas propuestas. Este modelo de 
proceso de desarrollo, con sus subprocesos y tareas, se focaliza 
en las características particulares de las empresas PyMEs, 
donde mayormente ocurren los proyectos de Explotación de 
Información, cuyos parámetros fueron establecidos por [65] en 
la clasificación de proyectos de tamaño pequeño.  
Por otra parte, se plantea como solución que las métricas 
propuestas para un proyecto de Explotación de Información, 
consideren la aplicación de los procesos de explotación de 
información definidos por [5] en la fase de modelado del 
proyecto. 
B. Solución basada en la Propuesta 
Se propone como clasificación a utilizar para las métricas 
propuestas las categorías de Datos (sub-sección 1), Modelos 
(sub-sección 2) y Proyectos (sub-sección 3), las cuales se 
consideran que abarcarán todo el modelo de proceso de 
desarrollo indicado anteriormente.  
En la categoría de Datos se incluyen las métricas para los 
subprocesos de Entendimiento de Datos y  Preparación de 
Datos. En la categoría de Modelos se incluyen las métricas del 
subproceso de Modelado, y de acuerdo a su tarea de 
descubrimiento, se proponen los siguientes tipos de modelado 
para clasificar las métricas: Modelo de Descubrimiento de 
Grupos, Modelo de Descubrimiento de Reglas y Modelo de 
Descubrimiento de Dependencias Significativas. Por último, la 
categoría de Proyectos incluye las métricas para los 
subprocesos de Evaluación del proceso de desarrollo y la 
Entrega del proyecto. En la Fig. 2 se muestra la clasificación 
para las métricas, de acuerdo a las categorías propuestas para 
un proyecto de Explotación de Información. 
Las categorías propuestas en los párrafos precedentes 
constituyen una aportación de esta investigación, ya que no se 
encuentran establecidas en el Modelo de Proceso de Desarrollo 
para Proyectos de Explotación de Información definido por 
[85]. 
 
Datos Modelos Proyectos
Entendimiento 
de los Datos
Preparación 
de los Datos
Modelado Evaluación
EntregaModelo de 
Descubrimiento de Grupos
Modelo de Descubrimiento 
de Reglas
Modelo de Descubrimiento de 
Dependencias Significativas
 
Fig. 2. Clasificación de las Métricas Propuestas 
Por otra parte, al tratarse de un modelo de proceso de 
desarrollo relativamente nuevo, no existen métricas 
significativas para medir y controlar el progreso del proyecto, 
evaluar la calidad del proceso, los productos obtenidos y los 
resultados alcanzados, siguiendo este proceso de desarrollo. En 
consecuencia, las métricas propuestas constituyen el mayor 
aporte de esta investigación, por tratarse de métricas 
específicas que no se encuentran definidas para ningún 
proyecto de Explotación de Información que aplique este 
proceso de desarrollo. A su vez, porque las métricas definidas 
para el subproceso de Modelado, contemplan los procesos de 
explotación de información definidos por [5] basados en la 
utilización de sistemas inteligentes [23]. 
1. Propuesta de Métricas de Datos 
Cuando se va a desarrollar un proyecto de Explotación de 
Información, lo primero que se debe considerar es el volumen 
de datos. Por ello, resulta fundamental analizar la cantidad y 
tipo de bases de datos que se necesitan utilizar. Las métricas de 
datos propuestas en esta sección, hacen referencia al volumen y 
calidad de los datos a utilizar en el proyecto de Explotación de 
Información.  
A partir de la división de subprocesos definidos en el 
modelo de proceso de desarrollo para proyectos de Explotación 
de Información [85], se han propuesto un conjunto de métricas 
clasificadas en dos categorías: Métricas para el Entendimiento 
de los Datos (sub-sección a) y Métricas para la  Preparación de 
los Datos (sub-sección b). 
a) Métricas para Entendimiento de los Datos 
Una vez identificado los objetivos del proyecto, los 
criterios de éxito del problema de negocio y se recolectaron las 
fuentes de datos iniciales, se procede a analizar y conocer 
cómo están constituidos los datos y a evaluar algunos aspectos 
de la calidad de los mismos. Por ello, resulta importante medir 
estos aspectos al inicio del proyecto y comprender el 
significado de los problemas de calidad que pueden presentar 
los datos. A partir de modelo de proceso de desarrollo 
establecido, se han considerado métricas de Entendimiento de 
los Datos para las tareas que se indican en las Tablas V, VI y 
VII. Las métricas están ordenadas alfabéticamente. 
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b) Métricas para Preparación de los Datos 
Una vez analizada la calidad de los datos iniciales de las 
diferentes fuentes de datos, es necesario seleccionar qué 
atributos y registros son de utilidad para el proyecto de 
Explotación de Información. Esto involucra analizar y evaluar 
qué transformaciones, limpieza y construcción de datos se 
deben efectuar sobre los mismos, a fin de integrarlos en una 
única tabla, y que sirvan de base para aplicar los modelos de 
descubrimiento necesarios para el problema de Explotación de 
Información. A partir del modelo de proceso de desarrollo 
establecido, se han considerado métricas de Preparación de los 
Datos para las tareas que se indican en las Tablas VIII, IX, X y 
XI. Las métricas están ordenadas alfabéticamente. 
2. Propuesta de Métricas de Modelos 
En los proyectos de Explotación de Información es 
necesario evaluar la calidad de los modelos obtenidos de la 
manera más precisa posible, para garantizar la aplicación de los 
mismos. Al no existir un modelo mejor que otro de manera 
general, para cada problema nuevo es necesario determinar con 
cuál se pueden obtener mejores resultados. A partir de la 
división de subprocesos definidos en el modelo de proceso de 
desarrollo para proyectos de Explotación de Información [84], 
se han propuesto un conjunto de métricas de Modelado (sub-
sección a), las cuales se complementan con otras métricas, 
según la tarea de descubrimiento que se aplique al modelo 
(sub-secciones b, c y d). 
a) Métricas para Modelado 
Una vez definidos los datos con los que se desarrollará el 
proyecto de Explotación de Información, se deben construir los 
modelos correspondientes, seleccionando los tipos de 
modelado de explotación de información, según su tarea de 
descubrimiento, y calibrando los parámetros en forma 
adecuada. Dado que pueden aplicarse varios tipos de modelado 
para generar los modelos del proyecto, y cada uno de ellos 
tener requisitos específicos sobre los datos, se debe medir y 
evaluar cada modelo construido, de manera de asegurar que la 
solución obtenida resuelva eficientemente los objetivos de 
explotación de información. A partir del modelo de proceso de 
desarrollo establecido, se han considerado métricas generales 
de Modelado para las tareas que se indican en las Tablas XII y 
XIII. Estas métricas están ordenadas alfabéticamente y son 
aplicables a cualquier tipo de modelado que se necesite utilizar 
para el proyecto. 
En [5] se han definido cinco procesos de Explotación de 
Información que pueden aplicarse al subproceso de Modelado 
[85] dentro del proceso de desarrollo. Según su tarea de 
descubrimiento y aplicación en un proyecto de Explotación de 
Información, se proponen las siguientes tipos de modelado para 
clasificar las métricas: Modelos de Descubrimiento de Grupos 
(sub-sección b), Modelos de Descubrimiento de Reglas (sub-
sección c) y Modelos de Descubrimiento de Dependencias 
Significativas (sub-sección c). A continuación se realiza una 
breve descripción de cada una de estos tipos de modelos y se 
presentan las métricas propuestas para su evaluación. 
b) Modelo de Descubrimiento de Grupos 
El modelo de Descubrimiento de Grupos tiene por objetivo 
la separación representativa de los datos en grupos o clases, sin 
ningún criterio de agrupamiento a priori, basándose en la 
similitud de los valores de sus atributos. Todos los datos de un 
mismo grupo deben tener características comunes pero a su vez 
entre los grupos los objetos deben ser diferentes [5]. 
Dentro de las tecnologías inteligentes [23] apropiadas para 
realizar agrupamiento están los Mapas Auto-Organizados de 
Kohonen (SOM – Self-Organized Map, por sus siglas en 
inglés) [41], algoritmo K-Means [87], entre otros. Al construir 
un modelo de descubrimiento de grupos, se define un número 
de grupos evaluando diferentes topologías para escoger de 
entre todas la más óptima para la solución del problema. El 
factor de calidad del modelo generado está basado en el 
número de grupos que se definen, ya que al establecerse 
anticipadamente puede limitar la calidad de agrupamiento del 
algoritmo, y al ser una tarea de análisis exploratorio, no se sabe 
con precisión cuantos grupos pueden contener los 
datosPropuesta de Métricas de Datos. A partir del modelo de 
proceso de desarrollo establecido, se han considerado métricas 
para la tarea de evaluación del modelo de Descubrimiento de 
Grupos a las indicadas en la Tabla XIV. Las métricas están 
ordenadas alfabéticamente. 
c) Modelo de Descubrimiento de Reglas 
El modelo de Descubrimiento de Reglas es uno de los 
modelos más importantes de la explotación de información. Se 
utiliza para encontrar las reglas de asociación y clasificación de 
un conjunto de casos con base en los valores de sus atributos y 
su atributo clase [10]. El objetivo es obtener un conjunto 
potencialmente útil de reglas del tipo Si <antecendente> 
Entonces <consecuente>, que determinen correctamente la 
clase ante casos no previstos anteriormente [5]. El antecedente 
de la regla representa las condiciones que deben observarse 
para que la regla sea aplicable, y el consecuente, la clase que se 
identifica con la aplicación de la regla. En proyectos de 
explotación de información, el consecuente de una regla puede 
referirse también a un grupo de datos, obtenido por medio de 
un modelo de descubrimiento de grupos [5]. 
Para encontrar este conjunto de reglas útiles, se necesitan 
métricas que permitan evaluar las reglas descubiertas sobre un 
conjunto de casos, pasando de un número muy alto de reglas a 
un número reducido y realmente útiles. Para ello, se pueden 
aplicar diversas métricas que se han utilizado ampliamente en 
otras áreas de investigación como aprendizaje de máquinas 
(Machine Learning, ML) y minería de datos [73]. En [18] [19], 
se menciona que un aspecto importante de la minería de datos, 
es que el conocimiento descubierto debe satisfacer los criterios 
de precisión (o confianza) y cobertura (o soporte) [2] [44] [45] 
de la regla.  Además de los criterios indicados, este 
conocimiento debe ser de interés [38] para el proyecto, en el 
sentido de ser útil y novedoso. El interés se puede medir a 
través de la cuantificación de los criterios mencionados 
anteriormente [82], lo que permite evaluar la calidad de las 
reglas descubiertas y los patrones de conocimiento encontrados 
[44] [45]. Los algoritmos de inducción TDIDT (Top Down 
Induction Decisión Trees) [68], son las herramientas de 
sistemas inteligentes que se emplean para tareas de 
clasificación en proyectos de Explotación de Información [23]. 
A esta familia pertenecen los algoritmos: ID3 [68], C4.5 [69] y 
C5 [70]. Al momento de aplicar los algoritmos de inducción 
TDIDT se debe tener en cuenta cómo están distribuidos los 
casos respecto a la clase o grupo [22]. Puede ocurrir que al no 
estar balanceadas las clases, los algoritmos estén sesgados a 
predecir un porcentaje más elevado de la clase más favorecida 
[22]. Las métricas propuestas para evaluar un modelo de 
descubrimiento de reglas, se basan en analizar la exactitud, tasa 
de aciertos/errores y precisión del modelo construido y las 
características de las reglas que describen la pertenencia a una 
clase o grupo, a partir de las relaciones existentes entre los 
valores de sus atributos y el atributo clase.  
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TABLA V. MÉTRICAS PARA ENTENDIMIENTO DE DATOS – DATOS INICIALES  
Tarea: Reunir los datos iniciales 
Métrica Significado Cálculo de la Métrica 
NA (T)1 
Número de atributos [3] [49] de la tabla T. Indica el número inicial de atributos que contienen las 
tablas iniciales a ser consideradas para el proyecto. Mide que se disponga de una cantidad suficiente 
de datos para aplicar explotación de información. La unidad de medida de la métrica es atributos y 
toma valores mayores a 0. 
 
NR (T)1 
Número de registros [49] de la tabla T. Indica el número de tuplas que contienen las tablas iniciales 
a ser consideradas para el proyecto. Mide que se disponga de una cantidad suficiente de datos para 
aplicar explotación de información. La unidad de medida de la métrica es registros/tuplas y toma 
valores mayores a 0. 
 
NT 
Número total de tablas [3] [49]. Indica el número inicial de tablas o fuentes de datos (ficheros, 
archivos, bases de datos, etc.) necesarias al comienzo del proyecto. Se incluyen tablas internas y 
externas. La unidad de medida de la métrica es archivos/tablas y toma valores mayores a 0. 
 
Nota 1 – Métrica utilizada en las tareas: Explorar los datos, Verificar la calidad de los datos y Seleccionar los datos 
TABLA VI. MÉTRICAS PARA ENTENDIMIENTO DE DATOS – EXPLORACIÓN DE DATOS 
Tarea: Explorar los datos 
Métrica Significado Cálculo de la Métrica 
DVN (T) 
Densidad de valores nulos o faltantes en la tabla T. Identifica la proporción total de valores nulos o 
faltantes en las tablas iniciales para el proyecto. La unidad de medida de la métrica es % 
(porcentaje) y toma valores entre 0 y 1.  )T(NA*)T(NR
)T(NVN
)T(DVN =  
NCT (T) 
Nivel de compleción de la tabla T. Expresa la relación entre la cantidad de valores nulos o faltantes 
respecto al total de datos de la tabla. Permite determinar cuán completa está la tabla con datos. La 
unidad de medida de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
)T(DVN1)T(NCT −=  
NVN (T)2 
Número de valores nulos o faltantes en la tabla T. Indica la cantidad de valores nulos o faltantes que 
tiene la tabla a utilizarse inicialmente para el proyecto. La unidad de medida de la métrica es 
datos/valores y toma valores mayores o iguales a 0. 
 
Nota 2 – Métrica utilizada en la tarea: Verificar la calidad de los datos 
TABLA VII. MÉTRICAS PARA ENTENDIMIENTO DE DATOS – CALIDAD DE DATOS 
Tarea: Verificar la calidad de los datos 
Métrica Significado Cálculo de la Métrica 
GCD (T) 
Grado de corrección de los datos de la tabla T. Expresa la relación entre la cantidad de datos con 
valores erróneos, fuera de rangos (outliers) o nulos/faltantes y la cantidad de datos totales de la 
tabla. La unidad de medida de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
? Si GCD (T) es ALTO implica que los datos de la tabla son útiles para el proyecto de explotación 
de información. 
? Si GCD (T) es BAJO implica que deben analizarse los datos y evaluar la relevancia de la tabla. 
)T(NA*)T(NR
)T(NVN)T(NVE
1)T(GCD
+−=
 
NVE (T) 
Número de valores erróneos en la tabla T. Indica la cantidad de valores mal ingresados o fuera del 
rango normal que tiene la tabla, ya sea por atributos o registros. Mide la confiabilidad que los datos 
son verdaderos dependiendo de su fuente de datos y naturaleza. No se consideran erróneos los 
valores que deban normalizarse. La unidad de medida de la métrica es datos/valores y toma valores 
mayores o iguales a 0. 
 
 
Algunas de estas métricas se definen en base a una matriz, 
llamada Matriz de Confusión [40], las cuales se obtienen 
cuando se prueba el modelo sobre un conjunto de datos que no 
intervinieron en la construcción del modelo. 
A partir de los valores obtenidos de esta matriz, se 
cuantifican las métricas para evaluar la calidad del modelo 
construido y las reglas descubiertas con los algoritmos de 
inducción TDIDT. Otras métricas, se definen tomando las 
consideraciones y métricas propuestas en [27] [44] [45], 
adecuándolas para un modelo de descubrimiento de reglas y su 
interpretación para proyectos de explotación de información. 
Una matriz de confusión permite conocer la distribución 
del error cometido por un clasificador a lo largo de las clases 
del problema. Por simplicidad se definirán las métricas para un 
problema de dos clases, pero las mismas se pueden extender 
para N clases [86]. Una matriz de confusión general tiene la 
estructura que se indica en la Fig 3.  
En este caso, se presenta una fila y una columna para cada 
clase, la fila indica el valor real de la clase asociada al caso 
evaluado y cada columna el valor clasificado por el modelo 
para ese mismo caso. Los valores que se encuentran a lo largo 
de la diagonal principal de la matriz, indicados como NCVA y 
NCVB, son las clasificaciones correctas del modelo. Los 
valores de la diagonal secundaria, indicados como NCFA y 
NCFB, representan los errores (la confusión) entre las clases. 
 
 
  Clase Clasificada 
  Clase A Clase B Total 
Clase 
A 
Número de casos 
clasificados como 
A y son de clase 
A (NCVA) 
Número de casos 
clasificados como 
B pero son de 
clase A (NCFB) 
Total de casos 
de la clase A 
Clase 
B 
Número de casos 
clasificados como 
A pero son de 
clase B (NCFA) 
Número de casos 
clasificados como 
B y son de clase B 
(NCVB) 
Total de casos 
de la clase B 
C
la
se
 R
ea
l 
Total 
Total de casos 
clasificados como 
clase A 
Total de casos 
clasificados como 
clase B 
Número total 
de casos 
(NTC) 
Fig. 3. Estructura general de una Matriz de Confusión de dos clases 
Se considera que ocurre un error de clasificación en el 
modelo, cuando un caso es clasificado como clase A cuando es 
realidad es de clase B, o viceversa [86]. Un buen resultado del 
modelo se corresponde con valores altos en la diagonal 
principal y con valores bajos, idealmente cero, en la diagonal 
secundaria [86].  
Cuando el problema presenta N clases de clasificación o 
predicción, los resultados de la clasificación se expresan en una 
matriz de confusión de dimensión N x N, como se observa en 
la Fig. 4.  
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TABLA VIII. MÉTRICAS PARA PREPARACIÓN DE DATOS – SELECCIÓN DE DATOS 
Tarea: Seleccionar los datos 
Métrica Significado Cálculo de la Métrica 
NANC (T)3 
Número de atributos no correctos en la tabla T.  Indica la cantidad de atributos 
de la tabla que no son útiles para el proyecto, por tener muchos errores o valores 
nulos. La unidad de medida de la métrica es atributos y toma valores mayores o 
iguales a 0. 
NANS (T)3 
Número de atributos no significativos de la tabla T. Indica la cantidad de 
atributos de la tabla que no son relevantes para el proyecto. No necesitan ningún 
tipo de análisis del contenido. La unidad de medida de la métrica es atributos y 
toma valores mayores o iguales a 0. 
NASE (T)3 
Número de atributos útiles sin errores en la tabla T. Indica la cantidad de 
atributos cuyos datos tienen ausencia de valores nulos o faltantes, no contienen 
errores ni requieren normalización, es decir, son datos que no necesitan ningún 
tipo de corrección. La unidad de medida de la métrica es atributos y toma 
valores mayores o iguales a 0. 
NAUD (T)3 
Número de atributos útiles pero con defectos en la tabla T. Indica la cantidad de 
atributos útiles cuyos datos que deben corregirse, completarse o normalizarse 
con algún formato específico, para ser utilizados en el proyecto. La unidad de 
medida de la métrica es atributos y toma valores mayores o iguales a 0. 
)T(UTILES_NO)T(UTILES)T(NA +=  
 
donde: 
 
)T(NAUD)T(NASE)T(UTILES +=  
)T(NANS)T(NANC)T(UTILES_NO +=  
NRDP (T)3 
Número de registros duplicados en la tabla T. Indica la cantidad total de 
registros que se identificaron como duplicados en la tabla. La unidad de medida 
de la métrica es registros/tuplas y toma valores mayores o iguales a 0. 
 
NRNC (T)3 
Número de registros no correctos en la tabla T. Indica la cantidad de registros de 
la tabla que no son útiles para el proyecto, por tener muchos errores o valores 
nulos. La unidad de medida de la métrica es registros/tuplas y toma valores 
mayores o iguales a 0. 
 
GUA (T) 
Grado de utilidad de los atributos de la tabla T. Expresa la proporción de 
atributos útiles de la tabla para el proyecto de explotación de información. A 
cada atributo se le asigna una ponderación, según su nivel de utilidad.  
? Si GUA (T) es BAJO implica que la mayoría de los atributos de la tabla no 
son de útiles para el proyecto, pudiéndose descartar la tabla. 
? Si GUA (T) es MEDIO implica que los atributos de la tabla son 
aceptablemente usables para el proyecto pero requiere correcciones. 
? Si GUA (T) es ALTO implica que la mayoría de los atributos de la tabla son 
de utilidad para el proyecto y no requiere demasiadas correcciones.  
Cuando GUA (T) es MEDIO o ALTO se deben seleccionar los atributos útiles y 
efectuar correcciones sobre los atributos útiles con defectos para aumentar la 
utilidad de los mismos. La unidad de medida de la métrica es % (porcentaje) y 
toma valores entre 0 y 1.   
( )
)T(NA
)T(NAUD*5,0)T(UTILES_NO)T(NA
)T(GUA
+−=  
Ponderación definida  
? Atributos útiles con defectos = 0.5 
? Atributos No Útiles = 1 
 
Nota 3 – Métrica utilizada en la tarea: Limpiar los datos 
TABLA IX. MÉTRICAS PARA PREPARACIÓN DE DATOS – LIMPIEZA DE DATOS 
Tarea: Limpiar los datos 
Métrica Significado Cálculo de la Métrica 
NAU (T) 4 Número total de atributos que son de utilidad en la tabla T. La unidad de medida de la métrica es atributos y toma valores mayores o iguales a 0. 
)T(NAUD)T(NASE)T(NAU +=  
NANU (T) 
Número total de atributos que no son de utilidad en la tabla T. Se incluyen los 
atributos no significativos, los que no son correctos y los que tienen una 
importante cantidad de valores nulos o faltantes. La unidad de medida de la 
métrica es atributos y toma valores mayores o iguales a 0. 
)T(NANC)T(NANS)T(NANU +=  
NRNU (T) 
Número de registros que no son de utilidad en la tabla T. Se incluyen también 
los registros que están duplicados. Estos registros  La unidad de medida de la 
métrica es registros/tuplas y toma valores mayores o iguales a 0. 
)T(NRDP)T(NRNC)T(NRNU +=  
NRU (T) 
Número de registros útiles sin errores de la tabla T. Indica la cantidad de 
registros cuyos datos tienen ausencia de valores nulos o faltantes y no contienen 
errores, es decir, son datos del registro que no necesitan ningún tipo de 
corrección. La unidad de medida de la métrica es registros/tuplas y toma valores 
mayores o iguales a 0. 
)T(NRNU)T(NR)T(NRU −=  
Nota 4 – Métrica utilizada en la tarea: Integrar los datos 
TABLA X. MÉTRICAS PARA PREPARACIÓN DE DATOS – CONSTRUCCIÓN DE DATOS 
Tarea: Construir los datos 
Métrica Significado Cálculo de la Métrica 
NANI (TI)5 
Número de atributos nuevos para integrar a la tabla TI. Indica la cantidad de 
atributos nuevos que necesitan agregarse o construirse en la tabla única para el 
proyecto de explotación de información. La unidad de medida de la métrica es 
atributos y toma valores mayores o iguales a 0. 
 
Nota 5 – Métrica utilizada en la tarea: Integrar los datos 
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TABLA XI. MÉTRICAS PARA PREPARACIÓN DE DATOS – INTEGRACIÓN DE DATOS 
Tarea: Integrar los datos 
Métrica Significado Cálculo de la Métrica 
NA (TI) 
Número de atributos de la tabla integrada TI. Indica la cantidad total de 
atributos que se utilizarán para el proyecto y mide que se disponga de una 
cantidad suficiente de datos para aplicar explotación de información. Representa 
la suma de todos los atributos útiles por cada tabla analizada, agregándole 
además los atributos nuevos que se creen para el proyecto. La unidad de medida 
de la métrica es atributos y toma valores mayores o iguales a 0. 
∑+=
i
)iT(NAU)TI(NANI)TI(NA  
donde i representa aquellas tablas cuyo grado de utilidad 
de la métrica GUA (T) es MEDIO O ALTO.  
NR (TI) 
Número de registros de la tabla integrada TI. Indica la cantidad total de tuplas 
que se utilizarán para el proyecto y mide que se disponga de una cantidad 
suficiente de datos para aplicar explotación de información. Representa la suma 
de todos los registros útiles por cada tabla analizada. La unidad de medida de la 
métrica es registros/tuplas y toma valores mayores o iguales a 0. 
 
TABLA XII. MÉTRICAS PARA MODELOS – GENERACIÓN EL DISEÑO DEL TEST 
Tarea: Generar el diseño del test 
Métrica Significado Cálculo de la Métrica 
NCE (C)7 
Número de casos del conjunto de entrenamiento distribuido por cada clase o 
grupo. Esta métrica permite conocer cómo es la proporción de casos 
seleccionados por clase o grupo para entrenar el modelo, a fin de evitar que el 
modelo tienda a clasificar mejor los casos de la clase mayoritaria. La unidad de 
medida de la métrica es % (porcentaje) y toma valores mayores o iguales a 0. 
 
NCE (M)6,7 
Número de casos a utilizar para el entrenamiento del modelo M. Indica la 
cantidad de casos que se utilizarán como conjunto de entrenamiento del modelo. 
Como heurística, este número suele representar los dos tercios del conjunto total 
de casos [23]. La unidad de medida de la métrica es registros/tuplas y toma 
valores mayores a 0. 
∑=
i
)iC(NCE)M(NCE  
donde el subíndice i representa cada clase o grupo. 
NCP (C)7 
Número de casos del conjunto de prueba distribuido por cada clase o grupo. 
Esta métrica permite conocer cómo es la proporción de casos seleccionados para 
probar el modelo, a fin de evitar que el modelo tienda a clasificar mejor los 
casos de la clase mayoritaria. La unidad de medida de la métrica es % 
(porcentaje) y toma valores mayores o iguales a 0. 
 
NCP (M)6,7 
Número de casos a utilizar para las pruebas del modelo M. Indica la cantidad de 
casos que se utilizarán para validar la calidad del modelo construido y para 
chequear cada objetivo de explotación de información, en forma separada. 
Como heurística, el número de casos suele representar un tercio del conjunto 
total de casos [23]. La unidad de medida de la métrica es registros/tuplas y toma 
valores mayores a 0. 
∑=
i
)iC(NCP)M(NCP  
donde el subíndice i representa cada clase o grupo. 
Nota 6 – Métrica utilizada en las tareas: Construir el Modelo, Evaluar el modelo de Descubrimiento de Reglas / Dependencias Significativas 
Nota 7 – Métrica utilizada en las tareas: Evaluar el modelo de Descubrimiento de Reglas / Dependencias Significativas 
TABLA XIII. MÉTRICAS PARA MODELOS – CONSTRUCCIÓN DEL MODELO 
Tarea: Construir el modelo 
Métrica Significado Cálculo de la Métrica 
NA (M)8 
Número de atributos del modelo M [49]. Indica la cantidad de atributos a 
utilizar para construir cada modelo. La unidad de medida de la métrica es 
atributos y toma valores mayores a 0. A mayor número de atributos, mayor es el 
tiempo requerido para la construcción del modelo [48]. 
 
NCL (M) 
Número de clases a utilizar en el modelo M. Indica la cantidad de clases 
instanciadas de un atributo clase que se utilizan para tareas de clasificación de 
clases. La unidad de medida de la métrica es clases/grupos y toma valores 
mayores a 0. 
 
NMOD9 
Número de modelos [49] a construir para el proyecto de explotación de 
información. Indica la cantidad de modelos que se deben construir para 
satisfacer los objetivos de explotación de información planteados para el 
proyecto. La unidad de medida de la métrica es modelos y toma valores mayores 
a 0. 
 
NTC (M) 
Número total de casos del modelo M [49]. Indica la cantidad total de registros 
que se utilizan para construir cada modelo. La unidad de medida de la métrica es 
registros/tuplas y toma valores mayores a 0. 
)M(NCP)M(NCE)M(NTC +=  
Nota 8 – Métrica utilizada en la tarea: Evaluar el modelo de Descubrimiento de Reglas 
Nota 9 – Métrica utilizada en la tarea: Evaluar los resultados 
TABLA XIV. MÉTRICAS PARA MODELOS – EVALUACIÓN DEL MODELO DE DESCUBRIMIENTO DE GRUPOS 
Tarea: Evaluar el modelo 
Métrica Significado Cálculo de la Métrica 
NCG (G) 
Número de casos asignados a cada grupo G. Esta métrica permite conocer la 
distribución de los casos, agrupados por cada grupo identificado. La suma de los 
casos asignados en cada grupo debe coincidir con el número total de casos del 
modelo. La unidad de medida de la métrica es registros/tuplas y toma valores 
mayores a 0. 
∑
=
=
)M(NGR
1i
)iG(NCG)M(NTC  
NGR (M) Número de grupos generados por el modelo M. La unidad de medida de la métrica es grupos y toma valores mayores a 0.  
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Sin embargo, y como se muestra en el ejemplo de la Fig. 5, 
este tipo de problemas se puede reducir a problemas de 
clasificación de dos clases, si cada una se considera de forma  
separada frente a la unión del resto de las clases, obteniendo 
por lo tanto N matrices de confusión [57]. 
  Clase Clasificada 
  Clase C1 Clase C2 … Clase CN Total 
Clase C1 nc11 nc12 … nc1N TRC1 
Clase C2 nc21 nc22 … nc2N TRC2 
…
 
… … … … … 
Clase CN ncN1 ncN2 … ncNN TRCN C
la
se
 r
ea
l 
Total TCC1 TCC2 … TCCN NTC 
Fig. 4. Estructura general de una Matriz de Confusión de N clases 
donde:  
? N es el número de clases 
? ncij representa el número de casos de la clase Ci 
clasificados como Cj 
? TRCi es el número total de casos reales de la clase Ci 
? TCCi es el número total de casos clasificados como clase 
Ci 
? NTC es el número total de casos 
 
Fig. 5. Reducción de una Matriz de Confusión de 5 clases a una de 2 clases 
A partir del modelo de proceso de desarrollo establecido, se 
han considerado métricas para la tarea de evaluación del 
modelo de Descubrimiento de Reglas a las indicadas en la 
Tabla XV. Las métricas están ordenadas alfabéticamente. 
Estas métricas se basan en la capacidad que tiene el modelo 
construido para encontrar las reglas de comportamiento o de 
pertenencia que determinen correctamente la clase o grupo 
asociado a un caso de prueba o a nuevos casos. No obstante, la 
decisión sobre qué modelo de descubrimiento de reglas resulta 
más adecuada para el proyecto de Explotación de Información, 
es siempre algo más complicado ya que intervienen otros 
aspectos, como son los riesgos que suponen los clasificadores 
empleados y la valoración de las consecuencias que conllevan 
las clasificaciones incorrectas en el contexto del proyecto. 
Además de las métricas propuestas existen otras (curva 
ROC, curva LIFT, entropía cruzada, coeficiente de Kappa, etc.) 
que podrían ser utilizadas para evaluar la calidad de un modelo 
de clasificación [8] [86],  pero su complejidad y utilidad van 
más allá del objetivo de este trabajo de investigación. 
d) Modelo de Descubrimiento de Dependencias 
Significativas 
El modelo de Descubrimiento de Dependencias 
Significativas consiste en encontrar modelos que describan 
dependencias o asociaciones significativas entre los datos [5]. 
Esto implica identificar y ponderar las características o factores 
que tienen mayor incidencia sobre un determinado resultado de 
un problema [5]. Al igual que con el modelo de descubrimiento 
de reglas, este modelo también se relaciona con tareas de 
clasificación y predicción. En este caso, las dependencias 
pueden ser vistas como los valores que deben tomar 
determinados atributos del modelo construido, teniendo la 
información de los otros atributos, para que los mismos 
resulten significativos en la clasificación o predicción de una 
clase o grupo [5].  
Dentro de las técnicas de sistemas inteligentes apropiadas 
para realizar descubrimiento de dependencias significativas en 
un proyecto de Explotación de Información, se encuentran las 
Redes Bayesianas [23]. Estas redes pueden ser aplicadas para 
identificar atributos significativos en grandes masas de 
información [7], ponderar reglas de comportamiento o de 
pertenencia a grupos [6], y detectar patrones de 
comportamiento en análisis de series temporales [28].  
Un modelo de descubrimiento de dependencias 
significativas que utiliza Redes Bayesianas puede verse como 
un modelo de clasificación de clases, en la cual se asume que 
las relaciones de dependencias entre los atributos del conjunto 
de datos son condicionalmente independientes entre sí dado un 
atributo clase [20] [42].  
Por tratarse de un modelo de clasificación, pueden aplicarse 
las métricas de exactitud EXCT (M), tasa de aciertos TAM (C), 
tasa de errores TEM (C) y precisión del modelo PDM (C), que 
se definieron en la Tabla XV para el modelo de 
Descubrimiento de Reglas. Estas métricas surgen de la matriz 
de confusión del modelo construido para un problema de N 
clases. En este caso, los valores a predecir o clasificar son los 
correspondientes al atributo clase considerado en el modelo de 
dependencias. A su vez, se proponen otras métricas específicas 
para el modelo de descubrimiento de dependencias 
significativas. 
A partir del modelo de proceso de desarrollo establecido, se 
han considerado métricas para la tarea de evaluación del 
modelo de Descubrimiento de Dependencias Significativas a 
las indicadas en la Tabla XVI. Las métricas están ordenadas 
alfabéticamente. 
Todos los tipos de modelos descriptos para el subproceso 
Modelado [85] y las métricas propuestas para su evaluación 
dentro de un proyecto, permiten aplicar los procesos de 
explotación definidos por [5]. En el caso del proceso de 
Descubrimiento de Reglas de Pertenencia a Grupos, se necesita 
aplicar una combinación de los modelos de Descubrimiento de 
Grupos  y Descubrimiento de Reglas; y en el caso del proceso 
de Ponderación de Reglas de Comportamiento o de Pertenencia 
a Grupos una combinación de los modelos de Descubrimiento 
de Grupos, Descubrimiento de Reglas y Descubrimiento de 
Dependencias Significativas, respectivamente. 
3. Propuesta de Métricas de Proyectos 
Si bien en [48] [49] [65] [66] se plantean los factores de 
costo que involucran las características más importantes de los 
proyectos de Explotación de Información, dentro de la cual se 
encuentra la categoría de Proyecto, no se hace ninguna 
mención sobre los criterios para evaluar los resultados 
obtenidos en el proceso de desarrollo y el tiempo insumido por 
cada tarea vinculada al mismo. Una vez construidos los 
modelos necesarios para el proyecto de Explotación de 
Información, evaluada su calidad y los patrones de 
conocimiento descubiertos, se debe analizar e interpretar si los 
resultados obtenidos son útiles y si cumplen con los objetivos 
planteados al inicio del proyecto y los criterios de éxito del 
negocio. 
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TABLA XV. MÉTRICAS PARA MODELOS – EVALUACIÓN DEL MODELO DE DESCUBRIMIENTO DE REGLAS 
Tarea: Evaluar el modelo 
Métrica Significado Cálculo de la Métrica 
COBER (R) 
Cobertura o soporte de la regla [2] [44] [45] de pertenencia a una clase o grupo. Mide la 
proporción de casos de entrenamiento a los que se le puede aplicar cada regla del modelo. Cuanto 
mayor sea este valor, mayor calidad y utilidad tiene la regla para asociar casos a una clase 
particular. La unidad de medida de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
)C(NCE
)R(NCCNS
)R(COBER =  
EXCT (M)10 
Exactitud [40] del modelo. Mide la proporción de casos clasificados correctamente por el modelo 
respecto del número total de casos utilizados. Esta métrica se aplica tanto para los casos del 
conjunto de entrenamiento del modelo como para los casos de prueba y permite evaluar la 
capacidad del modelo construido para predecir y clasificar nuevos casos dentro del dominio del 
proyecto. 
? Si EXCT (M) es ALTO implica que el modelo es capaz de clasificar correctamente los casos 
que se le presenten del dominio y de encontrar reglas que describen el comportamiento y 
pertenencia a cada clase o grupo. 
? Si EXCT (M) es BAJO implica que el modelo no es capaz de clasificar correctamente los casos 
que se le presenten del dominio, lo cual implica que no es un modelo confiable. 
La unidad de medida de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
En fase de entrenamiento: 
)M(NCE
NCVBNCVA
)M(EXCT
+=  
 
En fase de prueba: 
)M(NCP
NCVBNCVA
)M(EXCT
+=  
En modelos construidos para 
varias clases, la exactitud se 
calcula sumando los casos de la 
diagonal principal de la matriz de 
confusión respecto al número 
total de casos del modelo. 
NAPR (M) 
Número de atributos de la precondición de las reglas [27] de pertenencia a una clase o grupo. 
Representa la cantidad de atributos diferentes utilizados por el modelo de descubrimiento de 
reglas para aplicar las condiciones de pertenencia a una clase o grupo sobre los casos de 
entrenamiento. Si un mismo atributo se utiliza en otra regla, no se lo debe contabilizar 
nuevamente en esta cantidad. No se incluye el atributo clase dentro de este número. La unidad de 
medida de la métrica es atributos  y toma valores mayores a 0. 
 
 
NCCNS (R) 
Número de casos que satisfacen la aplicación de la regla de comportamiento a una clase o de 
pertenencia a ésta, es decir, la clase indicada como consecuente de la regla. La unidad de medida 
de la métrica es registros/tuplas y toma valores mayores a 0. 
 
NCFA 
Número de casos que fueron incorrectamente clasificados por el modelo como de clase A, pero 
que pertenecen a otra clase. Mide la cantidad de casos erróneamente clasificados de una clase. Es 
deseable que el valor de esta métrica converja a 0 para asegurar una alta tasa de aciertos en el 
modelo. La unidad de medida de la métrica es registros/tuplas y toma valores mayores a 0. 
 
NCFB 
Número de casos que pertenecen a la clase A pero que fueron incorrectamente clasificados por el 
modelo en otra clase. Mide la cantidad de casos erróneamente clasificados de una clase. Para un 
problema de N clases, representa todos aquellos casos que fueron clasificados incorrectamente en 
otras clases diferentes de la clase A. Es deseable que el valor de esta métrica converja a 0 para 
asegurar una alta tasa de aciertos en el modelo. La unidad de medida de la métrica es 
registros/tuplas y toma valores mayores a 0. 
 
NCPRC (R) 
Número de casos que satisfacen la precondición de la regla, independientemente de la clase o 
grupo a la que pertenece. La unidad de medida de la métrica es registros/tuplas y toma valores 
mayores a 0.  
 
NCVA 
Número de casos pertenecientes a la clase A que fueron  correctamente clasificados por el modelo 
en esa misma clase. Mide la cantidad de casos correctamente clasificados de una clase. La unidad 
de medida de la métrica es registros/tuplas y toma valores mayores a 0. 
 
NCVB 
Número de casos que pertenecen a la clase B que fueron correctamente clasificados por el modelo 
en esa misma clase. Mide la cantidad de casos correctamente clasificados de una clase. Para un 
problema de N clases, la clase B representa todas las clases diferentes a la clase A. La unidad de 
medida de la métrica es registros/tuplas y toma valores mayores a 0. 
 
NRGL(C) 
Número de reglas [27] descubiertas por el modelo por cada clase o grupo. Indica la cantidad de 
reglas que describen el comportamiento y la pertenencia de un conjunto de casos a cada clase o 
grupo del modelo. 
? Si NRGL (C) es BAJO resulta fácilmente identificable el comportamiento de la clase o grupo, 
lográndose una cobertura de casos más alta por cada regla.  
? Si NRGL (C) es ALTO se dificulta identificar el comportamiento de la clase o grupo, 
lográndose una cobertura de casos más baja por cada regla.  
La unidad de medida de la métrica es reglas de pertenencia/comportamiento y toma valores 
mayores a 0. 
 
PRCR (R) 
Precisión o confianza de la regla [2] [44] [45] de asociación a una clase. Mide la probabilidad 
condicionada de los casos asociados con una regla particular. Representa la proporción de casos 
que cumplen con la regla de pertenencia a una clase o grupo, respecto del total de casos 
considerados en la precondición de la misma. Cuanto mayor sea este valor, mayor calidad y 
confiabilidad tiene la regla para asociar casos a una clase particular. La unidad de medida de la 
métrica es % (porcentaje) y toma valores entre 0 y 1. 
)R(NCPRC
)R(NCCNS
)R(PRCR =  
PDM (C)10 
Precisión o confianza [40] del modelo para clasificar una clase. Representa la proporción de casos 
que pertenecen a una clase respecto del total de casos clasificados por el modelo para esa misma 
clase. Mide la efectividad del modelo para clasificar una clase particular. Es deseable que el valor 
de esta métrica converja a 1, lo que indica que el modelo es capaz de clasificar correctamente 
nuevos casos a su clase asociada. La unidad de medida de la métrica es % (porcentaje) y toma 
valores entre 0 y 1. 
iNCFCiNCVC
iNCVC)iC(PDM +=  
donde Ci es la clase 
correspondiente a la matriz de 
confusión que se está evaluando. 
TAM (C)10 
Tasa de aciertos del modelo en la clasificación de casos a una clase. Representa la proporción de 
casos de prueba de una clase que fueron correctamente clasificados  por el modelo respecto del 
total de casos de la misma clase. Mide la eficacia del modelo para clasificar correctamente un 
nuevo caso en esa misma clase.    
? Si TAM (C) es ALTO implica que el modelo es bueno para clasificar la clase, es decir que un 
nuevo caso tiene una alta probabilidad de ser clasificado correctamente. 
? Si TAM (C) es BAJO implica que el modelo no es bueno para clasificar la clase, es decir que 
)iC(NCP
iNCVC)iC(TAM =  
donde Ci es la clase 
correspondiente a la matriz de 
confusión que se está evaluando. 
En la matriz de confusión se 
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Tarea: Evaluar el modelo 
Métrica Significado Cálculo de la Métrica 
un nuevo caso tiene una baja probabilidad de ser clasificado correctamente. En este caso se 
debe evaluar la elección de los casos de entrenamiento y prueba del modelo y repetir las 
pruebas. Puede suceder que la elección de los casos de entrenamiento no sean suficientemente 
representativos de los casos de prueba. 
La unidad de medida de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
visualiza como: 
NCFBNCVA
NCVA
)C(TAM +=  
TEM (C)10 
Tasa de errores del modelo en la clasificación de casos a una clase. Representa la proporción de 
casos de prueba de una clase que fueron incorrectamente clasificados respecto del total de casos 
de la misma clase. Es deseable que el valor de la métrica converja a 0 para garantizar que el 
modelo es capaz de clasificar correctamente nuevos casos a su clase asociada. La unidad de 
medida de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
)iC(TAM1)iC(TEM −=  
donde Ci es la clase 
correspondiente a la matriz de 
confusión y que se está 
evaluando. 
USAT (M) 
Usabilidad de los atributos [27] del modelo. Indica la proporción de atributos utilizados por las 
reglas generadas sobre el conjunto de casos de entrenamiento, que describen la pertenencia a las 
clases o grupos del modelo, respecto del número total de atributos usados en el diseño del modelo. 
Es deseable que el valor de esta métrica converja a 1 para garantizar que el modelo necesita todos 
los atributos para encontrar las reglas de pertenencia a las clases o grupos. La unidad de medida 
de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
)M(NA
)M(NAPR
)M(USAT =  
Nota 10 – Métrica utilizada en la tarea: Evaluar el modelo de Descubrimiento de Dependencias Significativas 
TABLA XVI. MÉTRICAS PARA MODELOS – EVALUACIÓN DEL MODELO DE DESCUBRIMIENTO DE DEPENDENCIAS SIGNIFICATIVAS 
Tarea: Evaluar el modelo 
Métrica Significado Cálculo de la Métrica 
GINC (AVi) 
Grado de incidencia que cada valor Vi de un atributo significativo A tiene sobre una clase o grupo 
del atributo clase. Es deseable que esta métrica converja a 1 para obtener aquellas condiciones o 
factores que ejercen mayor incidencia sobre un determinado resultado en el dominio del proyecto. 
La unidad de medida de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
)C(NCE
)viA(NCAT)viA(GINC =  
 
donde A son los atributos 
significativos que se obtienen de 
la métrica NAPR (M).  
NCAT (AVi) 
Número de casos cubiertos por una clase o grupo del atributo clase, cuando un atributo 
significativo A toma el valor Vi. Indica la proporción de casos de un atributo significativo que 
incide sobre el valor del atributo clase. La unidad de medida de la métrica es registros/tuplas y 
toma valores entre mayores a 0. 
 
NVLC (M) 
Número de valores distintos que toma el atributo clase en el modelo M. Para cada valor que toma 
el atributo clase, se analiza el grado de incidencia que tienen los valores del los atributos 
significativos. Esta métrica representa la dimensión que toma la matriz de confusión para el 
modelo. La unidad de medida de la métrica es valor y toma valores mayores a 0. 
 
 
Este análisis, de resultar satisfactorio contribuye a la 
aprobación del proyecto por parte del cliente/usuario experto 
del negocio, su entrega final y cierre. Por otra parte, estos 
resultados determinan si el proceso de construcción del 
proyecto fue exitoso y si las tareas se realizaron dentro de los 
plazos estimados al inicio del mismo. Por consiguiente, las 
métricas que se proponen para evaluar los resultados del 
proceso, la duración, el esfuerzo real del proyecto y el desvío 
respecto del esfuerzo estimado, se incluyen dentro de esta 
categorización.  
A partir de la división de subprocesos definidos en el 
modelo de proceso de desarrollo para proyectos de Explotación 
de Información [85], se han propuesto un conjunto de métricas 
clasificadas en dos categorías: métricas orientadas a la 
evaluación del proceso de desarrollo (sub-sección a) y métricas 
orientadas a la entrega del proyecto de Explotación de 
Información (sub-sección b). 
a) Métricas para Evaluación del Proceso de Desarrollo 
del Proyecto 
En la tarea de evaluación de los modelos descripta en la 
sección anterior, se proponen las métricas de exactitud EXCT 
(M) y tasa de aciertos TAM (C), como métricas para evaluar la 
calidad de los modelos desarrollados y probados para el 
proyecto de Explotación de Información. Estas métricas, son 
un indicador de la bondad del modelo construido para 
proporcionar patrones de comportamiento y conocimiento 
descubierto, a partir del conjunto de datos utilizado en el 
desarrollo del proyecto. En el conocimiento descubierto existen 
patrones que son más interesantes que otros [38], razón por la 
cual, los usuarios expertos en el negocio deben evaluar cuáles  
 
de ellos son los que le aportan conocimiento que le sean de 
utilidad (que se lo pueda utilizar posteriormente) [58]. A su 
vez, este conocimiento debe ser sorprendente, inesperado y 
novedoso  (conocimiento nuevo para el usuario) [73]. 
El interés por los resultados obtenidos, es un factor 
subjetivo pero necesario para un proyecto de explotación de 
información, ya que depende de lo que el usuario experto 
considera como conocimiento útil y novedoso [46]. No 
obstante, se lo puede relacionar con el grado de cumplimiento 
de los objetivos de explotación de información, definidos al 
inicio del proyecto (en el subproceso Entendimiento del 
Negocio [85]), y en consecuencia, con el éxito del proceso de 
desarrollo. 
Para definir la métrica de éxito de los resultados obtenidos 
en el proceso de desarrollo, se considera como parámetro el 
nivel de satisfacción e interés del conocimiento que presenta 
para el usuario cada modelo desarrollado y probado, tomando 
un criterio de valoración ALTO, MEDIO, BAJO y MUY 
BAJO. A su vez, cada modelo de explotación de información 
se pondera de acuerdo a este interés, asignándole los valores de 
ponderación correspondientes. Para ello, se propone la 
utilización del Índice Neto de Satisfacción (del inglés Net 
Satisfaction Index, NSI) considerado en [37]. 
El Índice Neto de Satisfacción se considera en un rango 
entre 0% y 100% (representado con valores entre 0 y 1) y 
distribuido proporcionalmente por nivel de interés de 
resultados, ponderando con mayor valor los modelos que 
presenten un conocimiento interesante, útil y novedoso para el 
proyecto, como se indica en la Tabla XVII. 
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TABLA XVII. PONDERACIÓN ASOCIADA AL INTERÉS DEL USUARIO SEGÚN 
LOS RESULTADOS DE LOS MODELOS 
Interés de 
Resultados Significado Ponderación 
Muy Bajo Los resultados obtenidos con los modelos no son de interés para el usuario. 0 
Bajo 
Los resultados obtenidos aportan algo de 
conocimiento interesante pero es poco útil 
para el proyecto. 
0.3 
Medio 
Los resultados obtenidos muestran 
conocimiento interesante para el usuario, 
pero se necesitan refinar y clarificar los 
mismos para que sean útiles para el 
proyecto. 
0.6 
Alto 
Los resultados obtenidos con los modelos 
aportan conocimiento interesante para el 
usuario, siendo además útil y novedoso 
para el proyecto. 
1 
 
Cabe aclarar, que independientemente del interés de los 
resultados obtenidos con los modelos, respecto a los objetivos 
definidos al inicio, para que un proyecto de explotación de 
información sea exitoso, deben cumplirse las siguientes 
condiciones previas: las fuentes de datos o tablas utilizadas 
están implementadas con tecnologías que permiten un fácil 
acceso y manipulación (tareas de limpieza, formateo e 
integración); se cuenta con el apoyo de los principales 
interesados en el proyecto (stakeholders) - directivos de la 
organización, gerentes de nivel medio y/los usuarios finales; es 
posible realizar una planificación correcta del proyecto 
considerando la realización de buenas prácticas ingenieriles 
con el tiempo adecuado; y existen personas en el equipo de 
trabajo con experiencia en proyectos similares [67]. A partir 
del modelo de proceso de desarrollo establecido, se han 
considerado métricas de evaluación del proceso de desarrollo 
del proyecto para la tarea que se indica en la Tabla XVIII. Las 
métricas están ordenadas alfabéticamente. 
b) Métricas para Entrega del Proyecto 
Si los modelos generados son exitosos en función de los 
criterios de éxito establecidos al inicio del proyecto, se procede 
a la explotación del modelo construido [71]. Para ello, se 
elabora luego un informe final conteniendo, por cada grupo de 
usuarios interesados, una valoración de los resultados 
alcanzados respecto a los objetivos del problema, los 
descubrimientos obtenidos del proceso de explotación de 
información y de ser necesario los pasos para implementar un 
proceso de explotación de información repetible. Este informe 
puede incluir también una descripción del proceso seguido, 
cualquier desviación respecto del plan de proyecto original [9], 
y el registro de métricas que suministren información relevante 
a tiempo, que permitan establecer objetivos de mejora para el 
proceso o en los productos obtenidos. Dentro de las métricas a 
utilizar se destaca la medición de la duración real del proyecto, 
el esfuerzo realizado para cumplimentar cada una de las tareas 
del proceso de desarrollo aplicado y la productividad del 
proyecto [63]. Esto permite comparar los valores reales 
obtenidos con las estimaciones realizadas al inicio del proyecto 
e identificar los desvíos ocurridos en el mismo. Por otra parte, 
permite conocer, en etapas tempranas, el tiempo que insume 
cada tarea durante el desarrollo del proyecto de explotación de 
información, tener una aproximación de los tiempos de los 
otros subprocesos y del esfuerzo global del proyecto [71]. Estas 
mediciones facilitan el control del progreso del proyecto, 
permitiendo realizar los ajustes necesarios en caso de 
identificar retrasos en alguna de las tareas del proceso de 
desarrollo.  
A partir del modelo de proceso de desarrollo establecido, se  
han considerado métricas para entrega del proyecto para la 
tarea que se indica en la Tabla XIX. 
V. COMPORTAMIENTO DE LAS MÉTRICAS 
En este apartado se analiza y estudia el comportamiento de 
las métricas mencionadas como solución en el apartado 
anterior. Se comienza con una descripción de las generalidades 
(sección A) del método de estudio a aplicar, luego se 
mencionan qué métricas se someterán a estudio (sección B) por 
este método y se finaliza analizando el comportamiento de las 
métricas de Datos (sección C), métricas de Modelos (sección 
D) y métricas de Proyectos (sección E) que se proponen en este 
trabajo. 
A. Generalidades 
En virtud que resulta difícil obtener datos de proyectos de 
Explotación de Información reales aplicados a empresas 
PyMEs, y al no existir hasta el momento métricas que permitan 
analizar el comportamiento de las mismas para estos proyectos, 
se decide utilizar una técnica de validación empírica por 
simulación basada en el método de Monte Carlo.  El método de 
Monte Carlo [35] da solución a una gran variedad de 
problemas matemáticos haciendo experimentos con muestreos 
estadísticos en  una  computadora.  El método es aplicable a 
cualquier tipo de problema, ya sea estocástico o determinístico. 
La simulación de Monte Carlo es una técnica que combina 
conceptos estadísticos (muestreo aleatorio) con la capacidad 
que tienen las computadoras para generar números pseudo-
aleatorios y automatizar cálculos. La simulación consiste en 
crear un modelo matemático del sistema, proceso o actividad 
que se quiere analizar, identificando aquellas variables 
independientes cuyo comportamiento aleatorio determina el 
comportamiento de las variables dependientes. Una vez 
identificadas las variables independientes, se lleva a cabo un 
experimento que consiste en generar, con ayuda de una 
computadora, muestras aleatorias (valores concretos) para 
dichas variables, y analizar el comportamiento de las variables 
dependientes ante los valores generados. Tras repetir N veces 
este experimento, se dispone de N observaciones sobre el 
comportamiento del sistema, lo cual resulta de utilidad para 
entender el funcionamiento del mismo. El análisis será más 
preciso cuanto mayor sea el número de experimentos que se 
lleven a cabo. De esta manera, se decide estudiar el 
comportamiento de las métricas de Datos, Modelos y 
Proyectos, propuestas en este trabajo de Investigación, 
generando diferentes bancos de pruebas simulados de 
proyectos de explotación de información. Se consideran 
además, las restricciones establecidas por [65] para un proyecto 
de tamaño pequeño y de aplicación a proyectos para PyMEs, 
dentro de un marco definido por el usuario.  
B. Métricas de Estudio 
En el capítulo de la Solución, se han propuesto un conjunto 
de métricas de Datos, Modelos y Proyectos para el Modelo de 
Proceso de Desarrollo para Proyectos de Explotación de 
Información definido por [85], que pueden tipificarse según la 
norma ISO/IEC 9126 [31] [32] [33] en: métricas básicas y 
métricas derivadas. Como se mencionó en el apartado II, 
sección A sub-sección 2, las métricas básicas se obtienen 
directamente contando diferentes tipos de elementos que 
componen un proyecto de explotación de información, por 
ejemplo la cantidad de atributos o registros de una tabla, la 
cantidad de valores nulos o con errores en una tabla, atributo o 
registro, la cantidad de registros duplicados, el número de 
clases en un modelo, entre otros. 
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TABLA XVIII. MÉTRICAS PARA PROYECTOS – EVALUACIÓN DE RESULTADOS 
Tarea: Evaluar los resultados 
Métrica Significado Cálculo de la Métrica 
EPD (P) 
Éxito de resultados del proceso de desarrollo del proyecto de explotación de información. 
Mide la bondad de los resultados de explotación de información obtenidos respecto a los 
criterios de éxito del proyecto. El valor de esta métrica es un indicador para de aceptación 
del proyecto.  
? Si EPD (P) es BAJO indica que el proceso no responde a los criterios de éxito del 
proyecto. 
? Si EPD (P) es MEDIO indica que las tareas del proceso deben ser revisadas y ajustadas. 
? Si EPD (P) es ALTO indica que el proceso cumple con los criterios de éxito del 
proyecto. 
La unidad de medida de la métrica es % (porcentaje) y toma valores entre 0 y 1. 
NMOD
)i(Peso*iNMI)P(EPD ∑=  
donde NMIi es el número de modelos de 
explotación de información cuyo interés 
i de resultados es Alto, Medio o Bajo. 
NMIA Número de modelos de explotación de información cuyo interés y utilidad de los resultados es Alto. La unidad de medida de la métrica es modelos y toma valores entre 0 y 1.  
NMIB Número de modelos de explotación de información cuyo interés y utilidad de los resultados es Bajo. La unidad de medida de la métrica es modelos y toma valores entre 0 y 1.  
NMIM Número de modelos de explotación de información cuyo interés y utilidad de los resultados es Medio. La unidad de medida de la métrica es modelos y toma valores entre 0 y 1.  
TABLA XIX. MÉTRICAS PARA PROYECTOS – PRODUCCIÓN DEL INFORME FINAL 
Tarea: Producir un reporte final 
Métrica Significado Cálculo de la Métrica 
DEFZ (P) 
Desvío del esfuerzo [63] para desarrollar el proyecto de explotación de información. 
Mide la variación entre el esfuerzo estimado al inicio del proyecto y el esfuerzo real del 
mismo, permite prever futuros costos, re-presupuestar y planificar el proyecto en caso de 
ser necesario. La unidad de medida de esta métrica es % (porcentaje) y toma valores 
mayores o menores a 0. 
)P(EFZR
)P(EFZR)P(EFZE
)P(DEFZ
−=  
donde EFZE (P) es el esfuerzo estimado al 
inicio del proyecto. 
DRPY (P) 
Duración real [63] del proyecto de explotación de información. Representa el tiempo 
total empleado por el grupo de trabajo para desarrollar el proyecto.  Esta métrica se 
compara con el tiempo estimado al inicio del proyecto. La unidad de medida de esta 
métrica es meses y toma valores mayores a 0. 
∑= iTRSubprc)P(DRPY  
donde TRSubprci es el tiempo real 
insumido para desarrollar las tareas de 
cada uno de los subprocesos 
Entendimiento del Negocio, 
Entendimiento de los Datos, Preparación 
de los Datos, Modelado, Evaluación y 
Entrega [84].  
EFZR (P) 
Esfuerzo real [63]  aplicado para desarrollar el proyecto de explotación de información. 
Mide el trabajo necesario para realizar cada una de las tareas del proceso de desarrollo 
[84]. La unidad de medida de esta métrica es persona-mes y toma valores mayores a 0. 
 
PRGS (P) 
Progreso del proyecto [63] de explotación de información. Mide el estado general del 
progreso del proyecto respecto de lo planificado. La unidad de medida de la métrica es 
en días y toma valores mayores o menores a 0. 
ii TRSubprcTESubprc)P(PRGS −=  
donde TESubprci y TRSubprci es el 
tiempo estimado y real insumido para 
desarrollar las tareas de cada uno de los 
subprocesos Entendimiento del Negocio, 
Entendimiento de los Datos, Preparación 
de los Datos, Modelado, Evaluación y 
Entrega [84]. 
 
Las métricas derivadas, son aquellas que se obtienen 
mediante fórmulas matemáticas, a partir de otras métricas 
básicas o derivadas.  
Al resultar difícil obtener datos de proyectos de 
Explotación de Información reales para PyMEs, que permitan 
tener un conteo detallado (con valores concretos) de algunas 
métricas básicas, se decide estudiar el comportamiento de 
aquellas métricas de Datos (sección C), de Modelos (sección 
D) y de Proyectos (sección E), que pueden someterse a un 
proceso de simulación por el método Monte Carlo. El estudio 
experimental se realiza con el siguiente protocolo: 
? Paso 1: Desarrollo de un banco de pruebas de N 
proyectos, donde se generan en una tabla los datos de 
proyectos de explotación de información con los valores 
de las variables experimentales independientes, dentro del 
marco de la clasificación de un proyecto de tamaño 
pequeño [65]. A cada proyecto generado se le aplican las 
métricas derivadas. Este paso del experimento es 
realizado mediante la utilización de una planilla de 
cálculo de Microsoft Excel, donde se registran en la 
misma todas las simulaciones realizadas, los valores de 
todas las variables independientes aplicadas (o sea, las  
 
métricas básicas) y de las variables dependientes (o sea, 
las métricas derivadas). 
? Paso 2: Integrar estadísticamente la información obtenida 
generando los gráficos y tablas auxiliares que se 
consideren necesarios.  
? Paso 3: Interpretar los resultados experimentales 
obtenidos y formular, como conclusión, una regla de 
comportamiento general de la métrica. 
C. Estudio de las Métricas de Datos 
Para estudiar el comportamiento de las Métricas de Datos, 
se decide generar un banco de pruebas simulado con diferentes 
cantidades de proyectos de explotación de información, 
considerando las restricciones indicadas en [65] para un 
proyecto de tamaño pequeño, al que se le aplican las métricas 
propuestas para el Entendimiento de los Datos (apartado IV, 
sección B, sub-sección 1.a) y Preparación de los Datos 
(apartado IV, sección B, sub-sección 1.b). La simulación de las 
métricas de Datos utiliza las siguientes variables 
independientes (sub-sección 1) y dependientes (sub-sección 2). 
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1. Variables Independientes 
Las variables independientes que se van a generar mediante 
el proceso de simulación, son las correspondientes a las 
métricas básicas definidas en la sub-secciones de 
Entendimiento de Datos (apartado IV, sección B, sub-sección 
1.a) y Preparación de los Datos (apartado IV, sección B, sub-
sección 1.b) y que afectan directamente a las métricas 
derivadas. Para estas métricas básicas se define un valor  
específico o un valor aleatorio, considerando las restricciones  
por el tamaño del proyecto, restringiendo así la cantidad de  
combinaciones. 
Las variables independientes a ser utilizadas se muestran en 
la Tabla XX. 
 
TABLA XX. VARIABLES INDEPENDIENTES PARA MÉTRICAS DE DATOS 
Variable 
Independiente 
(métrica básica) 
Descripción 
NA (T) 
Número de atributos de la tabla, con un valor 
específico o un valor aleatorio del rango de 
valores predefinido para un proyecto de 
tamaño pequeño y de aplicación en PyMEs. 
NANC (T) 
Número de atributos no correctos de la tabla, 
con un valor específico o un valor aleatorio 
del rango de valores predefinido para un 
proyecto de tamaño pequeño y de aplicación 
en PyMEs. 
NANS (T) 
Número de atributos no significativos de la 
tabla, con un valor específico o un valor 
aleatorio del rango de valores predefinido 
para un proyecto de tamaño pequeño y de 
aplicación en PyMEs. 
NASE (T) 
Número de atributos útiles sin errores en la 
tabla, con un valor específico o un valor 
aleatorio del rango de valores predefinido 
para un proyecto de tamaño pequeño y de 
aplicación en PyMEs. 
NAUD (T) 
Número de atributos útiles pero con defectos 
en la tabla, con un valor específico o un valor 
aleatorio del rango de valores predefinido 
para un proyecto de tamaño pequeño y de 
aplicación en PyMEs. 
NR (T) 
Número de registros de la tabla, con un valor 
específico o un valor aleatorio del rango de 
valores predefinido para un proyecto de 
tamaño pequeño y de aplicación en PyMEs. 
NT 
Número de tablas, con un valor específico o 
un valor aleatorio del rango de valores 
predefinido para un proyecto de tamaño 
pequeño y de aplicación en PyMEs.  
NVE (T) 
Número de valores erróneos en la tabla, 
considerando los valores erróneos por cada 
atributo o registro, cons un valor específico o 
un valor aleatorio del rango de valores 
predefinido para un proyecto de tamaño 
pequeño y de aplicación en PyMEs.  
NVN (T) 
Número total de valores nulos o faltantes en 
la tabla, considerando los valores nulos o 
faltantes por cada atributo o registro, con un 
valor específico o un valor aleatorio del rango 
de valores predefinido para un proyecto de 
tamaño pequeño y de aplicación en PyMEs. 
2. Variables Dependientes 
Para este proceso de simulación las variables dependientes, 
o sea las que son afectadas por las variables independientes, 
son los resultados de aplicar las fórmulas de las métricas 
derivadas de Densidad de Valores Nulos (sub-sección 3), Nivel 
de Compleción (sub-sección 3), Grado de Corrección de Datos 
de la Tabla (sub-sección 4) y Grado de Utilidad de Atributos 
(sub-sección 5), para las variables independientes definidas. 
Las variables dependientes a ser utilizadas se muestran en 
la Tabla XXI.  
TABLA XXI. VARIABLES DEPENDIENTES PARA MÉTRICAS DE DATOS 
Variable 
Dependiente  
(métrica derivada) 
Descripción 
DVN (T) 
Densidad de valores o nulos o faltantes en la 
tabla, la cual depende del número de valores 
nulos, número de registros y números de 
atributos que tengan las tablas. 
GCD (T) 
Grado de corrección de los datos de la tabla, 
la cual depende del número de valores nulos, 
número de valores erróneos, número de 
registros y números de atributos que tengan 
las tablas. 
GUA (T) 
Grado de utilidad de los atributos de las tablas 
para el proyecto, la cual depende del número 
de atributos útiles sin errores, útiles pero con 
defectos, no correctos y no significativos que 
tengan las tablas. 
NCT (T) 
Nivel de compleción de la tabla, la cual 
depende del resultado obtenido en la métrica 
DVN (T), ya que se interpreta como 
complemento de ésta. 
La relación entre las variables independientes y 
dependientes para las Métricas de Datos, indicando como 
afectan unas a otras, puede verse en la Fig. 6. 
  
Fig. 6. Relación entre las Variables Independientes y Dependientes para 
Métricas de Datos 
Cabe mencionar, que algunas de las métricas de datos sólo 
se calculan en función de la suma de los valores de otras 
métricas básicas y no se requieren estudiar su comportamiento. 
Estas métricas denominadas por la norma ISO/IEC 9126 como 
de agregación, se indican en la Tabla XXII. 
3. Métrica de Densidad de Valores Nulos y Nivel de 
Compleción de la Tabla 
Para estudiar las métricas de Densidad de Valores Nulos – 
DVN (T) y Nivel de Compleción de la Tabla – NVC (T), se 
toma en consideración aquellas variables experimentales (sub-
sección a) que influyen en el comportamiento de las mismas. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en las métricas DVN (T) y NCT (T), 
consideradas como métricas derivadas. La lista de variables 
experimentales se muestra en la Tabla XXIII. 
En la sección de diseño experimental (sub-sección b) se 
establece como criterio para la simulación, los valores 
asociados a todas las tablas disponibles para el proyecto y no 
los valores por cada tabla específica. No obstante, los 
resultados experimentales y conclusiones obtenidas son de 
aplicación a cada tabla, atributo y registro en particular. 
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TABLA XXII. VARIABLES DEPENDIENTES PARA MÉTRICAS DE DATOS NO 
CONSIDERADAS EN EL ANÁLISIS 
Variable 
Dependiente  
(métrica agregación) 
Descripción 
NA (TI) 
Número de atributos que forman la tabla 
integrada, con los datos necesarios para 
construir los modelos para el proyecto de 
explotación de información, la cual se define 
como: 
∑+=
i
)iT(NAU)TI(NANI)TI(NA  
donde NANI (TI) son los atributos nuevos 
que se agregan a la tabla integrada. Mientras 
que el subíndice i representa aquellas tablas 
cuyo grado de utilidad de la métrica GUA (T) 
es MEDIO O ALTO. 
NANU (T) 
Número de atributos no útiles en la tabla, la 
cual se define como: 
)T(NANC)T(NANS)T(NANU +=  
NAU (T) 
Número de atributos útiles en la tabla, la cual 
se define como: 
)T(NAUD)T(NASE)T(NAU +=  
NR (TI) 
Número de registros que forman la tabla de 
datos integrada, con los casos para construir, 
entrenar y probar los modelos del proyecto de 
explotación de información, la cual se define 
como: 
 ∑=
i
)iT(NRU)TI(NR  
donde el subíndice i representa las tablas 
analizadas. Con estos registros se descubren 
los patrones de conocimiento útiles para el 
problema de negocio. 
NRNU (T) 
Número de registros no útiles en la tabla, la 
cual se define como: 
)T(NRDP)T(NRNC)T(NRNU +=  
donde NRNC (T) y NRDP (T) es el número 
de registros no correctos y duplicados de cada 
tabla, respectivamente. Estos registros no se 
incluyen en la tabla de datos integrada a 
utilizar para construir los modelos del 
proyecto de explotación de información. Son 
eliminados en la tarea de Limpiar los Datos – 
subproceso Preparación de Datos. 
NRU (T) 
Número de registros útiles en la tabla, la cual 
se define como: 
)T(NRNU)T(NR)T(NRU −=  
Estos registros forman parte de la tabla de 
datos integrada a utilizar para construir los 
modelos del proyecto de explotación de 
información.  
 
b) Diseño Experimental 
Para analizar el comportamiento de las métricas 
enunciadas, se utiliza un banco de pruebas simulado de 4.000 
proyectos de explotación de información, definiendo un rango 
de valores específico para cada una de las variables 
experimentales independientes y considerando las restricciones 
indicadas en [65] según el tamaño del proyecto. De esta 
manera, se generan diferentes combinaciones sujetas a análisis. 
Los valores simulados para las variables experimentales 
independientes se muestran en la Tabla XXIV. 
Para el caso de la variable NVN (T) indicada en la Tabla 
XXIV, los valores asignados se corresponden con los valores y 
porcentajes de valores nulos definidos para el modelo de 
estimación DMCoMo [48] [49], que se indican en la Tabla 
XXV. Por otra parte, cabe mencionar, que por tratarse de una 
métrica básica sometida a un proceso de simulación, no se 
puede asignar un número a priori de valores nulos que afectan 
a las tablas, atributos y registros utilizados en el proyecto. Por 
tal motivo, se decide establecer un rango de valores, con el fin 
de analizar el comportamiento general de las métricas DVN (T) 
y NCT (T), según este rango. 
TABLA XXIII. VARIABLES EXPERIMENTALES PARA LAS  
MÉTRICAS DVN (T) Y NCT  (T) 
Variable 
Experimental Descripción 
DVN (T) 
Densidad de valores nulos o faltantes en la tabla, la 
cual se define como: 
 
)T(NA*)T(NR
)T(NVN
)T(DVN =  
NCT (T) 
Nivel de compleción de la tabla, la cual se define 
como:  
)T(DVN1)T(NCT −=  
NA (T) 
Número de atributos de la tabla. Si el número de 
atributos es elevado, implica un mayor análisis y 
preparación de los datos de la tabla, y en consecuencia 
un mayor esfuerzo para el proyecto de explotación de 
información. 
NR (T) 
Número de registros de la tabla. Si el número de 
atributos es elevado, implica un mayor análisis y 
preparación de los datos de la tabla, y en consecuencia 
un mayor esfuerzo para el proyecto de explotación de 
información. 
NT 
Número de tablas disponibles para el proyecto de 
explotación de información. Si el número de tablas es 
elevado, implica un mayor esfuerzo y tiempo de 
entendimiento, preparación y limpieza de los datos, 
para el proyecto de explotación de información. 
NVN (T) 
Número de valores nulos o faltantes en la tabla, 
considerando los valores nulos o faltantes por cada 
atributo o registro. 
TABLA XXIV. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LAS MÉTRICAS DVN (T) Y NCT  (T) 
Variable 
Experimental Descripción 
NR (T) 
Número de registros de la tabla, con un rango de 
valores específico 5.000.000, 10.000.000, 15.000.000, 
20.000.000, 25.000.000, 30.000.000, 35.000.000, 
40.000.000, 45.000.000 y 50.000.000, según lo 
predefinido para un proyecto de tamaño pequeño. 
NA (T) 
Número de atributos de la tabla, con un rango de 
valores específico 50, 100, 150, 200, 250, 300, 350, 
400, 450 y 500, según lo predefinido para un proyecto 
de tamaño pequeño. 
NT 
Número de tablas, con un rango de valores específico 
10, 20, 30, 40, 50, 60, 70 y 80, según lo predefinido 
para un proyecto de tamaño pequeño. Si bien, los 
valores de esta métrica básica no influyen directamente 
en el resultado de las métricas que se estudian, permite 
asociarla a la estimación del esfuerzo necesario [64; 47; 
48] que requiere desarrollar un proyecto de explotación 
de información para PyMEs. 
NVN (T) Número de valores nulos o faltantes en la tabla, con un rango de valores específico 1, 2, 3, 4 y 5. 
TABLA XXV. VALORES ASOCIADOS A LA MÉTRICA DVN (T) 
Valor Descripción 
1 Hasta 10% de valores nulos 
2 De 10 a 15% de valores nulos 
3 De 15 a 20% de valores nulos 
4 De 20 a 25% de valores nulos 
5 Más de 25% de valores nulos 
A partir de la asignación de los valores específicos a cada 
variable independiente, se generan los datos los proyectos de 
explotación de información. De esta manera se busca ver el 
comportamiento de las métricas DVN (T) y NCT (T) (variables 
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experimentales dependientes) de acuerdo a la clasificación 
definida en este trabajo para proyectos en PyMEs. 
c) Ejecución y Resultado Experimental 
En esta sección se estudia el comportamiento de las 
métricas DVN (T) y NCT (T), utilizando los datos generados 
por los experimentos ejecutados.  
Del análisis experimental, se observa que la métrica 
derivada DVN (T) mide la proporción de datos nulos que 
tiene/n la/s tabla/s en función del número total de datos 
disponibles (registros, atributos, valores nulos) para el 
proyecto, mientras que la métrica NCT (T) mide cuán completa 
está/n la/s tablas con datos. A partir de los datos obtenidos en 
los experimentos realizados, se observa que la densidad de 
valores nulos presenta una dispersión entre 0 (ausencia de 
valores nulos en las tablas) y 1 (todas las tablas con valores 
nulos), con una mediana de densidad de valores nulos de 0.17.  
Por otra parte, se observa que la dispersión del nivel de 
compleción de las tablas también está entre 0 (todas las tablas 
con valores nulos) y 1 (ausencia de valores nulos en las tablas), 
con una mediana de nivel de compleción de 0.83. En el trabajo 
de [65], se menciona que en proyectos pequeños el porcentaje 
de valores nulos no debe superar el 15% de los datos totales, 
correspondiente a los valores 1 y 2 de la Tabla XXV, para que 
los mismos sean considerados de calidad para el desarrollo de 
un proyecto de explotación de información. 
d) Regla Experimental 
Como regla experimental del comportamiento de las 
métricas analizadas, se concluye que al aumentar el número de 
valores nulos en la/s tabla/s, la densidad de valores nulos tiende 
a su valor máximo (valor 1) y el nivel de compleción a su valor 
mínimo (valor 0). Lo contrario sucede si se disminuye el 
número de valores nulos.  
En base a este análisis y a lo establecido en el trabajo de 
[65], se sugiere que el valor de la métrica DVN (T) sea inferior 
a 0.15 (o sea, 15% de los datos), mientras que la métrica NCT 
(T) sea superior a 0.85 (o sea, 85% de los datos), a fin de 
facilitar el análisis posterior de los datos y permitir una 
adecuada aplicación de los tipos de modelado para 
descubrimiento de conocimiento. Esta misma conclusión se 
aplica para analizar la densidad de valores nulos por cada 
atributo y registro de la/s tabla/s.  
4. Métrica de Grado de Corrección de Datos de la Tabla 
Para estudiar la métrica de Grado de Corrección de Datos 
de la Tabla – GCD (T), se toma en consideración aquellas 
variables experimentales (sub-sección a) que influyen en el 
comportamiento de la misma. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica de estudio, la cual se toma 
como una métrica derivada. La lista de variables 
experimentales se muestra en la Tabla XXVI. 
En la sección de diseño experimental (sub-sección b) se 
establece como criterio para la simulación, los valores 
asociados a todas las tablas de un proyecto y no los valores por 
cada tabla específica. No obstante, los resultados 
experimentales y conclusiones obtenidas son de aplicación a 
cada tabla, atributo y registro en particular. 
b) Diseño Experimental 
Para analizar el comportamiento de la métrica GCD (T), se 
utiliza un banco de pruebas simulado de 8.000 proyectos de 
explotación de información, definiendo un rango de valores 
específico para cada una de las variables experimentales 
independientes y considerando las restricciones indicadas en 
[65] según el tamaño del proyecto. De esta manera, se generan 
diferentes combinaciones sujetas a análisis. Los valores 
simulados para las variables experimentales independientes se 
muestran en la Tabla XXVII. 
TABLA XXVI. VARIABLES EXPERIMENTALES PARA LA MÉTRICA GCD (T)  
Variable 
Experimental Descripción 
GCD (T) 
Grado de corrección de los datos de la tabla, la cual se 
define como: 
)T(NA*)T(NR
)T(NVN)T(NVE
1)T(GCD
+−=  
NA (T) 
Número de atributos de la tabla. Si el número de 
atributos es elevado, implica un mayor análisis y 
preparación de los datos de la tabla, y en consecuencia 
un mayor esfuerzo para el proyecto de explotación de 
información. 
NR (T) 
Número de registros de la tabla. Si el número de 
atributos es elevado, implica un mayor análisis y 
preparación de los datos de la tabla, y en consecuencia 
un mayor esfuerzo para el proyecto de explotación de 
información. 
NT 
Número de tablas disponibles para el proyecto de 
explotación de información. Si el número de tablas es 
elevado, implica un mayor esfuerzo y tiempo de 
entendimiento, preparación y limpieza de los datos, 
para el proyecto de explotación de información. 
NVE (T) Número de valores erróneos en la tabla, considerando los valores erróneos por cada atributo o registro. 
NVN (T) 
Número de valores nulos o faltantes en la tabla, 
considerando los valores nulos o faltantes por cada 
atributo o registro. 
TABLA XXVII. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA GCD (T) 
Variable 
Experimental Descripción 
NA (T) 
Número total de atributos de las tablas, con un rango de 
valores específico 50, 100, 150, 200, 250, 300, 350, 
400, 450 y 500, según lo predefinido para un proyecto 
de tamaño pequeño. 
NR (T) 
Número total de registros de las tablas, con un rango de 
valores específico 5.000.000, 10.000.000, 15.000.000, 
20.000.000, 25.000.000, 30.000.000, 35.000.000, 
40.000.000, 45.000.000 y 50.000.000, según lo 
predefinido para un proyecto de tamaño pequeño. 
NT 
Número de tablas, con un rango de valores específico 
10, 20, 30, 40, 50, 60, 70 y 80, según lo predefinido 
para un proyecto de tamaño pequeño.  
Si bien, los valores de esta métrica básica no influyen 
directamente en el resultado de las métricas que se 
estudian, permite asociarla a la estimación del esfuerzo 
necesario [48] [49] [65] que requiere desarrollar un 
proyecto de explotación de información para PyMEs. 
NVN (T) Número de valores nulos o faltantes en las tablas, con un rango de valores específico 1, 2. 
Cabe mencionar que para este análisis, se establece como 
rango para la métrica NVN (T), indicada en la Tabla XXVII, 
los valores 1 y 2 de la Tabla XXV, que se corresponden con las 
conclusiones sugeridas para la métrica de densidad de valores 
nulos DVN (T), de la sub-sección 3.d. 
A su vez, en el caso de los valores definidos para la métrica 
NVE (T), los mismos se establecen siguiendo el criterio que se 
indicó para la métrica NVN (T) en la sub-sección 3.b, y que se 
indican en la Tabla XXVIII. 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
GCD (T), utilizando los datos generados por los experimentos 
ejecutados.  
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Del análisis experimental, se observa que la métrica GCD 
(T) siempre toma un valor ALTO, considerándose como 
parámetro para este análisis un valor superior a 0.70, cuando el 
rango de valores de la métrica NVE (T) es 1 ó 2, es decir que el 
número de valores erróneos es inferior al 15% de los datos 
totales de la/s tabla/s y el número de valores nulos también se 
ubica por debajo de este porcentaje. En la Fig. 7 se visualiza el 
comportamiento de la métrica GCD (T), en función del rango 
de valores nulos y de valores erróneos en los datos de la/s 
tabla/s. 
TABLA XXVIII. VALORES ASOCIADOS A LA MÉTRICA NVE (T) 
Valor Descripción 
1 Hasta 10% de valores erróneos 
2 De 10 a 15% de valores erróneos 
3 De 15 a 20% de valores erróneos 
4 De 20 a 25% de valores erróneos 
5 Más de 25% de valores erróneos 
 
 
Fig. 7. Comportamiento de la métrica GCD (T) cuando NVN (T) es 1 ó 2 
Cuando el rango de la métrica NVE (T) toma un valor 3, se 
observa que la mayoría de los proyectos analizados toman un 
valor ALTO como métrica del grado de corrección de la/s 
tabla/s, pero otros proyectos toman un valor levemente inferior, 
dependiendo fundamentalmente del número de valores nulos 
que tenga/n la/s tabla/s. Cuando el rango de la métrica NVE (T) 
toma un valor 4, se observa que la mitad de los proyectos 
analizados toman un valor ALTO para la métrica GCD (T), 
mientras que la otra mitad de los proyectos toma un valor por 
debajo de 0.70, considerándose BAJO. Cuando el rango de la 
métrica NVE (T) toma un valor 5, en prácticamente todos los 
proyectos analizados se observa que el grado de corrección de 
la/s tabla/s es BAJO, dejando a las mismas inconsistentes para 
el proyecto. 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
analizada, se concluye que al aumentar el número de valores 
erróneos en la/s tabla/s, con variaciones del número de valores 
nulos menores al 15% de los datos, el grado de corrección de 
los datos la tabla GCD (T) tiende a ser BAJO. Al igual que con 
el número de valores nulos, se sugiere que el número de 
valores erróneos se ubique por debajo del 15% del total de 
datos disponibles, para lograr una métrica GCD (T) con ALTO 
grado de corrección de la/s tabla/s. La misma conclusión aplica 
por cada atributo y registro de la/s tabla/s, permitiendo 
identificar los atributos y registros con más valores erróneos. 
No obstante, el valor utilizado como parámetro para esta 
métrica dependerá del criterio que adopte el grupo de 
desarrollo del proyecto y del número de valores nulos y 
erróneos que se definan como límites, en función de la cantidad 
de tablas y datos disponibles. 
5. Métrica de Grado de Utilidad de Atributos 
Para estudiar la métrica de Grado de Utilidad de Atributos 
de la tabla – GUA (T), se toma en consideración aquellas 
variables experimentales (sub-sección a) que influyen en el 
comportamiento de la misma. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica de estudio, la cual se toma 
como una métrica derivada. La lista de variables 
experimentales se muestra en la Tabla XXIX. 
TABLA XXIX. VARIABLES EXPERIMENTALES PARA LA MÉTRICA GUA (T)  
Variable 
Experimental Descripción 
GUA (T) 
Grado de utilidad de los atributos de la tabla, la cual se 
define como: 
 ( )
)T(NA
)T(NAUD*5,0)T(UTILES_NO)T(NA
)T(GUA
+−=  
donde )T(NANS)T(NANC)T(UTILES_NO += son 
los atributos no útiles para el proyecto de explotación 
de información. 
NA (T) 
Número de atributos de la tabla. Si el número de 
atributos es elevado, implica un mayor análisis y 
preparación de los datos de la tabla, y en consecuencia 
un mayor esfuerzo para el proyecto de explotación de 
información. 
NANC (T) Número de atributos no correctos de la tabla. 
NANS (T) Número de atributos no significativos de la tabla. 
NASE (T) Número de atributos útiles si errores en la tabla.  
NAUD (T) Número de atributos útiles pero con defectos en la tabla. 
NT 
Número de tablas disponibles para el proyecto de 
explotación de información. Si el número de tablas es 
elevado, implica un mayor esfuerzo y tiempo de 
entendimiento, preparación y limpieza de los datos, 
para el proyecto de explotación de información. 
En la sección de diseño experimental (sub-sección b) se 
establece como criterio para la simulación, los valores 
asociados a todas las tablas de un proyecto y no los valores por 
cada tabla específica. No obstante, los resultados 
experimentales y conclusiones obtenidas son de aplicación a 
cada tabla en particular. 
b) Diseño Experimental 
Para analizar el comportamiento de la métrica GUA (T), se 
utiliza un banco de pruebas simulado de 22.880 proyectos de 
explotación de información, definiendo un rango de valores 
específico para cada una de las variables experimentales 
independientes y considerando las restricciones indicadas en 
[64] según el tamaño del proyecto. De esta manera, se generan 
diferentes combinaciones sujetas a análisis. Los valores 
simulados para las variables experimentales independientes se 
muestran en la Tabla XXX. 
El resultado y comportamiento de la métrica derivada GUA 
(T) está asociado al número de atributos útiles sin errores, 
útiles con defectos, no correctos (con muchos errores y valores 
nulos) y no significativos que pueden presentar las tablas en un 
proyecto de explotación de información, cuyas métricas básicas 
NVE (T) 
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NASE (T), NAUD (T), NANC (T) y NANS (T), se indican en 
la Tabla XXX. 
A su vez, las primeras dos métricas representan la cantidad 
total de atributos útiles para el desarrollo del proyecto, mientras 
que las dos últimas métricas representan la cantidad total de 
atributos no útiles. 
TABLA XXX. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA GUA (T) 
Variable 
Experimental Descripción 
NA (T) 
Número de atributos de la tabla, con un rango de 
valores específico 50, 100, 150, 200, 250, 300, 350, 
400, 450 y 500, según lo predefinido para un 
proyecto de tamaño pequeño. 
NANC (T) 
Número de atributos no correctos de la tabla, con un 
rango de valores específico 0, 10, 20, 30, 40, 50, 60, 
70, 80, 90 y 100. Este rango de valores se expresa 
como un porcentaje del total de atributos de la/s 
tabla/s. 
NANS (T) 
Número de atributos no significativos de la tabla, 
con un rango de valores específico 0, 10, 20, 30, 40, 
50, 60, 70, 80, 90 y 100. Este rango de valores se 
expresa como un porcentaje del total de atributos de 
la/s tabla/s. 
NASE (T) 
Número de atributos útiles sin errores en la tabla, 
con un rango de valores específico 0, 10, 20, 30, 40, 
50, 60, 70, 80, 90 y 100. Este rango de valores se 
expresa como un porcentaje del total de atributos de 
la/s tabla/s. 
Por otra parte, se tiene como restricción que la suma de 
estas cuatro métricas deben cubrir la totalidad de los atributos 
de la/s tabla/s.  
)T(NANU)T(NAU)T(NA +=  
donde:  
? )T(NAUD)T(NASE)T(NAU +=  son los atributos útiles 
para el proyecto. 
? )T(NANS)T(NANC)T(NANU +=  son los atributos no 
útiles para el proyecto. 
Al tratarse de métricas básicas sometidas a un proceso de 
simulación, no se les puede asignar un número a priori de 
atributos que afectan a las tablas. Por tal motivo, se decide 
establecer un rango de valores porcentuales con intervalos de a 
10% (entre 0 y 100%), respecto del número total de atributos, 
con el fin de analizar el comportamiento general de la métrica 
GUA (T), según estos rangos. Por otra parte, y como se indicó 
anteriormente, existe una restricción entre estas cuatro métricas 
respecto del total de atributos de la/s tabla/s. Por consiguiente, 
se necesitan sólo aquellas configuraciones de las métricas 
NASE (T), NAUD (T), NANC (T) y NANS (T), cuya suma 
represente el 100% de atributos. De este análisis se obtienen 
286 configuraciones posibles aplicables a un proyecto. 
La selección de atributos es una actividad muy importante 
del pre-procesamiento de datos cuando se desea realizar 
descubrimiento de conocimiento en bases de datos. Su 
principal objetivo es eliminar atributos no útiles para obtener 
problemas computacionalmente tratables, sin afectar la calidad 
de la solución [26].  
Al inicio de todo proyecto de explotación de información, 
en particular en la etapa de preparación de los datos, es 
deseable disponer de la mayor cantidad de atributos útiles que 
permitan la selección de aquellos que sean necesarios para la 
generación de los modelos del proyecto. Del mismo modo, se 
busca tener la menor cantidad posible de atributos no útiles en 
las tablas a utilizar, con el fin de favorecer la viabilidad en la 
realización del proyecto. En el trabajo de [65] se indica que en 
proyectos de tamaño pequeño, los atributos no poseen gran 
variedad de valores erróneos ni nulos, sino que los mismos son 
de buena calidad.  
Sin embargo, no existe un criterio universal que defina qué 
indicadores se deben considerar como atributos útiles y no 
útiles en un proyecto de explotación de información. Por 
consiguiente, y a partir de la propia experiencia, en las Tablas 
XXXI y XXXII se indican los valores y rangos contemplados 
para un proyecto de explotación de información para PyMEs, 
de acuerdo a la clasificación de atributos útiles y no útiles. 
Además, se enumeran los valores asociados y utilizados para la 
simulación. 
TABLA XXXI. RANGOS Y VALORES RELACIONADOS A LAS MÉTRICAS NASE 
(T) Y NAUD (T) PARA ATRIBUTOS ÚTILES 
Rango Descripción Valores de simulación 
Muy Pocos De 0 a 20% de atributos 0, 10, 20 
Pocos De 21 a 30% de atributos 30 
Normal De 31 a 60% de atributos 40, 50, 60 
Bastantes De 61 a 70% de atributos 70 
Muchos Más de 70% de atributos 80, 90, 100 
TABLA XXXII. RANGOS Y VALORES RELACIONADOS A LAS MÉTRICAS 
NANC (T) Y NANS (T) PARA ATRIBUTOS NO ÚTILES 
Rango Descripción Valores de simulación 
Muy Pocos De 0 a 10% de atributos 0, 10 
Pocos De 11 a 25% de atributos 20 
Normal De 26 a 40% de atributos 30, 40 
Bastantes De 41 a 60% de atributos 50, 60 
Muchos Más de 60% de atributos 70, 80, 90, 100 
A partir de la asignación de los valores a cada variable 
independiente, se generan los datos de los proyectos de 
explotación de información. De esta manera se busca obtener 
los resultados y el comportamiento de la métrica GUA (T) 
(variable experimental dependiente) en función de la variación 
de estas variables. En la Tabla XXXIII se indican los rangos y 
valores que se consideran como parámetros para la métrica en 
estudio. 
TABLA XXXIII. RANGOS Y VALORES RELACIONADOS A   
LA MÉTRICA GUA (T) 
Rango Descripción 
Bajo De 0 a 30% de utilidad de atributos 
Medio De 31 a 70% de utilidad de atributos 
Alto Más de 70% de utilidad de atributos 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
GUA (T), utilizando los datos generados por los experimentos 
ejecutados.  
Del análisis experimental, se observa que la métrica 
derivada GUA (T) toma un valor ALTO, considerándose como 
parámetro para este análisis un valor relativo superior al 70%, 
cuando el porcentaje de atributos útiles sin errores, asociado a 
la métrica NASE (T), está entre 50 y 100% del total de 
atributos de la/s tabla/s. A su vez, el porcentaje de atributos 
útiles con defectos, asociado a la métrica NAUD (T), se ubica 
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entre 0 y 50% de los atributos totales. En la Tabla XXXIV, se 
muestra la distribución del número de proyectos en función del 
porcentaje de atributos útiles sin errores y útiles con defectos. 
En esta tabla, se observa que para que el grado de utilidad de 
los atributos sea ALTO se necesita entre el 80 y 100% de 
atributos útiles para el proyecto. Además, como mínimo es 
necesario un 50% de atributos útiles sin errores y un 50% de 
atributos útiles con defectos (ambos categorizados como rango 
“normal”), lo cual implica tener el 100% de atributos totales 
útiles y ningún tipo de atributo no útil. 
TABLA XXXIV. DISTRIBUCIÓN DE PROYECTOS CON VALOR GUA (T)=ALTO 
RESPECTO DE LAS MÉTRICAS NASE (T) Y NAUD (T) 
  % Útiles sin Errores – NASE (T) 
  50 60 70 80 90 100 Total 
0 0 0 0 240 160 80 480 
10 0 0 240 160 80 0 480 
20 0 0 160 80 0 0 240 
30 0 160 80 0 0 0 240 
40 0 80 0 0 0 0 80 
50 80 0 0 0 0 0 80 
% Útiles 
con Defectos 
NAUD (T) 
Total 80 240 480 480 240 80 1600 
Por otra parte, el porcentaje de atributos no correctos y no 
significativos, asociados a las métricas NANC (T) y NANS 
(T), está entre 0 y 20% del total de atributos de la/s tabla/s. En 
la Tabla XXXV, se muestra la distribución del número de 
proyectos en función del porcentaje de atributos no correctos y 
no significativos. En la misma, se observa que para que el 
grado de utilidad de los atributos sea ALTO se necesita un 
máximo de 20% de atributos no útiles para el proyecto. 
Con esta información, se decide estudiar el comportamiento 
de aquellos proyectos que mejor caracterizan el grado de la 
métrica GUA (T) con valor ALTO.  
TABLA XXXV. DISTRIBUCIÓN DE PROYECTOS CON VALOR GUA (T)=ALTO 
RESPECTO DE LAS MÉTRICAS NANC (T) Y NANS (T) 
% No Correctos NANC (T) 
 
0 10 20 Total 
0 480 320 160 960 
10 320 160 0 480 
20 160 0 0 160 
% No 
Significativos 
NANS (T) 
Total 960 480 160 1600 
Del análisis experimental, se observa que la métrica GUA 
(T) instancia una mayor cantidad de proyectos con valor 
ALTO, cuando el porcentaje de atributos útiles sin errores, 
asociado a la métrica NASE (T), está entre 70 y 80% del total 
de atributos de la/s tabla/s. La variación de los rangos de esta 
métrica respecto al total de proyectos simulados se muestra en 
la Fig. 8. A su vez, el porcentaje de atributos útiles con 
defectos, asociado a la métrica NAUD (T), se ubica entre 0 y 
20% de los atributos totales. Esta proporción de atributos útiles 
representa el 55% de los proyectos simulados con ALTO grado 
de utilidad de atributos, obteniéndose un valor medio relativo 
para la métrica GUA (T) del 80%. En la Tabla XXXVI, se 
indican aquellos proyectos con mayor incidencia en la métrica 
GUA (T) en función del porcentaje de atributos útiles sin 
errores y útiles con defectos. 
 
Fig. 8. Variación de rangos de la métrica NASE (T) con GUA (T)=Alto 
TABLA XXXVI. PROYECTOS CON MAYOR INCIDENCIA SOBRE GUA 
(T)=ALTO RESPECTO DE LAS MÉTRICAS NASE (T) Y NAUD (T) 
  % Útiles sin Errores – NASE (T) 
  50 60 70 80 90 100 Total 
0 0 0 0 240 160 80 480 
10 0 0 240 160 80 0 480 
20 0 0 160 80 0 0 240 
30 0 160 80 0 0 0 240 
40 0 80 0 0 0 0 80 
50 80 0 0 0 0 0 80 
% Útiles 
con Defectos 
NAUD (T) 
Total 80 240 480 480 240 80 1600 
Por otra parte, para los proyectos que más inciden sobre la 
métrica GUA (T), se observa que en mayor proporción el 
porcentaje de atributos no correctos y no significativos, 
asociados a las métricas NANC (T) y NANS (T), se ubica entre 
0 y 10% del total de atributos de la/s tabla/s, tal como se 
muestra en la Tabla XXXVII. Esta proporción de atributos no 
útiles representa el 64% de los proyectos con mayor incidencia 
sobre la métrica en estudio, mientras que el 36% restante 
presenta un comportamiento extrapolado respecto a los 
atributos no correctos y no significativos. 
TABLA XXXVII. PROYECTOS CON MAYOR INCIDENCIA SOBRE GUA 
(T)=ALTO RESPECTO DE LAS MÉTRICAS NANC (T) Y NANS (T) 
% No Correctos NANC (T) 
 
0 10 20 Total 
0 80 160 160 400 
10 160 160 0 320 
20 160 0 0 160 
% No 
Significativos 
NANS (T) 
Total 400 320 160 880 
Del análisis realizado a los proyectos que más inciden 
cuando la métrica GUA (T) toma un valor ALTO, se concluye 
que cuando el número de atributos útiles sin errores está entre 
70 y 80%, el número de atributos útiles con defectos está entre 
0 y 20% y el número de atributos no correctos y no 
significativos está entre 0 y 10%, se obtiene la mayor cantidad 
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de proyectos con características similares y un valor ALTO 
para la métrica GUA (T). Esto representa el 35% de los 
proyectos simulados con ALTO grado de utilidad de atributos, 
obteniéndose un valor medio relativo para la métrica GUA (T) 
del 82%. Sin embargo, cuando el número de atributos no 
correctos o no significativos toma el valor 20% (una de las dos 
métricas toma valor 0%) manteniendo el número de atributos 
útiles, el valor medio relativo para la métrica GUA (T) 
desciende al 77%, lo que representa un 20% de los proyectos 
simulados. 
En un segundo análisis experimental, se observa que la 
métrica derivada GUA (T) toma un valor MEDIO, 
considerándose como parámetro para este análisis un valor 
relativo entre 31 y 70%, cuando el porcentaje de atributos 
útiles sin errores, asociado a la métrica NASE (T), está entre 0 
y 70% del total de atributos de la/s tabla/s. A su vez, el 
porcentaje de atributos útiles con defectos, asociado a la 
métrica NAUD (T), se ubica entre 0 y 100% de los atributos 
totales. En la Tabla XXXVIII, se muestra la distribución del 
número de proyectos en función del porcentaje de atributos 
útiles sin errores y útiles con defectos. En la misma, se observa 
que la mayoría de los proyectos tienen una proporción de 
atributos útiles que está entre 40 y 80% del total de los 
atributos de la/s tabla/s, lo cual puede considerarse como el 
indicador cuando el grado de utilidad de los atributos es 
MEDIO. 
Obsérvese que los casos cuya cantidad de atributos útiles 
supera el 80% podrían entenderse como de ALTO grado de 
utilidad para la métrica GUA (T). Sin embargo, la proporción 
de atributos útiles sin errores es menor cuando la métrica GUA 
(T) toma un valor MEDIO que cuando adquiere un valor 
ALTO. Lo contrario ocurre con la proporción de atributos 
útiles sin defectos, donde la misma es mayor cuando la métrica 
GUA (T) toma un valor MEDIO, implicando un mayor 
esfuerzo en la adecuación y normalización de los datos del 
atributo para ser utilizados en el proyecto. 
TABLA XXXVIII. DISTRIBUCIÓN DE PROYECTOS CON VALOR GUA 
(T)=MEDIO RESPECTO DE LAS MÉTRICAS NASE (T) Y NAUD (T) 
  % Útiles sin Errores - NASE (T) 
  0 10 20 30 40 50 60 70 Total 
0 0 0 0 0 560 480 400 320 1760 
10 0 0 0 560 480 400 320 0 1760 
20 0 0 0 480 400 320 240 0 1440 
30 0 0 480 400 320 240 0 0 1440 
40 0 0 400 320 240 160 0 0 1120 
50 0 400 320 240 160 0 0 0 1120 
60 0 320 240 160 80 0 0 0 800 
70 320 240 160 80 0 0 0 0 800 
80 240 160 80 0 0 0 0 0 480 
90 160 80 0 0 0 0 0 0 240 
100 80 0 0 0 0 0 0 0 80 
% Útiles 
con 
Defectos 
NAUD 
(T) 
Total 800 1200 1680 2240 2240 1600 960 320 11040
Por otra parte, el porcentaje de atributos no correctos y no 
significativos, asociados a las métricas NANC (T) y NANS 
(T), es menor al 60% del total de atributos de la/s tabla/s. En la 
Tabla XXXIX, se muestra la distribución del número de 
proyectos en función del porcentaje de atributos no correctos y 
no significativos. En la misma, se observa que para que el 
grado de utilidad de los atributos sea MEDIO se necesita un 
máximo de 60% de atributos no útiles para el proyecto. 
TABLA XXXIX. DISTRIBUCIÓN DE PROYECTOS CON VALOR GUA 
(T)=MEDIO RESPECTO DE LAS MÉTRICAS NANC (T) Y NANS (T) 
% No Correctos - NANC (T) 
 
0 10 20 30 40 50 60 Total 
0 400 480 560 640 480 320 160 3040 
10 480 560 640 480 320 160 0 2640 
20 560 640 480 320 160 0 0 2160 
30 640 480 320 160 0 0 0 1600 
40 480 320 160 0 0 0 0 960 
50 320 160 0 0 0 0 0 480 
60 160 0 0 0 0 0 0 160 
% No 
Signifi-
cativos 
NANS 
(T) 
Total 3040 2640 2160 1600 960 480 160 11040 
Con esta información, se decide estudiar el comportamiento 
de aquellos proyectos que mejor caracterizan el grado de la 
métrica GUA (T) con valor MEDIO.  
Del análisis experimental, se observa que la métrica GUA 
(T) instancia una mayor cantidad de proyectos con valor 
MEDIO, cuando el porcentaje de atributos útiles sin errores, 
asociado a la métrica NASE (T), está entre 30 y 60% del total 
de atributos de la/s tabla/s. La variación de los rangos de esta 
métrica respecto al total de proyectos simulados se muestra en 
la Fig 9. A su vez, el porcentaje de atributos útiles con 
defectos, asociado a la métrica NAUD (T), se ubica entre 0 y 
40% de los atributos totales. Esta proporción de atributos útiles 
representa el 57% de los proyectos simulados con grado de 
utilidad de atributos MEDIO, obteniéndose un valor medio 
relativo para la métrica GUA (T) del 51%. En la Tabla XL, se 
indican aquellos proyectos con mayor incidencia en la métrica 
GUA (T) en función del porcentaje de atributos útiles sin 
errores y útiles con defectos. 
 
Fig. 9. Variación de rangos de la métrica NASE (T) con GUA (T)=Medio 
Por otra parte, para los proyectos que más inciden sobre la 
métrica GUA (T), se observa que en mayor proporción el 
porcentaje de atributos no correctos y no significativos, 
asociados a las métricas NANC (T) y NANS (T), se ubica entre 
0 y 30% del total de atributos de la/s tabla/s, tal como se 
muestra en la Tabla XLI. Esta proporción de atributos no útiles 
representa el 60% de los proyectos con mayor incidencia sobre 
la métrica en estudio, mientras que el 40% restante presenta un 
comportamiento extrapolado respecto a los atributos no 
correctos y no significativos. 
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TABLA XL. PROYECTOS CON MAYOR INCIDENCIA SOBRE GUA (T)=MEDIO 
RESPECTO DE LAS MÉTRICAS NASE (T) Y NAUD (T) 
  % Útiles sin Errores - NASE (T) 
  0 10 20 30 40 50 60 70 Total 
0 0 0 0 0 560 480 400 320 1760 
10 0 0 0 560 480 400 320 0 1760 
20 0 0 0 480 400 320 240 0 1440 
30 0 0 480 400 320 240 0 0 1440 
40 0 0 400 320 240 160 0 0 1120 
50 0 400 320 240 160 0 0 0 1120 
60 0 320 240 160 80 0 0 0 800 
70 320 240 160 80 0 0 0 0 800 
80 240 160 80 0 0 0 0 0 480 
90 160 80 0 0 0 0 0 0 240 
100 80 0 0 0 0 0 0 0 80 
% Útiles 
con 
Defectos 
NAUD 
(T) 
Total 800 1200 1680 2240 2240 1600 960 320 11040
Del análisis realizado a los proyectos que más inciden 
cuando la métrica GUA (T) toma un valor MEDIO, se 
concluye que cuando el número de atributos útiles sin errores 
está entre 30 y 60%, el número de atributos útiles con defectos 
está entre 0 y 40 % y el número de atributos no correctos y no 
significativos está entre 0 y 30%, se obtiene la mayor cantidad 
de proyectos con características similares y un valor MEDIO 
para la métrica GUA (T). 
Esto representa el 34% de los proyectos simulados con un 
grado MEDIO de utilidad de atributos, obteniéndose un valor 
medio relativo para la métrica GUA (T) del 56%. Sin embargo, 
cuando el número de atributos no correctos o no significativos 
aumenta a valores entre 40 y 60% (una de las dos métricas 
decrece a valores entre 0 y 20%) manteniendo el número de 
atributos útiles, el valor medio relativo para la métrica GUA 
(T) desciende al 44%, lo que representa un 23% de los 
proyectos simulados. 
TABLA XLI. PROYECTOS CON MAYOR INCIDENCIA SOBRE GUA (T)=MEDIO 
RESPECTO DE LAS MÉTRICAS NANC (T) Y NANS (T) 
% No Correctos - NANC (T) 
 
0 10 20 30 40 50 60 Total 
0 0 80 240 320 320 240 160 1360 
10 80 240 320 320 240 160 0 1360 
20 240 320 320 240 160 0 0 1280 
30 320 320 240 160 0 0 0 1040 
40 320 240 160 0 0 0 0 720 
50 240 160 0 0 0 0 0 400 
60 160 0 0 0 0 0 0 160 
% No 
Signifi
cativos 
NANS 
(T) 
Total 1360 1360 1280 1040 720 400 160 6320 
En el último análisis experimental realizado sobre la 
métrica GUA (T), se observa que la misma toma un valor 
BAJO, considerándose como parámetro para este análisis un 
valor relativo hasta 30%, cuando el porcentaje de atributos 
útiles sin errores, asociado a la métrica NASE (T), está entre 0 
y 30% del total de atributos de la/s tabla/s. A su vez, el 
porcentaje de atributos útiles con defectos, asociado a la 
métrica NAUD (T), se ubica entre 0 y 60% de los atributos 
totales. En la Tabla XLII, se muestra la distribución del número 
de proyectos en función del porcentaje de atributos útiles sin 
errores y útiles con defectos. No obstante, se observa que la 
mayoría de los proyectos tienen una cantidad de atributos útiles 
que no supera el 40% del total de los atributos de la/s tabla/s, lo 
cual puede suponerse como un indicador cuando el grado de 
utilidad de los atributos es BAJO. 
TABLA XLII. DISTRIBUCIÓN DE PROYECTOS CON VALOR GUA (T)=BAJO 
RESPECTO DE LAS MÉTRICAS NASE (T) Y NAUD (T) 
% Útiles sin Errores - NASE (T) 
 
0 10 20 30 Total 
0 880 800 720 640 3040 
10 800 720 640 0 2160 
20 720 640 560 0 1920 
30 640 560 0 0 1200 
40 560 480 0 0 1040 
50 480 0 0 0 480 
60 400 0 0 0 400 
% Útiles 
con 
Defectos 
NAUD 
(T) 
Total 4480 3200 1920 640 10240 
Por otra parte, el porcentaje de atributos no correctos y no 
significativos, asociados a las métricas NANC (T) y NANS 
(T), está entre 0 y 100% del total de atributos de la/s tabla/s. En 
la Tabla XLIII, se muestra la distribución del número de 
proyectos en función del porcentaje de atributos no correctos y 
no significativos. En la misma, se observa que para que el 
grado de utilidad de los atributos sea BAJO se necesita un 
mínimo de 40% de atributos no útiles para el proyecto. 
Con esta información, se decide estudiar el comportamiento 
de aquellos proyectos que mejor caracterizan el grado de la 
métrica GUA (T) con valor BAJO.  
Del análisis experimental, se observa que la métrica GUA 
(T) instancia una mayor cantidad de proyectos con valor 
BAJO, cuando el porcentaje de atributos útiles sin errores, 
asociado a la métrica NASE (T), no supera el 10% del total de 
atributos de la/s tabla/s. La variación de los rangos de esta 
métrica respecto al total de proyectos simulados se muestra en 
la Fig. 10. Con este parámetro, el porcentaje de atributos útiles 
con defectos, asociado a la métrica NAUD (T), no supera el 
40% de los atributos totales. Esta proporción de atributos útiles 
representa el 66% de los proyectos simulados, con un valor 
medio relativo para la métrica GUA (T) del 14%.  
Sin embargo, se observa también que si el porcentaje de 
atributos útiles asociado a las métricas NASE (T) y NAUD (T) 
no superan el 20% del total de atributos de la/s tabla/s, se 
representa una cantidad levemente inferior de proyectos (63%) 
pero con el mismo valor medio relativo para la métrica GUA 
(T). 
Si bien en ambos casos se obtienen conclusiones similares, 
se puede considerar que con la segunda alternativa se consigue 
una distribución más pareja de atributos útiles sin errores y 
útiles con defectos, no superando entre ambos tipos de 
atributos útiles el 40% del total de la/s tabla/s. En la Tabla 
XLIV, se indican, para ambos casos, aquellos proyectos con 
mayor incidencia en la métrica GUA (T) en función del 
porcentaje de atributos útiles sin errores y útiles con defectos. 
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TABLA XLIII. DISTRIBUCIÓN DE PROYECTOS CON VALOR GUA (T)=BAJO RESPECTO DE LAS MÉTRICAS NANC (T) Y NANS (T) 
  % No Correctos - NANC (T) 
  0 10 20 30 40 50 60 70 80 90 100 Total 
0 0 0 0 0 80 160 240 320 240 160 80 1280 
10 0 0 0 80 160 240 320 240 160 80 0 1280 
20 0 0 80 160 240 320 240 160 80 0 0 1280 
30 0 80 160 240 320 240 160 80 0 0 0 1280 
40 80 160 240 320 240 160 80 0 0 0 0 1280 
50 160 240 320 240 160 80 0 0 0 0 0 1200 
60 240 320 240 160 80 0 0 0 0 0 0 1040 
70 320 240 160 80 0 0 0 0 0 0 0 800 
80 240 160 80 0 0 0 0 0 0 0 0 480 
90 160 80 0 0 0 0 0 0 0 0 0 240 
100 80 0 0 0 0 0 0 0 0 0 0 80 
% No 
Significativos 
NANS (T) 
Total 1280 1280 1280 1280 1280 1200 1040 800 480 240 80 10240 
 
Por otra parte, en la segunda alternativa de proyectos que 
más inciden sobre la métrica GUA (T), se observa una 
distribución simétrica de proyectos cuando el número de 
atributos no correctos y no significativos, asociados a las 
métricas NANC (T) y NANS (T), oscila entre 60 y 100% del 
total de atributos de la/s tabla/s. En este caso, todos los 
proyectos mantienen la misma relación para los atributos no 
útiles, tal como se muestra en la Tabla XLV. 
 
Fig. 10. Variación de rangos de la métrica NASE (T) con GUA (T)=Bajo 
Del análisis realizado a los proyectos que más inciden 
cuando la métrica GUA (T) toma un valor BAJO, se concluye 
que cuando el número de atributos útiles sin errores y útiles 
con defectos no superan el 20%, y el número de atributos no 
correctos y no significativos está entre 60 y 100%, se obtiene la 
mayor cantidad de proyectos con características similares y un 
valor BAJO para la métrica GUA (T). Esto representa el 63% 
de los proyectos simulados con un grado BAJO de utilidad de 
atributos, obteniéndose un valor medio relativo para la métrica 
GUA (T) del 14%. 
d) Regla Experimental 
Como se mencionó en la sub-sección 5.b, al iniciar la etapa 
de preparación de los datos para un proyecto de explotación de 
información, se necesita contar con una alta cantidad de 
atributos útiles en la/s tabla/s disponibles, de manera de 
favorecer la viabilidad en la realización del proyecto y facilitar 
además, la selección de aquellos atributos necesarios para 
generar los modelos. 
TABLAXLIV. PROYECTOS CON MAYOR INCIDENCIA SOBRE GUA (T)=BAJO 
RESPECTO DE LAS MÉTRICAS NASE (T) Y NAUD (T) 
% Útiles sin Errores - NASE (T) 
 
0 10 20 30 Total 
0 880 800 720 640 3040 
10 800 720 640 0 2160 
20 720 640 560 0 1920 
30 640 560 0 0 1200 
40 560 480 0 0 1040 
50 480 0 0 0 480 
60 400 0 0 0 400 
% Útiles 
con 
Defectos 
NAUD 
(T) 
Total 4480 3200 1920 640 10240 
 
 Como regla experimental del comportamiento de la 
métrica analizada, se concluye que: 
? El grado de utilidad de los atributos de la/s tabla/s del 
proyecto es ALTO, cuando se dispone de un mínimo de 
80% de atributos útiles totales (rango de atributos 
“muchos”), asociado a la métrica NAU (T), que 
representa una cantidad de atributos útiles sin errores, 
asociado a la métrica NASE (T), mayor o igual al 70% y 
una cantidad de atributos útiles con defectos, asociado a 
la métrica NAUD (T), menor al 30%. A su vez, la 
cantidad de atributos no útiles, asociado a la métrica 
NANU (T) y representado por las métricas NANC (T) y 
NANS (T), no debe superar el 20% del total de atributos 
(rango de atributos “muy pocos” a “pocos”). En la Fig. 11 
se muestra la proporción de atributos necesarios en la/s 
tabla/s por cada métrica analizada. Con esta regla de 
comportamiento se obtiene una exactitud de la métrica 
GUA (T) de un 75% en la categorización de los proyectos 
con ALTO grado de utilidad de atributos. 
? El grado de utilidad de los atributos de la/s tabla/s del 
proyecto es MEDIO, cuando la cantidad de atributos 
útiles, asociado a la métrica NAU (T), está entre el 40 y 
80% del total (rango de atributos “normal” a “muchos”), 
que representa una cantidad de atributos útiles sin errores, 
asociado a la métrica NASE (T), entre el 30 y 70% y una 
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cantidad de atributos útiles con defectos, asociado a la 
métrica NAUD (T), menor al 50%. A su vez, la cantidad 
de atributos no útiles, asociado a la métrica NANU (T) y 
representado por las métricas NANC (T) y NANS (T), 
debe ser entre el 20 y 60% del total de atributos (rango de 
atributos “pocos” a “bastantes”). En la Fig. 11 se muestra 
la proporción de atributos necesarios en la/s tabla/s por 
cada métrica analizada. Con esta regla de comportamiento 
se obtiene una exactitud de la métrica GUA (T) de un 
56% en la categorización de los proyectos grado de 
utilidad de atributos MEDIO. 
El grado de utilidad de los atributos de la/s tabla/s del 
proyecto es BAJO, cuando se dispone de un máximo de 40% 
de atributos útiles totales (rango de atributos “muy pocos” a 
“normal”), asociado a la métrica NAU (T), que representa una 
cantidad de atributos útiles sin errores, asociado a la métrica 
NASE (T), menor al 30% y una cantidad de atributos útiles con 
defectos, asociado a la métrica NAUD (T), menor o igual al 
20%. A su vez, la cantidad de atributos no útiles, asociado a la 
métrica NANU (T) y representado por las métricas NANC (T) 
y NANS (T), debe ser como mínimo el 60% del total de 
atributos (rango de atributos “bastantes” a “muchos”). En la 
Fig. 11 se muestra la proporción de atributos necesarios en la/s 
tabla/s por cada métrica analizada. Con esta regla de 
comportamiento se obtiene una exactitud de la métrica GUA 
(T) de un 63% en la categorización de los proyectos con BAJO 
grado de utilidad de atributos.  
 
Fig. 11. Proporción de Atributos Útiles y No Útiles según rango  
en Métrica GUA (T) 
Se ha planteado una primera definición de una métrica para 
medir el grado de utilidad de los atributos de la/s tabla/s en la 
etapa de preparación de los datos de un proyecto de 
explotación de información. Para ello, se han propuesto cuatro 
métricas básicas (variables independientes) que influyen en la 
utilidad que presenta/n la/s tabla/s para el proyecto. A partir de 
esta definición de la métrica y de los parámetros y valores 
establecidos para medir su comportamiento, se concluye que la 
misma presenta una precisión promedio del 65% en la 
categorización del grado de utilidad de los atributos de la/s 
tabla/s de un proyecto. 
La métrica y los parámetros iniciales propuestos pueden ser 
refinados para obtener una mayor precisión de su 
comportamiento. No obstante, se dispone de una primera 
métrica con valores de referencia que puede ser utilizada como 
técnica para medir el grado de utilidad de una o varias tablas 
para un proyecto de explotación de información. 
D. Estudio de las Métricas de Modelos 
Para estudiar el comportamiento de las Métricas de 
Modelos, se decide generar un banco de pruebas simulado con 
diferentes cantidades de modelos de explotación de 
información, considerando las restricciones indicadas en [65] 
para un proyecto de tamaño pequeño, al que se le aplican las 
métricas propuestas para Modelado (apartado IV, sección B, 
sub-sección 2.a) cubriendo además, los procesos de 
explotación de información definidos por [5] para su 
construcción: Modelo de Descubrimiento de Grupos (apartado 
IV, sección B, sub-sección 2.b), Modelo de Descubrimiento de 
Reglas (apartado IV, sección B, sub-sección 2.c) y Modelo de 
Descubrimiento de Dependencias Significativas (apartado IV, 
sección B, sub-sección 2.d).  
La simulación de las Métricas de Modelos utiliza las 
siguientes variables independientes (sub-sección 1) y 
dependientes (sub-sección 2). 
1. Variables Independientes 
Las variables independientes que se van a generar mediante 
el proceso de simulación, son las correspondientes a las 
métricas básicas definidas en la sub-secciones de Modelado 
(apartado IV, sección B, sub-sección 2.a), Modelos de 
Descubrimiento de Grupos (apartado IV, sección B, sub-
sección 2.b), Reglas (apartado IV, sección B, sub-sección 2.c) y 
Dependencias Significativas (apartado IV, sección B, sub-
sección 2.d) y que afectan directamente a las métricas 
derivadas. Para estas métricas básicas se define un valor 
específico o un valor aleatorio, considerando las restricciones 
por el tamaño del proyecto, restringiendo así la cantidad de 
combinaciones. Las variables independientes a ser utilizadas se 
muestran en la Tabla XLVI. 
2. Variables Dependientes 
Para este proceso de simulación las variables dependientes, 
o sea las que son afectadas por las variables independientes, 
son los resultados de aplicar las fórmulas de las métricas 
derivadas de Exactitud del Modelo (sub-sección 3), Precisión 
del Modelo (sub-sección 4), Tasas de Aciertos y Tasa Errores 
del Modelo (sub-sección 5), Cobertura de una Regla (sub-
sección 6), Precisión de una Regla (sub-sección 7), Usabilidad 
de los Atributos del Modelo (sub-sección 8),y Grado de 
Incidencia de un Atributo (sub-sección 9), para las variables 
independientes definidas. Las variables dependientes a ser 
utilizadas se muestran en la Tabla XLVII. 
Cabe mencionar, que algunas de las métricas de modelos 
sólo se calculan en función de la suma de los valores de otras 
métricas básicas y no se requiere estudiar su comportamiento. 
Estas métricas denominadas por la norma ISO/IEC 9126 como 
de agregación se indican en la Tabla XLVIII. La relación entre 
las variables independientes y dependientes indicando como 
afectan unas a otras puede verse en la Fig. 12. 
 
NCP (M) y NCP (C)
NCVA
NCVB
NCE (M)
NCFA
NCFB
NCE (C)
NRGL (C)
NCCNS (R)
NCPRC (R)
NA (M)
NAPR (M)
NCAT (Avi)
USAT (M)
COBER (R)
EXCT (M)
PDM (C)
TAM (C)
TEM (C)
PRCR (R)
GINC (Avi)
TAMAÑO DEL 
PROYECTO 
“PEQUEÑO”
PROYECTO PYMES
 
Fig. 12. Relación entre las Variables Independientes y Dependientes  
para Métricas de Modelos 
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TABLA XLV. PROYECTOS CON MAYOR INCIDENCIA SOBRE GUA (T)=BAJO RESPECTO DE LAS MÉTRICAS NANC (T) Y NANS (T) 
  % No Correctos - NANC (T) 
  0 10 20 30 40 50 60 70 80 90 100 Total 
0 0 0 0 0 0 0 80 160 240 160 80 720 
10 0 0 0 0 0 80 160 240 160 80 0 720 
20 0 0 0 0 80 160 240 160 80 0 0 720 
30 0 0 0 80 160 240 160 80 0 0 0 720 
40 0 0 80 160 240 160 80 0 0 0 0 720 
50 0 80 160 240 160 80 0 0 0 0 0 720 
60 80 160 240 160 80 0 0 0 0 0 0 720 
70 160 240 160 80 0 0 0 0 0 0 0 640 
80 240 160 80 0 0 0 0 0 0 0 0 480 
90 160 80 0 0 0 0 0 0 0 0 0 240 
100 80 0 0 0 0 0 0 0 0 0 0 80 
% No 
Significativos 
NANS (T) 
Total 720 720 720 720 720 720 720 640 480 240 80 6480 
TABLA XLVI. VARIABLES INDEPENDIENTES PARA MÉTRICAS DE MODELOS 
Variable 
Independiente 
(métrica básica) 
Descripción 
NA (M) 
Número de atributos utilizados para construir el modelo, con un valor específico o 
un valor aleatorio del rango de valores predefinido para un proyecto de tamaño 
pequeño y de aplicación en PyMEs. 
NAPR (M) 
Número de atributos distintos sobre los cuales las reglas de pertenencia a cada clase 
o grupo del modelo imponen condiciones, con un valor específico o un valor 
aleatorio del rango de valores predefinido para un proyecto de tamaño pequeño y de 
aplicación en PyMEs. 
NCAT (AVi) 
Número de casos cubiertos por una clase o grupo del atributo clase, cuando un 
atributo significativo A toma el valor Vi, con un valor específico o un valor 
aleatorio del rango de valores predefinido para un proyecto de tamaño pequeño y de 
aplicación en PyMEs. 
NCCNS (R) 
Número de casos que satisfacen la regla de comportamiento o de pertenencia de una 
clase o grupo, con un valor específico o un valor aleatorio del rango de valores 
predefinido para un proyecto de tamaño pequeño y de aplicación en PyMEs. 
NCE (C) 
Número de casos a utilizar por cada clase o grupo del modelo para su 
entrenamiento, con un valor específico o un valor aleatorio del rango de valores 
predefinido para un proyecto de tamaño pequeño y de aplicación en PyMEs. 
NCE (M) 
Número de casos a utilizar para el entrenamiento del modelo, con un valor 
específico o un valor aleatorio del rango de valores predefinido para un proyecto de 
tamaño pequeño y de aplicación en PyMEs. 
NCFA 
Número de casos que fueron incorrectamente clasificados por el modelo como de 
clase A, con un valor específico o un valor aleatorio del rango de valores 
predefinido para un proyecto de tamaño pequeño y de aplicación en PyMEs. 
NCFB 
Número de casos que fueron incorrectamente clasificados por el modelo como de 
clase A, con un valor específico o un valor aleatorio del rango de valores 
predefinido para un proyecto de tamaño pequeño y de aplicación en PyMEs. 
NCP (C) 
Número de casos a utilizar por cada clase o grupo para la prueba del modelo, con un 
valor específico o un valor aleatorio del rango de valores predefinido para un 
proyecto de tamaño pequeño y de aplicación en PyMEs. 
NCP (M) 
Número de casos a utilizar para la prueba del modelo, con un valor específico o un 
valor aleatorio del rango de valores predefinido para un proyecto de tamaño 
pequeño y de aplicación en PyMEs. 
NCPRC (C) 
Número de casos que satisfacen la precondición de la regla, independientemente de 
la clase o grupo a la que pertenece, con un valor específico o un valor aleatorio del 
rango de valores predefinido para un proyecto de tamaño pequeño y de aplicación 
en PyMEs. 
NCVA 
Número de casos pertenecientes a la clase A que fueron  correctamente clasificados 
por el modelo en esa misma clase, con un valor específico o un valor aleatorio del 
rango de valores predefinido para un proyecto de tamaño pequeño y de aplicación 
en PyMEs. 
NCVB 
Número de casos pertenecientes a la clase B que fueron  correctamente clasificados 
por el modelo en esa misma clase, con un valor específico o un valor aleatorio del 
rango de valores predefinido para un proyecto de tamaño pequeño y de aplicación 
en PyMEs. 
NRGL (C) Número de reglas descubiertas por del modelo por cada clase o grupo. 
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TABLA XLVII. VARIABLES DEPENDIENTES PARA MÉTRICAS DE MODELOS 
Variable 
Dependiente  
(métrica derivada) 
Descripción 
COBER (C) 
Cobertura o soporte de una regla de 
pertenencia a una clase o grupo, la cual 
depende del número de casos de entrenamiento 
de una clase o grupo y del número de casos 
que satisfacen la regla de comportamiento o de 
pertenencia a esa clase. 
EXCT (M) 
Exactitud del modelo para clasificar clases o 
grupos, la cual depende del número de 
clasificaciones correctas que tenga un modelo, 
respecto del número total de casos del mismo. 
GINC (AVi) 
Grado de incidencia que cada valor Vi de un 
atributo significativo tiene sobre una clase o 
grupo del atributo clase, la cual depende del 
número de casos de entrenamiento que son 
cubiertos para cada clase o grupo del atributo 
clase, cuando un atributo significativo toma el 
valor Vi, respecto del total de casos que 
pertenecen a esa misma clase. 
PDM (C) 
Precisión o confianza del modelo para 
clasificar clases o grupos, la cual depende del 
número de clasificaciones correctas en una 
clase o grupo respecto del número de 
clasificaciones incorrectas de casos en esa 
misma clase o grupo. 
PRCR (C) 
Precisión o confianza de una regla de 
asociación a una clase, la cual depende del 
número de casos que satisfacen la precondición 
de una regla (independientemente de la clase), 
respecto del número de casos que satisfacen la 
aplicación de esa regla de pertenencia a una 
clase o grupo. 
TAM (C) 
Tasa de aciertos del modelo, la cual depende 
del número de casos de prueba que fueron 
correctamente clasificados en su clase o grupo, 
respecto del número de casos de esa clase que 
fueron incorrectamente clasificados en otras 
clases o grupos. 
TEM (C) 
Tasa de errores del modelo, la cual depende del 
resultado obtenido en la métrica TAM (C), ya 
que se interpreta como complemento de ésta. 
USAT (M) 
Usabilidad de los atributos del modelo, la cual 
depende del número total de atributos distintos 
utilizados para generar las reglas de 
pertenencia de clases o grupos del modelo, 
respecto del número de atributos utilizados 
para construir dicho modelo. 
TABLA XLVIII. VARIABLES DEPENDIENTES PARA MÉTRICAS DE MODELOS 
NO CONSIDERADAS EN EL ANÁLISIS 
Variable 
Dependiente  
(métrica agregación) 
Descripción 
NCG (G) 
Número de casos asignados a cada grupo del 
modelo, el cual se cumple que: 
∑
=
=
)M(NGR
1i
)iG(NCG)M(NTC  
NTC (M) 
Número total de casos a utilizar para el 
modelo, el cual se define como:  
)M(NCP)M(NCE)M(NTC +=  
A mayor número de casos, mayor es el tiempo 
requerido para obtener un modelo entrenado, 
probado y de calidad  [47] para el proyecto de 
explotación de información. 
3. Métrica de Exactitud del Modelo 
Para estudiar la métrica de Exactitud del Modelo – EXCT 
(M), se toma en consideración aquellas variables 
experimentales (sub-sección a) que influyen en el 
comportamiento de la misma. 
 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica EXCT (M), considerada 
como métrica derivada. La lista de variables experimentales se 
muestra en la Tabla XLIX.  
En la sección de diseño experimental (sub-sección b) se 
establece como criterio para la simulación, los valores 
asociados al número de casos a utilizar en la fase de 
entrenamiento del modelo del proyecto de explotación de 
información y no los valores correspondientes a los casos 
utilizados en la fase prueba del mismo. Por consiguiente, la 
métrica NCP (M) no se considera para este análisis, sino que se 
toma como referencia la métrica NCE (M). No obstante, los 
resultados experimentales y conclusiones obtenidas son de 
aplicación en ambas fases (entrenamiento y prueba) y con 
ambas métricas, ya que se corresponden con el número total de 
casos a utilizar. 
TABLA XLIX. VARIABLES EXPERIMENTALES PARA LA MÉTRICA EXCT (M)  
Variable 
Experimental Descripción 
EXCT (M) 
Exactitud del modelo para clasificar clases o grupos, la 
cual se define como: 
)M(NCE
NCVBNCVA
)M(EXCT
+=    
en la fase de entrenamiento del modelo 
)M(NCP
NCVBNCVA
)M(EXCT
+=  
en la fase de prueba del modelo 
NCVA 
Número de casos pertenecientes a la clase A que fueron  
correctamente clasificados por el modelo en esa misma 
clase. 
NCVB 
Número de casos pertenecientes a la clase B que fueron  
correctamente clasificados por el modelo en esa misma 
clase. Para un problema de N clases, representa todos 
aquellos casos que fueron clasificados correctamente en 
otras clases diferentes de la clase A. 
NCE (M) Número total de casos a utilizar para el entrenamiento del modelo. 
NCP (M) Número total de casos a utilizar para la prueba del modelo. 
b) Diseño Experimental 
Para analizar el comportamiento de la métrica enunciada, se 
utiliza un banco de pruebas simulado de 2.460 modelos de 
explotación de información, definiendo un rango de valores 
específico para cada una de las variables experimentales 
independientes y considerando las restricciones indicadas en 
[65] según el tamaño del proyecto. De esta manera, se generan 
diferentes combinaciones sujetas a análisis. Los valores 
simulados para las variables experimentales independientes se 
muestran en la Tabla L.  
El resultado y comportamiento de la métrica derivada 
EXCT (M) está asociado al número de casos correctamente 
clasificados en su correspondiente clase o grupo dentro del 
modelo de explotación de información construido, cuyas 
métricas básicas NCVA y NCVB, se indican en la Tabla L. Por 
otra parte, se tiene como restricción que la cantidad de casos 
clasificados correcta e incorrectamente deben cubrir la 
totalidad de los casos utilizados en el modelo construido: 
sIncorrecta_ionesClasificac_NroNCVBNCVA)M(NCE ++=  
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TABLA L. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA EXCT (M) 
Variable 
Experimental Descripción 
NCVA 
Número de casos pertenecientes a la clase A que fueron  
correctamente clasificados por el modelo en esa misma 
clase, con un rango de valores específico 0, 10, 20, 30, 
40, 50, 60, 70, 80 y 90. Este rango de valores se 
expresa como un porcentaje del número total de casos a 
utilizar en el modelo. 
NCVB 
Número de casos pertenecientes a la clase B que fueron  
correctamente clasificados por el modelo en esa misma 
clase, con un rango de valores específico 0, 10, 20, 30, 
40, 50, 60, 70, 80 y 90. Este rango de valores se 
expresa como un porcentaje del número total de casos a 
utilizar en el modelo. 
NCE (M) 
Número de casos a utilizar para el entrenamiento del 
modelo, con un rango de valores específico 1.000.000, 
2.000.000, 3.000.000, 4.000.000, 5.000.000, 6.000.000, 
7.000.000, 8.000.000, 9.000.000 y 10.000.000, según lo 
predefinido para un proyecto de tamaño pequeño. 
 
Al tratarse de métricas básicas sometidas a un proceso de 
simulación, no se les puede asignar un número a priori de casos 
a utilizar. Por tal motivo, se decide establecer un rango de 
valores porcentuales con intervalos de a 10% (entre 0 y 90%), 
respecto del número total de casos del modelo, con el fin de 
analizar el comportamiento general de la métrica EXCT (M), 
según estos rangos, tal como se indica en la Tabla LI. Por otra 
parte, y como se indicó anteriormente, existe la restricción 
entre estas métricas respecto del total de casos del modelo. Por 
consiguiente, se necesitan sólo aquellas configuraciones de las 
métricas NCVA, NCVB y el número de clasificaciones 
incorrectas, cuya suma represente el 100% de los casos. De 
este análisis se obtienen 246 configuraciones posibles 
aplicables a un modelo. 
La exactitud de un modelo de clasificación de casos en 
clases o grupos es muy importante al momento de determinar 
la calidad de un clasificador, y se suele estimar tras ejecutar el 
modelo construido sobre diferentes conjuntos de datos [56]. 
Sin embargo, no existe un criterio universal que defina qué 
indicador se debe adoptar para considerar un modelo con 
ALTA o BAJA exactitud de clasificación en un proyecto de 
explotación de información. Por consiguiente, y a partir de la 
propia experiencia, en la Tabla LII se indican los valores y 
rangos contemplados para un proyecto de explotación de 
información para PyMEs. 
TABLA LI. RANGOS Y VALORES RELACIONADOS A LAS MÉTRICAS NCVA Y 
NCVB PARA CLASIFICACIONES CORRECTAS 
Métrica Descripción Valores de simulación 
Ningún caso clasificado 
correctamente 0 
De 1 a 10% de casos 
clasificados correctamente 10 
De 11 a 20% de casos 
clasificados correctamente 20 
De 21 a 30% de casos 
clasificados correctamente 30 
De 31 a 40% de casos 
clasificados correctamente 40 
De 41 a 50% de casos 
clasificados correctamente 50 
De 51 a 60% de casos 
clasificados correctamente 60 
De 61 a 70% de casos 
clasificados correctamente 70 
De 71 a 80% de casos 
clasificados correctamente 80 
NCVA 
NCVB 
 
De 81 a 90% de casos 
clasificados correctamente 90 
A partir de la asignación de los valores a cada variable 
independiente, se generan los datos de los modelos de 
explotación de información. De esta manera se busca obtener 
los resultados y el comportamiento de la métrica EXCT (M) 
(variable experimental dependiente) en función de la variación 
de estas variables. 
TABLA LII. RANGOS Y VALORES RELACIONADOS A LA MÉTRICA EXCT (M) 
Rango Descripción Valores de simulación 
Bajo De 0 a 69% de casos clasificados correctamente Bajo 
Alto Más de 70% de casos clasificados correctamente Alto 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
EXCT (M), utilizando los datos generados por los 
experimentos ejecutados. 
Del análisis experimental, se observa que la métrica 
derivada EXCT (M) toma un valor ALTO, considerándose 
como parámetro para este análisis un valor relativo superior al 
70%, cuando el porcentaje de casos clasificados correctamente 
para las clases A y B, asociado a las métricas NCVA y NCVB, 
está entre 0 y 90% del total de casos utilizados en el modelo. 
En la Tabla LIII, se muestra la distribución del número de 
modelos en función del porcentaje de casos clasificados 
correctamente. En esta tabla, se observa que para que el grado 
de exactitud de un modelo sea ALTO se necesita que el mismo 
sea capaz de clasificar correctamente en cada clase o grupo, 
como mínimo el 70% de los casos totales. 
Con esta información, se decide estudiar el comportamiento 
de aquellos modelos que mejor caracterizan el grado de la 
métrica EXCT (M) con valor ALTO. 
Del análisis experimental, se observa que la métrica EXCT 
(M) instancia una mayor cantidad de modelos con valor 
ALTO, cuando el porcentaje de casos clasificados 
correctamente para la clase A, asociado a la métrica NCVA, 
está entre 10 y 70% del total de casos del modelo. 
A su vez, el porcentaje de casos clasificados correctamente 
en otras clases, asociado a la métrica NCVB, también se ubica 
dentro del mismo valor de casos totales. La variación de los 
rangos de esta métrica respecto al total de modelos simulados 
se muestra en la Fig. 13. Esta proporción de clasificaciones 
correctas en cada clase o grupo representa el 82% de los 
modelos simulados con ALTO grado de exactitud de 
clasificación, obteniéndose un valor medio relativo para la 
métrica EXCT (M) del 80%. 
 
Fig. 13. Variación de rangos de la métrica NCVA y NCVB  
con EXCT (M) = Alto 
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TABLA LIII. DISTRIBUCIÓN DE MODELOS CON VALOR EXCT (M)=ALTO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
  % Clasificaciones como clase A correctas - (NCVA) 
  0 10 20 30 40 50 60 70 80 90 Total 
0 0 0 0 0 0 0 0 20 10 0 30 
10 0 0 0 0 0 0 40 30 20 10 100 
20 0 0 0 0 0 40 30 20 10 0 100 
30 0 0 0 0 40 30 20 10 0 0 100 
40 0 0 0 40 30 20 10 0 0 0 100 
50 0 0 40 30 20 10 0 0 0 0 100 
60 0 40 30 20 10 0 0 0 0 0 100 
70 20 30 20 10 0 0 0 0 0 0 80 
80 10 20 10 0 0 0 0 0 0 0 40 
90 0 10 0 0 0 0 0 0 0 0 10 
% 
Clasificaciones 
como clase B 
correctas - 
(NCVB) 
Total 30 100 100 100 100 100 100 80 40 10 760 
 
En la Tabla LIV, se indican aquellos modelos con mayor 
incidencia en la métrica EXCT (M) en función del porcentaje 
de casos clasificados correctamente en cada clase o grupo.  
En esta tabla se observa además, que si el porcentaje de 
clasificaciones correctas en alguna de las clases es superior al 
70%, decrece considerablemente (hasta inclusive 0%) el 
número de clasificaciones correctas de otras clases. Esto 
implica, que si bien el grado de exactitud del modelo es ALTO, 
no es un buen modelo para clasificar correctamente los casos 
en todas las clases o grupos del modelo. 
En el trabajo de [38] se estudia además, cómo a medida que 
aumenta el número de clases o grupos utilizados en la 
construcción del modelo, la efectividad del mismo decrece.  
Por otra parte, en [22] se menciona que si el número total 
de casos a utilizar en la construcción de un modelo presenta un 
número de casos por clase aproximadamente igual, el modelo 
puede producir clasificaciones más acertadas. Sin embargo, en 
muchos proyectos reales, no se cumple la hipótesis de contar 
con un conjunto de casos uniformemente distribuidos entre las 
clases, ocasionando que las clases queden desbalanceadas o 
sesgadas. El desbalance en un conjunto de casos se refiere a la 
situación en la que una clase (mayoritaria) presenta una 
cantidad notablemente mayor de casos en comparación con 
otra clase (minoritaria). 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
analizada, se concluye que cuando el número de casos totales 
clasificados correctamente por el modelo de explotación de 
información es superior al 70% de los casos totales utilizados, 
el número de casos clasificados correctamente para cada una de 
las clases o grupos está entre 10 y 70% de los casos totales 
(equivale de 1 a 70% de casos), y existe una distribución 
balanceada de casos por clase, se obtiene la mayor cantidad de 
modelos con características similares y un valor ALTO para la 
métrica EXCT (M), considerándose un buen modelo de 
explotación de información para clasificar nuevos casos del 
mismo dominio.  
Caso contrario, si el valor de la métrica EXCT (M) es 
inferior al 70% de clasificaciones correctas, no se lo puede 
considerar un buen modelo para clasificar nuevos casos, ya que  
produce un aumento en el número de clasificaciones 
incorrectas. 
 
 
4. Métrica de Precisión del Modelo 
Para estudiar la métrica de Precisión del Modelo para 
clasificar una clase – PDM (C), se toma en consideración  
aquellas variables experimentales (sub-sección a) que influyen 
en el comportamiento de la misma. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica PDM (C), considerada como 
métrica derivada. La lista de variables experimentales se 
muestra en la Tabla LV. 
TABLA LV. VARIABLES EXPERIMENTALES PARA LA MÉTRICA PDM (M)  
Variable 
Experimental Descripción 
NCVA 
Número de casos pertenecientes a la clase A que fueron  
correctamente clasificados por el modelo en esa misma 
clase. 
NCVB 
Número de casos pertenecientes a la clase B que fueron  
correctamente clasificados por el modelo en esa misma 
clase. Para un problema de N clases, representa todos 
aquellos casos que fueron clasificados correctamente 
en otras clases diferentes de la clase A. 
NCFA 
Número de casos que fueron incorrectamente 
clasificados por el modelo como clase A, pero que 
pertenecen a otra clase. 
NCFB 
Número de casos que pertenecen a la clase A pero que 
fueron incorrectamente clasificados por el modelo en 
otra clase. Para un problema de N clases, representa 
todos aquellos casos que fueron clasificados 
incorrectamente en otras clases diferentes de la clase A. 
NCE (M) Número de casos a utilizar para el entrenamiento del modelo. 
PDM (C) 
Precisión o confianza del modelo para clasificar una 
clase, la cual se define como: 
iNCFCiNCVC
iNCVC)iC(PDM +=  
donde iC es la clase correspondiente que se está 
analizando. 
En la sección de diseño experimental (sub-sección b) se 
establece como criterio para la simulación, los valores 
asociados al número de casos a utilizar en la fase de 
entrenamiento del modelo del proyecto de explotación de 
información, ya que la precisión de un modelo es un indicador 
de la efectividad del mismo para clasificar nuevos casos a una 
clase o grupo en particular, luego de construido y entrenado el 
modelo. 
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TABLA LIV. MODELOS CON MAYOR INCIDENCIA SOBRE EXCT (M) =ALTO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
  % Clasificaciones como clase A correctas - (NCVA) 
  0 10 20 30 40 50 60 70 80 90 Total 
0 0 0 0 0 0 0 0 20 10 0 30 
10 0 0 0 0 0 0 40 30 20 10 100 
20 0 0 0 0 0 40 30 20 10 0 100 
30 0 0 0 0 40 30 20 10 0 0 100 
40 0 0 0 40 30 20 10 0 0 0 100 
50 0 0 40 30 20 10 0 0 0 0 100 
60 0 40 30 20 10 0 0 0 0 0 100 
70 20 30 20 10 0 0 0 0 0 0 80 
80 10 20 10 0 0 0 0 0 0 0 40 
90 0 10 0 0 0 0 0 0 0 0 10 
% 
Clasificaciones 
como clase B 
correctas - 
(NCVB) 
Total 30 100 100 100 100 100 100 80 40 10 760 
b) Diseño Experimental 
Para analizar el comportamiento de la métrica enunciada, se 
utiliza un banco de pruebas simulado de 760 modelos de 
explotación de información, definiendo un rango de valores 
específico para cada una de las variables experimentales 
independientes y considerando las restricciones indicadas en 
[65] según el tamaño del proyecto. Además, se  
considera que la exactitud de estos modelos es alta. De esta 
manera, se generan diferentes combinaciones sujetas a análisis. 
Los valores simulados para las variables experimentales 
independientes se muestran en la Tabla LVI. 
El resultado y comportamiento de la métrica derivada PDM 
(C) está asociado al número de casos reales que pertenecen a 
una determinada clase o grupo, respecto del total de casos que 
son clasificados por el modelo de explotación de información 
para esa misma clase, cuyas métricas básicas NCVA, NCVB,  
NCFA y NCFB, se indican en la Tabla LVI. A su vez, las 
primeras dos métricas representan la cantidad total de casos 
clasificados correctamente por el modelo, mientras que las dos 
últimas métricas representan la cantidad total de casos 
clasificados incorrectamente 
Por otra parte, se tiene como restricción que la cantidad de 
casos clasificados correcta e incorrectamente debe cubrir la 
totalidad de los casos utilizados para el entrenamiento del 
modelo construido. 
)BC(NCE)AC(NCE)M(NCE +=  
donde:  
? NCFBNCVA)AC(NCE +=  es el número de casos de 
entrenamiento para la clase A. 
? NCFANCVB)BC(NCE +=  es el número de casos de 
entrenamiento para la clase B. 
Al tratarse de métricas básicas sometidas a un proceso de 
simulación, no se les puede asignar un número a priori de casos 
a utilizar. Por tal motivo, se decide establecer un rango de 
valores porcentuales con intervalos de a 10%, definido entre 0 
y 90% para las clasificaciones correctas y entre 0 y 30% para 
las clasificaciones incorrectas, respecto del número total de 
casos del modelo, tal como se indican en las Tablas LVII y 
LVIII. Estos valores, a su vez, comprenden a los modelos de 
explotación de información cuya métrica de exactitud es 
superior al 70% (sub-sección 3). A partir de los rangos de  
 
 
valores definidos, se analiza el comportamiento general de la 
métrica PDM (C). 
TABLA LVI. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA PDM (M) 
Variable 
Experimental Descripción 
NCVA 
Número de casos pertenecientes a la clase A que 
fueron  correctamente clasificados por el modelo en 
esa misma clase, con un rango de valores específico 0, 
10, 20, 30, 40, 50, 60, 70, 80 y 90. Este rango de 
valores se expresa como un porcentaje del número total 
de casos a utilizar en el modelo. 
NCVB 
Número de casos pertenecientes a la clase B que 
fueron  correctamente clasificados por el modelo en 
esa misma clase, con un rango de valores específico 0, 
10, 20, 30, 40, 50, 60, 70, 80 y 90. Este rango de 
valores se expresa como un porcentaje del número total 
de casos a utilizar en el modelo. 
NCFA 
Número de casos que fueron incorrectamente 
clasificados por el modelo como clase A, pero que 
pertenecen a otra clase, con un rango de valores 
específico 0, 10, 20 y 30. Este rango de valores se 
expresa como un porcentaje del número total de casos 
a utilizar en el modelo. 
NCFB 
Número de casos que pertenecen a la clase A pero que 
fueron incorrectamente clasificados por el modelo en 
otra clase, con un rango de valores específico 0, 10, 20 
y 30. Este rango de valores se expresa como un 
porcentaje del número total de casos a utilizar en el 
modelo. 
NCE (M) 
Número de casos a utilizar para el entrenamiento del 
modelo, con un rango de valores específico 1.000.000, 
2.000.000, 3.000.000, 4.000.000, 5.000.000, 
6.000.000, 7.000.000, 8.000.000, 9.000.000 y 
10.000.000, según lo predefinido para un proyecto de 
tamaño pequeño. 
 Como se indicó anteriormente, existe la restricción entre 
estas métricas respecto del total de casos del modelo. Por 
consiguiente, se necesitan sólo aquellas configuraciones de las 
métricas NCVA, NCVB, NCFA y NCFB, cuya suma 
represente el 100% de los casos. De este análisis se obtienen 76 
configuraciones posibles aplicables a un modelo. 
En virtud que no existe un criterio universal que defina qué 
indicador se debe adoptar para considerar un modelo con 
ALTA o BAJA precisión para clasificar una clase en un 
proyecto de explotación de información, en la Tabla LVIX se 
indica los valores y rangos contemplados para un proyecto de 
explotación de información para PyMEs, considerados a partir 
de la propia experiencia. 
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TABLA LVII. RANGOS Y VALORES RELACIONADOS A LAS MÉTRICAS NCVA Y 
NCVB PARA CLASIFICACIONES CORRECTAS 
Métrica Descripción Valores de simulación 
Ningún caso clasificado 
correctamente 0 
De 1 a 10% de casos 
clasificados correctamente 10 
De 11 a 20% de casos 
clasificados correctamente 20 
De 21 a 30% de casos 
clasificados correctamente 30 
De 31 a 40% de casos 
clasificados correctamente 40 
De 41 a 50% de casos 
clasificados correctamente 50 
De 51 a 60% de casos 
clasificados correctamente 60 
De 61 a 70% de casos 
clasificados correctamente 70 
De 71 a 80% de casos 
clasificados correctamente 80 
NCVA 
NCVB 
 
De 81 a 90% de casos 
clasificados correctamente 90 
A partir de la asignación de los valores a cada variable 
independiente, se generan los datos de los modelos de 
explotación de información. De esta manera se busca obtener 
los resultados y el comportamiento de la métrica PDM (C) 
(variable experimental dependiente) en función de la variación 
de estas variables. 
TABLA LVIII. RANGOS Y VALORES RELACIONADOS A LAS MÉTRICAS NCFA 
Y NCFB PARA CLASIFICACIONES INCORRECTAS 
Métrica Descripción Valores de simulación 
Ningún caso clasificado 
incorrectamente 0 
De 1 a 10% de casos 
clasificados incorrectamente 10 
De 11 a 20% de casos 
clasificados incorrectamente 20 
NCFA 
NCFB 
De 21 a 30% de casos 
clasificados incorrectamente 30 
TABLA LVIX. RANGOS Y VALORES RELACIONADOS A LA MÉTRICA PDM (M) 
Rango Descripción 
Bajo Menos de 50% de efectividad para clasificar una clase 
Medio Entre 50 y 70% de efectividad para clasificar una clase 
Alto Más de 70% de efectividad para clasificar una clase 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
PDM (C), utilizando los datos generados por los experimentos 
ejecutados. 
Del análisis experimental, se observa que la métrica 
derivada PDM (C) toma un valor ALTO, considerándose como 
parámetro para este análisis un valor relativo superior al 70%, 
cuando el porcentaje de casos clasificados correctamente para 
las clases A y B, asociado a las métricas NCVA y NCVB, está 
entre 10 y 90% del total de casos utilizados en el modelo. En la 
Tabla LX, se muestra la distribución del número de modelos en 
función del porcentaje de casos clasificados correctamente. En 
esta tabla, se observa que para que el grado de precisión de un 
modelo sea ALTO se necesita que el mismo tenga una 
exactitud mínima del 80% de casos clasificados correctamente 
en su clase o grupo.  
Por otra parte, el porcentaje de clasificaciones incorrectas 
en cada una de las clases, asociadas a las métricas NCFA y 
NCFB, está entre 0 y 20% del total de casos del modelo. En la 
Tabla LXI, se muestra la distribución del número de modelos 
en función del porcentaje de casos clasificados incorrectamente 
en cada clase. En la misma, se observa que para que el grado 
de precisión de un modelo sea ALTO se necesita un máximo 
de 20% de casos clasificados incorrectamente en otras clases. 
LXI. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (C)=ALTO RESPECTO DE 
LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A incorrectas - 
(NCFA)  
0 10 20 Total 
0 90 60 30 180 
10 60 30 0 90 
20 30 0 0 30 
% 
Clasificaciones 
como clase B 
incorrectas - 
(NCFB) 
Total 180 90 30 300 
Con esta información, se decide estudiar el comportamiento 
de aquellos modelos que mejor caracterizan el grado de la 
métrica PDM (C) con valor ALTO. 
Del análisis experimental, se observa que la métrica PDM 
(C) instancia una mayor cantidad de modelos con valor ALTO, 
cuando el porcentaje de casos clasificados correctamente para 
la clase A, asociado a la métrica NCVA, está entre 20 y 70% 
del total de casos del modelo. A su vez, el porcentaje de casos 
clasificados correctamente en otras clases, asociado a la 
métrica NCVB, también se ubica dentro del mismo valor de 
casos totales. Esta proporción de clasificaciones correctas en 
cada clase o grupo representa el 73% de los modelos simulados 
con ALTO grado de precisión de clasificación, obteniéndose 
un valor medio relativo para la métrica PDM (C) del 91%. 
En la Tabla LXII, se indican aquellos modelos con mayor 
incidencia en la métrica PDM (C) en función del porcentaje de 
casos clasificados correctamente en cada clase o grupo. 
Por otra parte, para los modelos que más inciden sobre la 
métrica PDM (C), se observa que en mayor proporción el 
porcentaje de casos clasificados incorrectamente, asociados a 
las métricas NCFA y NCFB, es menor al 20% del total de 
casos del modelo, tal como se muestra en la Tabla LXIII. Esta 
proporción de clasificaciones incorrectas representa el 82% de 
los modelos de explotación de información con mayor 
incidencia sobre la métrica en estudio, mientras que el 18% 
restante presenta un comportamiento extrapolado respecto a los 
casos clasificados incorrectamente para cada clase. 
Del análisis realizado a los modelos que más inciden 
cuando la métrica PDM (C) toma un valor ALTO, se concluye 
que cuando el número de casos clasificados correctamente en 
cualquiera de las clases o grupos está entre 20 y 70% del total 
de casos, el número de casos clasificados incorrectamente en 
esa misma clase está entre 0 y 10% y la exactitud del modelo 
es superior al 80%, se obtiene la mayor cantidad de modelos de 
explotación de información con características similares y un 
valor ALTO para la métrica PDM (C). Esto representa el 60% 
de los modelos simulados con ALTO grado de precisión para 
clasificar una clase, obteniéndose un valor medio relativo para 
la métrica PDM (C) del 92%. Sin embargo, cuando el número 
de casos clasificados incorrectamente impacta sólo en una de 
las clases (una de las métricas toma valor 20% y la otra 0%), 
manteniendo el número de casos clasificados correctamente, el 
valor medio relativo para la métrica PDM (C) desciende al 
73%, lo que representa el 13% de los modelos simulados. 
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TABLA LX. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (C)=ALTO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA)  
 10 20 30 40 50 60 70 80 90 Total 
10 0 0 0 0 0 0 10 10 10 30 
20 0 0 0 0 0 10 10 10 0 30 
30 0 0 0 0 20 20 10 0 0 50 
40 0 0 0 10 20 10 0 0 0 40 
50 0 0 20 20 10 0 0 0 0 50 
60 0 10 20 10 0 0 0 0 0 40 
70 10 10 10 0 0 0 0 0 0 30 
80 10 10 0 0 0 0 0 0 0 20 
90 10 0 0 0 0 0 0 0 0 10 
% 
Clasificaciones 
como clase B 
correctas - 
(NCVB) 
Total 30 30 50 40 50 40 30 20 10 300 
TABLA LXII. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (C)=ALTO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA)  
 10 20 30 40 50 60 70 80 90 Total 
10 0 0 0 0 0 0 10 10 10 30 
20 0 0 0 0 0 10 10 10 0 30 
30 0 0 0 0 20 20 10 0 0 50 
40 0 0 0 10 20 10 0 0 0 40 
50 0 0 20 20 10 0 0 0 0 50 
60 0 10 20 10 0 0 0 0 0 40 
70 10 10 10 0 0 0 0 0 0 30 
80 10 10 0 0 0 0 0 0 0 20 
90 10 0 0 0 0 0 0 0 0 10 
% 
Clasificaciones 
como clase B 
correctas - 
(NCVB) 
Total 30 30 50 40 50 40 30 20 10 300 
 
TABLA LXIII. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (C)=ALTO 
RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A 
incorrectas - (NCFA)  
0 10 20 Total 
0 50 50 20 120 
10 50 30 0 80 
20 20 0 0 20 
% Clasificaciones 
como clase B 
incorrectas - 
(NCFB) 
Total 120 80 30 220 
 
En un segundo análisis experimental, se observa que la 
métrica derivada PDM (C) toma un valor MEDIO, 
considerándose como parámetro para este análisis un valor 
relativo entre 50 y 70%, cuando el porcentaje de casos 
clasificados correctamente para las clases A y B, asociado a las 
métricas NCVA y NCVB, está entre 10 y 80% del total de 
casos utilizados en el modelo. Sin embargo, se presentan dos 
situaciones que afectan la precisión de cada clase en forma 
individual y que dependen del número de casos clasificados 
correctamente en cada una de las clases o grupos. 
 En la primera de ellas, se observa que la precisión del 
modelo para clasificar casos en la clase A toma un valor medio 
mientras la precisión de las otras clases del modelo, 
correspondiente a la clase B, toma un valor alto. La segunda 
situación se da al contrario, observándose que la precisión del 
modelo para clasificar casos en la clase A toma un valor alto, 
mientras que la precisión de alguna de las otras clases toma un 
valor medio.  
A los fines del análisis del comportamiento de la métrica y 
de las implicancias para el proyecto de explotación de 
información, se asume que cuando la precisión en alguna de las 
clases del modelo construido toma un valor MEDIO, la 
precisión global del modelo es de valor MEDIO. En las Tablas 
LXIV y LXV, se muestra la distribución del número de 
modelos en función del porcentaje de casos clasificados 
correctamente y de la precisión obtenida para cada clase del  
modelo. En las mismas, se observa que para que el grado de 
precisión de un modelo sea MEDIO se necesita que el mismo 
tenga una exactitud entre 70 y 90% de casos clasificados 
correctamente en su clase o grupo. 
Por otra parte, cuando la precisión del modelo para 
clasificar casos en la clase A toma un valor MEDIO, el 
porcentaje de clasificaciones incorrectas para la clase A, 
asociada a la métrica NCFA, está entre 10 y 30% del total de 
casos, mientras que el porcentaje total de clasificaciones 
incorrectas en otras clases del modelo, asociada a la métrica 
NCFB, es menor al 20% del total de casos. Por el contrario, 
cuando la precisión para clasificar casos en alguna de las otras 
clases distintas de la clase A toma un valor MEDIO, el 
porcentaje de clasificaciones incorrectas para esa clase, 
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asociada a la métrica NCFB, está entre 10 y 30% del total de 
los casos, mientras que el porcentaje total de clasificaciones 
incorrectas para la clase A, asociada a la métrica NCFA, es 
menor al 20% del total de casos. 
En las Tablas LXVI y LXVII, se muestra la distribución del 
número de modelos en función del porcentaje de casos 
clasificados incorrectamente y de la precisión obtenida para 
cada clase del modelo. En las mismas, se observa que para que 
el grado de precisión de un modelo sea MEDIO se necesita 
entre 10 y 30% de casos clasificados incorrectamente en el 
modelo. Con esta información, se decide estudiar el 
comportamiento de aquellos modelos que mejor caracterizan el 
grado de la métrica PDM (C) con valor MEDIO. 
TABLA LXIV. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (CLASE A)= 
MEDIO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
  % Clasificaciones como clase A correctas - (NCVA) 
  10 20 30 40 50 60 70 80 Total 
10 0 0 0 0 0 10 0 0 10 
20 0 0 0 0 10 0 0 0 10 
30 0 0 0 20 0 0 0 0 20 
40 0 0 20 10 0 0 0 0 30 
50 0 20 10 0 0 0 0 0 30 
60 10 20 0 0 0 0 0 0 30 
70 10 10 0 0 0 0 0 0 20 
80 10 0 0 0 0 0 0 0 10 
% 
Clasifica- 
ciones 
como  
clase B 
correctas 
- (NCVB) 
Total 30 50 30 30 10 10 0 0 160 
TABLA LXV. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (CLASE B)= 
MEDIO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA) 
 10 20 30 40 50 60 70 80 Total 
10 0 0 0 0 0 10 10 10 30 
20 0 0 0 0 20 20 10 0 50 
30 0 0 0 20 10 0 0 0 30 
40 0 0 20 10 0 0 0 0 30 
50 0 10 0 0 0 0 0 0 10 
60 10 0 0 0 0 0 0 0 10 
70 0 0 0 0 0 0 0 0 0 
80 0 0 0 0 0 0 0 0 0 
% 
Clasifica- 
ciones 
como  
clase B 
correctas 
- (NCVB) 
Total 10 10 20 30 30 30 20 10 160 
TABLA LXVI. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (CLASE A)= 
MEDIO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A 
incorrectas - (NCFA)  
0 10 20 Total 
0 20 30 40 90 
10 20 30 0 50 
20 20 0 0 20 
% 
Clasificaciones 
como clase B 
incorrectas - 
(NCFB) 
Total 60 60 40 160 
 
TABLA LXVII. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (CLASE B)= 
MEDIO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A 
incorrectas - (NCFA)  
0 10 20 Total 
0 20 20 20 60 
10 30 30 0 60 
20 40 0 0 40 
% 
Clasificaciones 
como clase B 
incorrectas - 
(NCFB) 
Total 90 50 20 160 
Del análisis experimental, se observa que la métrica PDM 
(C) instancia una mayor cantidad de modelos con valor 
MEDIO en la precisión para la clase A, cuando el porcentaje de 
clasificaciones correctas para esta clase, asociada a la métrica 
NCVA, está entre 10 y 40% del total de casos, mientras que el 
porcentaje total de clasificaciones correctas en otras clases del 
modelo, asociada a la métrica NCVB, está entre 30 y 70% del 
total de casos. 
Por el contrario, cuando la precisión para clasificar casos en 
alguna de las otras clases distintas de la clase A toma un valor 
MEDIO, el porcentaje de clasificaciones correctas para esa 
clase, asociada a la métrica NCVB, está entre 10 y 40% del 
total de los casos, mientras que el porcentaje total de 
clasificaciones correctas para la clase A, asociada a la métrica 
NCVA, está entre 30 y 70% del total de casos. En ambas 
situaciones, la proporción de clasificaciones correctas en cada 
clase o grupo representa el 81% de los modelos simulados con 
grado MEDIO de precisión de clasificación, obteniéndose un 
valor medio relativo para la métrica PDM (C) del 58%. 
En las Tablas LXVIII y LXIX, se indican aquellos modelos 
con mayor incidencia en la métrica PDM (C) en función del 
porcentaje de casos clasificados correctamente y de la precisión 
obtenida para cada clase o grupo del modelo. 
Por otra parte, para los modelos que más inciden sobre la 
métrica PDM (C) se observa que, cuando la precisión del 
modelo para clasificar casos en la clase A toma un valor 
MEDIO, el porcentaje de clasificaciones incorrectas para la 
clase A, asociada a la métrica NCFA, está entre 10 y 30% del 
total de casos, mientras que el porcentaje total de 
clasificaciones incorrectas en otras clases del modelo, asociada 
a la métrica NCFB, es menor al 20% del total de casos. 
TABLA LXVIII. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (CLASE 
A)= MEDIO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
 % Clasificaciones como clase A correctas - (NCVA) 
  10 20 30 40 50 60 70 80 Total 
10 0 0 0 0 0 10 0 0 10 
20 0 0 0 0 10 0 0 0 10 
30 0 0 0 20 0 0 0 0 20 
40 0 0 20 10 0 0 0 0 30 
50 0 20 10 0 0 0 0 0 30 
60 10 20 0 0 0 0 0 0 30 
70 10 10 0 0 0 0 0 0 20 
80 10 0 0 0 0 0 0 0 10 
% 
Clasifica- 
ciones 
como  
clase B 
correctas - 
(NCVB) 
Total 30 50 30 30 10 10 0 0 160 
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TABLA LXIX. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (CLASE B)= 
MEDIO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
  % Clasificaciones como clase A correctas - (NCVA) 
  10 20 30 40 50 60 70 80 Total 
10 0 0 0 0 0 10 10 10 30 
20 0 0 0 0 20 20 10 0 50 
30 0 0 0 20 10 0 0 0 30 
40 0 0 20 10 0 0 0 0 30 
50 0 10 0 0 0 0 0 0 10 
60 10 0 0 0 0 0 0 0 10 
70 0 0 0 0 0 0 0 0 0 
80 0 0 0 0 0 0 0 0 0 
% 
Clasifica- 
ciones 
como  
clase B 
correctas - 
(NCVB) 
Total 10 10 20 30 30 30 20 10 160 
Por el contrario, cuando la precisión para clasificar casos en 
alguna de las otras clases distintas de la clase A toma un valor 
MEDIO, el porcentaje de clasificaciones incorrectas para esa 
clase, asociada a la métrica NCFB, está entre 10 y 30% del 
total de los casos, mientras que el porcentaje total de 
clasificaciones incorrectas para la clase A, asociada a la 
métrica NCFA, es menor al 20% del total de casos, tal como se 
muestra en las Tablas LXX y LXXI.  
Esta proporción de clasificaciones incorrectas representa el 
70% de los modelos de explotación de información con mayor 
incidencia sobre la métrica en estudio, mientras que el 30% 
restante presenta un comportamiento extrapolado respecto a los 
casos clasificados incorrectamente para cada clase. 
TABLA LXX. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (CLASE A)= 
MEDIO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A 
incorrectas - (NCFA)  
0 10 20 Total 
0 10 30 20 60 
10 20 30 0 50 
20 20 0 0 20 
% 
Clasificaciones 
como clase B 
incorrectas - 
(NCFB) 
Total 50 60 20 130 
TABLA LXXI. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (CLASE B)= 
MEDIO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A 
incorrectas - (NCFA)  
0 10 20 Total 
0 10 20 20 50 
10 30 30 0 60 
20 20 0 0 20 
% 
Clasificaciones 
como clase B 
incorrectas - 
(NCFB) 
Total 60 50 20 130 
Del análisis realizado a los modelos que más inciden 
cuando la métrica PDM (C) toma un valor MEDIO, se 
concluye que cuando el número de casos clasificados 
correctamente en cualquiera de las clases o grupos está entre 10 
y 40% del total de casos, el número de casos clasificados 
incorrectamente en esa misma clase está entre 10 y 20% 
aproximadamente y la exactitud del modelo está entre 70 y 
90%, se obtiene la mayor cantidad de modelos de explotación 
de información con características similares y un valor MEDIO 
para la métrica PDM (C). Esto representa el 57% de los 
modelos simulados con grado MEDIO de precisión para 
clasificar una clase, obteniéndose un valor medio relativo para 
la métrica PDM (C) del 60%. Sin embargo, cuando el número 
de casos clasificados incorrectamente impacta sólo en una de 
las clases (una de las métricas toma valor 30% y la otra 0%), 
manteniendo el número de casos clasificados correctamente, el 
valor medio relativo para la métrica PDM (C) desciende al 
54%, lo que representa el 25% de los modelos simulados. 
En el último análisis experimental realizado sobre la 
métrica PDM (C), se observa que cuando la misma toma un 
valor BAJO, se presentan las mismas dos situaciones que en el 
análisis anterior, y que afectan la precisión de cada clase en 
forma individual dependiendo del número de casos clasificados 
correctamente en cada una de las clases o grupos. En la primera 
situación, se observa que la precisión del modelo para clasificar 
casos en la clase A toma un valor BAJO (la precisión de las 
otras clases del modelo toma un valor alto) cuando el 
porcentaje de casos clasificados correctamente para la clase A, 
asociado a la métrica NCVA, está entre 0 y 20% del total de 
casos utilizados en el modelo. A su vez, el porcentaje de casos 
clasificados correctamente en otras clases, correspondiente a la 
clase B y asociado a la métrica NCVB, está entre 50 y 80%. 
Por el contrario, cuando la precisión para clasificar casos en 
alguna de las otras clases distintas de la clase A toma un valor 
BAJO, la precisión para clasificar casos en la clase A es alto. 
En este caso, el porcentaje de clasificaciones correctas para 
otras clases, asociada a la métrica NCVB, está entre 0 y 20% 
del total de los casos utilizados en el modelo, mientras que el 
porcentaje total de clasificaciones correctas para la clase A, 
asociada a la métrica NCVA, está entre 50 y 80%. 
En las Tablas LXXII y LXXIII, se muestra la distribución 
del número de modelos en función del porcentaje de casos 
clasificados correctamente y de la precisión obtenida para cada 
clase del modelo. En las mismas, se observa que para que el 
grado de precisión de un modelo sea BAJO se necesita que el 
mismo tenga una exactitud entre 70 y 80% de casos 
clasificados correctamente en su clase o grupo. A los fines del 
análisis del comportamiento de la métrica y de las implicancias 
para el proyecto de explotación de información, se asume que 
cuando la precisión en alguna de las clases del modelo 
construido toma un valor BAJO, la precisión global del modelo 
es de valor BAJO y no se lo debería considerar un buen 
modelo ya que el mismo, mayormente, confunde los casos al 
momento de clasificarlos en su clase correspondiente, 
resultando un modelo poco efectivo para el proyecto de 
explotación de información. 
Por otra parte, cuando la precisión del modelo para 
clasificar casos en la clase A toma un valor BAJO, el 
porcentaje de clasificaciones incorrectas para la clase A, 
asociada a la métrica NCFA, está entre 10 y 30% del total de 
casos, mientras que el porcentaje total de clasificaciones 
incorrectas en otras clases del modelo, asociada a la métrica 
NCFB, está entre 0 y 20% del total de casos. Por el contrario, 
cuando la precisión para clasificar casos en alguna de las otras 
clases distintas de la clase A toma un valor BAJO, el 
porcentaje de clasificaciones incorrectas para esa clase, 
asociada a la métrica NCFB, está entre 10 y 30% del total de 
los casos, mientras que el porcentaje total de clasificaciones 
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incorrectas para la clase A, asociada a la métrica NCFA, está 
entre 0 y 20% del total de casos. 
TABLA LXXII. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (CLASE A)= 
BAJO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA) 
 
0 10 20 Total 
50 0 0 10 10 
60 0 20 0 20 
70 20 10 0 30 
80 10 0 0 10 
% 
Clasifica-
ciones 
como  
clase B 
correctas 
- (NCVB) 
Total 30 30 10 70 
TABLA LXXIII. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (CLASE B)= 
BAJO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA)  
 50 60 70 80 Total 
0 0 0 20 10 30 
10 0 20 10 0 30 
20 10 0 0 0 10 
% 
Clasifica-
ciones 
como  
clase B 
correctas 
- (NCVB) 
Total 10 20 30 10 70 
En las Tablas LXXIV y LXXV, se muestra la distribución 
del número de modelos en función del porcentaje de casos 
clasificados incorrectamente y de la precisión obtenida para 
cada clase del modelo. En la misma, se observa que para que el 
grado de precisión de un modelo sea BAJO se necesita entre 20 
y 30% de casos clasificados incorrectamente en el modelo. 
TABLA LXXIV. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (CLASE A)= 
BAJO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A incorrectas - (NCFA) 
 
10 20 30 Total 
0 0 10 20 30 
10 10 20 0 30 
20 10 0 0 10 
% 
Clasifica-
ciones 
como  
clase B 
incorrectas 
- (NCFB) 
Total 20 30 20 70 
TABLA LXXV. DISTRIBUCIÓN DE MODELOS CON VALOR PDM (CLASE B)= 
BAJO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A incorrectas - (NCFA) 
 
0 10 20 Total 
10 0 10 10 20 
20 10 20 0 30 
30 20 0 0 20 
% 
Clasifica-
ciones 
como  
clase B 
incorrectas 
- (NCFB) 
Total 30 30 10 70 
Con esta información, se decide estudiar el comportamiento 
de aquellos modelos que mejor caracterizan el grado de la 
métrica PDM (C) con valor BAJO. 
Del análisis experimental, se observa que la métrica PDM 
(C) instancia una mayor cantidad de modelos con valor BAJO 
en la precisión para la clase A, cuando el porcentaje de 
clasificaciones correctas para esta clase, asociada a la métrica 
NCVA, es menor al 20% del total de casos, mientras que el 
porcentaje total de clasificaciones correctas en otras clases del 
modelo, asociada a la métrica NCVB, está entre 60 y 70% del 
total de casos. 
 Por el contrario, cuando la precisión para clasificar casos 
en alguna de las otras clases distintas de la clase A toma un 
valor BAJO, el porcentaje de clasificaciones correctas para esa 
clase, asociada a la métrica NCVB, es menor al 20% del total 
de los casos, mientras que el porcentaje total de clasificaciones 
correctas para la clase A, asociada a la métrica NCVA, está 
entre 60 y 70% del total de casos. En ambas situaciones, la 
proporción de clasificaciones correctas en cada clase o grupo 
representa el 71% de los modelos simulados con BAJO grado 
de precisión de clasificación, obteniéndose un valor medio 
relativo para la métrica PDM (C) del 26%. En las tablas 
LXXVI y LXXVII, se indican aquellos modelos con mayor 
incidencia en la métrica PDM (C) en función del porcentaje de 
casos clasificados correctamente y de la precisión obtenida 
para cada clase o grupo del modelo. 
TABLA LXXVI. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (CLASE 
A)= BAJO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA) 
 
0 10 20 Total 
50 0 0 10 10 
60 0 20 0 20 
70 20 10 0  30 
80 10 0 0 10 
% 
Clasifica-
ciones 
como  
clase B 
correctas 
- (NCVB)
Total 30 30 10 70 
TABLA LXXVII. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (CLASE 
B)= BAJO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA)  
 50 60 70 80 Total 
0 0 0 20 10 30 
10 0 20 10 0 30 
20 10 0 0 0 10 
% 
Clasifica-
ciones 
como 
clase B 
correctas 
- (NCVB)
Total 10 20 30 10 70 
Por otra parte, para los modelos que más inciden sobre la 
métrica PDM (C) se observa que, cuando la precisión del 
modelo para clasificar casos en la clase A toma un valor 
BAJO, el porcentaje de clasificaciones incorrectas para la clase 
A, asociada a la métrica NCFA, está entre 20 y 30% del total 
de casos, mientras que el porcentaje total de clasificaciones 
incorrectas en otras clases del modelo, asociada a la métrica 
NCFB, es menor al 20% del total de casos. Por el contrario, 
cuando la precisión para clasificar casos en alguna de las otras 
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clases distintas de la clase A toma un valor BAJO, el 
porcentaje de clasificaciones incorrectas para esa clase, 
asociada a la métrica NCFB, está entre 20 y 30% del total de 
los casos, mientras que el porcentaje total de clasificaciones 
incorrectas para la clase A, asociada a la métrica NCFA, es 
menor al 20% del total de casos, tal como se muestra en las 
Tablas LXXVIII y LXXIX. Esta proporción de clasificaciones 
incorrectas representa el 80% de los modelos de explotación de 
información con mayor incidencia sobre la métrica en estudio. 
TABLA LXXVIII. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (CLASE 
A)= BAJO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A incorrectas - (NCFA) 
 
10 20 30 Total 
0 0 10 10 20 
10 0 20 0 20 
20 10 0 0 10 
% 
Clasifica-
ciones 
como  
clase B 
incorrectas 
- (NCFB) 
Total 10 30 10 50 
TABLA LXXIX. MODELOS CON MAYOR INCIDENCIA SOBRE PDM (CLASE 
B)= BAJO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase A incorrectas - (NCFA) 
 0 10 20 Total 
10 0 0 10 10 
20 10 20 0 30 
30 10 0 0 10 
% 
Clasifica-
ciones 
como  
clase B 
incorrectas 
- (NCFB) 
Total 20 20 10 50 
Del análisis realizado a los modelos que más inciden 
cuando la métrica PDM (C) toma un valor BAJO, se concluye 
que cuando el número de casos clasificados correctamente en 
cualquiera de las clases o grupos es menor al 20% del total de 
casos, el número de casos clasificados incorrectamente en esa 
misma clase está entre 20 y 30% y la exactitud del modelo está 
entre 70 y 80%, se obtiene la mayor cantidad de modelos de 
explotación de información con características similares y un 
valor BAJO para la métrica PDM (C). Esto representa el 57% 
de los modelos simulados con BAJO grado de precisión para 
clasificar una clase, obteniéndose un valor medio relativo para 
la métrica PDM (C) del 23%. Sin embargo, cuando el número 
de casos clasificados incorrectamente en al menos una de las 
clases es menor al 10% del total de casos, manteniendo el 
número de casos clasificados correctamente en esa misma 
clase, el valor relativo para la métrica PDM (C) desciende a 
0%, lo que representa el 14% de los modelos simulados. 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
analizada, se concluye que: 
? El grado de precisión de un modelo es ALTO, cuando el 
número de casos clasificados correctamente en cualquiera 
de las clases o grupos, asociado a la métrica NCVCi, está 
entre 20 y 70% del total de casos (equivale de 11 a 70% 
de casos), el número de casos clasificados 
incorrectamente en esa misma clase, asociado a la métrica 
NCFCi, está entre 0 y 10% y la exactitud del modelo es 
superior al 80%. En la Fig. 14 se muestra la proporción de 
casos necesarios clasificados correcta e incorrectamente 
para un modelo por cada métrica analizada. Esta regla de 
comportamiento cubre el 60% de los modelos simulados 
con alta precisión para clasificar casos a una clase. 
? El grado de precisión de un modelo es MEDIO, cuando el 
número de casos clasificados correctamente en cualquiera 
de las clases o grupos, asociado a la métrica NCVCi, está 
entre 10 y 40% del total de casos (equivale de 1 a 40% de 
casos), el número de casos clasificados incorrectamente 
en esa misma clase, asociado a la métrica NCFCi, está 
entre 10 y 20% (equivale de 1 a 20% de casos) y la 
exactitud del modelo está entre 70 y 90%. En la Fig. 14 se 
muestra la proporción de casos necesarios clasificados 
correcta e incorrectamente para un modelo por cada 
métrica analizada. Esta regla de comportamiento cubre el 
75% de los modelos simulados con precisión media para 
clasificar casos a una clase. 
? El grado de precisión de un modelo es BAJO, cuando el 
número de casos clasificados correctamente en cualquiera 
de las clases o grupos, asociado a la métrica NCVCi, está 
entre 0 y 10% del total de casos, el número de casos 
clasificados incorrectamente en esa misma clase, asociado 
a la métrica NCFCi, está entre 20 y 30% (equivale de 11 a 
30% de casos) y la exactitud del modelo está entre 70 y 
80%. En la Fig. 14 se muestra la proporción de casos 
necesarios clasificados correcta e incorrectamente para un 
modelo por cada métrica analizada. Esta regla de 
comportamiento cubre el 57% de los modelos simulados 
con baja precisión para clasificar casos a una clase. 
Cabe mencionar, que a medida que aumenta el número de 
clases o grupos utilizados en la construcción de un modelo de 
Descubrimiento de Reglas, que aplica algoritmos de inducción 
TDIDT, la performance del mismo tiende a decrecer [39]. 
 
Fig. 14. Proporción de casos clasificados correctos e incorrectos según 
rango en métrica PDM (C) 
5. Métrica de Tasa de Aciertos y Tasa de Errores del 
Modelo 
Para estudiar la métrica de Tasa de Aciertos y Errores del 
Modelo para clasificar casos a una clase – TAM (C) y TEM 
(C), se toma en consideración aquellas variables 
experimentales (sub-sección a) que influyen en el 
comportamiento de las mismas. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en las métricas TAM (C) y TEM (C), 
consideradas como métricas derivada. La lista de variables 
experimentales se muestra en la Tabla LXXX. 
En la sección de diseño experimental (sub-sección b) se 
establece como criterio para la simulación, los valores 
asociados al número de casos a utilizar en la fase de prueba del 
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modelo del proyecto de explotación de información, ya que la 
tasa de aciertos y de errores de un modelo es un indicador para 
evaluar la calidad del mismo, luego de construido y entrenado. 
TABLA LXXX. VARIABLES EXPERIMENTALES PARA LAS  
MÉTRICAS TAM (M) Y TEM (M)  
Variable 
Experimental Descripción 
NCVA 
Número de casos pertenecientes a la clase A que fueron 
correctamente clasificados por el modelo en esa misma 
clase. 
NCVB 
Número de casos pertenecientes a la clase B que fueron 
correctamente clasificados por el modelo en esa misma 
clase. Para un problema de N clases, representa todos 
aquellos casos que fueron clasificados correctamente en 
otras clases diferentes de la clase A. 
NCFA 
Número de casos que fueron incorrectamente 
clasificados por el modelo como clase A, pero que 
pertenecen a otra clase. 
NCFB 
Número de casos que pertenecen a la clase A pero que 
fueron incorrectamente clasificados por el modelo en 
otra clase. Para un problema de N clases, representa 
todos aquellos casos que fueron clasificados 
incorrectamente en otras clases diferentes de la clase A. 
NCP (M) 
Número de casos a utilizar para las pruebas del modelo. 
Para un problema de N clases, representa la cantidad de 
casos de prueba utilizados por cada clase Ci del modelo. 
NCP (C) Número de casos a utilizar para las pruebas de una clase o grupo del modelo. 
TAM (C) 
Tasa de aciertos del modelo para clasificar casos a una 
clase, la cual se define como: 
)iNCP(C
iNCVC
iCNCFiNCVC
iNCVC)iC(TAM =+
=  
donde iC es la clase correspondiente que se está 
analizando y iC  son las restantes clases del modelo. 
TEM (C) 
Tasa de errores del modelo en la clasificación de casos 
a una clase, la cual se define como: 
)iC(TAM1)iC(TEM −=  
donde iC es la clase correspondiente que se está 
analizando. 
b) Diseño Experimental 
Para analizar el comportamiento de las métricas 
enunciadas, se utiliza un banco de pruebas simulado de 760 
modelos de explotación de información de prueba, definiendo 
un rango de valores específico para cada una de las variables 
experimentales independientes y considerando las restricciones 
indicadas en [65] según el tamaño del proyecto.  Además, se 
considera que la exactitud de estos modelos de prueba es alta y 
que se aplican a modelos de explotación de información 
previamente entrenados, con un alto nivel de exactitud en la 
clasificación de clases y un nivel alto y/o medio de precisión. 
Estas consideraciones corresponden a los criterios que 
normalmente se toman en cuenta al momento de evaluar la 
calidad de los modelos construidos para un proyecto de 
explotación de información real. De esta manera, se generan 
diferentes combinaciones sujetas a análisis. Los valores 
simulados para las variables experimentales independientes se 
muestran en la Tabla LXXXI. 
El resultado y comportamiento de las métricas derivadas 
TAM (C) y TEM (C) está asociado al número de casos de 
prueba clasificados correcta e incorrectamente por el modelo 
de explotación de información en una determinada clase o 
grupo, respecto del total de casos que pertenecen a esa misma 
clase, cuyas métricas básicas NCVA, NCVB, NCFA y NCFB, 
se indican en la Tabla LXXXI. A su vez, las primeras dos 
métricas representan la cantidad total de casos clasificados 
correctamente por el modelo, mientras que las dos últimas 
métricas representan la cantidad total de casos clasificados 
incorrectamente.  
TABLA LXXXI. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LAS MÉTRICAS TAM (M) Y TEM 
Variable 
Experimental Descripción 
NCVA 
Número de casos pertenecientes a la clase A que fueron 
correctamente clasificados por el modelo en esa misma 
clase, con un rango de valores específico 0, 10, 20, 30, 
40, 50, 60, 70, 80 y 90. Este rango de valores se 
expresa como un porcentaje del número total de casos a 
utilizar en el modelo. 
NCVB 
Número de casos pertenecientes a la clase B que fueron 
correctamente clasificados por el modelo en esa misma 
clase, con un rango de valores específico 0, 10, 20, 30, 
40, 50, 60, 70, 80 y 90. Este rango de valores se 
expresa como un porcentaje del número total de casos a 
utilizar en el modelo. 
NCFA 
Número de casos que fueron incorrectamente 
clasificados por el modelo como clase A, pero que 
pertenecen a otra clase, con un rango de valores 
específico 0, 10, 20 y 30. Este rango de valores se 
expresa como un porcentaje del número total de casos a 
utilizar en el modelo. 
NCFB 
Número de casos que pertenecen a la clase A pero que 
fueron incorrectamente clasificados por el modelo en 
otra clase, con un rango de valores específico 0, 10, 20 
y 30. Este rango de valores se expresa como un 
porcentaje del número total de casos a utilizar en el 
modelo. 
NCP (M) 
Número de casos a utilizar para la prueba del modelo, 
con un rango de valores específico 300.000, 600.000, 
900.000, 1.200.000, 1.500.000, 1.800.000, 2.100.000, 
2.400.000, 2.700.000 y 3.000.000, según lo predefinido 
para un proyecto de tamaño pequeño.  
Por  otra parte, se tiene como restricción que la cantidad de 
casos clasificados correcta e incorrectamente debe cubrir la 
totalidad de los casos utilizados para la prueba del modelo 
construido. 
)BC(NCP)AC(NCP)M(NCP +=  
donde: 
? NCFBNCVA)AC(NCP +=  es el número de casos de 
prueba para la clase A. 
? NCFANCVB)BC(NCP +=  es el número de casos de 
prueba para la clase B. 
Al tratarse de métricas básicas sometidas a un proceso de 
simulación, no se les puede asignar un número a priori de casos 
a utilizar. Por tal motivo, se decide establecer un rango de 
valores porcentuales con intervalos de a 10%, definido entre 0 
y 90% para las clasificaciones correctas y entre 0 y 30% para 
las clasificaciones incorrectas, respecto del número total de 
casos del modelo, tal como se indica en las Tablas LXXXII y 
LXXXIII. Estos valores, a su vez, comprenden a los modelos 
de explotación de información cuya métrica de exactitud es 
superior al 70% (sub-sección 3).  
A partir de los rangos de valores definidos, se analiza el 
comportamiento general de las métricas TAM (C) y TEM (C).  
Como se indicó anteriormente, existe la restricción entre 
estas métricas respecto del total de casos de prueba del modelo. 
Por consiguiente, se necesitan sólo aquellas configuraciones de 
las métricas NCVA, NCVB, NCFA y NCFB, cuya suma 
represente el 100% de los casos. De este análisis se obtienen 76 
configuraciones posibles aplicables a un modelo. 
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TABLA LXXXII. RANGOS Y VALORES RELACIONADOS A LAS MÉTRICAS 
NCVA Y NCVB PARA CLASIFICACIONES CORRECTAS 
Métrica Descripción Valores de simulación 
Ningún caso clasificado 
correctamente 0 
De 1 a 10% de casos 
clasificados correctamente 10 
De 11 a 20% de casos 
clasificados correctamente 20 
De 21 a 30% de casos 
clasificados correctamente 30 
De 31 a 40% de casos 
clasificados correctamente 40 
De 41 a 50% de casos 
clasificados correctamente 50 
De 51 a 60% de casos 
clasificados correctamente 60 
De 61 a 70% de casos 
clasificados correctamente 70 
De 71 a 80% de casos 
clasificados correctamente 80 
NCVA 
NCVB 
 
De 81 a 90% de casos 
clasificados correctamente 90 
TABLA LXXXIII. RANGOS Y VALORES RELACIONADOS A LAS MÉTRICAS 
NCFA Y NCFB PARA CLASIFICACIONES INCORRECTAS 
Métrica Descripción Valores de simulación 
Ningún caso clasificado 
incorrectamente 0 
De 1 a 10% de casos 
clasificados incorrectamente 10 
De 11 a 20% de casos 
clasificados incorrectamente 20 
NCFA 
NCFB 
De 21 a 30% de casos 
clasificados incorrectamente 30 
En virtud que no existe un criterio universal que defina qué 
indicador se debe adoptar para considerar un modelo con 
ALTA o BAJA tasa de aciertos y errores en la clasificación de 
casos a una clase en un proyecto de explotación de 
información, en las Tablas LXXXIV y LXXXV se indican los 
valores y rangos contemplados para un proyecto de explotación 
de información para PyMEs, considerados a partir de la propia 
experiencia. 
TABLA LXXXIV. RANGOS Y VALORES RELACIONADOS A LA  
MÉTRICA TAM (M) 
Rango Descripción 
Bajo Menos de 70% de casos de prueba clasificados correctamente en su clase 
Alto Más de 70% de casos de prueba clasificados correctamente en su clase 
TABLA LXXXV. RANGOS Y VALORES RELACIONADOS A LA  
MÉTRICA TEM (M) 
Rango Descripción 
Bajo Menos de 30% de casos de prueba clasificados incorrectamente en su clase 
Alto Más de 30% de casos de prueba clasificados incorrectamente en su clase 
A partir de la asignación de los valores a cada variable 
independiente, se generan los datos de los modelos de 
explotación de información de prueba. De esta manera se busca 
obtener los resultados y el comportamiento de las métricas 
TAM (C) y TEM (C) (variables experimentales dependientes) 
en función de la variación de estas variables. 
 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de las 
métricas TAM (C) y TEM (C), utilizando los datos generados 
por los experimentos ejecutados.  
Del análisis experimental, se observa que la métrica 
derivada TAM (C) toma un valor ALTO, considerándose como 
parámetro para este análisis un valor relativo superior al 70%, 
cuando el porcentaje de casos de prueba clasificados 
correctamente para las clases A y B, asociado a las métricas 
NCVA y NCVB, está entre 10 y 90% del total de casos de 
prueba utilizados en el modelo. En la Tabla LXXXVI, se 
muestra la distribución del número de modelos en función del 
porcentaje de casos clasificados correctamente. En esta tabla, 
se observa que para que la tasa de aciertos de un modelo sea 
ALTO y la tasa de errores sea BAJA, se necesita que el mismo 
tenga una exactitud mínima del 80% de casos de prueba 
clasificados correctamente en su clase o grupo. 
Por otra parte, el porcentaje de clasificaciones incorrectas 
en cada una de las clases, asociadas a las métricas NCFB y 
NCFA, está entre 0 y 20% del total de casos del modelo. En la 
Tabla LXXXVII, se muestra la distribución del número de 
modelos en función del porcentaje de casos de prueba 
clasificados incorrectamente en cada clase. En la misma, se 
observa que para que la tasa de aciertos de un modelo sea 
ALTO y la tasa de errores sea BAJA, se necesita un máximo de 
20% de casos de prueba clasificados incorrectamente en otras 
clases. 
TABLA LXXXVII. DISTRIBUCIÓN DE MODELOS CON VALOR TAM (C)=ALTO 
RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase B incorrectas - (NCFB) 
 
0 10 20 Total 
10 90 60 30 180 
20 60 30 0 90 
30 30 0 0 30 
% 
Clasifica-
ciones 
como  
clase A 
incorrectas 
- (NCFA) 
Total 180 90 30 300 
 
Con esta información, se decide estudiar el comportamiento 
de aquellos modelos que mejor caracterizan el grado de la 
métrica TAM (C) con valor ALTO y de la métrica TEM (C) 
con valor BAJO. 
Del análisis experimental, se observa que la métrica TAM 
(C) instancia una mayor cantidad de modelos con valor ALTO, 
cuando el porcentaje de casos clasificados correctamente para 
las clases A y B, asociado a las métricas NCVA y NCVB, está 
entre 20 y 70% del total de casos del modelo. Esta proporción 
de clasificaciones correctas en cada clase o grupo representa el 
73% de los modelos simulados con ALTA tasa de aciertos y 
BAJA tasa de errores, obteniéndose un valor medio relativo 
para la métrica TAM (C) del 91% y para la métrica TEM (C) 
del 9%. En la Tabla LXXXVIII, se indican aquellos modelos 
con mayor incidencia en las métricas TAM (C) y TEM (C) en 
función del porcentaje de casos clasificados correctamente en 
cada clase o grupo. Por otra parte, para los modelos que más 
inciden sobre las métricas TAM (C) y TEM (C), se observa 
que en mayor proporción el porcentaje de casos de prueba 
clasificados incorrectamente, asociados a las métricas NCFB y 
NCFA, está entre 0 y 10% del total de casos del modelo, tal 
como se muestra en la Tabla LXXXIX. 
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TABLA LXXXVI. DISTRIBUCIÓN DE MODELOS CON VALOR TAM (C)=ALTO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA)  
 10 20 30 40 50 60 70 80 90 Total 
10 0 0 0 0 0 0 10 10 10 30 
20 0 0 0 0 0 10 10 10 0 30 
30 0 0 0 0 20 20 10 0 0 50 
40 0 0 0 10 20 10 0 0 0 40 
50 0 0 20 20 10 0 0 0 0 50 
60 0 10 20 10 0 0 0 0 0 40 
70 10 10 10 0 0 0 0 0 0 30 
80 10 10 0 0 0 0 0 0 0 20 
90 10 0 0 0 0 0 0 0 0 10 
% Clasificaciones 
como clase B 
correctas - (NCVB) 
Total 30 30 50 40 50 40 30 20 10 300 
 
TABLA LXXXVIII. MODELOS CON MAYOR INCIDENCIA SOBRE TAM (C)=ALTO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA)  
 10 20 30 40 50 60 70 80 90 Total 
10 0 0 0 0 0 0 10 10 10 30 
20 0 0 0 0 0 10 10 10 0 30 
30 0 0 0 0 20 20 10 0 0 50 
40 0 0 0 10 20 10 0 0 0 40 
50 0 0 20 20 10 0 0 0 0 50 
60 0 10 20 10 0 0 0 0 0 40 
70 10 10 10 0 0 0 0 0 0 30 
80 10 10 0 0 0 0 0 0 0 20 
90 10 0 0 0 0 0 0 0 0 10 
% Clasificaciones 
como clase B 
correctas - (NCVB) 
Total 30 30 50 40 50 40 30 20 10 300 
 
TABLA LXXXIX. MODELOS CON MAYOR INCIDENCIA SOBRE TAM (C)= 
ALTO RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase B incorrectas - (NCFB) 
 
0 10 20 Total 
10 50 50 20 120 
20 50 30 0 80 
30 20 0 0 20 
% 
Clasifica-
ciones 
como  
clase A 
incorrectas 
- (NCFA) 
Total 120 80 30 220 
Esta proporción de clasificaciones incorrectas representa el 
82% de los modelos de explotación de información con mayor 
incidencia sobre las métricas en estudio, mientras que el 18% 
restante presenta un comportamiento extrapolado respecto a los 
casos clasificados incorrectamente para cada clase. 
Del análisis realizado a los modelos que más inciden 
cuando la métrica TAM (C) toma un valor ALTO y la métrica 
TEM (C) toma un valor BAJO, se concluye que cuando en una 
clase o grupo cualquiera, el número de casos de prueba 
clasificados correctamente está entre 20 y 70% del total de 
casos, el número de casos de prueba de esa misma clase pero 
clasificados incorrectamente en otras clases está entre 0 y 10% 
y la exactitud del modelo es superior al 80%, se obtiene la 
mayor cantidad de modelos de explotación de información con 
características similares, un valor ALTO para la métrica TAM 
(C) y un valor BAJO para la métrica TEM (C). Esto representa 
el 60% de los modelos simulados con ALTA tasa de aciertos 
de casos y BAJA tasa de errores, obteniéndose un valor medio 
relativo para la métrica TAM (C) del 92% y para la métrica 
TEM (C) del 8%.  
Sin embargo, cuando el número de casos de prueba 
clasificados incorrectamente impacta sólo en una de las clases 
(una de las métricas toma valor 20% y la otra 0%), 
manteniendo el número de casos clasificados correctamente, el 
valor medio relativo para la métrica TAM (C) desciende al 
73% mientras que la métrica TEM (C) asciende al 27%, lo que 
representa el 13% de los modelos simulados. 
En el segundo análisis experimental realizado sobre la 
métrica TAM (C) y TEM (C), se observa que cuando la 
primera toma un valor BAJO y la segunda un valor ALTO, se 
presentan dos situaciones que afectan la tasa de aciertos y 
errores de cada clase en forma individual dependiendo del 
número de casos clasificados correcta e incorrectamente en 
cada una de las clases o grupos. En la primera situación, se 
observa que la tasa de aciertos del modelo para los casos de 
prueba de la clase A toma un valor BAJO (la tasa de aciertos 
total de las otras clases del modelo toma un valor alto), cuando 
el porcentaje de casos de prueba clasificados correctamente 
para la clase A, asociado a la métrica NCVA, está entre 0 y 
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60% del total de casos utilizados en el modelo. A su vez, el 
porcentaje de casos de prueba clasificados correctamente en 
otras clases, correspondiente a la clase B y asociado a la 
métrica NCVB, está entre 10 y 80%. 
En este caso, la tasa de errores para los casos de prueba 
pertenecientes a la clase A toma un valor ALTO. Por el 
contrario, cuando la tasa de aciertos de las otras clases distintas 
de la clase A toma un valor BAJO, la tasa de aciertos y de 
errores en la clase A es alta y baja, respectivamente. En este 
caso, el porcentaje de clasificaciones correctas para otras 
clases, asociada a la métrica NCVB, está entre 0 y 60% del 
total de los casos de prueba utilizados en el modelo, mientras 
que el porcentaje total de clasificaciones correctas para la clase 
A, asociada a la métrica NCVA, está entre 10 y 80%.  
En las Tablas XC y XCI, se muestra la distribución del 
número de modelos en función del porcentaje de casos de 
prueba clasificados correctamente y de la tasa de aciertos 
obtenida para cada clase del modelo. En las mismas, se observa 
que para que la tasa de aciertos de un modelo sea BAJA y la 
tasa de errores sea ALTA, se necesita que el mismo tenga una 
exactitud entre 70 y 90% de casos de prueba clasificados 
correctamente en su clase o grupo. 
A los fines del análisis del comportamiento de las métricas 
y de las implicancias para el proyecto de explotación de 
información, se asume que cuando la tasa de aciertos de alguna 
de las clases del modelo construido toma un valor BAJO, la 
tasa de aciertos global del modelo es BAJA.  
TABLA XC. DISTRIBUCIÓN DE MODELOS CON VALOR TAM (CLASE)=BAJO 
RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA) 
 
0 10 20 30 40 50 60 Total 
10 0 0 0 0 0 0 10 10 
20 0 0 0 0 0 10 0 10 
30 0 0 0 0 20 0 0 20 
40 0 0 0 20 10 0 0 30 
50 0 0 30 10 0 0 0 40 
60 0 30 20 0 0 0 0 50 
70 20 20 10 0 0 0 0 50 
80 10 10 0 0 0 0 0 20 
% 
Clasifica-
ciones 
como 
clase B 
correctas 
- (NCVB) 
Total 30 60 60 30 30 10 10 230 
TABLA XCI. DISTRIBUCIÓN DE MODELOS CON VALOR TAM (CLASE B)= 
BAJO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA) 
 
10 20 30 40 50 60 70 80 Total 
0 0 0 0 0 0 0 20 10 30 
10 0 0 0 0 0 30 20 10 60 
20 0 0 0 0 30 20 10 0 60 
30 0 0 0 20 10 0 0 0 30 
40 0 0 20 10 0 0 0 0 30 
50 0 10 0 0 0 0 0 0 10 
60 10 0 0 0 0 0 0 0 10 
% 
Clasifica-
ciones 
como 
clase B 
correctas 
- (NCVB) 
Total 10 10 20 30 40 50 50 20 230 
 
Por otra parte, cuando la tasa de aciertos del modelo para 
los casos de prueba de la clase A toma un valor BAJO, el 
porcentaje de casos de esa misma clase clasificado 
incorrectamente en otras clases, asociada a la métrica NCFB, 
está entre 10 y 30% del total de casos.  
A su vez, el porcentaje total de casos de prueba clasificados 
incorrectamente por el modelo en la clase A, asociado a la 
métrica NCFA, está entre 0 y 20% del total de casos. 
Por el contrario, cuando la tasa de aciertos para los casos de 
prueba de las otras clases distintas de la clase A toma un valor 
BAJO, el porcentaje de casos de esa misma clase clasificado 
incorrectamente en otras clases, asociada a la métrica NCFA, 
está entre 10 y 30% del total de los casos. A su vez, que el 
porcentaje total de casos de prueba clasificados 
incorrectamente por el modelo en esa misma clase, asociado a 
la métrica NCFB, está entre 0 y 20% del total de casos. En las 
Tablas XCII y XCIII, se muestra la distribución del número de 
modelos en función del porcentaje de casos de prueba 
clasificados incorrectamente en cada clase y de la tasa de 
aciertos obtenida para cada clase del modelo. En la misma, se 
observa que para que la tasa de aciertos de un modelo sea 
BAJA y la tasa de errores sea ALTA, se necesita un máximo de 
30% de casos de prueba clasificados incorrectamente en otras 
clases. 
Con esta información, se decide estudiar el comportamiento 
de aquellos modelos que mejor caracterizan el grado de la 
métrica TAM (C) con valor BAJO y de la métrica TEM (C) 
con valor ALTO. 
TABLA XCII. DISTRIBUCIÓN DE MODELOS CON VALOR TAM (CLASE)=BAJO 
RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase B incorrectas - (NCFB) 
 
0 10 20 Total 
10 20 40 60 120 
20 30 50 0 80 
30 30 0 0 30 
% 
Clasifica-
ciones 
como  
clase A 
incorrectas 
- (NCFA) 
Total 80 90 60 230 
TABLA XCIII. DISTRIBUCIÓN DE MODELOS CON VALOR TAM (CLASE)=BAJO 
RESPECTO DE LAS MÉTRICAS NCFA Y NCFB 
% Clasificaciones como clase B incorrectas - (NCFB) 
 
10 20 30 Total 
0 20 30 30 80 
10 40 50 0 90 
20 60 0 0 60 
% 
Clasifica-
ciones 
como  
clase A 
incorrectas 
- (NCFA) 
Total 120 80 30 230 
Del análisis experimental, se observa que la métrica TAM 
(C) instancia una mayor cantidad de modelos con valor BAJO, 
cuando el porcentaje de clasificaciones correctas para la clase 
A, asociado a la métrica NCVA, está entre 0 y 30% del total de 
casos del modelo. A su vez, el porcentaje casos clasificados 
correctamente en otras clases del modelo, asociado a la métrica 
NCVB, está entre 40 y 70% del total de casos. 
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Por el contrario, cuando la tasa de aciertos de las otras 
clases distintas de la clase A toma un valor BAJO, el 
porcentaje de clasificaciones correctas para esa clase, asociada 
a la métrica NCVB, está entre 0 y 30% del total de los casos, 
mientras que el porcentaje total de clasificaciones correctas 
para la clase A, asociada a la métrica NCVA, está entre 40 y 
70% del total de casos. En ambas situaciones, la proporción de 
clasificaciones correctas en cada clase o grupo representa el 
70% de los modelos simulados con BAJA tasa de aciertos y 
ALTA tasa de errores, obteniéndose un valor medio relativo 
para la métrica TAM (C) del 44% y para la métrica TEM (C) 
del 56%. En las Tablas XCIV y XCV, se indican aquellos 
modelos con mayor incidencia en las métricas TAM (C) y 
TEM (C) en función del porcentaje de casos clasificados 
correctamente en cada clase o grupo. 
TABLA XCIV. MODELOS CON MAYOR INCIDENCIA SOBRE TAM (CLASE 
A)=BAJO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
% Clasificaciones como clase A correctas - (NCVA) 
 
0 10 20 30 40 50 60 Total 
10 0 0 0 0 0 0 10 10 
20 0 0 0 0 0 10 0 10 
30 0 0 0 0 20 0 0 20 
40 0 0 0 20 10 0 0 30 
50 0 0 30 10 0 0 0 40 
60 0 30 20 0 0 0 0 50 
70 20 20 10 0 0 0 0 50 
80 10 10 0 0 0 0 0 20 
% 
Clasifica-
ciones 
como 
clase B 
correctas 
- (NCVB) 
Total 30 60 60 30 30 10 10 230 
TABLA XCV. MODELOS CON MAYOR INCIDENCIA SOBRE TAM (CLASE 
B)=BAJO RESPECTO DE LAS MÉTRICAS NCVA Y NCVB 
  % Clasificaciones como clase A correctas - (NCVA) 
  10 20 30 40 50 60 70 80 Total 
0 0 0 0 0 0 0 20 10 30 
10 0 0 0 0 0 30 20 10 60 
20 0 0 0 0 30 20 10 0 60 
30 0 0 0 20 10 0 0 0 30 
40 0 0 20 10 0 0 0 0 30 
50 0 10 0 0 0 0 0 0 10 
60 10 0 0 0 0 0 0 0 10 
% 
Clasifica-
ciones 
como 
clase B 
correctas 
- (NCVB) 
Total 10 10 20 30 40 50 50 20 230 
Por otra parte, para los modelos que más inciden sobre las 
métricas TAM (C) y TEM (C), se observa que cuando la tasa 
de aciertos del modelo para los casos de prueba de la clase A 
toma un valor BAJO, el porcentaje de casos de prueba de esa 
misma clase pero clasificados incorrectamente en otras clases, 
asociado a la métrica NCFB, está entre 10 y 20% del total de 
casos del modelo, mientras que el porcentaje total de 
clasificaciones incorrectas en esa misma clase, asociada a la 
métrica NCFA, es menor al 20% del total de casos. Por el 
contrario, cuando la tasa de aciertos de las otras clases distintas 
de la clase A toma un valor BAJO, el porcentaje de casos de 
esa misma clase clasificado incorrectamente en otras clases, 
asociado a la métrica NCFA, está entre 10 y 20% del total de 
los casos. A su vez, el porcentaje total de casos de prueba 
clasificados incorrectamente por el modelo en esa misma clase, 
asociado a la métrica NCFB, es menor al 20% del total de 
casos, tal como se muestran en las Tablas XCVI y XCVII. Esta 
proporción de clasificaciones incorrectas representa el 63% de 
los modelos de explotación de información con mayor 
incidencia sobre las métricas en estudio, mientras que el 37% 
restante presenta un comportamiento extrapolado respecto a los 
casos clasificados incorrectamente para cada clase. 
TABLA XCVI. MODELOS CON MAYOR INCIDENCIA SOBRE TAM (CLASE 
A)=BAJO RESPECTO DE LAS MÉTRICAS NCFB Y NCFA 
% Clasificaciones como clase B incorrectas - (NCFB) 
 
10 20 30 Total 
0 10 30 30 70 
10 20 40 0 60 
20 30 0 0 30 
% 
Clasifica-
ciones 
como  
clase A 
incorrectas 
- (NCFA) 
Total 60 70 30 160 
TABLA XCVII. MODELOS CON MAYOR INCIDENCIA SOBRE TAM (CLASE 
B)=BAJO RESPECTO DE LAS MÉTRICAS NCFB Y NCFA 
% Clasificaciones como clase B incorrectas - (NCFB) 
 
0 10 20 Total 
10 10 20 30 60 
20 30 40 0 70 
30 30 0 0 30 
% 
Clasifica-
ciones 
como  
clase A 
incorrectas 
- (NCFA) 
Total 70 60 30 160 
Del análisis realizado a los modelos que más inciden 
cuando la métrica TAM (C) toma un valor BAJO y la métrica 
TEM (C) toma un valor ALTO, se concluye que cuando en una 
clase o grupo cualquiera, el número de casos de prueba 
clasificados correctamente está entre 0 y 30% del total de 
casos, el número de casos de prueba de esa misma clase pero 
clasificados incorrectamente en otras clases está entre 10 y 
20% y la exactitud del modelo está entre 70 y 90%, se obtiene 
la mayor cantidad de modelos de explotación de información 
con características similares, un valor BAJO para la métrica 
TAM (C) y un valor ALTO para la métrica TEM (C). Esto 
representa aproximadamente el 44% de los modelos simulados 
con BAJA tasa de aciertos de casos y ALTA tasa de errores, 
obteniéndose un valor medio relativo para la métrica TAM (C) 
del 47% y para la métrica TEM (C) del 53%. 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
analizada, se concluye que: 
? La tasa de aciertos de un modelo es ALTA y la tasa de 
errores es BAJA, cuando el número de casos clasificados 
correctamente en cualquiera de las clases o grupos, 
asociado a la métrica NCVCi, está entre 20 y 70% del 
total de casos (equivale de 11 a 70% de casos), el número 
de casos de esa misma clase pero clasificados 
incorrectamente en otras clases, asociado a la métrica 
NCF iC , está entre 0 y 10% y la exactitud del modelo es 
superior al 80%. En las Fig. 15 y 16 se muestra la 
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proporción de casos necesarios clasificados correcta e 
incorrectamente para un modelo para las métricas 
analizadas. Esta regla de comportamiento cubre el 60% 
de los modelos simulados con alta tasa de aciertos y baja 
tasa de errores para clasificar nuevos casos a una clase. 
? La tasa de aciertos de un modelo es BAJA y la tasa de 
errores es ALTA, cuando el número de casos clasificados 
correctamente en cualquiera de las clases o grupos, 
asociado a la métrica NCVCi, está entre 0 y 30% del total 
de casos, el número de casos de esa misma clase pero 
clasificados incorrectamente en otras clases, asociado a la 
métrica NCF iC , está entre 10 y 20% (equivale de 1 a 
20% de casos) y la exactitud del modelo está entre 70 y 
90%. En las Fig. 15 y 16 se muestra la proporción de 
casos necesarios clasificados correcta e incorrectamente 
para un modelo para las métricas analizadas. Esta regla de 
comportamiento cubre el 65% de los modelos simulados 
con baja tasa de aciertos y alta tasa de errores para 
clasificar nuevos casos a una clase. 
 
70 80 90 100
%Exactitud del Modelo –
Métrica EXCT (M)
% Clasificaciones Correctas 
clase Ci - Métrica NCVCi
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ALTO
ALTO
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10 20 30 40 50 60 70 80 90 100
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BAJO
10 20 30 40 50 60 70 80 90 100
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Fig. 15. Proporción de casos clasificados correctos e incorrectos según   
rango en métrica TAM (C) 
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Fig. 16. Proporción de casos clasificados correctos e incorrectos según   
rango en métrica TEM (C) 
Cabe mencionar, que a medida que aumenta el número de 
clases o grupos utilizados en la construcción de un modelo de 
Descubrimiento de Reglas, que aplica algoritmos de inducción 
TDIDT, la performance del mismo tiende a decrecer [39]. 
6. Métrica de Cobertura de una Regla 
Para estudiar la métrica de Cobertura de una regla de 
comportamiento asociada a una clase o grupo del modelo – 
COBER (R), se toma en consideración aquellas variables 
experimentales (sub-sección a) que influyen en el 
comportamiento de la misma. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica COBER (R), considerada 
como métrica derivada. La lista de variables experimentales se 
muestra en la Tabla XCVIII. 
 
 
TABLA XCVIII. VARIABLES EXPERIMENTALES PARA LA  
MÉTRICA COBER (R) 
Variable 
Experimental Descripción 
NCE (C) 
Número de casos a utilizar por cada clase para en el 
entrenamiento del modelo. Para un problema de N 
clases, representa la cantidad de casos de 
entrenamiento utilizados por cada clase Ci del modelo. 
NCCNS (R) 
Número de casos que satisfacen la aplicación de la 
regla de comportamiento o de pertenencia de una clase 
o grupo. 
NRGL (C) Número de reglas descubiertas por del modelo por cada clase o grupo. 
COBER (R) 
Cobertura o soporte de una regla de pertenencia a una 
clase o grupo, la cual se define como: 
)C(NCE
)R(NCCNS
)R(COBER =  
b) Diseño Experimental 
Para analizar el comportamiento de la métrica enunciada, se 
utiliza un banco de pruebas simulado de 500 modelos de 
explotación de información con la información obtenida para 
una clase o grupo de todo el conjunto, luego de aplicar un 
algoritmo de inducción TDIDT [68] al modelo construido. Para 
ello, se define un rango de valores específico para cada una de 
las variables experimentales independientes, considerando las 
restricciones indicadas en [65] según el tamaño del proyecto, 
generando diferentes combinaciones sujetas a análisis. Cabe 
aclarar, que las conclusiones obtenidas de analizar la cobertura 
de las reglas asociadas a una clase, sirven para cualquiera de 
las clases o grupos que tenga el modelo construido. Los valores 
simulados para las variables experimentales independientes se 
muestran en la Tabla XCIX.  
TABLA XCIX. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA COBER (R) 
Variable 
Experimental Descripción 
NCE (C) 
Número de casos a utilizar para una clase o grupo del 
modelo durante su entrenamiento, con un rango de 
valores específico 1.000, 2.000, 3.000, 4.000, 5.000, 
6.000, 7.000, 8.000, 9.000 y 10.000.  
NCCNS (R) 
Número de casos que satisfacen la aplicación de la 
regla, con un rango de valores específico 10, 20, 30, 40, 
50, 60, 70, 80, 90 y 100. Este rango de valores se 
expresa como un porcentaje del número total de casos a 
utilizar en la clase o grupo. 
NRGL (C) 
Número de reglas descubiertas por del modelo para la 
clase o grupo, con un rango de valores específico 2, 5, 
10, 15 y 20. 
 
 
El resultado y comportamiento de la métrica derivada 
COBER (R) está asociado al número de casos de 
entrenamiento que son seleccionados por cada regla de 
pertenencia obtenida para una clase o grupo, respecto del total 
de casos que pertenecen a esa misma clase, luego de aplicar un 
modelo de Descubrimiento de Reglas, cuyas métricas básicas 
NCCNS (R) y NCE (C), se indican en la Tabla XCIX. 
En el caso de la métrica NCCNS (R), al estar sometida a un 
proceso de simulación, no se le puede asignar un número a 
priori de casos a utilizar. Por tal motivo, se decide establecer 
un rango de valores porcentuales con intervalos de a 10%, 
definido entre 10 y 100% que represente el número de casos 
seleccionados por la regla, respecto del número total de casos 
que contiene la clase del modelo. A partir de los rangos de 
valores definidos, se analiza el comportamiento general de la 
métrica COBER (R). 
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c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
COBER (R), utilizando los datos generados por los 
experimentos ejecutados.  
Del análisis experimental, se observa que el valor de la 
métrica COBER (R) aumenta cuando el porcentaje de casos 
que satisfacen la aplicación de la regla de pertenencia a una 
clase o grupo, asociado a la métrica NCCNS (R), toma valores 
entre 10% y 100% del total de casos de entrenamiento de la 
clase. Por el contrario, cuando el porcentaje de casos 
correspondiente a la métrica NCCNS (R) disminuye, 
manteniendo la misma cantidad de casos en la clase o grupo, el 
valor de la métrica COBER (R) también disminuye. En la Fig. 
17 se muestra la proporción de casos seleccionados por una 
regla en función de la cobertura obtenida para esta. 
 
 
Fig. 17. Proporción de casos cubiertos por una regla para la 
 métrica COBER (R) 
La utilidad de la métrica de cobertura de una regla en un 
proyecto de explotación de información que utiliza un modelo 
de Descubrimiento de Reglas, radica en que aquellas reglas de 
pertenencia o asociación a una clase o grupo con mayor valor 
de cobertura COBER (R), son las más representativas y útiles 
del modelo para definir el comportamiento de esa clase o 
grupo. Por consiguiente, representan las reglas que mayor 
credibilidad e interés le otorgan al modelo construido para 
clasificar nuevos casos a la clase. 
En virtud que no existe un criterio universal que defina qué 
indicador se debe adoptar como valor mínimo para la cobertura 
de una regla en un proyecto de explotación de información para 
PyMEs, se propone utilizar como valor de umbral, y a partir de 
la propia experiencia, el número de reglas de pertenencia 
obtenidas para la clase, asociada a la métrica NRGL (C), tal 
como se indica en la siguiente condición: 
)C(NRGL
100
)R(COBER >  
En un segundo análisis experimental, se observa que 
cuando el número de reglas que definen la pertenencia a una 
clase o grupo, asociado a la métrica NRGL (C), toma valores 2, 
5, 10, 15 y 20, el valor de umbral mínimo que se obtiene es 
(expresado en porcentaje) 50%, 20%, 10%, 6.67% y 5%, 
respectivamente. Esto indica que, si número de reglas que 
describen la pertenencia de la clase es alto, el valor mínimo de 
umbral para evaluar la cobertura de cada regla disminuye, lo 
cual implica que las reglas pierdan representatividad en la 
cantidad de casos que cubren. Además, a medida que aumenta 
el número de reglas que definen la pertenencia a una clase o 
grupo, la performance del modelo de Descubrimiento de 
Reglas tiende a decrecer hasta un determinado número de 
reglas [39].  
Cabe aclarar, que cuando existe sólo una regla de 
pertenencia a una clase, independientemente del valor que 
tome su métrica de cobertura, se considera la regla que mejor 
describe el comportamiento de esa clase. 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
COBER (R) analizada, se concluye que la misma aumenta su 
valor cuando se incrementa el número de casos a los que se le 
puede aplicar una regla de pertenencia a una clase o grupo, 
asociada a la métrica NCCNS (R), respecto del total de casos 
de esa misma clase. Mientras que, cuando el número de casos a 
los que se puede aplicar la regla disminuye, también lo hace la 
métrica de cobertura de la regla. 
Por otra parte, si el número de reglas que definen la 
pertenencia de una clase o grupo es bajo, el valor mínimo de 
umbral es alto y mayor cantidad de casos debe cubrir la regla 
para que la misma sea representativa para el comportamiento 
de esa clase o grupo en el modelo de explotación de 
información. Por el contrario, si el número de reglas es alto, el 
valor mínimo de umbral es bajo y se necesita cubrir una menor 
cantidad de casos con la regla. No obstante, cuanto mayor es el 
número de reglas, más complejo resulta obtener un 
comportamiento determinado de los casos asociados a la clase. 
En consecuencia, siempre se busca que la cantidad de reglas 
que definen el comportamiento de una clase o grupo sea la más 
baja posible. 
El valor de umbral propuesto para la métrica de cobertura 
puede ser refinado si se desea obtener mayor restricción del 
número de casos que debe cubrir una regla. No obstante, se 
dispone de un primer indicador de referencia para considerar 
como cantidad mínima de casos que debe cubrir una regla para 
ser considerada relevante y de interés para el proyecto de 
explotación de información. 
7. Métrica de Precisión de una Regla 
Para estudiar la métrica de Precisión de una regla de 
comportamiento asociada a una clase o grupo del modelo – 
PRCR (R), se toma en consideración aquellas variables 
experimentales (sub-sección b) que influyen en el 
comportamiento de la misma. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica PRCR (R), considerada 
como métrica derivada. La lista de variables experimentales se 
muestra en la Tabla C. 
TABLA C. VARIABLES EXPERIMENTALES PARA LA MÉTRICA PRCR (R) 
Variable 
Experimental Descripción 
NCCNS (R) 
Número de casos que satisfacen la aplicación de la 
regla de comportamiento o de pertenencia de una clase 
o grupo. 
NCPRC (R) 
Número de casos que satisfacen la precondición de la 
regla, independientemente de la clase o grupo a la que 
pertenece. 
PRCR (R) 
Precisión o confianza de una regla de asociación a una 
clase, la cual se define como: 
)R(NCPRC
)R(NCCNS
)R(PRCR =  
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b) Diseño Experimental 
Para analizar el comportamiento de la métrica enunciada, se 
utiliza un banco de pruebas simulado de 100 reglas de 
asociación con la información obtenida para una clase o grupo 
de todo el conjunto, luego de aplicar un algoritmo de inducción 
TDIDT [68] al modelo de explotación de información 
construido. Para ello, se define un rango de valores específico 
para cada una de las variables experimentales independientes, 
considerando las restricciones indicadas en [65] según el 
tamaño del proyecto, generando diferentes combinaciones 
sujetas a análisis.  
Cabe aclarar, que las conclusiones obtenidas de analizar la 
precisión de las reglas asociadas a una clase, sirven para 
cualquiera de las clases o grupos que tenga el modelo 
construido. Los valores simulados para las variables 
experimentales independientes se muestran en la Tabla CI. 
TABLA CI. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA PRCR (R) 
Variable 
Experimental Descripción 
NCPRC (R) 
Número de casos que satisfacen la precondición de la 
regla, con un rango de valores específico 1.000, 2.000, 
3.000, 4.000, 5.000, 6.000, 7.000, 8.000, 9.000 y 
10.000.  
NCCNS (R) 
Número de casos que satisfacen la aplicación de la 
regla, con un rango de valores específico 10, 20, 30, 40, 
50, 60, 70, 80, 90 y 100. Este rango de valores se 
expresa como un porcentaje del número total de casos a 
utilizar en la clase o grupo. 
El resultado y comportamiento de la métrica derivada 
PRCR (R) se obtiene luego de aplicar un modelo de 
Descubrimiento de Reglas al modelo construido. Este 
comportamiento está asociado al número de casos de 
entrenamiento que son seleccionados por cada regla de 
pertenencia obtenida para una clase o grupo específico, 
respecto del total de casos que cumplen sólo con la 
precondición o antecedente de esa misma regla, y cuyas 
métricas básicas NCPRC (R) y NCCNS (R), se indican en la 
Tabla CI. 
En el caso de la métrica NCCNS (R), al estar sometida a un 
proceso de simulación, no se le puede asignar un número a 
priori de casos a utilizar. Por tal motivo, se decide establecer 
un rango de valores porcentuales con intervalos de a 10%, 
definido entre 10 y 100% que represente el número de casos 
seleccionados por la regla, respecto del número total de casos 
que contiene la clase del modelo. A partir de los rangos de 
valores definidos, se analiza el comportamiento general de la 
métrica PRCR (R). 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
PRCR (R), utilizando los datos generados por los experimentos 
ejecutados.  
Del análisis experimental, se observa que el valor de la 
métrica PRCR (R) aumenta cuando el porcentaje de casos a los 
que se le puede aplicar una regla de pertenencia a una clase o 
grupo, asociado a la métrica NCCNS (R), toma valores entre 
10% y 100% respecto del total de casos que sólo satisfacen la 
precondición o antecedente de la misma regla, asociada a la 
métrica NCPRC (R). Por el contrario, cuando el porcentaje de 
casos correspondiente a la métrica NCCNS (R) disminuye, 
manteniendo la misma cantidad de casos seleccionados por la 
precondición, el valor de la métrica PRCR (R) también 
disminuye. En la Fig. 18 se muestra la proporción de casos 
seleccionados por una regla en función de la precisión obtenida 
para esta. 
La utilidad de la métrica de precisión de una regla en un 
proyecto de explotación de información que utiliza un modelo 
de Descubrimiento de Reglas, está en que aquellas reglas de 
pertenencia o asociación a una clase o grupo con mayor 
precisión PRCR (R), son las que mayor interés y confianza 
generan en el proyecto para descubrir conocimiento asociado a 
los casos de entrenamiento, y de aplicación a nuevos casos, 
cuando se aplican dichas reglas.  
Sin embargo, no existe un criterio universal que defina qué 
indicador se debe adoptar como valor mínimo para la precisión 
de una regla en un proyecto de explotación de información para 
PyMEs. A partir de la propia experiencia, se considera que una 
regla de pertenencia o asociación a una clase o grupo, cuya 
métrica de precisión PRCR (R) toma un valor mínimo de 60-
70% resulta confiable, ya que indica que toda vez que la regla 
se aplica en el proyecto, este porcentaje de veces se puede 
asociar a esa misma clase o grupo.  
No obstante, puede ocurrir que una regla de pertenencia o 
asociación de clases sea muy precisa (métrica PRCR (R) con 
valor alto), pero tener una baja cobertura de casos a los que se 
la puede aplicar en el modelo construido (métrica COBER (R) 
con valor bajo). En consecuencia, termina resultando una regla 
irrelevante y de poco interés para el proyecto de explotación de 
información.  
 
Fig. 18. Proporción de casos cubiertos por una regla para la métrica PRCR (R) 
Del análisis realizado se concluye que, toda regla Ri cuya 
métrica de precisión PRCR (Ri) supera el 60-70% de certeza, 
se considera confiable y de interés para asociar nuevos casos a 
esa clase o grupo, facilitando el descubrimiento de 
conocimiento para el proyecto de explotación de información. 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
PRCR (R) analizada, se concluye que la misma aumenta su 
valor cuando se incrementa el número de casos a los que se 
puede aplicar una regla de pertenencia a una clase o grupo, 
asociada a la métrica NCCNS (R), respecto del total de casos 
que sólo satisfacen la precondición o antecedente de esa misma 
regla, independientemente de la clase que asocia. Mientras que, 
cuando el número de casos que a los que se le puede aplicar la 
regla disminuye, también lo hace la métrica de precisión de la 
regla. 
Por otra parte, si la métrica de precisión de una regla supera 
un valor mínimo de umbral, esa regla resultaría confiable para 
utilizarla en el proyecto de explotación de información al 
permitir obtener conocimiento de su precondición o 
antecedente.  
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El valor de umbral propuesto para la métrica puede ser 
refinado si se desea obtener una mayor certeza en la regla de 
pertenencia o asociación a una clase o grupo del modelo. No 
obstante, para que una regla sea relevante y de interés para un 
proyecto de explotación de información, no sólo interesa que la 
misma tenga mucha precisión, sino también que cubra un 
amplio número de casos, asociado a la métrica COBER (R). 
8. Métrica de Usabilidad de Atributos del Modelo 
Para estudiar la métrica de Usabilidad de Atributos de un 
modelo asociado al Descubrimiento de Reglas de pertenencia 
de clases o grupos – USAT (M), se toma en consideración 
aquellas variables experimentales (sub-sección a) que influyen 
en el comportamiento de la misma. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica USAT (M), considerada 
como métrica derivada. La lista de variables experimentales se 
muestra en la Tabla CII. 
TABLA CII. VARIABLES EXPERIMENTALES PARA LA MÉTRICA USAT (M) 
Variable 
Experimental Descripción 
NA (M) Número de atributos utilizados para construir el modelo. 
NAPR (M) 
Número de atributos distintos sobre los cuales las 
reglas de pertenencia a cada clase o grupo del modelo 
imponen condiciones. 
USAT (M) 
Usabilidad de los atributos del modelo, la cual se define 
como: 
)M(NA
)M(NAPR
)M(USAT =  
 
b) Diseño Experimental 
Para analizar el comportamiento de la métrica enunciada, se 
utiliza un banco de pruebas simulado de 80 modelos de 
explotación de información con la información obtenida de las 
reglas de pertenencia a clases generadas, luego de aplicar un 
algoritmo de inducción TDIDT [68] al modelo. Para ello, se 
define un rango de valores específico para cada una de las 
variables experimentales independientes, considerando las 
restricciones indicadas en [65] según el tamaño del proyecto, 
generando diferentes combinaciones sujetas a análisis. Los 
valores simulados para las variables experimentales 
independientes se muestran en la Tabla CIII. 
TABLA CIII. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA USAT (M) 
Variable 
Experimental Descripción 
NA (M) 
Número de casos a utilizar para una clase o grupo del 
modelo durante su entrenamiento, con un rango de 
valores específico 5, 10, 20, 30, 40, 50, 60 y 70.  
NAPR (M) 
Número de casos que satisfacen la aplicación de la 
regla, con un rango de valores específico 10, 20, 30, 40, 
50, 60, 70, 80, 90 y 100. Este rango de valores se 
expresa como un porcentaje del número total de casos a 
utilizar en la clase o grupo. 
El resultado y comportamiento de la métrica derivada 
USAT (M) se obtiene luego de aplicar un modelo de 
Descubrimiento de Reglas al modelo construido. Este 
comportamiento está asociado al número total de atributos 
distintos sobre los cuales las reglas de pertenencia a cada clase 
o grupo imponen condiciones, respecto del total de atributos 
utilizados para construir el modelo de explotación de 
información, y cuyas métricas básicas NAPR (M) y NA (M), 
se indican en la Tabla CIII. 
En el caso de la métrica NAPR (M), al estar sometida a un 
proceso de simulación, no se le puede asignar un número a 
priori de atributos a utilizar. Por tal motivo, se decide 
establecer un rango de valores porcentuales con intervalos de a 
10%, definido entre 10 y 100% que represente el número de 
atributos diferentes, obtenidos en las reglas, luego de aplicar un 
modelo de descubrimiento de reglas al proyecto, respecto del 
número total de atributos utilizados en la construcción del 
modelo. A partir de los rangos de valores definidos, se analiza 
el comportamiento general de la métrica USAT (M). 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
USAT (M), utilizando los datos generados por los 
experimentos ejecutados. 
Del análisis experimental, se observa que el valor de la 
métrica USAT (M) aumenta cuando el porcentaje de atributos 
sobre el que las reglas descubiertas imponen condiciones de 
pertenencia a clases o grupos, asociada a la métrica NAPR (M), 
toma valores entre 10% y 100% respecto del total de atributos 
utilizados para construir el modelo de explotación de 
información, asociado a la métrica NA (M).  
Por el contrario, cuando el porcentaje de atributos 
correspondiente a la métrica NAPR (M) disminuye, 
manteniendo la misma cantidad de atributos en el modelo 
construido, el valor de la métrica USAT (M) también 
disminuye. En la Fig. 19 se muestra la proporción de atributos 
utilizados en un modelo de descubrimiento de reglas en 
función del número de atributos sobre el que las reglas 
descubiertas imponen condiciones de pertenencia a clases o 
grupos. 
 
Fig. 19. Proporción de atributos usados en un modelo de descubrimiento de 
reglas para la métrica USAT (M) 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
USAT (M) analizada, se concluye que la misma aumenta su 
valor cuando se incrementa el número de atributos sobre el que 
las reglas descubiertas establecen condiciones de pertenencia a 
clases o grupos, asociada a la métrica NAPR (M), respecto del 
total de atributos utilizados para construir el modelo de 
explotación de información, asociado a la métrica NA (M). 
Caso contrario, el valor de la métrica de usabilidad de atributos 
disminuye.  
Para un proyecto de explotación de información, un valor 
ALTO de la métrica USAT (M) implica que todos los atributos 
utilizados en la construcción del modelo son relevantes y 
necesarios para encontrar las reglas que describen el 
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comportamiento de las clases o grupos. Mientras que un valor 
BAJO de la métrica, es un indicador de posibles problemas en 
el desarrollo del modelo de explotación de información, ya que 
refleja que el mismo se construye con atributos que no son 
todos relevantes y necesarios. 
9. Métrica de Grado de Incidencia de Atributos 
Para estudiar la métrica de Grado de Incidencia de los 
Atributos sobre un atributo clase en un modelo asociado al 
Descubrimiento de Dependencias Significativas – GINC (Avi), 
se toma en consideración aquellas variables experimentales 
(sub-sección a) que influyen en el comportamiento de la 
misma. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica GINC (Avi), considerada 
como métrica derivada. La lista de variables experimentales se 
muestra en la Tabla CIV. 
TABLA CIV. VARIABLES EXPERIMENTALES PARA LA MÉTRICA GINC (AVI) 
Variable 
Experimental Descripción 
NCAT (AVi) 
Número de casos cubiertos por una clase o grupo del 
atributo clase, cuando un atributo significativo A toma 
el valor Vi. 
NCE (C) 
Número de casos a utilizar por cada clase para en el 
entrenamiento del modelo. Para un problema de N 
clases, representa la cantidad de casos de entrenamiento 
utilizados por cada clase Ci del modelo. 
GINC (AVi) 
Grado de incidencia que cada valor Vi de un atributo 
significativo A tiene sobre una clase o grupo del 
atributo clase, la cual se define como: 
)C(NCE
)viA(NCAT)viA(GINC =  
b) Diseño Experimental 
Para analizar el comportamiento de la métrica enunciada, se 
utiliza un banco de pruebas simulado de 80 modelos de 
explotación de información con la información obtenida de las 
reglas de pertenencia a clases generadas, luego de aplicar un 
algoritmo de inducción TDIDT [68] al modelo. Para ello, se 
define un rango de valores específico para cada una de las 
variables experimentales independientes, considerando las 
restricciones indicadas en [65] según el tamaño del proyecto, 
generando diferentes combinaciones sujetas a análisis. Los 
valores simulados para las variables experimentales 
independientes se muestran en la Tabla CV. 
 
TABLA CV. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA GINC (AVI) 
Variable 
Experimental Descripción 
NCAT (AVi) 
Número de casos cubiertos por una clase o grupo del 
atributo clase, cuando un atributo significativo A toma 
el valor Vi, con un rango de valores específico 0, 10, 
20, 30, 40, 50, 60, 70, 80, 90 y 100. Este rango de 
valores se expresa como un porcentaje del número total 
de casos cubiertos por la clase o grupo. 
NCE (C) 
Número de casos a utilizar para una clase o grupo del 
modelo durante su entrenamiento, con un rango de 
valores específico 1.000, 2.000, 3.000 y 4.000.  
El resultado y comportamiento de la métrica derivada 
GINC (Avi) se obtiene luego de aplicar un modelo de 
Descubrimiento de Dependencias Significativas al modelo 
construido. Este comportamiento está asociado al número de 
casos de entrenamiento que son cubiertos para un valor (clase o 
grupo) del atributo clase del modelo, cuando un atributo 
significativo A toma el valor Vi, respecto del total de casos que 
pertenecen a esa misma clase, y cuyas métricas básicas NCAT 
(Avi) y NCE (C), se indican en la Tabla CV. 
Por otra parte, se tiene como restricción que la cantidad de 
casos por cada valor asociado al atributo significativo debe 
cubrir la totalidad de los casos de entrenamiento que contiene 
el atributo clase del modelo. 
∑
=
=
n
1i
i )v(A)C(NCE  
En el caso de la métrica NCAT (Avi), al estar sometida a un 
proceso de simulación, no se le puede asignar un número a 
priori de casos a utilizar. Además, debe estar asociada al 
número de valores diferentes que puede tomar el atributo 
significativo al que se le aplica la métrica. Por tal motivo, se 
decide establecer un rango de valores porcentuales con 
intervalos de a 10%, definido entre 0 y 100% que represente el 
número de casos seleccionados de un valor (clase o grupo) del 
atributo clase, cuando el atributo significativo toma cada valor 
Vi, respecto del número total de casos que contiene la clase del 
modelo. Asimismo, se considera para este análisis que el 
atributo significativo tiene asociados 2 y 3 valores, 
respectivamente. A partir de los rangos de valores definidos, se 
analiza el comportamiento general de la métrica GINC (Avi). 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
GINC (Avi), utilizando los datos generados por los 
experimentos ejecutados. 
Del análisis experimental, se observa que para un atributo 
significativo con dos valores v1 y v2 asociados, el valor de la 
métrica GINC (Avi) aumenta cuando el porcentaje de casos 
cubiertos por alguno de los dos valores, para un valor (clase o 
grupo) del atributo clase, tiende al 100% del total de casos de 
entrenamiento de la clase analizada (para el otro valor del 
atributo significativo la métrica disminuye). En la Fig. 20 se 
muestra la variación del grado de incidencia que cada valor v1 
y v2 ejerce sobre el valor (clase o grupo) del atributo clase, en 
función de la proporción de casos cubiertos por el mismo 
cuando el atributo significativo toma cada uno de estos valores. 
 
Fig. 20. Incidencia de un atributo A con dos valores según la proporción de  
casos cubiertos por la clase para la métrica GINC (Avi) 
En un segundo análisis experimental, se observa que para 
un atributo significativo con tres valores v1, v2 y v3 asociados, 
el valor de la métrica GINC (Avi) aumenta cuando el 
porcentaje de casos cubiertos por alguno de los tres valores, 
para un valor (clase o grupo) del atributo clase, tiende al 100% 
del total de casos de entrenamiento de la clase analizada (para 
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los otros dos valores del atributo significativo la métrica 
disminuye).  
En las Fig. 21, 22 y 23, se muestran las variaciones del 
grado de incidencia que cada valor v1, v2 y v3 ejerce sobre el 
valor (clase o grupo) del atributo clase, en función de la 
proporción de casos cubiertos por el mismo cuando la métrica 
NCAT (v1) del atributo significativo toma valores 10%, 40% y 
70%, respectivamente. 
 
Fig. 21. Incidencia de un atributo A con tres valores según la  
proporción de casos cubiertos por la clase cuando NCAT (v1)=10%,  
para la métrica GINC (Avi) 
 
Fig. 22. Incidencia de un atributo A con tres valores según la  
proporción de casos cubiertos por la clase cuando NCAT (v1)=40%,  
para la métrica GINC (Avi) 
 
Fig. 23. Incidencia de un atributo A con tres valores según la  
proporción de casos cubiertos por la clase cuando NCAT (v1)=70%,  
para la métrica GINC (Avi) 
Del análisis realizado a la métrica GINC (Avi), se concluye 
que cuando aumenta el número de casos cubiertos por alguno 
de los valores asociados a un atributo significativo, para una 
clase o grupo del atributo clase, el valor de la métrica analizada 
converge a 1 (uno) para ese valor de atributo significativo, 
mientras que para los demás valores la métrica converge a 0 
(cero). 
Cabe resaltar, que un modelo de Descubrimiento de 
Dependencias Significativas asume que las relaciones de 
dependencias entre los atributos significativos son 
condicionalmente independientes entre sí dado un atributo 
clase [20] [42]. Por consiguiente, las conclusiones obtenidas de 
este análisis son aplicables a cualquier número de atributos 
significativos que tenga el modelo de explotación de 
información construido. 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
analizada, se concluye que todo valor asociado a un atributo 
significativo del modelo construido, y cuya métrica GINC (Avi) 
sea máxima para ese valor, representa las características o 
factores que mayor incidencia tienen sobre un determinado 
resultado de un problema (representado por el atributo clase) 
en el proyecto de explotación de información.  
Cabe mencionar que, cuando la métrica GINC (Avi) toma 
valores muy similares en dos o más valores del atributo 
significativo, implica que no hay una única característica 
dentro de este atributo que tenga más influencia sobre el 
atributo clase. 
E. Estudio de las Métricas de Proyectos 
Para estudiar el comportamiento de las Métricas de 
Proyectos, se decide generar un banco de pruebas simulado con 
diferentes cantidades de proyectos de explotación de 
información, considerando las restricciones indicadas en [64] 
para un proyecto de tamaño pequeño, al que se le aplican las 
métricas propuestas para la Evaluación del Proceso de 
Desarrollo (apartado IV, sección B, sub-sección 3.a) y Entrega 
del Proyecto (apartado IV, sección B, sub-sección 3.b).  
La simulación de las Métricas de Proyectos utiliza las 
siguientes variables independientes (sub-sección 1) y 
dependientes (sub-sección 2). 
1. Variables Independientes 
Las variables independientes que se van a generar mediante 
el proceso de simulación, son las correspondientes a las 
métricas básicas definidas en la secciones de Evaluación del 
Proceso de Desarrollo (apartado IV, sección B, sub-sección 
3.a) y Entrega del Proyecto (apartado IV, sección B, sub-
sección 3.b)  y que afectan directamente a las métricas 
derivadas. Para estas métricas básicas se define un valor 
específico o un valor aleatorio, considerando las restricciones 
por el tamaño del proyecto, restringiendo así la cantidad de 
combinaciones. Las variables independientes a ser utilizadas se 
muestran en la Tabla CVI. 
2. Variables Dependientes 
Para este proceso de simulación las variables dependientes, 
o sea las que son afectadas por las variables independientes, 
son los resultados de aplicar las fórmulas de las métricas 
derivadas de Éxito de Resultados del Proceso de Desarrollo 
(sub-sección 3) y Desvío en el Esfuerzo del Proyecto (sub-
sección 4) para las variables independientes definidas. Las 
variables dependientes a ser utilizadas se muestran en la Tabla 
CVII. 
Cabe mencionar, que algunas de las métricas de proyectos 
sólo se calculan en función de la suma de los valores de otras 
métricas básicas y no se requiere estudiar su comportamiento. 
Estas métricas denominadas por la norma ISO/IEC 9126 como 
de agregación se indican en la Tabla CVIII. 
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TABLA CVI. VARIABLES INDEPENDIENTES PARA MÉTRICAS DE PROYECTOS 
Variable 
Independiente  
(métrica básica) 
Descripción 
EFZE (P) 
Esfuerzo estimado para desarrollar el proyecto 
de explotación de información, con un valor 
específico o un valor aleatorio del rango de 
valores predefinido para un proyecto de tamaño 
pequeño y de aplicación en PyMEs. Cabe 
mencionar que si bien esta no es una métrica 
básica, sino el esfuerzo estimado al inicio del 
proyecto, se la utiliza como variable 
independiente para las Métricas de Proyectos. 
EFZR (P) 
Esfuerzo real aplicado para desarrollar el 
proyecto de explotación de información, con un 
valor específico o un valor aleatorio del rango 
de valores predefinido para un proyecto de 
tamaño pequeño y de aplicación en PyMEs. 
NMIA 
Número de modelos de explotación de 
información cuyo interés y utilidad de los 
resultados es Alto, con un valor específico o un 
valor aleatorio del rango de valores predefinido 
para un proyecto de tamaño pequeño y de 
aplicación en PyMEs. 
NMIB 
Número de modelos de explotación de 
información cuyo interés y utilidad de los 
resultados es Bajo, con un valor específico o un 
valor aleatorio del rango de valores predefinido 
para un proyecto de tamaño pequeño y de 
aplicación en PyMEs. 
NMIM 
Número de modelos de explotación de 
información cuyo interés y utilidad de los 
resultados es Medio, con un valor específico o 
un valor aleatorio del rango de valores 
predefinido para un proyecto de tamaño 
pequeño y de aplicación en PyMEs. 
NMOD 
Número de modelos construidos para el 
proyecto de explotación de información, con un 
valor específico o un valor aleatorio del rango 
de valores predefinido para un proyecto de 
tamaño pequeño y de aplicación en PyMEs. 
Cabe mencionar que si bien esta métrica básica 
se define como una métrica de Modelado, se la 
utiliza como variable independiente para las 
Métricas de Proyectos. 
TABLA CVII. VARIABLES DEPENDIENTES PARA MÉTRICAS DE PROYECTOS  
Variable 
Dependiente  
(métrica derivada) 
Descripción 
EPD (P) 
Éxito de resultados del proceso de desarrollo 
para el proyecto de explotación de información, 
el cual depende de la cantidad de modelos 
construidos probados, y cuyo nivel de 
confiabilidad de resultados obtenidos sea Bajo, 
Medio y Alto. 
DEFZ (P) 
Desvío en el esfuerzo para desarrollar el 
proyecto de explotación de información, el cual 
depende del error relativo entre el esfuerzo 
estimado al inicio del proyecto y el esfuerzo real 
aplicado para desarrollar las tareas en el 
proyecto. 
 
La relación entre las variables independientes y 
dependientes indicando como afectan unas a otras puede verse 
en la Fig. 24. 
3. Métrica de Éxito de Resultados del Proceso de 
Desarrollo 
Para estudiar la métrica de Éxito de Resultados obtenidos 
en el proceso de desarrollo del proyecto de explotación de 
información – EPD (P), se toma en consideración aquellas 
variables experimentales (sub-sección a) que influyen en el 
comportamiento de la misma. 
 
TABLA CVIII. VARIABLES DEPENDIENTES PARA MÉTRICAS DE PROYECTOS 
NO CONSIDERADAS EN EL ANÁLISIS 
Variable 
Dependiente  
(métrica agregación) 
Descripción 
DRPY (P) 
Duración real del proyecto de explotación de 
información, el cual se define como: 
∑= iTRSubprc)P(DRPY  
Donde TRSubprci es el tiempo real insumido 
para desarrollar las tareas de cada uno de los 
subprocesos Entendimiento del Negocio, 
Entendimiento de los Datos, Preparación de los 
Datos, Modelado, Evaluación y Entrega [84]. 
Este tiempo se relaciona con el progreso del 
proyecto. 
PRGS (P) 
Progreso del proyecto de explotación de 
información, el cual se define como: 
iTRSubprciTESubprc)P(PRGS −=  
donde TESubprci y TRSubprci es el tiempo 
estimado y real insumido para desarrollar las 
tareas de cada uno de los subprocesos 
Entendimiento del Negocio, Entendimiento de 
los Datos, Preparación de los Datos, Modelado, 
Evaluación y Entrega [85]. 
? Si PRGS (P) > 0 indica que el proyecto está 
avanzando dentro de los tiempos planificados 
y estimados. No obstante, se debe controlar 
que no se produzca una sobreestimación de 
tiempos en el desarrollo de las tareas.  
? Si PRGS (P) < 0 indica que el proyecto está 
atrasado y que se subestimó el tiempo 
estimado para desarrollar las tareas del 
proyecto.  
La sobreestimación o subestimación de tiempos 
impacta en el esfuerzo real requerido y en la 
métrica del desvío en el esfuerzo DEFZ (P) para 
realizar el proyecto.  
 
 
Fig. 24. Relación entre las variables independientes y dependientes  
para Métricas de Proyectos 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica EPD (P), considerada como 
métricas derivada. La lista de variables experimentales se 
muestra en la Tabla CIX. 
b) Diseño Experimental 
Para analizar el comportamiento de la métrica enunciada, se 
utiliza un banco de pruebas simulado de 55 proyectos de 
explotación de información, definiendo un rango de valores 
específico para cada una de las variables experimentales 
independientes y considerando las restricciones indicadas en 
[65] según el tamaño del proyecto.  Además, se considera que 
se aplica a modelos de explotación de información entrenados 
y probados, con un alto nivel de exactitud en la clasificación de 
clases y un nivel alto y/o medio de precisión.  
Estas consideraciones corresponden a los criterios que 
normalmente se toman en cuenta al momento de evaluar la 
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calidad de los modelos construidos para un proyecto de 
explotación de información real. De esta manera, se generan 
diferentes combinaciones sujetas a análisis.  
Los valores simulados para las variables experimentales 
independientes se muestran en la Tabla CX. 
TABLA CIX. VARIABLES EXPERIMENTALES PARA LA MÉTRICA EPD (P) 
Variable 
Experimental Descripción 
EPD (P) 
Éxito de resultados del proceso de desarrollo para el 
proyecto de explotación de información, el cual se 
define como: 
NMOD
)i(Peso*iNMI)P(EPD
∑=  
donde NMIi es el número de modelos de explotación de 
información cuyo interés i de resultados es Alto, Medio 
o Bajo 
NMIA Número de modelos de explotación de información cuyo interés y utilidad de los resultados es Alto. 
NMIB Número de modelos de explotación de información cuyo interés y utilidad de los resultados es Bajo.  
NMIM Número de modelos de explotación de información cuyo interés y utilidad de los resultados es Medio.  
NMOD Número de modelos construidos para el proyecto de explotación de información. 
 
TABLA CX. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA EPD (P) 
Variable 
Experimental Descripción 
NMIA 
Número de modelos de explotación de información 
cuyo interés y utilidad de los resultados es Alto, con un 
rango de valores específico 0, 1, 2, 3, 4 y 5. 
NMIB 
Número de modelos de explotación de información 
cuyo interés y utilidad de los resultados es Bajo, con un 
rango de valores específico 0, 1, 2, 3, 4 y 5.  
NMIM 
Número de modelos de explotación de información 
cuyo interés y utilidad de los resultados es Medio, con 
un rango de valores específico 0, 1, 2, 3, 4 y 5.  
NMOD 
Número de modelos construidos para el proyecto de 
explotación de información, con un rango de valores 
específico 1, 2, 3, 4 y 5, según lo predefinido para un 
proyecto de tamaño pequeño.  
El resultado y comportamiento de la métrica derivada EPD 
(P) está asociado al número de modelos probados y analizados 
con el usuario para el proyecto de explotación de información, 
cuyos resultados obtenidos, en relación al conocimiento 
descubierto y utilidad, sean de interés Bajo, Medio o Alto para 
el usuario del proyecto, respecto del total de los modelos 
construidos. Las métricas básicas NMA, NMB, NMM, NMOD 
asociadas a estos resultados, se indican en la Tabla CX.  
Por otra parte, en [65] se menciona que en un proyecto de 
explotación de información para PyMEs, la cantidad de 
modelos construidos no suele ser superior a 6 modelos. Por 
consiguiente, se tiene como restricción que la cantidad de 
modelos probados y analizados con el usuario, 
independientemente del nivel de interés de los resultados 
obtenidos, debe cubrir la totalidad de los modelos construidos. 
NMIANMIMNMIBNMOD ++=  
A partir de los rangos de valores definidos, se generan los 
datos de los modelos de explotación de información probados y 
analizados con el usuario. De esta manera, se busca obtener el 
comportamiento general de la métrica de éxito de resultados 
del proceso de desarrollo del proyecto EPD (P) (variable 
experimental dependiente), en función de la variación de estas 
variables. 
En virtud que no existe un criterio universal que defina qué 
indicador se debe adoptar para considerar un proceso de 
desarrollo con nivel ALTO, MEDIO o BAJO de éxito en los 
resultados obtenidos del análisis a los modelos, en la Tabla 
CXI se indica los valores y rangos contemplados para un 
proyecto de explotación de información para PyMEs, 
considerados a partir de la propia experiencia. 
TABLA CXI. RANGOS Y VALORES RELACIONADOS A LA  MÉTRICA EPD (P) 
Rango Descripción 
Bajo Menos de 60% de éxito de resultados en el proceso de desarrollo 
Medio Entre 61 y 80% de éxito de resultados en el proceso de desarrollo 
Alto Más de 80% de éxito de resultados en el proceso de desarrollo 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
EPD (P), utilizando los datos generados por los experimentos 
ejecutados.  
Del análisis experimental, se observa que la métrica 
derivada EPD (P) toma un valor ALTO, considerándose como 
parámetro para este análisis un valor relativo superior al 80%, 
cuando el número de modelos de un proyecto de explotación 
de información con nivel Alto de interés en los resultados 
obtenidos, asociado a la métrica NMIA, está entre 1 y 5. A su 
vez, el número de modelos con nivel de interés Medio, 
asociado a la métrica NMIM, está entre 0 y 2, mientras que los 
de interés Bajo, asociado a la métrica NMIB, están entre 0 y 1. 
En las Fig. 25, 26 y 27, se muestra la proporción de proyectos 
simulados cuya métrica de éxito del proceso de desarrollo EPD 
(P) es ALTA, en función del número de modelos necesarios 
por nivel de interés de resultados. 
 
Fig. 25. Distribución de proyectos con alto interés de resultados del modelo 
para la métrica EPD (P) = Alto 
En la Fig. 25, se observa que si bien todo proyecto debe 
tener al menos un modelo con alto interés de resultados para el 
usuario, es a partir del segundo modelo, asociado a la métrica 
NMIA, que la métrica de éxito de resultados EPD (P) es más 
representativa con un valor ALTO.  
Cabe aclarar que, si un proyecto sólo tiene un modelo con 
alto interés de resultados, hay una probabilidad del 87% que la 
métrica EPD (P) tome un valor MEDIO o BAJO. Por tal 
motivo, se excluyen los proyectos con un solo modelo de alto 
interés como condición para que la métrica de éxito de 
resultados EPD (P) tome un valor ALTO. A su vez, si en un 
proyecto de explotación de información todos sus modelos son 
de alto interés para el usuario, se obtiene el valor máximo para 
la métrica de éxito del proceso de desarrollo EPD (P), pero sólo 
el 8% de los proyectos simulados con ALTO valor de la 
métrica EPD (P) representan esta condición. 
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Fig. 26. Distribución de proyectos con interés medio de resultados del modelo 
para la métrica EPD (P) = Alto 
En la Fig. 26, y considerando la conclusión obtenida con la 
métrica NMIA, se observa que para que la métrica de éxito de 
resultados EPD (P) tome un valor ALTO, un proyecto no debe 
tener modelos que representen para el usuario un interés medio 
en los resultados obtenidos, asociado a la métrica NMIM. Esto 
representa el 40% de los proyectos simulados. Sin embargo, si 
la métrica NMIN toma valores 1 o 2, el porcentaje de 
proyectos con valor ALTO de la métrica EPD (P) es 
aproximadamente el mismo. De este análisis se concluye que la 
métrica NMIN puede ser menor o igual a 2 modelos, para que 
el éxito de resultados sea ALTO. 
 
Fig. 27. Distribución de proyectos con interés bajo de resultados del modelo 
para la métrica EPD (P) = Alto 
En la Fig. 27, y considerando las conclusiones obtenidas 
con las métricas NMIA y NMIM, se observa que para que la 
métrica de éxito de resultados EPD (P) tome un valor ALTO, 
un proyecto no debe tener modelos que representen, para el 
usuario experto, un bajo interés en los resultados obtenidos, 
asociado a la métrica NMIB. 
Del análisis realizado a los modelos de un proyecto de 
explotación de información, cuando la métrica EPD (P) toma 
un valor ALTO, se concluye que cuando el número de modelos 
con Alto nivel de interés en los resultados obtenidos, asociado 
a la métrica NMIA, es mayor o igual a 2, el número de 
modelos con nivel de interés Medio, asociado a la métrica 
NMIM, es menor o igual a 2, y el número de modelos con nivel 
de interés Bajo, asociado a la métrica NMIB, es 0, se obtiene la 
mayor cantidad de proyectos con características similares y un 
ALTO nivel de éxito en los resultados del proceso de 
desarrollo. Esto representa el 70% de los proyectos simulados, 
obteniéndose un valor medio relativo para la métrica EPD (P) 
del 92.5%. 
En un segundo análisis experimental, se observa que la 
métrica derivada EPD (P) toma un valor MEDIO, 
considerándose como parámetro para este análisis un valor 
relativo entre 61 y 80%, cuando el número de modelos de un 
proyecto de explotación de información con nivel Alto de 
interés en los resultados obtenidos, asociado a la métrica 
NMIA, está entre 1 y 3. A su vez, el número de modelos con 
nivel de interés Medio, asociado a la métrica NMIM, está entre 
0 y 4, mientras que los de interés Bajo, asociado a la métrica 
NMIB, están entre 0 y 2. En las Fig. 28, 29 y 30, se muestra la 
proporción de proyectos simulados cuya métrica de éxito del 
proceso de desarrollo EPD (P) es de valor MEDIO, en función 
del número de modelos necesarios por nivel de interés de 
resultados. 
 
Fig. 28. Distribución de proyectos con interés alto de resultados del modelo 
para la métrica EPD (P) = Medio 
En la Fig. 28, se observa que para que la métrica de éxito 
de resultados EPD (P) tome un valor MEDIO, un proyecto 
debe tener 1 o 2 modelos que representen para el usuario un 
alto interés en los resultados obtenidos, asociado a la métrica 
NMIA. Esto representa el 87% de los proyectos simulados, 
obteniéndose un valor medio relativo para la métrica EPD (P) 
del 68%. 
 
Fig. 29. Distribución de proyectos con interés medio de resultados del modelo 
para la métrica EPD (P) = Medio 
En la Fig. 29, y considerando la conclusión obtenida con la 
métrica NMIA, se observa que para que la métrica de éxito de 
resultados EPD (P) tome un valor MEDIO, un proyecto debe 
tener hasta 3 modelos que representen para el usuario un 
interés medio en los resultados obtenidos, asociado a la métrica 
NMIM. Esto representa el 80% de los proyectos simulados con 
un valor medio relativo para la métrica EPD (P) del 68%. No 
obstante, si se considera un proyecto con 4 modelos de interés 
medio de resultados, se cubre el 86% de proyectos con un valor 
medio para la métrica EPD (P) del 68%. Con lo cual, tomando 
en cuenta un proyecto con esta cantidad de modelos e interés 
medio de resultados, asociado a la métrica NMIM, los 
resultados no varían significativamente. 
En la Fig. 30, y considerando las conclusiones obtenidas 
con las métricas NMIA y NMIM, se observa que para que la 
métrica de éxito de resultados EPD (P) tome un valor MEDIO, 
un proyecto debe tener un modelo que represente para el 
usuario un bajo interés en los resultados obtenidos, asociado a 
la métrica NMIB. No obstante, cabe mencionar que, si un 
proyecto considera que no hay modelos con bajo interés de 
Basso, D. 2014. Propuesta de Métricas para Proyectos de Explotación de Información 
Revista Latinoamericana de Ingeniería de Software, 2(4): 157-218, ISSN 2314-2642 
 
212 
resultados, existe un 55% de probabilidades que la métrica 
EPD (P) tome un valor ALTO, mientras que si se consideran 
dos modelos, existe un 60% de probabilidades que la métrica 
EPD (P) tome un valor BAJO. 
 
Fig. 30. Distribución de proyectos con bajo interés de resultados del modelo 
para la métrica EPD (P) = Medio 
Analizando ambas situaciones, si se toma un proyecto con 
hasta un modelo de bajo interés de resultados, se cubre el 73% 
de los proyectos simulados, con un valor medio relativo para la 
métrica EPD (P) del 69%. Mientras que tomando 1 ó 2 
modelos, se cubre el 60% de los proyectos simulados, con un 
valor medio para la métrica EPD (P) del 68%. Por tal motivo, 
se prefiere excluir los proyectos con dos modelos de bajo 
interés como condición para que la métrica de éxito de 
resultados EPD (P) tome un valor MEDIO. 
Del análisis realizado a los modelos de un proyecto de 
explotación de información, cuando la métrica EPD (P) toma 
un valor MEDIO, se concluye que cuando el número de 
modelos con Alto nivel de interés en los resultados obtenidos, 
asociado a la métrica NMIA, es 1 o 2, el número de modelos 
con nivel de interés Medio, asociado a la métrica NMIM, es 
menor o igual a 4, y los de interés Bajo, asociado a la métrica 
NMIB, es a lo sumo 1, se obtiene la mayor cantidad de 
proyectos con características similares y un nivel MEDIO de 
éxito en los resultados del proceso de desarrollo. Esto 
representa el 73% de los proyectos simulados, obteniéndose un 
valor medio relativo para la métrica EPD (P) del 69%. 
En el último análisis experimental, se observa que la 
métrica derivada EPD (P) toma un valor BAJO, 
considerándose como parámetro para este análisis un valor 
relativo hasta el 60%, cuando el número de modelos de un 
proyecto de explotación de información con nivel Alto de 
interés en los resultados obtenidos, asociado a la métrica 
NMIA, está entre 0 y 2. A su vez, el número de modelos con 
nivel de interés Medio y Bajo, asociados a las métricas NMIM 
y NMIB, está entre 0 y 5, respectivamente. En las Fig. 31, 32 y 
33, se muestra la proporción de proyectos simulados cuya 
métrica de éxito del proceso de desarrollo EPD (P) es de valor 
BAJO, en función del número de modelos necesarios por nivel 
de interés de resultados. 
 
Fig. 31. Distribución de proyectos con alto interés de resultados del modelo 
para la métrica EPD (P) = Bajo 
En la Fig. 31, se observa que para que la métrica de éxito 
de resultados EPD (P) tome un valor BAJO, un proyecto no 
debe tener modelos que representen para el usuario un alto 
interés en los resultados obtenidos, asociado a la métrica 
NMIA. Sin embargo, si se considera que un proyecto también 
puede tener un modelo con bajo interés de resultados, existe un 
40% de probabilidades que la métrica EPD (P) tome un valor 
BAJO. No obstante, tomando un proyecto con hasta un modelo 
de alto interés, se cubre el 96% de los proyectos simulados. 
 
Fig. 32. Distribución de proyectos con interés medio de resultados del modelo 
para la métrica EPD (P) = Bajo 
 
Fig. 33. Distribución de proyectos con interés bajo de resultados del modelo 
para la métrica EPD (P) = Bajo 
En la Fig. 32, y considerando la conclusión obtenida con la 
métrica NMIA, se observa que para que la métrica de éxito de 
resultados EPD (P) tome un valor BAJO, un proyecto puede 
tener cualquier cantidad de modelos que representen para el 
usuario un interés medio en los resultados obtenidos, asociado 
a la métrica NMIM. Esto se debe a que no hay un sesgo 
marcado dentro de los proyectos simulados, que oriente hacia 
un número específico de modelos a considerar. De este análisis 
se concluye que la métrica NMIN no es representativa para que 
el éxito de resultados sea BAJO, ya que depende de la cantidad 
de modelos con alto y bajo interés de resultados en el proyecto. 
En la Fig. 33, y considerando las conclusiones obtenidas 
con las métricas NMIA y NMIM, se observa que para que la 
métrica de éxito de resultados EPD (P) tome un valor BAJO, 
un proyecto también puede tener cualquier cantidad de 
modelos que representen para el usuario un bajo interés en los 
resultados obtenidos, asociado a la métrica NMIB. Sin 
embargo, si un proyecto considera que puede tener hasta un 
modelo con bajo interés de resultados, existe un 50% de 
probabilidades que la métrica EPD (P) tome un valor BAJO. 
Por tal motivo, se prefiere excluir estas cantidades de modelos 
como condición para que la métrica de éxito de resultados EPD 
(P) tome un valor BAJO. 
Del análisis realizado a los modelos de un proyecto de 
explotación de información, cuando la métrica EPD (P) toma 
un valor BAJO, se concluye que cuando el número de modelos 
con Alto nivel de interés en los resultados obtenidos, asociado 
a la métrica NMIA, es a lo sumo 1 y el número de modelos con 
Bajo nivel de interés, asociado a la métrica NMIB, es mayor o 
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igual a 2, se obtiene la mayor cantidad de proyectos con 
características similares y un nivel BAJO de éxito en los 
resultados del proceso de desarrollo. Esto representa el 60% de 
los proyectos simulados, obteniéndose un valor medio relativo 
para la métrica EPD (P) del 42%. 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
analizada, se concluye que: 
? El éxito de resultados del proceso de desarrollo de un 
proyecto de explotación de información es ALTO, 
cuando el número de modelos que presentan un alto 
interés para el usuario, por el conocimiento descubierto y 
su utilidad, asociado a la métrica NMIA, es mayor o igual 
a 2. A su vez, el número de modelos que presentan un 
interés medio, asociado a la métrica NMIM, es menor o 
igual a 2, mientras que el número de modelos con bajo 
interés para el usuario, asociado a la métrica NMIB, es a 
lo sumo 1. Esto representa el 70% de los proyectos 
simulados y un valor medio para la métrica EPD (P) del 
92,5%, lo que indica que el proceso seguido para el 
desarrollo del proyecto cumple satisfactoriamente con los 
criterios de éxito definidos para el mismo. Cuanto más 
alto sea el número de modelos con alto interés de 
resultados obtenidos, más se acerca la métrica de éxito 
EPD (P) a su valor máximo (100%). En la Fig. 34 se 
muestra el número estimado de modelos necesarios y su 
interés de resultados para un proyecto, por cada métrica 
analizada. 
? El éxito de resultados del proceso de desarrollo de un 
proyecto de explotación de información es MEDIO, 
cuando el número de modelos que presentan un alto 
interés para el usuario, por el conocimiento descubierto y 
su utilidad, asociado a la métrica NMIA, es 1 o 2. A su 
vez, el número de modelos que presentan un interés 
medio, asociado a la métrica NMIM, es menor o igual a 4, 
mientras que el número de modelos con bajo interés para 
el usuario, asociado a la métrica NMIB, es a lo sumo 1. 
Esto representa el 73% de los proyectos simulados y un 
valor medio para la métrica EPD (P) del 69%, lo que 
indica que se cumplen parcialmente con los criterios de 
éxito definidos para el proyecto. En consecuencia, se 
necesita revisar y ajustar alguna/s de la/s tarea/s del 
proceso de desarrollo. Cabe mencionar que, cuando la 
métrica NMIM toma valor 5, el éxito del proceso pasa a 
ser BAJO.  En la Fig. 34 se muestra el número estimado 
de modelos necesarios y su interés de resultados para un 
proyecto, por cada métrica analizada. 
? El éxito de resultados del proceso de desarrollo de un 
proyecto de explotación de información es BAJO, cuando 
el número de modelos que presentan un alto interés para 
el usuario, por el conocimiento descubierto y su utilidad, 
asociado a la métrica NMIA, es a lo sumo 1. Mientras que 
el número de modelos con bajo interés para el usuario, 
asociado a la métrica NMIB, es mayor o igual a 2. Esto 
representa el 60% de los proyectos simulados y un valor 
medio para la métrica EPD (P) del 42%, lo que indica que 
no se cumplen con los criterios de éxito definidos para el 
proyecto. En consecuencia, se debe analizar y replantear 
las tareas del proceso de desarrollo inherentes al 
entendimiento y preparación de los datos y modelado del 
proyecto, según su tarea de descubrimiento. En la Fig. 34 
se muestra el número estimado de modelos necesarios y 
su interés de resultados para un proyecto, por cada 
métrica analizada. 
 
Fig. 34. Distribución de proyectos con alto interés de resultados del modelo 
para la métrica EPD (P) = Bajo 
Se ha planteado una primera definición de una métrica para 
medir el éxito del proceso de desarrollo en un proyecto de 
explotación de información para PyMEs, en función de los 
resultados obtenidos de las pruebas realizadas a los modelos, 
del conocimiento descubierto y de la utilidad que presenta el 
mismo para el usuario. La métrica y sus parámetros iniciales 
propuestos pueden ser refinados para obtener una mayor 
precisión en su comportamiento. No obstante, se dispone de 
una primera definición con indicadores de referencia, que 
puede ser utilizada como forma de medir el éxito logrado por el 
grupo de desarrollo del proyecto de explotación de 
información. 
4. Métrica de Desvío del Esfuerzo del Proyecto 
Para estudiar la métrica de Desvío del Esfuerzo del 
proyecto de explotación de información – DEFZ (P), se toma 
en consideración aquellas variables experimentales (sub-
sección a) que influyen en el comportamiento de la misma. 
a) Variables Experimentales 
Las variables experimentales que se van a generar para el 
proceso de simulación son las correspondientes a las métricas 
básicas que influyen en la métrica DEFZ (P), considerada 
como métrica derivada. La lista de variables experimentales se 
muestra en la Tabla CXII. 
TABLA CXII. VARIABLES EXPERIMENTALES PARA LA MÉTRICA DEFZ (P) 
Variable 
Experimental Descripción 
DEFZ (P) 
Desvío en el esfuerzo para desarrollar el proyecto de 
explotación de información, el cual se define como:  
)P(EFZR
)P(EFZR)P(EFZE
)P(DEFZ
−=  
EFZE (P)  
Esfuerzo estimado [en persona-mes] para desarrollar el 
proyecto de explotación de información para PyMEs 
[65]. 
EFZR (P) Esfuerzo real [en persona-mes] aplicado para desarrollar el proyecto de explotación de información. 
 
b) Diseño Experimental 
Para Para analizar el comportamiento de la métrica 
enunciada, se utiliza un banco de pruebas simulado de 32 
proyectos de explotación de información, definiendo un rango 
de valores específico para cada una de las variables 
experimentales independientes y considerando las restricciones 
indicadas en [65] según el tamaño del proyecto.  De esta 
manera, se generan diferentes combinaciones sujetas a análisis. 
Los valores simulados para las variables experimentales 
independientes se muestran en la Tabla CXIII. 
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TABLA CXIII. VALORES DEFINIDOS PARA VARIABLES EXPERIMENTALES 
INDEPENDIENTES DE LA MÉTRICA DEFZ (P) 
Variable 
Experimental Descripción 
EFZE (P)  
Esfuerzo estimado [en persona-mes] para desarrollar el 
proyecto de explotación de información para PyMEs, 
con un rango de valores específico 6, 12, 18 y 23. 
EFZR (P) 
Esfuerzo real [en persona-mes] aplicado para 
desarrollar el proyecto de explotación de información, 
con un rango de valores específico 20, 40, 60, 80, 90, 
110, 120 y 150. Este rango de valores se expresa como 
un porcentaje del esfuerzo estimado. 
El resultado y comportamiento de la métrica derivada 
DEFZ (P) está asociado al error relativo cometido entre el 
esfuerzo estimado al inicio del proyecto y el esfuerzo real 
aplicado para realizar las tareas de cada subproceso del proceso 
de desarrollo [85], cuyas métricas EFZE (P) y EFZR (P) se 
indican en la Tabla CXIII. Además, en el caso de la métrica 
EFZR (P), al estar sometida a un proceso de simulación, no se 
le puede asignar un número a priori de esfuerzo que fue 
necesario realizar para cada subproceso, ya que no se conoce el 
número de personas asignadas al mismo ni su complejidad. Por 
tal motivo, se decide establecer un rango de valores 
porcentuales con intervalos, definido entre 20 y 150% que 
represente el porcentaje de esfuerzo real aplicado respecto del 
estimado al inicio. 
c) Ejecución y Resultado Experimental 
En esta sección se analiza el comportamiento de la métrica 
DEFZ (P), utilizando los datos generados por los experimentos 
ejecutados.  
Del análisis experimental, se observa que cuando el 
esfuerzo estimado para un proyecto, asociado a la métrica 
EFZE (P), es mayor al esfuerzo real aplicado, asociado a la 
métrica EFZR (P), el desvío en el esfuerzo del proyecto toma 
valores positivos. Mientras que, cuando el esfuerzo estimado es 
menor al esfuerzo real, el desvío en el esfuerzo del proyecto 
toma valores negativos. En la Fig. 35 se muestra la variación 
de esfuerzo por cada proyecto analizado. En la Fig. 36 se 
muestra el desvío de esfuerzo generado en cada proyecto, en 
función del esfuerzo estimado y real aplicado para el desarrollo 
de las tareas de cada subproceso. 
 
Fig. 35. Esfuerzo estimado y real por proyecto en función de las  
métricas EFZE (P) y EFZR (P) 
d) Regla Experimental 
Como regla experimental del comportamiento de la métrica 
analizada, se concluye que cuando el desvío en el esfuerzo, 
asociado a la métrica DEFZ (P), toma valores positivos, existe 
una sobreestimación del esfuerzo necesario para realizar el 
proyecto de explotación de información. Esto ocurre cuando el 
esfuerzo estimado es mayor al esfuerzo real requerido para el 
proyecto. Por el contrario, cuando el desvío en el esfuerzo, 
asociado a la métrica DEFZ (P), toma valores negativos, existe 
una subestimación del esfuerzo necesario para realizar el 
proyecto. Esto ocurre cuando el esfuerzo estimado es menor al 
esfuerzo real requerido para desarrollar el proyecto. 
Una sobreestimación del esfuerzo, puede resultar en la 
asignación excesiva de recursos al proyecto, una planificación 
de costos más alta que lo necesario y hasta incluso la 
cancelación del mismo [74]. La subestimación del esfuerzo, en 
cambio, puede traer como consecuencia que el proyecto se 
exceda del presupuesto y fechas de finalización programadas 
de las tareas, afectándose la calidad del proyecto [74].  
 
Fig. 36. Desvío del esfuerzo generado por proyecto para la métrica DEFZ (P) 
VI. CONCLUSIONES 
En este apartado se presentan las aportaciones de este 
trabajo (sección A) y se destacan las futuras líneas de 
investigación que se consideran de interés en base al problema 
abierto que se presenta en este trabajo de investigación 
(sección B). 
A. Aportaciones de la Investigación 
En la Ingeniería de Software como en la Ingeniería del 
Conocimiento, existen métricas e indicadores que permiten 
evaluar y analizar distintos atributos y características de los 
productos y procesos, asegurando la calidad del software 
producido. Los proyectos de Explotación de Información, 
también necesitan métricas para medir y controlar el avance del 
proyecto, evaluar el esfuerzo aplicado, la calidad del proceso y 
productos desarrollados, y el cumplimiento de los criterios de 
éxito. Sin embargo, hasta el momento no se disponían de 
métricas significativas para este tipo de proyectos, ya que por 
sus diferencias con los proyectos de desarrollo de la Ingeniería 
de Software e Ingeniería del Conocimiento, las métricas 
usuales no se consideraban del todo aplicables.  
Esta investigación formula aportaciones al cuerpo de 
conocimiento de la Ingeniería de Proyectos de Explotación de 
Información con focalización en empresas PyMEs, brindando 
además, las respuestas a los interrogantes de investigación 
realizados en el apartado III - sección C. 
Son contribuciones de esta investigación al cuerpo de 
conocimiento: 
[i]. La definición de tres categorías generales de métricas 
aplicables a proyectos de Explotación de Información: 
Métricas de Datos, Métricas de Modelos y Métricas de 
Proyectos. Cada una de estas categorías incluyen las métricas 
que cubren el Modelo de Proceso de Desarrollo con las tareas 
definidas por [85] para este tipo de proyectos: Entendimiento 
de los Datos, Preparación de los Datos, Modelado 
(clasificadas para Modelos de Descubrimiento de Grupos, 
Modelos de Descubrimiento de Reglas y Modelos de 
Descubrimiento de Dependencias Significativas), Evaluación 
y Entrega del proyecto. 
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[ii]. La propuesta de un conjunto de métricas específicas para 
proyectos de Explotación de Información, tomando como 
marco de referencia el Modelo de Proceso de Desarrollo 
definido por [84] para este tipo de proyectos, con particular 
énfasis en su utilización en empresas PyMEs y proyectos 
pequeños. 
? En la categoría de Métricas de Datos se han propuesto las 
siguientes métricas: Número de Registros, Número de 
Valores Nulos, Nivel de Compleción de la Tabla, 
Densidad de Valores Nulos, Número de Valores 
Erróneos, Grado de Corrección de la Tabla, Número de 
Atributos No Correctos, Número de Atributos No 
Significativos, Número de Atributos Sin Errores, Número 
de Atributos con Defectos, Número de Registros 
Duplicados, Número de Registros No Correctos, Grado 
de Utilidad de los Atributos, Número de Atributos Útiles, 
Número de Atributos No Útiles, Número de Registros 
Útiles, Número de Registros No Útiles, Número de 
Atributos Nuevos, Número de Atributos Integrados  y 
Número de Registros Integrados. Estas métricas son 
aplicables a los subprocesos de Entendimiento de los 
Datos y Preparación de los Datos para el desarrollo de 
proyectos de Explotación de Información. 
? En la categoría de Métricas para Modelado se han 
propuesto las siguientes métricas: Número de Casos de 
Entrenamiento del modelo, Número de Casos de Prueba 
del modelo, Número de Casos de Entrenamiento por clase 
o grupo, Número de Casos de Prueba por clase o grupo, 
Número de Clases, Número de Modelos a construir para 
el proyecto, Número de Atributos a utilizar en el modelo, 
Número Total de Casos del modelo, Número de Grupos, 
Número de Casos por Grupo, Exactitud del modelo, 
Precisión del modelo, Tasa de Aciertos del modelo, Tasa 
de Errores del modelo, Número de Casos Clasificados 
Correctamente en su clase o grupo, Número de Casos 
Clasificados Incorrectamente en su clase o grupo, 
Precisión de una Regla, Cobertura de una Regla, Número 
de Casos que satisfacen la precondición de una regla, 
Número de Casos que satisfacen el consecuente de una 
regla, Número de Casos Cubiertos por una clase o grupo 
del atributo clase, Número de Valores Distintos del 
atributo clase y Grado de Incidencia de un Atributo sobre 
el atributo clase. Estas métricas son aplicables al 
subproceso de Modelado para el desarrollo de proyectos 
de Explotación de Información. A su vez, son 
compatibles con los procesos de explotación de 
información definidos por [5], que utilizan tecnologías de 
sistemas inteligentes. 
? En la categoría de Métricas para Proyectos se han 
propuesto las siguientes métricas: Número de Modelos 
con Alto interés de resultados obtenidos, Número de 
Modelos con interés Medio de resultados obtenidos, 
Número de Modelos con Bajo interés de resultados 
obtenidos y Éxito del Proceso de Desarrollo. Estas 
métricas son aplicables al subproceso de Evaluación y 
Entrega para el desarrollo de proyectos de Explotación de 
Información. Por otra parte, la métrica que mide el Éxito 
del Proceso de Desarrollo, se relaciona con el 
cumplimiento de los objetivos de explotación de 
información, definidos al inicio del proyecto, en el 
subproceso Entendimiento del Negocio. 
[iii]. La utilización de métricas existentes de la Ingeniería de 
Software, dándoles una interpretación de su uso en los 
proyectos de Explotación de Información 
? Para la categoría de Métricas de Datos se han propuesto 
las siguientes métricas: Número de Tablas y  Número de 
Atributos de la tabla.  
? Para la categoría de Métricas de Proyectos se han 
propuesto las siguientes métricas: Duración Real del 
proyecto, Esfuerzo Real del proyecto, Desvío del 
Esfuerzo del proyecto, Progreso del proyecto. 
[iv]. La utilización de métricas existentes de la Ingeniería del 
Conocimiento para la categoría de Métricas de Modelos, 
dándoles una interpretación de su uso en los proyectos de 
Explotación de Información. En esta categoría se han 
propuesto las siguientes métricas: Número de Reglas 
descubiertas por el modelo por cada clase o grupo, Número de 
Atributos de la Precondición de las Reglas de pertenencia a 
una clase o grupo y Usabilidad de los Atributos del Modelo.  
[v]. El estudio del comportamiento de las métricas propuestas 
para proyectos de Explotación de Información de manera 
analítica, utilizando simulación por Monte Carlo, y centrado 
en las particularidades de las empresas PyMEs. 
B. Futuras Líneas de Investigación 
Durante el desarrollo de esta investigación se han 
identificado problemas abiertos que por su interés para el 
campo de conocimiento de los proyectos de Explotación de 
Información, dan lugar a las siguientes futuras líneas de 
investigación en la disciplina:  
[i]. Durante el desarrollo de la solución se definieron métricas 
derivadas, que utilizan rangos con valores lingüísticos del tipo 
ALTO, MEDIO y BAJO. Las conclusiones obtenidas del 
estudio del comportamiento de estas métricas se basaron en 
los valores numéricos asignados a estos términos lingüísticos, 
en base a la propia experiencia. En este contexto surge como 
problema abierto de interés estudiar si ajustando estos valores 
numéricos, se obtiene un comportamiento más estable de las 
métricas derivadas cuando caen en los rangos ALTO, MEDIO 
y BAJO. 
[ii]. El estudio del comportamiento de las métricas propuestas 
en este trabajo de investigación, se realizó a través de un 
método empírico de simulación, basado en casos de estudio de 
complejidad creciente, utilizando el método de Monte Carlo. 
Con algunas métricas derivadas, se observaron 
comportamientos un poco imprecisos, ya que dependían de los 
valores utilizados en la simulación. En este contexto surgen 
como problemas abiertos de interés: 
? Validar las métricas propuestas de manera empírica, en el 
marco de los proyectos de Explotación de Información 
que desarrollan los alumnos en la Asignatura 
“Tecnologías para Explotación de Información” en la 
Carrera de Licenciatura en Sistemas de la Universidad 
Nacional de Lanús y en la Carrera de Ingeniería en 
Sistemas de Información de la Facultad Regional Buenos 
Aires de la Universidad Tecnológica Nacional. 
? Validar y ajustar los parámetros de las métricas de 
manera empírica, utilizando proyectos de Explotación de 
Información reales, de manera de evaluar la viabilidad de 
las mismas. 
[iii]. El esfuerzo real aplicado al desarrollo de un proyecto de 
Explotación de Información, se obtiene en base a la cantidad 
de personas que participaron en cada fase, la experiencia y 
productividad del equipo de desarrollo y la complejidad de 
cada fase del proyecto, entre otros factores. Estudiar el 
comportamiento de la métrica por simulación del método 
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Monte Carlo, resultó complicado por los factores que debían 
considerarse. Por tal motivo, se la consideró una métrica 
básica y no una métrica derivada. En este contexto surge como 
problema abierto plantear una métrica derivada de esfuerzo 
real que contemple los factores previamente considerados, 
para compararla con el esfuerzo estimado al inicio del 
proyecto. 
[iv]. Se ha definido una primera propuesta de métricas que 
pueden ser utilizadas en proyectos de Explotación de 
Información, considerando características propias de las 
empresas PyMEs. En este contexto surgen como problemas 
abiertos de interés: 
? Proponer nuevas métricas de Datos, Modelos y Proyectos 
que sean aplicables a este tipo de proyectos. 
? Ajustar los parámetros de las métricas de manera que 
sean escalables a proyectos de Explotación de 
Información de mayor tamaño. 
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