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Abstract—This paper addresses the system reliability-
redundancy allocation problem by resorting to three 
evolutionary computation methods, namely genetic algorithm, 
cuckoo optimization algorithm with penalty function, and 
penalty guided stochastic fractal search. The numerical results 
are compared in order to highlight the differences in the 
solution methods. 
Keywords-reliability-redundancy allocation; genetic 
algorithm; cuckoo optimization algorithm with penalty function; 
penalty guided stochastic fractal search 
I.  INTRODUCTION 
Competitive industrial plants require highly reliable 
systems. The reliability-redundancy allocation is one way to 
increase the overall reliability of a system [1]. 
Mathematically, the reliability-redundancy allocation 
problem includes integer and real variables and is subject to 
design constraints, e.g. with respect to volume, weight, and 
cost. Several research works have been proposed for trying 
to efficiently solve this optimization problem. Recently, 
solution approaches have been proposed, based on 
evolutionary computation methods. The immune based 
algorithms (IA) have been used in [2], [3], whereas the 
artificial bee colony has been applied for solving different 
system reliability configurations in [4]. In [5], a particle 
swarm optimization based on Gaussian distribution and 
chaotic sequence has been proposed. Genetic algorithms 
have been applied several times [6]–[11]. A modified 
imperialist competitive algorithm based on attraction and 
repulsion concepts has been used in [12]. In [13], the particle 
swarm optimization has been modified for this purpose. 
Recently, a penalty guided stochastic fractal search has been 
implemented and its effectiveness has been proven. In all 
works, the number of subsystems of the system considered is 
limited to twenty. 
The aim of the present paper is to address the reliability-
redundancy allocation problem for systems consisting of ten 
and thirty subsystems connected in series. The problem 
involves sixty decision variables. Genetic algorithm (GA), 
cuckoo optimization algorithm with penalty function 
(PFCOA) [14] and penalty guided stochastic fractal search 
(PSFS) [15] are applied for solving the problem. The 
remainder of the paper is organized as follows: Section 2 
presents the reliability-redundancy allocation problem. The 
results with a discussion are given in Section 3. Finally, the 
last section concludes this paper.    
II. -  
A. Case Study 1 
The system studied here is a pharmaceutical plant 
containing ten subsystems (see Figure 1) [15], [16]. 
 
Figure 1.  Pharmaceutical plant. 
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where ri is the reliability of each component in subsystem i, 
ni is the number of components in subsystem i, vi is the 
volume of each component in subsystem i, wi is the weight 
of each component in subsystem i, Di and Ei are parameters 
representing physical features (shaping and scaling factors, 
respectively) of each component at subsystem i. V, C and W 
are the upper limit on the volume, cost and weight of the 
system, respectively. T is the operating time during which 
the component must not fail (mission time). 
The bounds considered in this paper are as follows: 
1≤n1≤6, 1≤n2, n6≤4, 1≤n3≤7, 1≤n4, n7, n10≤3, 1≤n5, n8, n9≤5, 
V=270, C=480, and W=519. The data are reported in Table I.  
TABLE I.  D DY 1. 
Subsystem i 105αi βi vi wi 
1 0.611360 1.5 4 9 
2 4.032464 1.5 5 7 
3 3.578225 1.5 3 5 
4 3.654303 1.5 2 9 
5 1.163718 1.5 3 9 
6 2.966955 1.5 4 10 
7 2.045865 1.5 1 6 
8 2.649522 1.5 1 5 
9 1.982908 1.5 4 8 
10 3.516724 1.5 4 6 
B. Case Study 2 
This case study considers a system with thirty subsystems: 
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The numerical data of the system are given in Table I. 
 
 
TABLE II.  DATA USED IN CASE STUDY 2. 
Subsystem i 105αi βi vi wi 
1 0.8 1.5 3 11 
2 0.5 1.5 4 7 
3 1.5 1.5 1 8 
4 0.6 1.5 7 6 
5 3.1 1.5 6 6 
6 1.2 1.5 5 10 
7 2.1 1.5 3 4 
8 1.4 1.5 2 9 
9 2.7 1.5 3 10 
10 2.4 1.5 4 4 
11 1.8 1.5 4 11 
12 1.9 1.5 3 9 
13 1.6 1.5 6 2 
14 1.8 1.5 5 4 
15 2.9 1.5 1 10 
16 1.5 1.5 8 9 
17 2.8 1.5 4 4 
18 1.1 1.5 3 4 
19 1.9 1.5 1 6 
20 2.4 1.5 2 10 
21 1.7 1.5 5 8 
22 0.5 1.5 3 11 
23 3.7 1.5 6 7 
24 2.5 1.5 5 9 
25 2.8 1.5 1 3 
26 1.3 1.5 4 5 
27 2.0 1.5 6 10 
28 1.7 1.5 3 8 
29 0.9 1.5 2 5 
30 3.5 1.5 1 7 
 
The mission time considered in both case studies is 
1000h, whereas the upper limits constraining the system are 
V=1200, C=1500, and W=1100.   
III. RESULTS AND DISCUSSION 
The reliability-redundancy allocation problems 
described in Eqs. (1)(8) with the data reported in Tables I 
and II are solved using GA [17], PFCOA [14] and PSFS 
[15]. The algorithms have been encoded in MATLAB 2015 
and run on a PC with the following characteristics: Intel 
Pentium Processor G620 of 2.60 GHz with 4 GB of RAM 
and 3Mo Cache. In this paper, the penalty factors are 
dynamic values. It decreases when the violation of the 
constraints decreases. 
Tables II, III, and IV summarize the parameters of the 
implemented evolutionary computation methods. The 
parameters values have been set by a systematic procedure 
of trial and error. 
The optimal results provided by the GA, PFCOA and 




ATA USED IN CASE STU
TABLE III. GENETIC ALGORITHM PARAMETERS AND RULES. 
Population size 100
Selection technique Standard roulette
Mutation probability 103
Crossover probability 1
TABLE IV. CUCKOO OPTIMIZATION ALGORITHM WITH PENALTY 
FUNCTION PARAMETERS
Number of cuckoos 100
Minimum number of eggs 2
Maximum number of eggs 4
TABLE V. PENALTY GUIDED STOCHASTIC FRACTAL SEARCH 
PARAMETERS
Number of fractals 100
Penalty value 105
TABLE VI. OPTIMAL SOLUTIONS PROVIDED BY GA FOR CASE STUDY 1. 
r 0.8626, 0.8599, 0.8628, 0.7886, 0.9039,
0.7073, 0.8855, 0.8017, 0.8287, 0.7893




TABLE VII. OPTIMAL SOLUTIONS PROVIDED BY PFCOA FOR CASE 
STUDY 1. 
r 0.8670, 0.7985, 0.8074, 0.8032, 0.8500,
0.8093, 0.8298, 0.7613, 0.8273, 0.8779




TABLE VIII. OPTIMAL SOLUTIONS PROVIDED BY PSFS FOR CASE             
STUDY 1. 
r 0.9276, 0.8067, 0.8072, 0.8089, 0.8596
0.8131, 0.8349, 0.7513, 0.8316, 0.8071




TABLE IX. OPTIMAL SOLUTIONS PROVIDED BY GA FOR CASE STUDY 2. 
r 0.8531, 0.8154, 0.9118, 0.9291, 0.7669, 
0.9041, 0.8497, 0.9122, 0.9012, 0.7726, 
0.8980, 0.9080, 0.8089, 0.8574, 0.9018, 
0.6880, 0.8569, 0.8728, 0.8192, 0.8966,     
0.8962, 0.8981, 0.8751, 0.8749, 0.6650, 
0.8089, 0.8938, 0.9562, 0.8262, 0.7409
n 3, 3, 2, 2, 4, 2, 3, 2, 2, 3, 2, 2, 3, 3, 2, 4, 2, 3, 




TABLE X. OPTIMAL SOLUTIONS PROVIDED BY PFCOA FOR CASE 
STUDY 2. 
r 0.9217,  0.9156, 0.8447, 0.8715, 0.8461, 
0.8478, 0.8366, 0.9159, 0.8888, 0.8473, 
0.8884, 0.8435, 0.8499, 0.8467, 0.8689, 
0.9049, 0.8231, 0.8534, 0.8283, 0.8961, 
0.8462, 0.8889, 0.9024, 0.8900, 0.7954,
0.7928, 0.8870, 0.8660, 0.8656, 0.8293
n 2, 3, 3, 3, 3, 3, 3, 2, 2, 3, 2, 3, 3, 3, 2, 2, 3, 3, 




TABLE XI. OPTIMAL SOLUTIONS PROVIDED BY PSFS FOR CASE           
STUDY 2. 
r 0.9265, 0.9355, 0.8530, 0.8871, 0.8288, 
0.9143, 0.8400, 0.8553, 0.8204, 0.8266, 
0.9067, 0.8491, 0.7952, 0.8487, 0.8949, 
0.9132, 0.8280, 0.8647, 0.8459, 0.8977, 
0.9077, 0.9351, 0.8247, 0.8375, 0.8218,
0.8511, 0.9027, 0.8503, 0.8741, 0.8195
n 2, 2, 3, 3, 3, 2, 3, 3, 3, 3, 2, 3, 4, 3, 2, 2, 3, 3, 




From Tables VI, VII and VIII it can be observed that the 
overall system reliability provided by the genetic algorithm, 
cuckoo optimization algorithm with penalty function and
penalty guided stochastic fractal search for the first case 
study are 0.9021, 0.9379 and 0.9452, respectively. Moreover, 
the results for the second case study are 0.7556, 0.8338 and 
0.8566, respectively. Figures 2 and 3 clearly show that the 










Figure 2. Overall system reliability provised by each evolutionary 
computation method (Case study 1).
Furthermore, Figures 4 and 5 show that the PSFS 













Figure 3. Overall system reliability provised by each evolutionary 





















Figure 5. NFE required by each evolutionary computation method                
(Case study 2). 
The CPU time required by each method for providing 
the optimal solutions is 183s for the GA, 122s for the 
PFCOA, and 35s for the PSFS in the first case study, 
whereas 257s, 180s and 76s in the second case study. 
Therefore, the comparison between the optimal solutions 
and the execution performances reveals that PSFS has 
outperformed GA and PFCOA in solving the considered 
reliability-redundancy allocation problems. The dynamic 
values of the penalty factors have handled the NFE required 
by each algorithm. The PSFS is better since its optimization 
procedures are simple and powerful over GA and PFCOA. 
IV. CONCLUSIONS
In this paper, the reliability-redundancy allocation 
problem has been addressed using three evolutionary 
computation methods: genetic algorithm (GA), cuckoo 
optimization algorithm with penalty function (PFCOA), and 
the penalty guided stochastic fractal search (PSFS). The 
systems considered in the case studies contain ten and thirty 
subsystems connected in series, respectively. It is shown 
that on the case studies considered, the PSFS has 
outperformed the two other methods in terms of better 
system reliability solution and execution performance. It 
should be noted that the dynamic penalty factors are an 
advantage in solving the reliability-redundancy allocation 
problem.  
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