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Which bounded operators on a separable complex Hilbert space have a pth root? 
Which have a logarithm? For a positive integer p let B,, = (A”: A E B(Z)} and let 
& = {exp(A): A E B(X)}. In this paper the norm closures and interiors of %,, and 6 
are characterized in terms of the spectral properties of the operators. To be specific, 
it is shown that an operator T is the norm limit of a sequence of operators from &‘,, 
if and only if the set (1~ C: I - T is Fredholm and ind(l- T) $pL} does not 
separate 0 from cc. An operator T belongs to the closure of d if and only if the set 
{Ire@: 1- T is semi-Fredholm and ind(l- T) #O} does not separate 0 from cc. 
The interiors of the sets Ye, and d are also characterized here. An operator belongs 
to the interior of 8 if and only if its spectrum does not separate 0 from co. The 
interior of -“e, turns out to be the interior of 8 together with those operators that 
are similar to the direct sum of an operator in the interior of A and a one-dimen- 
sional zero operator. ‘1’ 19X7 Academic Press. Inc 
INTRODUCTION 
There are many papers dealing with the existence of roots and 
logarithms of operators on Hilbert space. For example, see [2, 14, 17, 18, 
21, 24, 26, 29, 31, and 321. A search of the literature will also reveal many 
works on roots and logarithms of an element in a Banach algebra. See [20, 
23, and 271, for example. Some of these papers deal with the general 
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problem of finding roots (or logarithms) of general operators, while others 
restrict their attention to particular classes of operators. 
The problem of characterizing those operators having, say, a square 
root, seems extremely difficult. One is almost tempted to say that it is 
beyond the techniques of present day operator theory. An examination of 
what happens in the finite dimensional case provides evidence to support 
this statement. Cross and Lancaster [9] have characterized the finite 
matrices having a square root in terms of the ascent sequence of the matrix. 
The matrices having a pth root can be characterized in terms of the Jordan 
canonical form of the matrix. (See pages 231-241 of [ 13) or pages 119-122 
of [30] for this characterization.) Nothing like a Jordan canonical form 
exists for an operator on an infinite dimensional space. 
Moreover spectral properties alone are insufficient for such a charac- 
terization. It is easy to find examples of two operators with the same spec- 
tral properties where one has a square root while the other does not. In 
fact, if S is the unilateral shift of multiplicity one and B is the Bergman 
shift, then S@ S has a square root while SO B does not (see Lemma 1.11). 
If gP and &’ are defined as in the abstract, then both sets are invariant 
under similarity. That is, if X is an invertible operator, then X%!PX-’ = gP 
and X&X- * = 6. In finite dimensional spaces, Jordan forms completely 
classify the similarity orbit of an operator. Though such forms do not exist 
in the infinite dimensional setting, there are “approximate forms” if the 
closures of similarity orbits are considered. Indeed, it is an unproven 
“metatheorem” of non-abelian approximation theory that the closure of 
sets that are invariant under similarity can be characterized by their spec- 
tral properties alone. The present paper is a further affirmation of this 
metatheorem. 
The part of operator theory that deals with the closure of similarity 
invariant sets and related questions is properly called non-abelian 
approximation theory. While the general problem of finding a square root 
of an operator may be beyond the scope of present day operator theory, 
the results of this paper would have been beyond the reach of operator 
theorists ten or fifteen years ago. It is only the tremendous trides in non- 
abelian approximation theory that have enabled the authors to attack these 
problems with any hope of success. For a complete account of this theory, 
the reader is referred to [3, 191. 
The methods used in this paper can also be used to attack the analogous 
problems of characterizing the approximate operator roots of polynomials 
and other analytic functions instead of just powers and the exponential 
function. This generalization, however, does present some difficulties that 
have not surfaced in the present case and will be the subject of a future 
paper. 
Section 1 of this paper presents some background material, including 
ROOTSAND LOGARITHMS 173 
some of the necessary material from [S, 191. For completeness, a number 
of elementary results and examples are given. These constitute some of the 
few general propositions about the existence and non-existence of roots and 
logarithms of operators. No originality for these results is claimed by the 
authors; they properly belong to the folklore of the subject. 
Section 2 gives some elementary results and examples which have more 
significance than the purpose of illustration. Some of these examples play a 
role analogous to that played by the Jordan canonical forms in the finite 
dimensional theory. They are the models which will be used in the 
approximation scheme that will prove the main results of this paper. The 
closures of B,, and d are characterized in Sections 3 and 4, respectively. 
The interiors of these sets are determined in Section 5. 
1. PRELIMINARIES 
The basic terminology and notation used in this paper is that established 
in [S]. Some of the concepts more pertinent for this work, however, are 
recalled below. 
In this paper yxj denotes a separable complex infinite dimensional 
Hilbert space and B(X) is the algebra of bounded operators from 2 into 
itself. The ideal of compact operators is denoted by go(X) and the 
quotient algebra, B(X)/aO(X), is called the C’ufkin algebra. Let n be the 
natural map of B’(X) into the Calkin algebra. Recall that an operator Tin 
g)(X) is said to be semi-Fredholm if ran T is closed and either ker T or ker 
T* is finite dimensional; a semi-Fredholm operator T is Fredhofm if both 
ker T and ker T* are finite dimensional. It is a standard result (for exam- 
ple, see [S]) that T is semi-Fredholm if and only if n(T) is either left or 
right invertible and T is Fredholm if and only if rr( T) is invertible. 
The essential spectrum of T, a,(T), is just the spectrum of n(T) in the 
Calkin algebra. Thus i $ a,(T) if and only if jti - T is a Fredholm operator. 
If T is a semi-Fredholm operator, then the index of T is defined by 
ind TE dim ker T- dim ker T*. 
Thus ind TE Z u { _+ ix,) (the extended integers). If n is an extended 
integer, define 
P,(T) = (2 E a(T): 1” - T is semi-Fredholm and ind T = n f. 
Also define 
P+(T)- U{f’,(T): n is a non-zero extended integer }. 
Note that if N is a normal operator, then P+(N) = 0, the empty set. 
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A region Q in C is called an analytic Cauchy region if X2 consists of a 
finite number of simple closed analytic curves that are pairwise disjoint. Let 
L’(BO) be the L2-space of arc length measure on 32 and let H’(aQ) be the 
closure in L2(%2) of Rat(c1 Q), the rational functions with poles off the 
closure of 52. Let A(Q) be the operator defined on H2(aQ) by mul- 
tiplication by z, the independent variable. It is a rather standard result that 
a(A(Q)) = cl 52, 
aw-w = aa 
and 
ind(1-A(Q))= -1 for A in 0. 
Define C(Q) to be A(Q*)*, the adjoint of the operator A(O*) defined for 
the region Q* consisting of the complex conjugates of elements of Q. Note 
that the spectral properties of A(Q) imply that 
a( C(Q)) = cl a, 
ww = x4 
and 
ind(l - C(Q)) = +l for 2 in a*. 
If k is an extended positive integer, 2 W) denotes the k-fold inflation (or 
ampliation) of X. That is, 2(“) is the k-fold direct sum of 2 with itself 
(the countable direct sum of ~9 with itself if k = co). If A E B(X), then Ack) 
is the operator defined on H W) by taking the direct sum of A with itself k 
times. 
The following result is from [S]. 
1.1. THEOREM. If TE g(X) and E > 0, then there is an operator S on A? 
such that IIS- TII <E and such that S is unitarily equivalent to 
where.. 
(a) A = Oi A(Qi)(k’), for some finite collection of extended positive 
integers {k, ,..., k,} and a set of analytic Cauchy regions { 52, ,..., 0, } with 
pairwise disjoint closures, 
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(b) B is similar to a normal operator with finite spectrum; 
(c) C= 0, C(@j)(h~J, for some finite collection of extended positive 
integers {h 1 ,..., h, ) and a set of analytic Cauchy regions (@, ,..., @, } with 
pairwise disjoint closures; 
(d) M and N are normal operators with a(M) n a(A)= Jo(A) and 
a(N)na(C)=ib(C); 
(e) a(A)ua(C)cP.(T) and ind(i-T)=ind(i-S) for 2 in 
P,(AOC); 
(f) G( A @ M), a(B), and a( C @ N) are pairwise disjoint; 
(g) S is similar to (A @M)@ B@ (CO N). 
The proof of the preceding theorem can be obtained by piecing together 
the various parts of [S] or it may be found on page 136 of [19], save 
for one variation. The definition of the operator C(0) here is different 
from that of [S] or [19]. In those two works, C(Q) is defined as the 
compression of multiplication by the independent variable to 
L2(&2)n H2(8Q)l. In the authors’ view, this present version is more 
appealing. It can be proved by an examination of the proofs of the above 
mentioned results or by simply quoting the published results and applying 
Theorem 1.2. In fact, save for condition (e) and this already mentioned 
variation, Theorem 1.1 above is precisely Corollary 6.2 of [ 193. Condition 
(e) can be obtained by appealing to Theorem 6.1 of [19]. 
It is Theorem 1.1 above that will be the main tool in establishing the suf- 
ficiency of the principal results of this paper. Another crucial fact from non- 
abelian approximation theory that will also be needed is the following one 
from [4]. It can also be found as a special case of Theorem 9.1 of [3]. 
1.2. THEOREM. If s2 is an analytic Cauchy region, k is a positive integer. 
and T and S are any operators with 
Q( T) = cl Q = a(S), 
(r,( T) = 8Q = a,(S), 
and 
ind(l- T) = -k = ind(l- S) for 2 in Q, 
then there is a sequence {A, > of operators such that 11 A, - TII + 0 as n -+ n3 
and each A, is similar to S. 
For normal operators the approximation situation is quite simple and 
has been known for some time. The next result is a special case of a 
theorem due to Berg [6] (see also [ 151). If E > 0 and E is any set, let 
(E),- {zEC: dist (E, z)<E}. 
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1.3. THEOREM. Let N be a normal operator whose spectrum has no 
isolated points and let E > 0. If K is any compact set without isolated points 
such that o(N) c (K), and zf A4 is any normal operator with o(M) = K, then 
there is a normal operator T such that T is unitarily equivalent o M and 
11 T - NII < E. 
There is a topological notion that is critical to the rest of the paper. Let 
@, denote the extended complex plane. Say that a subset E of @ does not 
separate 0 from cc if 0 and co belong to the same component of C,\E. 
Otherwise say that E separates 0 from co. Notice that if 0 E E, then E can- 
not separate 0 from co. That is, a set E separates 0 from 00 by containing 0 
itself or by having 0 and co belong to different components of C,\E. In 
this paper the interest in this idea centers around the case in which E is 
bounded and either open or closed. If E is compact, then C,\E is open 
and so E does not separate 0 from 00 if and only if there is a curve in 
C,\E from 0 to co. For the case where E is open the situation is not com- 
pletely clear and some necessary and sufficient conditions that an open set 
does not separate 0 from co are given in the next proposition. 
If y is a simple closed curve in @, then the unbounded component of C\y 
is called the outside of y; the bounded component is called the inside of y. 
These sets are denoted by outside y and inside y, respectively. 
1.4. PROPOSITION. Zf G is a bounded open subset of C, then the following 
statements are equivalent. 
(a) G does not separate 0 from co. 
(b) No component of G separates 0 from co. 
(c) lfy is a simple closed curve in G, then 0 belongs to the outside of y. 
This proposition is part of the folklore and is proved by standard techni- 
ques from planar topology. It is only stated here for the authors’ and the 
reader’s convenience because it is used so often below. 
Recall the definition of BP and d given in the abstract. If TE 5$, and A is 
an operator such that T= AP, then A is called a pth root of T. If T has a 
logarithm and A is an operator such that T= exp A, then A is called a 
logarithm of T. In the next result no topology is assumed. 
1.5. PROPOSITION. Let S be a vector space over afield F and let p be an 
integer with p 3 2. Zf T is a linear transformation on 3, 0 < dim [ ker T] < p, 
and ker T # ker T2, then T does not have a pth root. 
Proof Suppose there is a linear transformation A on X such that 
T= AP. Since ker T is non-trivial, ker A must be non-trivial. It is clear that 
for every positive integer n, ker A” E ker A”+‘. Also if ker A” = ker A”+’ 
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for any n, then ker A” = ker A* for every m B n. If ker A”- i = ker A” for 
some n dp, then ker A” = ker A* = ker A**; that is, ker T= ker T2, 
contradicting the hypothesis. Thus it must be that dim[ker( A”)/ 
ker( A” - ’ )] 2 1 for 1 < n 6~. But this implies that dim ker T >p, also con- 
tradicting the hypothesis. Therefore it must be that T does not have a pth 
root. 1 
It T is any unilateral weighted shift with nonzero weights, then ker T*” is 
n dimensional. By the preceding result, T*, and hence T, cannot have a pth 
root. Such reasoning proves the following corollaries. 
1.6. COROLLARY. If T is any unilateral weighted shift with nonzero 
weights, then T does not have a pth root for any integer p with p b 2. 
1.7. COROLLARY. If T is any unifateral weighted shaft with nonzero 
weights and A is an operator with dense range, then T@ A does not have u 
pth root ,for any integer p >, 2. 
1.8. COROLLARY. If U is the uniliateral shift, then U@ U* does not have 
a pth root for any integer p 3 2. 
The next result is a relative of Proposition 1.5 but is quite distinct from 
it. 
1.9. PROPOSITION. Zf T is a Fredholm operator and T has a pth root, then 
p is a divisor of ind T. 
Proof If T= A*, then rc( T) = n(A)* is invertible. Hence, by the spectral 
mapping theorem, n(A) is invertible; that is, A is a Fredholm operator. 
Thus ind T=p(ind A) and the proposition is proved. 1 
The next result is stated without proof. 
1.10. PROPOSITION. If TEL%(L%?) and A is either a pth root af T or a 
logarithm of T, then A and T commute. If T has a logarithm, then T is inver- 
tible and T has a pth root for every integer p > 2. 
The next result is well known and easily deduced from using the Riesz 
functional calculus. 
1.11. PROPOSITION. Zf TE.!?#(X) and a(T) does not separate 0 from a. 
then T has a logarithm. 
1.12. COROLLARY. If T is a compact operator and 1, is not in the spec- 
trum of T, then T - 1, has a logarithm. Hence every compact operator is the 
limit qf a sequence of operators, each of which has a logarithm. 
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The fact that there is a rich functional calculus for normal operators 
allows for a complete characterization of these operators that belong to gP 
and d. This is done in the next and final proposition of this section. 
1.13. PROPOSITION. (a) A normal operator has a pth root for every 
integer p 3 2. 
(b) Every invertible normal operator has a logarithm. 
(c) Every normal operator is the limit of a sequence of normal 
operators, each of which has a logarithm. 
Proof: Let N be a normal operator and let N = j z dE(z) be its spectral 
decomposition. If f (z) = Iz/ ‘lp exp{ (l/p) arg z}, where arg z E [0,27r), then f 
is a bounded Bore1 function on a(N) and f(N) =sf(z) dE(z) is a well 
defined pth root of N, proving (a). 
If N is invertible, then f (z) = log IzI + i arg z, where again arg z E [0, co), 
is a bounded Bore1 function on a(N) and f (N) is a logarithm of N, proving 
@I. 
If N is not invertible and E > 0, let P = the spectral projection for N 
corresponding to the disk centered at 0 of radius E. If A4 = EP + (1 - P) N, 
then M is an invertible normal operator and 11 N- MI1 < E. By (b) this 
proves (c). m 
2. SOME ELEMENTARY RESULTS AND EXAMPLES 
In this section some important examples of operators with and without 
roots and logarithms are presented. In particular, it is important to dis- 
cover when the operator S appearing in Theorem 1.1 has a pth root and a 
logarithm. The first proposition here can be seen as a first step in making 
this determination. 
2.1. PROPOSITION. If A and B are bounded operators and both A and B 
have a pth root, then A @B has a pth root. Zf A @ B has a pth root and there 
is no nonzero operator X such that AX = XB, then both A and B have a pth 
root. Similar statements hold for logarithms. 
ProofI The proof of the first statement is clear. For the second 
statement, if A 0 B is represented as the matrix 
A 0 [ 1 0 B 
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then every element of the commutant of A 0 B, including the hypothesized 
pth root, has the form 
W L “I Y z 
where W and Z belong to the commutants of A and B, respectively, and 
AX= XB and YA = BY. If this operator matrix is a pth root of A @ B, then, 
by the hypothesis, X=0. Raising the matrix 
w 0 L 1 Y z 
to the pth power shows that W and Z are pth roots of A and B, respec- 
tively. 1 
2.2. COROLLARY. Zf A @B has a pth root (resp., logarithm) and a(A) 
and a(B) are disjoint, then both A and B have a pth root (resp., logarithm). 
ProoJ: By a result of Rosenblum [28], the fact that the spectra of A 
and B are disjoint implies that the hypothesis of the preceding proposition 
is satisfied. 1 
The next result, though elementary, is crucial for the progress of this 
paper. 
2.3. PROPOSITION. Zf TE&~(%‘) and p is any positive integer, then the 
operator T@’ acting on J’?(P) has a pth root. 
Proof If A is defined on .3 (P) by the p by p operator matrix 
0 0 ... 0 T’ 
1 0 ... 0 0 
. 1 ... 0 0 
. . . . 
0 0 ... 1 0, 
then A is a pth root of FP). i 
Note that the preceding proposition implies that the unilateral shift of 
multiplicity p has a pth root, though this can be obtained by another 
argument. Also, the unilateral shift T of infinite multiplicity has a pth root 
for every integer p > 2, though it does not have a logarithm since it is not 
invertible. In fact, T is not even the limit of a sequence of operators having 
5X,, 70: I I? 
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a logarithm. Indeed, the set of semi-Fredholm operators with index equal 
to -cc form an open set, and so T belongs to the interior of the set of 
operator without a logarithm. 
The preceding proposition also implies that if U is the unilateral shift, 
then U2 0 U *= has a square root; also ind( U2@ U*=) = 0. When this is 
combined with Corollary 1.8, it is seen that index alone is not a guide to 
the existence of roots. 
2.4. PROPOSITION. If Sz is an analytic Cauchy region that does not 
separate 0 from a, then both A(M) and C(Q) have a pth root for every 
integer p > 2 and both are limits of a sequence of operators having a 
logarithm. Zf for any integer p B 2 either A(Q) or C(Q) have a pth root, then 
Sz cannot separate 0 from co. 
Proof Since Q does not separate 0 from cc if and only if 
+Q* = (5: 2~52) does not separate 0 from 00, and an operator has a pth 
root if and only if its adjoint does, it suffices to prove this proposition for 
A(Q) alone. 
First assume that 52 does not separate 0 from co. Thus there is an 
analytic function f: Q -+ C such that exp f (z) = z for all z in 0. If p is a 
positive integer and fp(z) = exp(f (z)/p), then f, is a bounded analytic 
function on Q. Thus multiplication by f, on H2(%2) is a bounded operator 
whose pth power is A(Q). Note that if, in addition, 0 does not belong to 
the closure of Q, then f is itself a bounded analytic function and mul- 
tiplication by this function is a logarithm of A(Q). 
If 52 does not separate 0 from 00 but 0 E cl Q, then 0 belongs to the outer 
boundary of Q. Hence there is a sequence {An } of scalars from C\cl Q such 
that i,, -+ 0. But the operator A(Q) -A,, is unitarily equivalent to A(Q2,), 
where Q2, E {z - A,: z E Q}. But Q, does not separate 0 from co and 0 does 
not belong to cl Q,. By the preceding arguments, the operator A(Q)-& has 
a logarithm. Clearly {A(Q) - A,, } converges to A(0). 
Now assume that A(Q) has a pth root X for some integer p 2 2. Since X 
must belong to the cornmutant of A(Q) by Proposition 1.10, there is a 
bounded analytic function cp on Q such that Xf = cpf for every f in H2(i3Q) 
(see page 147 of [7], for example). It follows that cp is an analytic branch 
of the pth root of z. Hence L2 cannot separate 0 from co. 1 
Let Q be an analytic Cauchy region and define L=(Q) to be the Lebesgue 
space of area measure restricted to Q. L:(Q) denotes the closed subspace of 
L=(Q) consisting of those functions that are analytic on Q. There are 
several sources for information on L:(Q). For example [7, 121 have all the 
necessary information about L:(Q) needed in this paper. In particular the 
rational functions are dense in L:(Q). Define the operator B(Q) on L:(Q) 
to be multiplication by the independent variable. 
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The next proposition is analogous to Proposition 2.4. Since the proof is 
also analogous, it will not be given. 
2.5. PROPOSITION. Zf Q is an analytic Cauchy region that does not 
separate 0 from co, then B(Q) has a pth root for every integer p > 2 and is 
the limit of a sequence of operators having a logarithm. [L for any integer 
p > 2, B(Q) has a pth root, then 52 cannot separate 0 from n3. 
Some results will now be proved that will be used in the final section of 
this paper dealing with the interior of &?p and 8. Note that to find int %,, 
and int 8, it suffices to find cl[93(&‘)\9~] and cl[99(X)\B]. This is the 
approach taken in this paper and so it is crucial to find some examples of 
operators that are limits of operators without roots. 
2.6. LEMMA. There is no nonzero operator X: L:(O) + H2((?Q) such that 
XB(Q)=A(Q)X. 
Proof: Let C be any component of %2 and let G be the unique com- 
ponent of C,\C that contains Q. By the definition of a Cauchy region, C is 
a simple closed curve. Hence the Jordan curve theorem implies that G is 
simply connected. Let cp: G + D be the Riemann map. Since aG = C is a 
simple closed curve, cp extends to a homeomorphism cp: cl G -+ cl D. Note 
that cp( C) = dD. 
If X: L:(O) -+ H*(XJ) and A’S(Q) = A(Q) X, then Xf (B(Q)) =f (A(Q)) A’ 
for every rational function f with poles off Q . By taking uniform limits, it 
follows that Xf (B(Q)) =f (A(Q)) X for every f in R(c1 a). In particular, 
Xq(B(Q)) = cp(A(SZ)) X. It follows that X&B(a))” = (p(A(Q))“X for all 
positive integers n. Therefore if h E L:(Q), then 
ID-dB(Q))” h/l* = IldA(Q)Y WI2 
=.I M2” IW2 dm OR 
since (cp I = 1 on C. But Iv(z)1 < 1 for all z in 52. Thus 
lim Ilq(B(Q))" hII* =lim jj I(p12” IhI dArea 
R 
= 0. 
That is, Xh = 0 on C. Since C was an arbitrary component of aR, Xh = 0. 
Therefore X= 0. 1 
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Actually it was not necessary to treat all of the components of LX! in the 
preceding proof; any one component of LK2 suffices to show that Xh =O, 
since a function in H*(LK2) that vanishes on a subset of %2 having positive 
arc length measure must be identically zero. 
2.7. LEMMA. For any extended positive integer n and any integer p 2 2, 
the operator A(Q)(“)@ B(Q) has a pth root tfand only if Q does not separate 
0 from co. 
Proof If Q does not separate 0 from co, then z’lp is well defined, boun- 
ded, and analytic on Q. Thus multiplication by z’lp on H*(&Q) and L:(Q) 
is a pth root of A(Q) and B(Q), respectively. By Proposition 2.1, 
A(Q)‘“‘@ B(Q) has a pth root. 
Now suppose that A(Q)(“)@B(SZ) has a pth root T. If X: L,(Q)+ 
H2(&2)(“’ is a bounded operator such that XB(sZ) = A(Q)(“) X, then define 
X, to be the product of X and the projection of H*(XJ)@” onto its kth 
coordinate space. This produces an operator that satisfies X,B(Q) = 
A(Q) X,. By the preceding lemma, X, = 0 for each k. Hence X= 0. By 
Proposition 2.1, B(B) has a pth root. Therefore 52 does not separate 0 from 
co. I 
2.8. PROPOSITION. Let Sz be an analytic Cauchy region that separates 0 
from 00. Zf TE~~(JI?) such that o(T) =clQ, ale(T) n o,,(T) = aQ, and 
ind( T- 2) # 0 for 1 in Q, then for any integer p > 2 there is a sequence of 
operators that converges to T, none of which has a p-th root and each of 
which has spectrum equal to cl 52. In particular, T belongs to cI[G?(X)\~~] 
for every integer p > 2. 
Proof: It suffices to assume that if A E Q, then ind( T- 2) = -n for some 
extended positive integer n. If n = 1, then Theorem 1.2 implies that T can be 
approximated by operators similar to A(Q), which does not have a pth 
root by Proposition 2.4. Now suppose that 1 <n Q cc. By Theorem 1.2, T 
can be approximated by operators similar to A(Q)‘“-“@ B(Q), which 
does not have a pth root by the preceding proposition. 1 
3. THE CLOSURE OF THE SET OF OPERATORS HAVING A pth ROOT 
The following is one of the main results of this paper. 
3.1. THEOREM. If T is a bounded operator on a separable Hilbert space 
and p is an integer larger than 1, then T belongs to the closure of BP tf and 
only cf the set 
{AE@:& TisFredholmandind(A-T)#ph} 
does not separate 0 from co. 
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Proof: Define the set 
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GP( T) E {A E C: i - T is Fredholm and ind(i - T) $ pZ }. 
Note that ind(l- T) #O for 2 in G,. First assume that G, does not 
separate 0 from co and let E > 0. Let S be the operator obtained in 
Theorem 1.1. It will be shown that S has a pth root. To do this it suffices to 
show that the operators A 0 M, B, and CON all have pth roots, since S is 
similar to their direct sum. But M and N are normal and B is similar to a 
normal operator. By Proposition 1.13, it remains to show that A and C 
have a pth root. 
Now A is the direct sum of operators of the form A(Q)‘k’, where 
1 d k d a. If k is either infinite or divisible by p, then A(Q)‘@ has a pth 
root by Proposition 2.3. If k is not divisible by p, then by part (e) of 
Theorem 1.1, 52 E GP( T). Therefore Sz does not separate 0 from cc. By 
Proposition 2.4, A(Q), and hence A(Q) W) has a pth root. Therefore A E J?,,. , 
It follows by a similar argument that CE .@,,. Thus SE ,gp and TE cl &‘,,. 
For the converse, it is first proved that 
{ T E g(X): GP( T) does not separate 0 from cc ) 
is a closed subset of g(X). In fact, if I/T,, - TII -+ 0 as n -+ cx: and y is a 
simple closed curve in G,(T), then there is an integer n, such that 
y c_ G,( T,,) for all n 2 n,. So if no GP( T,) separates 0 from m, 0 $ inside ; 
by Proposition 1.4. Thus that same proposition implies that G,(T) does not 
separate 0 from co. 
Therefore it suffices to show that if TE gp, then G,,(T) does not separate 
0 from co. So assume that T= AP for some operator in 98(X’) and assume 
that G,,(T) separates 0 from co. It will be shown that this leads to a con- 
tradiction. 
By Proposition 1.4, there is a simple closed curve y: [0, 1 ] + G,,(T) that 
contains 0 in its inside. Since y meets the positive real axis, it may be 
assumed that y(O) = y( 1) = c1> 0. Because GP( T) c a(T) = [a(A)]4 there is 
a point a in a(A) such that up = ~1. 
Now zp: @\{O} + C\(O) is a covering map. (In this paragraph a number 
of standard facts about covering maps are used. These facts can be found in 
almost any book on the subject, of which [22] is a good example. As an 
alternative, the facts concerning this particular covering map can be 
derived directly using analytic function techniques.) Thus there is a path 
P: co, 11 + C:\(O) such that p( t)P = y(t) for all t in [0, 11. Moreover p can 
be chosen such that p(O) = b for any point b such that bP = c(. Because y is a 
generator for the fundamental group of C\{O}, p must be one-to-one and, 
furthermore, if p, and pz are two such liftings of y, then p](l) = p*(l) 
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whenever pi(O) =,uz(0). Thus curves ,ur,..., pP can be chosen such that 
[~+(t)]~=y(t)forO<tdl and l<j<p, and 
P,(l)=~~+~(o) for 1 <j<p- 1, 
Pp(l)=a- 
Moreover for distinct j and k, pj(t) # p,Jt) for all t in [0, 11. That is, for all 
t in [0, 11, PI(t),..., p,(t) are the distinct pth roots of y(t). Therefore 
T-y(t)= CA -h(t)1 ... [A -&WI (3.2) 
for O<t<l. 
Because y(t) 4 c,(T) for all t in [0, 11, the Spectral Mapping Theorem 
implies that pi(t) $ o,(A) for 1 <j 6p and for all t in [0, 11. On the other 
hand, pj(t)Ea(A) for all t in [0, 11. To see this, observe that since 
p,(O)=a~o(A), if pl(t)$o(A) for some value of t, then there is an s6t 
such that p,(s) is a non-isolated point of &(A). Therefore pr(.s)~o,(A) 
WI> a contradiction. Thus p,(t) E a(A) for all t. In particular, 
p,(l) =pL2(0)e a(A). Now use induction and the same argument to con- 
clude that 
Pj( t, E #CA )\ae-(A 1 for l<jdp and O<tdl. 
Hence A -pj(t) is a Fredholm operator. By the continuity of the 
Fredholm index, there is an integer kj such that ind[A - p,j(t)] = k, for 
O<t<l. But pi(l)=p,+r(0). Therefore k,= ... =k,=k. It follows from 
(3.2) that 
ind[ T- y(t)] =pk. 
But y(t) E G,(T) and so ind[ T- y(t)] is neither 0 nor divisible by p, con- 
tradicting the preceding equation. 1 
3.3. COROLLARY. If O( T) = a,(T), then TE cl gP for all p. 
3.4. COROLLARY. If p 2 2, T E cl 9$, and K is a compact operator, then 
T+ KEC~~$,. 
The last result of this section is somewhat surprising for purely 
topological reasons, but is an immediate consequence of the reasoning that 
has gone before. 
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(c) The set {AEC:A-T is Fredholm and ind(&T)#O} does not 
separate 0 .from a. 
Proqf: Clearly, (7(~~:p~2}c_n{cl.~~:p32t, so cl[ni.~~:p>,2il c 
n{cl .%,,:p>,2). That is, (a) implies (b). The fact that (b) implies (c) 
is an immediate consequence of Theorem 3.1. It remains to show that (c) 
implies (a). 
Assume that (c) holds. Define Q = {,I E @: i - T is Fredholm and 
ind(1 - T) # 0} and let E > 0. Let S be the operator obtained in Theorem 
1.1. So S is similar to the direct sum of normal operators (which have roots 
of all orders) and operators of the form A(O,)‘k” and C(@i)‘hf) where s;1, 
and Qi are analytic Cauchy regions and 1 6 k,, h, 6 co. From the properties 
listed in Theorem 1.1 it follows that if k, or h, is finite, then 0, and @, are 
subsets of Q. Thus, neither 52, nor @, separate 0 from co, and so ,4(s2,)‘k1’ 
and C(@,) (h/b belong to fl {gp: p > 2) by Proposition 2.4. If k, or h, is 
infinite, then the corresponding operator belongs to fi (J$: p 3 2) by 
Proposition 2.3, since this operator is unitarily equivalent to its direct sum 
with itself p times for every p 3 2. Therefore SE (7 {“A: p 3 2 1; that is, (a) 
holds. 1 
4. THE CLOSURE OF THE SET OF OPERATORS HAVING A LOGARITHM 
The purpose of this section is to prove the following result. 
4.1. THEOREM. Zf T E 98(X)), then T E cl 8 if and only if the set 
P+(T)={~EC::-Tissemi-Fredholmandind(E.-T)#O} 
does not separate 0 from c;o. 
Proof: Suppose that P,(T) does not separate 0 from CG and let F > 0. 
Let S be the operator obtained in Theorem 1.1. It will be shown that 
SE cl b. As in the proof of Theorem 3.1, it suffices to show that A and 
C E cl 6. But Theorem 1.1 implies that a(A) u a(C) 5 P,(T). Hence the 
hypothesis implies that neither cr(A) nor a(C) separates 0 from z. 
Therefore both A and C E B and so SE cl 8”. 
To prove the converse, first observe (as in the proof of Theorem 3.1) that 
{ T E g(X): P+(T) does not separate 0 from E } 
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is a closed subset of 9?(X). Thus it suffices to assume that T = exp A for 
some A in S?(2) and to prove that P,(T) cannot separate 0 from co. 
Assume to the contrary that P+(T) does separate 0 from cc and let 
y: [0, l] -+ P*(T) be a simple closed curve that contains 0 in its inside. It 
may be assumed that y(O) = y(1) = CI >O. Because exp: @ -+ C\(O) is a 
covering map, there is a path p: [0, l] --f @ such that exp[p(t)] = y(t) for 
all t and p is uniquely determined by the choice of ~(0) in {a: e” = a>. 
Now if x is an element of a Banach algebra and f is a function analytic 
in a neighborhood of U(X), then, by an elementary argument, 
f (al(x) n a,(x)) G a,(f(x)) n a,(f (x)). Applying this to the Calkin algebra 
proves that {ea: ~~dw-%e(~)) c G(T) n %A T) c @\P, (0 
Therefore if exp[p(t)] = y(t), p(t) 4 o,,(A) n a,,(A). 
Now fix a path ,u such that exp[p(t)] = y(t) and ~(0) = a, for some a, in 
a(A). If there is a value of t such that p(t) $ a(A), then there is a value of s 
such that p(s) is a non-isolated point of da(A). Thus p(s) E a,,(A) n a,,(A) 
[25], an impossibility. Hence p(t) E a(A) for all t in [0, 11; in particular, 
p( 1) E a(A). But p( 1) = a, + 2nin 1 for some integer n, . Let p1 = p and let pz 
be the unique path such that exp pz =y and ~~(0) =pr(l). By induction, 
there is a sequence of paths { ,uLi} such that for each j > 1 and 0 < t 6 1, 
exp Pjtt) = Y(t)3 
Pj+I(")=Pj(1)3 
P,(t) E 4‘4 1. 
Let pj( 1) = a, + 2xinj for some integer nj. Because y is a generator of the 
fundamental group of UZ\{O}, the integers n,, n2,... are all distinct [22]. 
Therefore {a, + 2&z, : j b 1) E a( A ) and this sequence is an unbounded set. 
This contradiction implies that no such path y can be found and so P,(T) 
cannot separate 0 from co. 1 
Note that if T is the unilateral shift of infinite multiplicity, then T$ cl & 
although T~n{&?~:~32).Thuscld#n{cl&?~:p>2}. Morecanbesaid. 
4.2. COROLLARY. Zf TE&?(%‘), then T~n{clSI?~:p>2} but T$cld if 
and only if for every non-zero integer n the set P,(T) does not separate 0 
from co, but P+,(T)u Peoo(T) does. 
4.3. COROLLARY. Zf TE~!I(S) such that a,(T) = a,,(T) n ore( T), then 
TEn{clB~:p~2) ifundonly $TTEc~&. 
4.4. COROLLARY. Zf TE S?(X) and o(T) = ole( T) n ore(T), then TE cl 8. 
4.5. COROLLARY. If TE cl &, then T + K E cl d for every compact 
operator K. 
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5. THE INTERIOR OF THE SET OF pth ROOTS AND THE SET OF LOGARITHMS 
The interiors of the sets 9$ and d are characterized in this section. There 
is a peculiarity that surfaces in the characterization of the interior of 92,, due 
to operators that have 0 as an isolated eigenvalue of multiplicity one. This 
unpleasantness i understood by a consideration of what happens when the 
underlying Hilbert space is one dimensional. Note that in this case every 
operator has a pth root, while the zero operator is the only one without a 
logarithm. 
To begin, note that for any operator T if E > 0, then there is a 6 > 0 such 
that if 11 T- SI( < 6, then a(S) c (CJ( T)),. Thus if cr( T) does not separate 0 
from a, then E can be chosen sufficiently small that a(S) does not separate 
0 from co whenever 11 T- Sj/ < 6. Thus TE int 8, and hence int A’[,, 
whenever a(T) does not separate 0 from cc. The gist of the results of this 
section is that the converse of this statement is true, though in the case of 
&,, this must be modified, as pointed out above, to accommodate the 
possibility that 0 may be an isolated eigenvalue of multiplicity one. 
The idea here is to characterize c~[~(.X’)\.@~] and cl [:%( X)\G ] since 
the complements of these sets are int .@P and int &, respectively. But first it 
is necessary to characterize the normal operators in int ;‘A, and int 6. 
5.1. LEMMA. [f N is a normal operator such that o(N) is connected and 
equal to its essential spectrum, then N is the limit qf‘ a sequence of 0peratar.s 
without a pth root tf and only (f a(N) separates 0 ,from CD. 
ProqJ: If N is the limit of a sequence of operators without a pth root, 
then the remarks preceding this lemma show that a(N) must separate 0 
from rci. 
So assume that a(N) separates 0 from a. Since a(N) is connected, for 
any E > 0 there is an analytic Cauchy region Q such that o(N) G (cl Q),, and 
Q separates 0 from co. If M= multiplication by z on L’(%2)), A = A(Q), 
and C = C(Q), then 
on L’(X2) = H’(X2) @ H*(XJ)‘, where K is a compact operator. 
Let Y be an analytic Cauchy region with cl R c Y and cl ‘PC (Q),. If B, 
is a normal operator such that a(B,) = o,(B,) = cl Y, then, by Theorem 
1.3, there is a normal operator N, such that 
IIN-N, II <E 
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and N, E NO B, . Let Bz be a normal operator such that ((B, - B, (( < E and 
B, z B, @ M. Thus 
where D z B, @A. Hence there is a normal operator N, E NO B, such that 
IIN - N, 11 < 2~. Note that o(D) = (T,(D) = cl Y. 
Fix a point a in Z\[clS2ua(N)]. By Theorem 3.1 of [S], there is an 
operator Q with 
fJ(Q) = 14 and IIQ-011 <E. 
Therefore there is an operator T unitarily equivalent to 
NO0 
[ I 0 e 0 0 0 c
and such that 1) T - N/J < 3~. 
Because the point a does not belong to cl !I2 = a(C), a(Q) n a(C) = 0. 
By Rosenblum’s Theorem [28], there is an operator Y such that 
QY- YC= K. But 
1 Y i 1 0 1 
is invertible with inverse 
1 -Y [ 1 0 1 
If 
Q 
[ “I 0 c 
is conjugated by this invertible operator, it is seen that T is similar to 
N 0 Q 0 C. Therefore a(T) = a(N) u {a} u cl Sz. Moreover 
SZ\a(N) = { 1 E Cc: T - A is Fredholm and ind( T - II) = 1) 
By Theorem 3.1, T cannot have a pth root for any integer p 2 2. 1 
5.2. LEMMA. If N is a normal operator, then N is the limit of a sequence 
of operators that do not have a pth root if and only if a,(N) separates 0 from 
00 or 0 is an isolated eigenvalue of N having multiplicity at least 2. 
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Pro@ First assume that o,(N) does not separate 0 from a and 0 is not 
an isolated eigenvalue of N having multiplicity at least 2. Since the spec- 
trum of N consists of o,(N) together with the isolated eigenvalues of finite 
multiplicity, the only way that o(N) can fail to separate 0 from cc is for 0 
to be an isolated eigenvalue. But the above assumption implies that if this 
is the case, then 0 must have multiplicity one. Thus N = N, @ 0, where 0 
acts on a one dimensional space and N, is a normal operator whose spec- 
trum does not separate 0 from ~j. If (T,, i is a sequence of operators that 
converges to N, then an application of the Riesz functional calculus shows 
that for all sufficiently large n, T,, is similar to A,, @ >,,,, where A,, + N, , 
i,, -+ 0, A,, acts on a one dimensional space, and CJ( A,,) does not separate 0 
from co. Therefore for all large n, T,, has a pth root for all p 3 2. 
For the converse, if 0 is an isolated eigenvalue of N having multiplicity at 
least 2, then N 2 N, 00, where 0 operates on ker N, a space of dimension 
at least 2. If ker N is finite dimensional, 0 is the limit of a sequence of 
simple Jordan blocks {J,l ), none of which has a pth root. Since 0 4 o( N, ), 
Corollary 2.2 implies N, @J,, does not have a pth root. The case in which 
ker N is infinite dimensional is handled similarly. 
It remains to consider the case where u,(N) separates 0 from ‘xc. Let 
K = cl[(a,(N)),,]. By Theorem 1.3 there is a normal operator A4 such that 
a(M) = K and lIM- Nil <E. Since K has only a finite number of com- 
ponents, M = M, 0 M, , where a( M, ) is connected and separates 0 from ;/, 
and a(M,)na(M,,)= q . By Lemma 5.1, M, =lim T,,, where no T,, has a 
pth root. If 0 < 6 < dist(cr(M,), o(M,)), then there is an integer n, such that 
a( T,,) E (a(M,)), for n 2 n,. In particular, a(M,,) n a( T,,) = El for n 3 n,,. 
By Corollary 2.2, MU@ T,, has no pth root. 1 
5.3. LEMMA. If T is an invertible operator w,ho.ye spectrum separates 0 
,from x, then T is the limit qf a sequence of invertible operators,from 
~(.~)\~(.%?p: 26p-c %}. 
Proof Let G be the component of C\a(T) that contains 0; hence G is 
bounded and aG G a(T). Let K= 8G less its isolated points and let A4 be a 
normal operator such that a(M) = K. Let Q be an analytic Cauchy region 
whose closure is contained in G and such that 852 is within a distance i-: of 
?G, dG is within a distance E of 852, and 0 E Q. 
By [4] (also see Theorem 9.1 of [3]) there is an operator A that is 
similar to TOM and such that \IA - T(I <E. By Theorem 1.3, there is a 
normal operator N with o(N) = 8Q and IIN - MI1 < E. Thus there is an 
invertible operator B similar to T@ N such that /lB- TII cc. But 
a(T) n a(N) = 0 and so B has a pth root if and only if both T and N have 
pth roots (2.2). But the preceding proposition implies that N is the limit of 
190 CONWAY AND MORREL 
a sequence of operators without pth roots. It follows that B is the limit of a 
sequence of operators without pth roots. Since B is invertible any 
approximating operator must also be invertible and so this completes the 
proof. 1 
This lemma suffices to characterize the interior of the set of operators 
having a logarithm since all such operators are invertible. 
5.4. THEOREM. An operator T belongs to the interior of the set of 
operators having a logarithm if and only if o(T) does not separate 0 from co. 
Proof: It has already been pointed out that if o(T) does not separate 0 
from co, then Taint 6. For the converse assume that T is invertible but 
that r~( T) separates 0 from cx). Then the preceding lemma implies that there 
is a sequence of operators (T,, > such that T, + T as n + co and T, has no 
root of any order. Hence T,, cannot have a logarithm; that is, 
TEC~[~?(%‘)\&‘] and so T$int 1. 1 
5.5. THEOREM. If T is an operator whose spectrum separates 0 from 00 
and 0 is not an isolated eigenvalue that belongs to the complement of the 
polynomially convex hull of u(T)\ { 0} an w ose Riesz idempotent has rank d h 
one, then T is the limit of a sequence of operators that do not have pth roots 
for any integer p > 2. 
Proof: If T is invertible, the result follows by Lemma 5.3. So assume 
that 0 E (r(T). The argument proceeds by looking at the two separate cases 
where 0 E int IJ( T) and where 0 E &J(T). 
First treat the case that 0 E int a(T). If T is semi-Fredholm, let U be the 
component of { 1 E a(T): A - T is semi-Fredholm} = .Q that contains 0 and 
let k = ind TE Z u { + cc}. If k = 0, then there is a sequence of operators 
{ T,, } such that T= lim T,, and T,, is invertible (see, for example, Theorem 
3.1 of [5]). Thus for sufficiently large n, o( T,) separates 0 from co. By 
Lemma 5.3 it follows that T,,, and hence T, belongs to ~l[g(Z’)\g~] for 
every p Z 2. 
If k # 0, then without loss of generality it can be assumed that k < 0. Let 
S be the operator obtained in Theorem 1.1. It follows that the operator S 
can be chosen to be semi-Fredholm with ind S = k. Thus 0 E Qi for some i 
(the notation here is that of Theorem 1.1) and k, = -k. By Proposition 2.8, 
A(Qi) WI) is the limit of a sequence of operators {A,} none of which belongs 
to %?p and such that a(A,) = cl Qi for every n. If S, denotes the operator 
obtained by replacing A(Qi)(kZ) with A, in the definition of S, then, by 
Proposition 2.4, S, E B(J?)\%?~. Hence T belongs to cl[%Y(%)\%?~]. 
Now assume that OE int o(T) but that T is not semi-Fredholm; 
hence 0~a,,(T) n (TJT). Since O~int a(T), it must be that OE 
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int[o,,(T) n crre( T)]. Let E be sufficiently small that A, = {z E c: Iz[ < c} G 
int [o,,( T) n ore(T)]. By Theorem 3.1 of [S], there is a sequence { T, } of 
operators such that T=lim T,, and o(T,) ~o(T)\d,. By Lemma 5.3 each 
T,,, and hence T, belongs to cl[99(%‘)\%?~] for every p 2 2. This completes 
the proof under the assumption that O~int a(T). 
Now assume that 0 E &r(T) and 0 is an isolated point of a(T). Let E be 
the Riesz idempotent corresponding to (0) and let Z = a(T)\ (0). ThusT is 
similar to T, @ T, operating on (1 -E) X0 EX, a( T,) = C, and T, is 
quasinilpotent. Note that 0 I$ Z. 
If 0 E 2, then Lemma 5.3 implies there is a sequence {A, } of operators 
such that T, = lim, A,, no A, has a pth root for any p 3 2, and each A,, is 
invertible. By Proposition 2.2, A,@0 has no pth root for any p 3 2, and 
each A, is invertible. By Proposition 2.2, A, @O has no pth root for any 
p 3 2. Hence TE cl[%9(X’)\gp] for every p 3 2. 
If 0 4 2, then dim ES 3 2 by hypothesis. If EX is a finite dimensional 
space, then an easy argument using Jordan canonical forms shows that 
T, = lim B, where each B, is a cyclic nilpotent operator and hence has no 
pth root. Therefore T= lim C,, where each C, is similar to T, @ B,,: 
Proposition 2.2 implies that C,, does not have a pth root. 
Finally assume that 0 is not an isolated point of &r(T). If there is a 
sequence {;l,l } in c(T) such that i,, -+ 0 as n -+ co and I, - T is semi- 
Fredholm for every n, then A,- T~cl[S8(%)\9,,] by the argument that 
appeared earlier in this proof. Hence TE cl[&9(X)\%?,,]. Therefore it can be 
assumed that there is an Y >O such that if A, z {ZE @: 1~1 <Y}, then 
A,. n CJ( T) c (T,~( T) n CJ~~( T). Let 0 <E < r. There is an operator T, such that 
11 T - T, @Oil <E, where 0 operates on an infinite dimensional space; write 
this inlinite dimensional space as the direct sum of two infinite dimensional 
spaces. That is, II T- T, @000/l <a. Let N, be a normal operator with 
o( N, ) = cl A,:. If T, = T, @ N, , then II T- T, @ 011 < 2~. By Theorem 3.1 of 
[S], there is an operator T, such that cr( T,) c G( T)\,A,. and 11 T, - T, I/ < C. 
Thus IIT- T,@Oll <3E. 
If N, is a normal operator with o(N,) = (ZE C: ~/3 d 1~1 d 2c/3}, then 
11 T- T, 0 N, 11 < 4~. By Lemma 5.3 there is a sequence of invertible 
operators {A, > such that N, = lim A, and no A, has a pth root for any 
p3 2. But for sulliciently large n, a(A,) E {ZE @: l/4 < 1~1 6 3/4}. Thus 
a( T3) n a(A,) = 0 for all sufficiently large n. By Proposition 2.2, 
T, 0 A,, E .%l(X)\.%f,,. Hence TE cl[99(&‘)\.$$,] for every p 3 2. 1 
Easy topological arguments, when combined with the preceding 
theorem, immediately prove the next theorem. 
5.6. THEOREM. If T E S?(X)), then the following statements are equivalent. 
(a) There is an integer p > 2 such that TE int %?p. 
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(b) Teint[r){%‘P:p<2}]. 
(c) Either a(T) does not separate 0 from 00 or 0 is an isolated eigen- 
value of T that belongs to the unbounded component of the complement of 
W)\(O) d h an w ose Riesz idempotent has rank one. 
5.7. COROLLARY. If T is an invertible operator, then the following 
statements are equivalent. 
(a) TE int 8. 
(b) There is an integer p 2 2 such that T E int SYP. 
(c) TEint[n{B,,:p>2}]. 
(d) a(T) does not separate 0 from co. 
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