ABSTRACT. The ability of agent-based models (ABMs) to represent heterogeneity in the characteristics and behaviors of actors enables analyses about the implications of this heterogeneity for system behavior. The importance of heterogeneity in the specification of ABMs, however, creates new demands for empirical support. An earlier analysis of a survey of residential preferences within southeastern Michigan revealed seven groups of residents with similar preferences on similar characteristics of location. In this paper, we present an ABM that represents the process of residential development within an urban system and run it for a hypothetical pattern of environmental variation. Residential locations are selected by residential agents, who evaluate locations on the basis of preference for nearness to urban services, including jobs, aesthetic quality of the landscape, and their similarity to their neighbors. We populate our ABM with a population of residential preferences drawn from the survey results in five different ways: (1) preferences drawn at random; (2) equal preferences based on the mean from the entire survey sample; (3) preferences drawn from a single distribution, whose mean and standard deviation are derived from the survey sample; (4) equal preferences within each of seven groups, based on the group means; and (5) preferences drawn from distributions for each of seven groups, defined by group means and standard deviations. Model sensitivity analysis, based on multiple runs of our model under each case, revealed that adding heterogeneity to agents has a significant effect on model outcomes, measured by aggregate patterns of development sprawl and clustering.
INTRODUCTION
Geographers and economists, dating back to Ricardo (1821) and Thünen (1826) , have developed theories of location and land use to describe the process of settlement and its resulting spatial patterns. Although these theories focused initially on agricultural land rents and the appropriate site selection for different agricultural products, subsequent work has extended these theories and models to consider intercity site selection (Marshall et al. 1961) , social influences on site selection (Hurd 1903) , and residential land uses (Alonso 1964) . Each of these formal models has been based on assumptions of homogenous, rational agents acting on a featureless plain. The assumptions limit the usefulness of these models for investigating humanenvironment interactions or feedbacks known to affect land-use patterns, e.g., through human perception, cognition, and evaluation of the landscape (Nassauer 1995) . Furthermore, human perceptions, e.g., cognitive/mental maps, of landscapes vary (Golledge and Stimson 1987) , as do the preferences and approaches firms and households have for selecting sites for businesses or residences within a landscape.
Agent-based modeling (ABM) is a contemporary approach that can be used to represent agents that are heterogeneous, adaptive, and interactive (Holland and Miller 1991, Hong and , important characteristics of complex systems that create tractability problems for analytical models. ABM is distinguished from statistical modeling approaches in its focus on the ways in which macroscale spatial patterns, e.g., urban settlement patterns, result from processes and behaviors of microscale actors, e.g., households and firms, and by its ability to represent nonlinear interactions (Epstein and Axtell 1996, Axelrod 1997, Gilbert and  http://www.ecologyandsociety.org/volXX/issYY/artZZ/ Troitzsch 1999, Gimblett 2002 , Parker et al. 2002 , 2003 . Though cellular automata (CA) have also been used to represent these dynamics, ABM permits mechanisms to be assigned to objects other than locations on the landscape, whereas CA rules refer to locations (Benenson and Torrens 2004) . Agent-based models have been used to provide "proofs of existence" (Waldrop 1990 ) of spatial patterns resulting from the actions of individual agents with very simple behavioral rules. For example, Parker and Meretsky (2004) and Sasaki and Box (2003) demonstrated how spatial patterns like those described by Von Thünen can result from economically rational agent behaviors, and Schelling (1969 Schelling ( , 1978 demonstrated how patterns of residential segregation can result when individuals have only a small preference to be near people like themselves.
Important issues in the use of ABMs are how to appropriately represent the heterogeneity of agents and their environment as software objects in ways that accurately reflect the actual heterogeneity of " real-world" objects, and what effects heterogeneity has on the outcomes of the models. In individualbased models of ecological systems, the degree of heterogeneity among and within species (Lomnicki and Sedziwy 1989, Uchmanski 2000) has clear effects on the viability and behavior of populations. Many abstract models of land-use dynamics (Sanders et al. 1997 , Otter et al. 2001 , Cioffi-Revilla and Gotts 2003 , Parker et al. 2003 , Brown et al. 2004 ) have demonstrated how complex interactions can give rise to observed land-use patterns without data on actor-level heterogeneity. Models of landuse that use data on agent characteristics have tended to (1) use aggregate data about agents or their environment (e.g., ILUTE, Miller et al. 2004) , or (2) use ranges of acceptable values as defined in the literature and randomly assign values within those ranges (e.g., LUCITA, Deadman et al. 2004 ).
We explored the sensitivity of a model of residential location (called SOME, Brown et al. 2004 Brown et al. , 2005 to heterogeneity in resident preferences. We introduced two different types of heterogeneity of agent preferences to the model, and represent that heterogeneity through analysis of survey data on residential preferences in southeastern Michigan (Marans 2003 , Fernandez et al. 2005 . The first type of heterogeneity, referred to here as "variability," reflects continuous variation in agent characteristics across the entire population or within a single agent type. We introduce this variability into the SOME model by defining normal distributions of residential preferences for each of a number of preference factors. The second type of heterogeneity, referred to here as "categorization," introduces multiple types or groups of individuals with similar preferences. An important difference between these approaches to representing heterogeneity is that variability assumes that various agent characteristics, e.g., preferences on a number of different factors, are independent, e.g., uncorrelated. On the other hand, categorization allows for correlation among agent characteristics, through the definitions of the various categories of agents. Correlation among preferences raises the possibility for nonlinear effects from categorization. We investigated categorization both with and without representing uncorrelated variability among agents within groups, whose characteristics may exhibit correlation. Under a series of experimental settings involving variability and categorization of agent preferences, we measured model outcomes in terms of spatial patterns of development, the distributions of agent utility and, for experiments that used categorization, relationships between group characteristics and their achieved spatial patterns and utility levels. Our goals were not to determine the level of variability that is most realistic, because we assume that populations have variable preferences. Instead, we are exploring the implications of various approaches to representing that variability in a model of urban sprawl, including not representing it at all.
In the next section we summarize an analysis of data from the Detroit Area Study (DAS) survey and describe the SOME model as a platform for experimentation and exploration in relation to the survey data. Next, we describe how we related survey questions to agent preferences, how we summarized the distributions for input to the model, and our approach to sensitivity analysis. We then present the results and conclude with a discussion of the results and some lessons learned about the implications of agent heterogeneity in our model of urban sprawl. Table 1 . Preference factors from the analysis of the survey data (Fernandez et al. 2005) , with percent of variance explained by each. Numbers in parentheses indicate the loading of strongly related variables, i. e., those loading 0.5 or higher, on each factor. All variables not loading greater than 0.5 on any one variable are listed under "other factors." All variables used in the analysis are listed once. 
METHODS The survey data
What follows is a brief summary of the survey data; for a complete description, see Marans (2003) . The survey was conducted in 2001 through both faceto-face interviews and mail questionnaires collected from residents of Livingston, Macomb, Monroe, Oakland, St. Clair, Washtenaw, and Wayne Counties in Michigan. The results presented in this paper are based on 592 respondents. The selection of respondents for our analysis reflects our interest in modeling the patterns of development based on initial movement into exurban areas. We included only those respondents who identified themselves as having purchased a single-family detached house during the past 10 yr and who lived in the exurban parts of the metropolitan area. To tie our goals to available information about the respondents of the survey, we defined exurban locations to include towns with populations less than 15,000 and all unincorporated areas, i.e., townships. Our analysis provides no basis for making claims about distributions of preferences outside the southeastern Michigan region. Respondents were asked about the importance of variables influencing their decision to move to their current neighborhoods (Table 1) . A four-point importance scale ranging from "very important" to "not at all important," recoded to a numeric scale from 1 to 4, was used for the preference variables.
The goal of a previous analysis of these data was to summarize the major factors affecting residential location decisions, and to identify variation among residents on these various factors (Fernandez et al. 2005) . We used a factor analysis to identify four preference factors with eigenvalue scores over 1.0, indicating significant explanatory power, with each http://www.ecologyandsociety.org/volXX/issYY/artZZ/ factor explaining over 10% of the total variance and 52.2% of the total variance accounted for by the four factors (Table 1) . Because the statistical analysis is described in detail elsewhere (Fernandez et al. 2005) , the results are summarized here and the reader is referred to the earlier paper for more details.
The loadings on Factor 1, social comfort, pointed to the importance of social networks and other social factors in the selection of residential locations (Table 1) . This is a factor we had not included in previous versions of our model, but one that could alter the model dynamics enough that we decided to represent it in the model. As a result, we constructed a measure of neighborhood similarity, which is described in the section on The SOME model, with the specific intent of representing the tendency of some residents to value nearness to people more like themselves than others. We interpreted Factor 2, openness/naturalness, as describing the aesthetic quality associated with broadscale visual amenities on the landscape, such as like open space and rolling terrain, that residential homebuyers consider in their choice of a residential location. This factor was represented in the model as a general "aesthetic quality" component. Factor 3, residential aesthetics, was related to the aesthetic characteristics of the particular dwelling and neighborhood, which we interpreted to operate at a scale that is too finely grained for our modeling goals, recognizing that neighborhoods and homes can be designed in a variety of ways within a given setting. We, therefore, did not use the scores on Factor 3 in any of the model-based analyses. Factor 4, schools and work, represented availability of a range of urban services and employment opportunities provided by commercial, institutional, industrial, and retail developments. Because of the high loading of the nearness to work question on Factor 4, along with good schools and the loading, albeit weak, of convenience to shopping and schools (Fernandez et al. 2005) , we represented Factor 4 in the model using an indicator of distance to services.
The SOME model, described in the next section, was designed to represent decision making about residential location that includes evaluation of landscape characteristics that are related to those identified in the factor analysis of survey respondents, with the exception of Factor 3. A subsequent cluster analysis of survey respondents was used to identify groups of agents with similar preference characteristics and to evaluate the effects of these categories on spatial settlement patterns. The resulting seven categories of residents, which represented heterogeneity through categorization, were created based on similarity of scores on the four preference factors, though only three of the factors were used in the subsequent model analyses (Fernandez et al. 2005 ) and summarized as means and standard deviations of factor scores within each cluster (Table 1 
The model
The first model from our project entitled Spatial Land-Use Change and Ecological Effects (SLUCE), which we have named SLUCE's original model for exploration (SOME), was designed specifically as a residential location model that would be linked to the results obtained from the Detroit Area Survey (Fernandez et al. 2005) to simulate residential land-use patterns. Initial implementations of the model incorporated distance to service centers and aesthetic quality as drivers of residential location. These initial mechanisms were analytically validated, while studying the effects of a greenbelt near a growing city (Brown et al. 2004) . Also, using the initial version of SOME, we determined that SOME could generate distributions of development cluster sizes that compared well with the structural form of real-world cities (Batty and Longley 1994) using different types, e.g., additive vs. multiplicative, of utility functions as representations of residential location decision making (Rand et al. 2003) . The version described here as well as a version for pedagogical purposes is available on the Internet (http://www.cscs.umich. edu/sluce/).
A wide range of factors driving residential location
Ecology and Society (): r http://www.ecologyandsociety.org/volXX/issYY/artZZ/ Fig. 1 . Screen capture from a typical simulation run of the SOME model. The spatially autocorrelated and heterogeneous landscape is represented by shades of green, and brighter green represents higher aesthetic quality. The initial service center is located in the center of the landscape in yellow, and all other service centers are depicted in red. Residents are depicted using dark black squares. Last, the violet circle represents the boundary used in our sprawl measurements. The labels and circle were added for graphic illustration and are not displayed by typical model runs.
choices have been described in the literature, including the cost of travel and travel time to work (Block and Dupuis 2001) , proximity to and quality of open space and urban amenities (Irwin 2002) , housing characteristics (Geoghegan 2002) , agglomeration effects (Krugman 1993 , Weisbrod et al. 1980 , sociodemographic factors (Weisbrod et al. 1980) , and government policies. Because our focus was on linking an agent model to household survey data to investigate the influence of residential household heterogeneity on development patterns, we implemented only those drivers identified in the household survey. Thus in the current version of SOME, described in more detail in Appendix 1, the residential agents use distance to service centers, related to Factor 4, above, aesthetic quality (Factor 2), and neighborhood similarity (Factor 1) to select residential locations, the first two of which are illustrated in Fig. 1 . The agents use a modified CobbDouglas utility function (Appendix 2) to evaluate the utility they would attain from a number of randomly selected locations, using the following form: Fig. 2 . Standard deviation scaling for the social comfort factor. Distributions for each of the seven groups were derived using the mean and standard deviation factor scores for each group. Distributions were cut off at ± a) 1.5, b) 2, and c) 3 standard deviations.
(1) where u r(x,y) is the utility of location (x,y) for resident r; α ir is the weight the resident r places on factor i; β i is the preferred value on component i and assumed constant for all residents, i.e., all residents desire the most aesthetic quality and shortest distance to service centers; γ i(x,y) is the value of component i at location (x,y) , and m is the number of components evaluated, i.e., three. Every agent must have a preference weight for each component, i.e., α ir , and the preference weights across the three components were constrained to sum to one, for reasons outlined in Appendix 2. We assigned preference weights to the agents based on our analysis of the survey data.
The first component in the utility function, distance to service centers, was calculated using straight-line distances from each location to the nearest service center. The values were inverted and scaled to the range [0,1], such that the maximum possible distance value was assigned a value of 0 and a cell immediately adjacent to two service centers was 1. This value was recalculated each time a new service center was added to the landscape.
For the aesthetic quality component, each location in the landscape was assigned a value from a hypothetical landscape, which was a surface of spatially autocorrelated values drawn from a normal distribution with values in the range [0,1] and a mean value of 0.5 (Fig. 1) . We held the map of aesthetic quality values constant across all experiments and over time within a given model run.
The third component in the utility function incorporates an evaluation of social similarity by the active resident with the presettled resident agents in the neighborhood of a location. Residents measured their neighborhood similarity by using agent preference weights as surrogates for visual cues of wealth and lawn manicure, as well as distance preferences, which also suggest similar lifestyles tastes and preferences. Every time an agent evaluated a cell, that agent's preference weights for all three factors, aesthetic quality, distance to services, and neighborhood similarity, were compared to those of any other agents that were already located in the vicinity, i.e., the eight cell neighborhood of the cell being evaluated. If there were no residents in the neighborhood, the neighborhood similarity score for that location was set to a neutral value, i.e., 0.5 in a possible range of 0-1. For all residents in the vicinity, the composite similarity of preferences is calculated as 
where γ 3r(x,y) is the neighborhood similarity value at location (x,y) for agent r; α 1r , α 2r , and α 3r are the preference weights for the three factors in the utility function Eq.1 for agent r, the one evaluating the location; α 1j , α 2j , and α 3j are the corresponding preference weights of agent j located at one of the eight locations neighboring location (x,y); and n is the number of agents occupying neighboring locations. The neighborhood similarity values were then scaled to the range [0,1].
The neighborhood similarity component distinguishes this version of the SOME model from earlier published versions (Brown et al. 2004 . In addition, this new component represents decision making that is similar to that found in the residential segregation model by Schelling (1969 Schelling ( , 1978 , in that http://www.ecologyandsociety.org/volXX/issYY/artZZ/ Fig. 3 . The frequency of agents in each cluster according to the results of the analysis of the Detroit Area Study (Fernandez et al. 2005) .
agents use similarity with neighbors as a consideration in where to locate. For this reason, it might be possible to use this version of the SOME model to extend Schelling's work on segregation using continuous measures of similarity and situations where agents consider more than just similarity, i.e., aesthetic quality and distance to services. Focused as we are on the effects of heterogeneity in preferences on urban settlement patterns, our goals do not extend to performing these comparisons.
We initialized the model with a single service center, located at the center of a 151 x 151 landscape map. Residents enter the world at a constant rate, i.e., 10/ time step, and a new service center locates near every 100th resident. Each resident selects the location that maximizes their utility function from a set, i.e., 15, of randomly selected sites. The limited number of sites evaluated is intended to mimic the effects of incomplete information and bounded rationality on the part of residential homebuyers.
Once residents settle at a location, they remain at that location throughout the model run. The area of http://www.ecologyandsociety.org/volXX/issYY/artZZ/ 
Populating the model with survey-based agents
Agent preference weights were empirically defined using the factor scores derived from the analysis of household survey data. Effectively, the factor analysis distilled the essential drivers of residential location by loading the array of survey questions onto four factors, of which we used three. Scores on Factor 1 were used to represent preference for neighborhood similarity, whereas scores on Factor 2 were used to represent preference for aesthetic quality and scores on Factor 4 were used to represent preference for nearness to services. In order to place the factor scores in the appropriate range for use in the model [0,1], we used a standard deviation scaling. The values of the mean factor score minus and plus a multiple of the standard deviation were set to zero and one, respectively. All values below/ above the mean minus/plus the multiple of the standard deviation were set to 0/1. We ran all simulations and analyses with the preference weights scaled using three different multiples of standard deviations: 1.5, 2, and 3 (Fig. 2) . We report only the numeric results for the case of 2 standard deviations, but the results are qualitatively similar in the other cases. Because the preference weights Ecology and Society (): r http://www.ecologyandsociety.org/volXX/issYY/artZZ/ for a given agent were constrained to sum to one (Appendix 2), the model proportionally rescaled drawn preference weights whenever they summed to something other than one. This step modified the distributions of preference weights somewhat, but was necessary given the assumptions of the utility function. Also, although the preference data collected from residents were in discrete form, i.e., indicators from strongly agree to strongly disagree, the numeric results of this approach to estimating preferences for input to the model are continuous, i.e., values between 0 and 1. Because our goal was to use the survey sample to estimate the distribution of the population, which was created through the model simulation, such conversion of form was reasonable.
We ran the SOME model with five different experimental settings, each summarizing the heterogeneity in the agent preferences differently. The "Uniform" case introduced no information from the survey and was our null model for comparison purposes. Agent preferences on each factor were drawn randomly from a uniform distribution. The "Homogeneous" case involved assignment of the mean value over the entire population for each preference weight to all agents (Table 2) , creating a population of identical agents. In the "Normal" case, the agent preferences were drawn randomly from a normal distribution described by the overall mean and standard deviation, introducing variability into the agents' preference weights. The "Group Means" case involved assigning the mean preference weights from each of the seven clusters of residents. This case introduced categorization without variability. Agents with the mean preference of each group were created in the model in proportion to the corresponding numbers observed in the survey data, weighted by socioeconomic characteristics of the respondents (Fig. 3) . Finally, the "Group Normals" case combined categorization and variability, by drawing preference weights randomly from one of seven distributions, described by the mean and standard deviation of the normal distribution of preference weights on each factor for each cluster derived from the survey data.
Model sensitivity analysis
We used five measures to describe the spatial patterns of development and three to describe the distribution of agent utilities after 340 time steps, summarized across 30 runs of the model for each of the five experimental settings (Table 3) . Four landscape metrics were calculated using Fragstats (McGarigal et al. 2002) to describe the spatial patterns based on patches of development: largest patch index (LPI), mean patch size (MPS), edge density (ED), and mean nearest neighbor (MNN). The four additional measures were calculated within the SOME code. A circle with a radius of 31 cells around the initial service center, encircling approximately 18% of the lattice area, was used to count the number of developed cells occurring outside this radius (DOR), as a measure of settlement dispersion or sprawl (Fig. 1) . Because the total number of residents varies by type, we computed the proportion of residents outside the radius (POR) to compare the results by resident type. The mean and variance of resident utility values (MRU and VRU) at the end of each model run was calculated across all agents and for each agent type separately. The Gini coefficient (GINI) was calculated to describe the disparity among agent utility levels (Sen 1973) . The Gini coefficient approaches 1 when a large difference exists between the observed distribution of utility values and that of a population with evenly distributed utility.
We compared average values for each of these eight measures among the different experimental settings. Because standard errors for such comparisons are determined to a large extent, and can be manipulated, by changing the number of model runs, we do not report significance test results. Instead, we report the standard deviations for the 30 simulations we ran and interpret the differences of means considering the standard deviation values.
The experiments involving the seven groups of agents, i.e., Group Means and Group Normals, facilitated an exploration into the causes of spatial patterns of development and distributions of utility. First, we compared the mean values of the different measures calculated for each group separately. Then, we examined the relationships between group mean preference weights and spatial location by group (POR). Finally, to evaluated the degree to which the generality of agents' preferences affected their overall welfare, we compared MRU and GINI by category with the Shannon evenness index of the average preference weights for those categories (Table 1) , calculated as (3) where E k is the evenness value for the k th group of agents, p ki is the average weight that group places on the i th preference factor, rescaled so that sum of average weights across all factors is one, and S is 
RESULTS

Aggregate results
The results from the Uniform case indicated how the model would perform in the absence of survey data and without knowledge of residential preference weights. Effectively this represented complete variability, because each agent had unique preference weights or combinations thereof, and preference weights may have any value between the range 0-1. Not surprising, then, is the fact that patches were small on average, i.e., lowest MPS, oddly shaped, i.e., high ED, and well distributed across the landscape (high MNN, Table 3 , Fig. 4e ). The agents also had a wide range of satisfaction levels (highest VRU) and, as a population. had the highest overall utility (MRU) among the various treatments (Table 4) . Other measurements fell in intermediate ranges among the other four experiments.
The Homogeneous case was most different from the Uniform case (Table 3 , Figure 4c ). When all residents had the same preferences weights, the resulting development pattern was most compact, i. e., highest LPI and MPS, lowest ED and DOR. The compaction, due to all agents preferring the same locations, led the Homogeneous agent population to be the most unsatisfied, i.e., lowest MRU and lowest VRU. However, the Homogeneous population also had the lowest disparity among agent utility values (GINI). Similar to the Homogeneous case, the Group Means case had the second lowest disparity (GINI). A slightly higher VRU led to greater satisfaction levels among the population, i.e., higher MRU, in the Group Means case. Also like the spatial patterns produced in the Homogeneous case, the Group Means case had compact development clusters, i.e., high LPI and MPS, and a low ED and DOR (Fig. 4a) .
Using a Normal distribution to represent agent variability led to slightly larger patch sizes (LPI and MPS) and similar aggregate spatial results, but much lower agent satisfaction levels (MRU) with greater disparity (GINI) also occurred. If we think of the Normal case as adding variability to the Homogenous case, we see that the effects of variation are much greater than those of categorization as described above in our comparison between the Homogeneous and Group Means cases (Table 4 ). The Normal case (Fig. 4d) produced results with more fragmented patterns, with smaller patches, i.e., lower MPS and LPI, more edge, i.e., higher ED, and greater spread from the center, i.e., higher DOR, though the latter was only marginally higher relative to the standard deviations. Also, agents had higher levels of utility (MRU) but greater variance and disparity (VRU and GINI) than the Homogenous case.
The results from the Group Normals case ( Figure  4b ) were virtually indistinguishable from the Normal case on all measures, but very different from the Group Means case on at least the size of the largest patch and amount of edge (LPI and ED), and the variance and disparity in utility (VRU and GINI, Table 4 ). Since the combination of categorization and variability in the Group Normals case was little different from the Normal case, it may be more useful at the aggregate to focus strictly on factors of variability rather than those of categorization. These results illustrate that it is more useful at the aggregate level to focus strictly on variability as a type of heterogeneity than categorization. It should also be noted that results from the standard deviation scaling that altered the degree of variability, as illustrated in Fig. 2 , resulted in very similar model outcomes. Therefore the existence of variability was more influential than the degree of variability.
Results by category
In this section, we describe the results among the seven categories used in the Group Means and Group Normals experiments. The Group Normals case resulted in more spread away from the initial service center (POR) than did the Group Means case, but the difference was small relative to the standard deviations across model runs (Table 5 , Figs. 4a and 4b ). There were relatively large differences between the resident categories in utility (MRU) and disparity (GINI). The disparity in utility a group experienced tended to decrease linearly with its increasing average utility (R 2 = 0.86 and 0.82 for the Group Means and Group Normals cases, respectively). Also, MRU and GINI both tended to be higher in the Group Normals case than in the Group Means case. Under both experimental conditions, Groups 1, 2, and 4 achieved the highest Ecology and Society (): r http://www.ecologyandsociety.org/volXX/issYY/artZZ/ MRU, with correspondingly low GINI. These substantial differences in utility distributions among groups provided an opportunity to explore the preference characteristics that affected utility.
The amount of spatial sprawl a group experienced (POR , Table 5 ) increased with its average preference for aesthetic quality, R 2 = 0.22 and 0.71 for the Group Means and Group Normals cases, respectively, and decreased with its average preference for proximity to service centers (R 2 = 0.55 and 0.14). Strength of preference for neighbors like themselves had no effect on POR (R 2 < 0.01 in both cases).
The evenness values across the different categories ranged from 0.88 to >0.99 (Table 2) , indicating a tendency for all groups to have relatively even weights across the different preference factors. Nonetheless, we observed relationships between evenness and both average (MRU) and disparity (GINI) in utility (Fig. 5) . The relationships of evenness with MRU and GINI were stronger in the Group Mean case (R 2 = 0.61 and 0.51, respectively) compared to the Group Normals case (R 2 = 0.49 and 0.41, respectively), but they were consistent. Increases in group evenness corresponded to increases in utility and decreases in disparity. Because the evenness values refer to those of the average agent of each type, it more accurately represents the Group Means case than the Group Normals case.
DISCUSSION
Although assumptions of homogeneity or uniform distributions of preferences have proven useful in our initial models of land-use change for pedagogical purposes (Brown et al. 2004) , they are simplified representations of reality. By coupling survey data with a simple model of residential location (SOME), we investigated the effects of two types of heterogeneity, i.e., categorization and variation, on aggregation spatial patterns of urban settlement. There is evidence from our experiments that variability in preference weights had a much stronger influence on results than did categorization. What evidence there is for an effect of categories, e.g., lower MPS and higher MRU for the Group Means vs. Homogenous cases suggests that using Group Means alone introduces some of the same effects that variability had on the results, but only more weakly. As more and more categories are introduced, the results to begin to approximate the effects of variability.
The analyses presented here corroborate findings from an earlier version of SOME (Rand et al. 2002) by showing that the introduction of variable agents results in more sprawl, regardless of the amount of variability. The Uniform case, which incorporated no a priori information, i.e., no survey data, into the model, exhibited spatial patterns and utility levels that were not distinguishable from the Normal and Group Normals cases. Conceptually, the Uniform case represents the upper limit on variation. Compared to a Homogenous population, the experiments with variation and categorization produced settlement patterns that were more fragmented and sprawling, and agents were able to achieve higher and more uniform utility levels ( Table 4 ).
The influence of heterogeneity on development patterns resulted from the interaction of preference weights within the multiplicative utility function. As weights were allowed to vary, different residents found different types of settings more satisfying. For example, one resident weighted aesthetic quality high and distance to services low and, therefore, was more satisfied with a location far from the original center than a resident that had a high preference for proximity and low preference for aesthetic quality. As different agents selected locations on the basis of variable preferences, they tended to spread themselves out on the landscape more than residents did with identical preferences; the latter tended to cluster near each other because they liked the same things.
The results of our analysis by group suggest that, by allowing different agents to prefer and occupy different parts of the landscape, the competition for particular sites is reduced and, as a result, agent welfare is increased on average with the introduction of heterogeneity. More variability in the agent population resulted in higher average agent utility (Table 4) . Spatial dispersion of agents (POR) in the different groups was weakly and negatively related to the group-average preferences for aesthetic quality and positively related to the proximity of service centers. Therefore, agents with a preference for aesthetic quality contributed to sprawling development patterns. Additionally, categories of agents that were characterized by relatively even preference weights across the three preference factors, i.e., generalists, achieved higher Ecology and Society (): r http://www.ecologyandsociety.org/volXX/issYY/artZZ/ levels of utility. Although the increases in aggregate average utility with increasing agent variability suggest that specialization of agents improved utility, relationships at the group level suggest that agents with less specialized preferences achieved highest utility, perhaps because they were more likely, through their imperfect sampling process, to find a location that satisfied their preferences. Thus, having different agents prefer different locations, i. e., more specialization, increased average utility, but those agents that were the most indifferent, i.e., more generalist, had the highest individual utilities.
The various calculations used to convert survey responses into preference weights in the utility model mean that the translation from survey data to model input is imperfect. First, populating models with data from social surveys requires that the actors surveyed be the same as, or at least adequate informants for, agents represented in the model, and the questions asked of the survey respondents must be designed to adequately gather information on actor decision making that can be mapped to agent behavior. In this case, there was good correspondence between the conceptual agents in the model and the households surveyed. Aside from the well-known limitations of using stated preferences, in comparison with revealed preferences (e.g., as studied in economics, Murphy et al. 2005) , the meanings of questions about specific preferences need to match their meaning in a model. Furthermore, questions about preferences are not adequate for validating that a specific model decision-making process is correct. Second, because our utility model required preference weights to sum to one, distributions of preferences drawn from the survey data were necessarily modified in the model. Nonetheless, the relative weights and amounts of variability were consistent enough to produce results that comported with expectations when preference weights varied. For example, agent groups with more weight on distance to services sprawled less than those with less weight on distance to services. Because of the mutual dependence of the three preference-weight distributions, additional efforts to ensure that the model input distributions matched the distributions in the survey data would require a multi-criteria optimization, which was beyond the scope of the current study. Third, if a model runs over a long period, we need to consider possible dynamics in preferences, for which survey data may or may not be available. In our case, survey data were only available for one point in time. Despite these challenges, surveys can be useful for a number of purposes. First, they may reveal factors used in decision making that are not included in the model, e.g., our social comfort factor. In addition, models may highlight areas that need to be reexamined using additional survey questions. In this paper, we described our decisions and rationale for relating survey responses to agent preferences in our model, and focused on using the survey data to evaluate the effects of alternative approaches to representing heterogeneity.
As a sensitivity analysis, our study provides important information about the degree to which spatial settlement patterns vary depending on the amount of variability in preferences represented in the residential population. The results suggest that there are clearly biases towards a more compact and less sprawling pattern when homogeneity is assumed. For this reason, it is important to attempt to represent the heterogeneity of the population. Our goals were not to perform, and our data did not support, a validation exercise, in which the model results were compared with multiple settlement patterns to evaluate the relative truthfulness of each model outcome. Tests of this sort are important next steps for this research theme.
CONCLUSIONS
Social surveys can serve as a source of information about the heterogeneity present in agents that are being represented in an agent-based model, provided the survey questions relate directly to the agent attributes in the model. Our experimental results, generated using an agent-based model of residential development that was populated with heterogeneous agent preferences that represented those observed in a survey of location preferences, indicated that introducing variability increased the amount of agent dispersion, or sprawl, the model produced. These findings provide critical insight into the limitations of models that assume homogenous populations. They also suggest that we can understand sprawl as, at least partially, a process driven by variability in preferences. Relationships between groups of similar agents indicated that agent preferences, and their distributions across various factors, affect spatial patterns of development and the utility achieved by agents. Agents preferring aesthetic quality to proximity to services dispersed more than those preferring proximity. Generalist agents achieved highest http://www.ecologyandsociety.org/volXX/issYY/artZZ/ average utility levels. Despite the fact that categorization had only weak effects on the results, the possibility remains that, in some models and for some populations, significant correlations structures among preferences might produce substantial effects from categorization. 
