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An approach using a high speed special purpose 
digital computer to identify the transfer function of 
a linear system is presented in this thesis. The data 
for computation are obtained by measuring the system 
response and its derivatives periodically with a periodi 
test signal (impulse) input.
The order of the system is first determined by 
evaluating the rank of a Hankel matrix. Then, the 
transfer function is determined by solving two sets of 
system equations.
Theoretical analysis is emphasized in the study. 
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To design a system to effectively control a process 
whose parameters are time varying is the aim of control 
engineers. For small variations, a carefully designed 
conventional feedback system may reduce the sensitivity 
of the system with respect to the change down to an ac­
ceptable range. But in the case where the variation of 
the process parameters is over a wide range and is un­
predictable, a more flexible system is needed. In recent 
years, considerable progress has been accomplished con­
cerning a control philosophy known as "Adaptive Control" 
or "Self-adjusting Systems". Although a uniform defini­
tion of the adaptive control system is lacking up to the 
present, it is obvious that an adaptive system is design­
ed to self-adjust certain parameters according to some 
measured information about the controlled plant so that 
the system fulfills certain specified performance criteria.
The design philosophy of an adaptive system can 
be divided into two categories. One is for those pro­
cesses whose characteristics have been insufficiently 
studied or are impossible to study at present. In these 
situations the knowledge of plant parameters is not
2available for design. Then, the determination of ad­
justment is dependent upon some criterion and integrated 
history of the system response. The other philosophy 
is that "exact" information about the controlled process 
parameters is first determined, and then the adjustment 
is determined and realized with knowledge of this 
information. So there are two problems in this type 
of system; one is the "Identification" problem which is 
the technique of characterizing the process parameters, 
and the other is the "Actuating" problem which concerns 
the decision and implementation of adjustment according 
to the results from the identification.
Thus, identification is one of the major problems 
in system design. The process parameters may be identi­
fied in terms of the time domain response to certain 
excitations, in terms of' the differential equation of 
the system, or in terms of frequency domain representa­
tion; such as frequency response or pole-zero configura­
tion in the s- or z-plane.
Different schemes for solving the identification 
problem have been proposed by several authors.
In the method proposed by K. C. Smith^^, a sine 
wave test signal is added continuously to the basic loop 
input and to a model. The phase shift or the amplitude
3of the basic loop output and the output of the model is 
compared by an adaptive computer which adjusts the for­
ward path gain in an attempt to hold the measured ampli­
tude or phase-shift constant.
For the system with lightly damped poles, Staffin
( 2 )made a promising approach • His approach employs 
measurements of the frequency spectra of the system forc­
ing function and the system response. These signals are 
used to determine the gain constant of the system and 
the position of the lightly damped pole pair. From this 
information, a compensating network is adjusted to "adapt" 
the system.
A method of directly identifying the z-transformed
transfer function of a sampled-data system was given by
(3)Lendaris • His technique requires 2n+l measurements of 
the magnitude of the output, where n is the order of the 
system, and the measurements are taken at equally spaced 
intervals of time. These measurements are used as the 
coefficients in n scalar equations whose unknowns are the 
coefficients of the z-transformed characteristic equation 
of the system. All the computations are done by a digital 
computer.
Process identification in terms of a set of orthog­
onal functions has been done by several authors(4)(5)^
4In this method, the system response is approximated with 
a predetermined set of orthogonal functions where the 
expansion coefficients are obtained by using a spectrum 
a n a l y z e r ^ \  Then, the measured information is process­
ed in a digital computer to perform the computation and 
decision.
One new approach toward the solution of the 
identification problem by identifying the coefficients 
both in the denominator and numerator of the Laplace 
transformed transfer function of a continuous linear 
system is presented in this thesis. This method is 
based on using a high performance special purpose digital 
computer. A simple mathematical formulation is acheived 
so that the data-processing operation is not complex.
As in many other practical problems, the error 
introduced by instrumentation, noise and disturbances 
causes some difficulties in handling the information 
obtained from the measurements. A quantitative analysis 
of the error effect based on certain assumptions is 
also presented in this thesis*
II. FORMULATION OF PROBLEM
For any kind of linear system whose transfer 
function can be expressed as a rational function of 
s (Laplace transform), such that
m
R(s) is the Laplace transform of the system input 
where G(s) is the system transfer function,
C(s) is the Laplace transform of system output, 
Q(s) and P(s) are polynomials of s, 
a's and b's are constants, and 
m and n are non-negative integers with n ^ m .
The physical relation among these quantities is shown 
in Fig. 1.
input controlled system output
R(s) G(s) C(s)
Fig. 1
Eq. (1) can be expanded into an infinite series
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Using the coefficients, c^, as a sequence of
numbers to define an infinite symmetrical matrix, known
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(3)
then the rank of this infinite square matrix will be n, 
the highest order of s in the denominator of Eq. (1). 
The proof of this statement is given by Gantmacher in 
reference 6. Therefore, if the values of these c#s 
are available the order of the system is identified by 
evaluating the rank of matrix [c]. Then, Eq. (2) can 
be rewritten in an alternate form
m
i=0 m-i s « C
b ,s^)( n-j 7 v
oo „ m-n-kv 
°ks } (4)
XI ( XIb1c. iSra-k)+XI (XI b e ,sm -k )k=0 j=*0 J ^ J k=n j=0 J ^ -J
where k-j >  0
7Comparing the coefficients of like powers of s on the 
two sides of the identity in Eq. (4) results in the two 
systems of equations
_
c 0 G 1 c 2 C 3
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In the set of equations expressed in Eq. (5), 
there are an inifinity of equations, but in most cases 
of control systems, both denominator and numerator of 
Eq. (1) may be divided by the coefficient of the highest 
power term in the denominator. Then bQ=l and there are
8only n equations which are independent. Thus, Eq. (5) 
becomes







C 1 °2 c 3 c 4 ..... cn b n-l “ cn+l




cn Gn+1 cn+2 cn+3 ■■••• °2n-l
a a  a
b i
a a  a
“c 2n _ _
The solution to this system of equations can be 
obtained by various methods on the digital computer. If 
the locations of the poles of the system are preferred, 
then the zeros of P(s) may now be obtained. This can 
also be carried out by the digital computer.
To find the zeros of the system, it is first nec­
essary to determine m, the order of Q(s). As a matter 
of fact, it will be shown later that all the derivatives 
of the system response with respect to the test signal 
up to and including the (n-m-2)th derivative will be zero 
at t*=0. For convenience let U=n-m-2. U can be found 
directly by measuring the response of the system. There­
fore, the order of Q(s), m, will be
m = n-2-U for n-2-U>0
(8-a)
m = 0 for n-2-U < 0
Then, Eq. (6) may be partitioned to give
9am c0 C1 c2 c3 cm
bm
a i  m-1 0 c0 C1 c2 0 1
bm-1
■ a •  ■ a a ■ a a a a a m a m a m m m a a
•  ■ = • a ■ ■ a a • a • a a •  a m m m X a a a
a i 0 0 0 0 ci b i
ao 0 0 0 0 co b0
—  M
After solving Eq. (8-b) for the a's, the zeros of Q(s) 
can then be obtained. This completes the identification 
of the zeros of the system.
All of the above solutions are based on the know­
ledge of the c's. The values of these c's can be ob­
tained by direct measurements on the output of the system 
with a unit impulse input. Consider a unit impulse input 
R(s) = 1
£2- m-n-k
and G(s) = C(s) = Gks (9)
k=0
Taking the inverse Laplace transform of Eq. (9), the 
response of the system can be expressed in terms of a 





If we assume there is no initial energy stored in the 
system, it is easy to see that
co cn-m-1(0+)
10
C;L _ cn_m(0+ )
c2 - Cn-m+1(0+ )
cfc = Cn+k-m-1 (0+ )
_ _  I
Where Cr (0 ) is the pth derivative of the output of 
the system at t=0+ . All of the derivatives lower than 
and including (n-m-2)th order should be zero. Let the 
highest order of zero derivative be denoted by U. Then
U = n-m-2
If there is energy initially stored in the sys­
tem, the output response of the system, CQ (t), may be 
divided into two components, one due to the stored
energy which is denoted by C(t), and the other due tos
the testing signal only which is denoted by C(t). Then, 
by similar analysis as in the preceeding sections, it 
can be shown that
oo sk
G s(t) " T'n+^I-irr 1
n+k-m-1
and






Let the testing impulse be added at the instant t=0.
Since the total output is the combination of the com­
ponent due to the stored energy and that due to the 
impulse, it follows that
C ft) - C(t) + C (t) for t >  0 (13-a)O S
C (t) = C (t) for t <  0 (13-b)O S
From Eq. (13-b), it can be shown that
csk = C*+k_m"1(0_) (14)
and from Eq- (12) and Eq. (13-a),
cok " ck + csk
= Cn+k-m-1 ( 0+ ) (15)
So the coefficient c^ in the series expression of the 
response due to excitation, C(t), is given by
cok “ csk
= cn+k-m-1(0+ ) - cn+k"m"1(0") (16)O o
It follows from the above relations that the ele­
ments in the matrix of Eq. (3) can be obtained by measur­
ing the derivatives of the system output at t=0+ and t=0~.
Up to this point the identification problem of a 
linear system with unit impulse test signal has been 
solved from a mathematical view of point- If in a cer­
tain design, a step signal is preferred for testing, the
12
same mathematical ideas are also available by assuming 
that the transfer function becomes
G'( s) 6(b ) _ Q(s) s sPTsT
and that the testing signal is an impulse rather that a 
unit step function. Then, the system transfer function, 
G(s), can be obtained by subtracting the pole at the 
origin from the solution of G #(s).
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III. ERROR ANALYSIS
Thus far the identification problem of a linear 
system has been studied- The method requires a certain 
number of computations- However, to obtain an exact 
solution, the following conditions have to be satisfied;
(1) the system has to be noise free, (2) the analogue 
to digital conversion is errorless, (3) the computing 
machine must be without error, and (4) the input test 
signal has to be perfect- Unfortunately, in physical 
systems, all of these conditions are absurd- Thus, the 
next problem is to determine how the error produced by 
the imperfect conditions will affect the results of this 
method.
First of all, the keystone of this method is the 
determination of the system order by finding the rank 
of the infinite Hankel matrix in Eq. (3)« The rank of 
this matrix is the order of the largest non-zero valued 
leading principal minor of the matrix. The value of a 
determinant is sensitive to any error in its elements, 
especially for a zero valued determinant- It will be 
very hard to evaluate the error bound for a determinant 
of high order even if the error of the elements is 
bounded. An alternate procedure to determine the rank 
of a matrix may be used.
14





m m ■  • a m
then, in this particular case for the system of order 
n, the following conditions have to be satisfied.
all ^ °' a22 ^ 0/ --•••••■-
a i t £ 0, a , ^ 0n-l,n-l ' • n'n r
and a ^  * 0 for j > n  and k>n.
To investigate how the error of the elements 
will affect the values in the triangular array, the 
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are the true values of the elements, the d's are the 
errors in the corresponding elements, the subscript jk 
indicates the row and column positions for the element, 
r indicates the resultant after the rth computation cycle, 
and the primes " ' " represent the initial value or the 
resultant after subtraction (as shown in Eq. (23)).
Three assumptions are made for the purpose of 
better approximation: (1) all the inherent errors in 
the elements, Qd ^ ,  are bounded by some value which is 
small in comparison with the elements themselves(2) the 
second order effects are neglected, (3) all the error 
terms will be their maximum possible values.
Dividing all elements in a row by the first 






i-la jk + i-ld 1k 
i ^ k ^ j k  = i.^5, +
i=i!k + i^ilk +
i-laji
 --iaJk i-ldji (19)
 i-laji (i-laji)2




1-l^lk + l-la>1k i-ldji 
i-la ji (i-laji)2
(20)
Subtract the ith row from the rows following it so that
ia jk = iaik “ ia jk (21)
and id jk " idik + idjk
with i £ j .





la12 + ld12 ld13 + ld13
_ a' + d' _ a' + d'1 22 22 1 23 23
la32 + d#1 32 la33 + ld33
• *
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The same procedures from Eq. (17) through Eq. (23) 
are performed iteratively with i = 2 ,  3, 4, ........ so
that the matrix will be triangularized. If the rank of 
the matrix is r, it is necessary that
rajk = rark “ ra jk “ 0 for 1 S' r+1 and k
But the magnitude of the element at jk with j;>r+l and 
ki*r+l will not be zero but a value bounded by
r^jk “ r^rk ” r^jk with j >  r+1 and k >  r+1 (24)
Hence, an error calculator can be established which 
calculates the error bound in each element, in the form 
of a matrix as shown in Example B in Chapter V, accord­
ing to the relations in Eq. (20), Eq. (22) and Eq. (24), 
and checks the values of each element with the correspond­
ing magnitude in the error calculator. When the magnitude 
of the elements at jk, j >  r+1 and k r+1, come into the 
error bound, the matrix is then assumed to be singular.
The error bound generated in successive steps is 
dependent upon its initial value and the magnitudes of 
the elements. If the a's are large, and a ^  increases 
with increasing k, the accumulated error bound calculated 
by the error calculator will fall into a reasonable and 
acceptable range. Therefore, whether this method is 
applicable or not will depend upon the absolute value
18
of the a's. In this thesis, the matrix is formed with 
the values of the c's. The success of this method de­
pends upon the values of the c's.
The magnitude of |c^ | could vary in three differ­
ent manners:
A. Jc^ l increases with increasing k, as in the 
Example 2 of Chapter V. This usually happens 
in control systems. Since the impulse res­
ponse of a linear system is always in the form
-tfit -oc.t
of linear combination o f e  , e  z , .. . .. 
e CosW 2 t, ...... then the magnitude of the
response at t=0 will be the cummulated value 
of the powers of the cC's, p's and W's. There­
fore, if any of the <P s, p's and W' s are great­
er than unity, the absolute value of the deri­
vatives at t=0 will be dominanted by the one 
with largest magnitude and will increase with 
the order of the derivative. For such a sys­
tem, it is evident that the error bound will 
decrease as the operation procedure goes along.
B. |ck | decreases with increasing k. This case 
happens only when all theoc/s, p's and W's are 
all less than unity. Under such a condition, 
the error bound will increase rapidly as the 
operation proceeds. However, if the matrix
19
is transferred into a lower triangular matrix 
instead of an upper triangular matrix/ the 
error bound will decrease as in A.
C. |ck | oscilates between certain limits, as in 
Example 1 of Chapter V. In this case, it will 
be difficult to conclude whether the error 
bound criterion is useful or not. But fortuate- 
ly, this would not happen unless the time con­
stant of the system is less than or equal to 
unity and its damping frequency is also exact­
ly unity.
Therefore, it appears that the solution of the 
system order can be based on the accummulated error 
bound during the processing. The reliability of this 
criterion is a problem of statistics. It is worthy of 
an entire study in itself.
The above discussion concerns only the error 
existing in the measured data. If the system is of 
higher order, the times of iterative calculation will 
become large and the round-off error of the computing 
machine will come into effect. Then, this round off 
error should be counted as a part of the d's.
20
The error that could occur in the solution for the 
a's and b #s will depend upon the method used for solv­
ing those equations, A detailed discussion on different 
methods is presented in Ref. 7 and 8,
21
IV. IDENTIFICATION PROCEDURE
With the above analysis, the steps for identifying 
a system can be set up. Before the procedure may be 
carried out, several engineering selections have to be 
made •
1. Decide the period for which the measurement 
and calculations are to be repeated. The 
selection of this measuring period depends 
upon two factors, (a) The rate of system para­
meter drift. (b) The time required to complete 
the whole calculation, or in turn, the speed of 
the computer used.
2. Select a time interval e , so that the measure­
ment will be taken at t=pT- sand t=pT+ einstead
M  •j*of t=0 and t=0 respectively. T is the measur­
ing period and p-0, 1, 2, 3, ..... . The 
selection of e should be small in comparison 
with the measuring period and also depends on 
the rate of change of the system response.
3. Estimate the possible error bound which will 
inherently exist in the measured data.
After the above selections have been made, the 








Excite the system with a pulse train whose 
period is T. When the frequency spectrum of 
the pulse is wider than the bandwidth of the 
system, the pulse may be considered as an im­
pulse with satisfactory results.
Measure the derivatives of the system output 
at t=pT- e and t=pT+ £, and store the data. 
Calculate the system order with the process 
from Eq. (17) to Eq. (23). The error calculator
should start with all d',, assumed to be theo jk
maximum possible value, and using the approxima­
tion a*, + dj, = a' « o jk o jk o jk
Evaluate the b's and a's by Eq. (7) and Eq. (9). 
Solve P(s)=0 and Q(s)=0 if the location of poles 
and zeros are preferred.
It should be noted that in identifying the order of 
the system, the accumulated error bound was used as the 
decision criterion. There is some possibility, that this 
will result in an incorrect rank. Therefore any solution 
which appears in the manner of a spike should be disregard­
ed. For instance, if the solution of the system order 
turns out to be 3, 3, 3, 3, 4, 3, 3, ...... then the solu­




Assume the transfer function of a system is
10
G (s) = -----------------------
s3 + 2s2 + 1.5s + 0.5
With an impulse input, the output will be
C(t) = 20e-t - 20e_1/,2t(Cosl/2t - Sinl/2t) 
Set the measuring interval at T = 10 sec- (choice of 10 
sec- here is just for the purpose of easy calculation) 
and also, assume this system is an ideal system. At 
tas10N/ where N is non-negative integer, the following 
data will be obtained by measurement.
Cq (10N“ ) - 0.016654
C^UON") = 5.96 10-3 o
C2 (10N") = 1.00 10-3O
Co (10N+ ) = 0.016654 
C*(10N+ ) » 5.96 10"3 
C2(10N+ ) - 10.001
and
24
Eq. (16) , the following data I-1 1-1•H£
C0 = 10 • o o G1 = -20.00




c6 = 18 .75 c7 = -18.75
°8 - 19 .375 c9 = -20.00
Then, the Hankel matrix defined in Eq- (3) is
10.00 -20.00 25.00 -25.00 22.5
-20.00 25.00 -25.00 22.50 -20.00
25.00 -25.00 22.50 -20.00 18.75
-25.00 22.50 -20.00 18.75 -18.75
The above matrix may be trans ferred into a
matrix. The resultant is
~1 -2.000 2.500 -2.500 2.25
0 1 1.666 1.833 1.666
0 0 1 2 2.5
0 0 0 0 0
0 0 0 0 0
a a a a a a a  a a  m
a a a  a a a a a a  a
a a a a
From the above matrix, it can be concluded that this system
25
is third order. The value of U in Eq. (8-a) is identified 
as 2. So by eq. (8-a)
m=0 for n-U-2= - 1 < 0
Eq. (7 ) will be
10 -20 25 b3 25
-20 25 -25 b2 = -22.5
25 -25 22.5 bl_ 20
The solution to the above equation is 
b3 = 0.5
b2 ” 1-5 
b1 = 2
By Eq. (8), the following solution is obtained. 
a0 = c0b0 = 10
Hence, the system transfer function is identified to be
G(s) ___________10____________
s^ + 2s^ + 1.5s + 0.5
In this example, all the data are obtained from
calculation, that is, there is no error in the data 
It merely illustrates the procedure of Chapter II.
26
Example 2:
Suppose for a certain system the following measure­
ments on the output with a unit impulse input were re­
corded. These values represent an actual case with ran­
dom error bounded by a maximum magnitude of 100.
1—1 IIoo i—i 1IIr-HO
C 2  = -75.5 Cg = 354.25
c^ = -6280 Cg = -60300
cc = -390910 6 cy = 7551300
c8 = 9581600 c g = -7923018100
U = -1 (the integral of the output is zero at t=0) 
The error in the above data is estimated to be bounded by 
100. The Hankel matrix will be 
-60300 6280 354.25 -75.5
-390910 60300 6280 354.25
77551300 -390910 60300 6280
9581600 7551300 -390910 60300






The initial value in the error calculator can be set as 
100 100 100 70 1 1
100 100 100 100 70 1
100 100 100 100 100 70
100 100 100 100 100 100
100 100 100 100 100 100
27





1 1041 0.0588 1.25 10"3 0.16 H O i 1.66 10-5
0 1 0.0394 0.83 10“2 0.68 1 0 ~ 3 0.74 10-4
0 0 1 -0.05869 0.0192 0.009534
0 0 0 1 -0.315 0.13259








a ■ a m a a a a a a a a a a a
—
2 result in the error calculator is
0.0015 0.0005 0.00001 0.15 1 0 ' 5 0.17 1 0 - 7
a a 0.002 0.00004 0.60 1 0 “ 6 0.68 10-7
a a a  a 0.00016 0.24 lO-5 0.27 lO-6
a a a a a a 0.96 1 0 - 5 0.11 .10-5
a a a a a a 0.38 1 0 - 4 0.44 10-5
-
a a a a a a a a
By comparing the elements in the main matrix and the 
corresponding one in the error calculator, it is found 
that the values of the elements in the fifth row of 
the main matrix are less than the corresponding elements 
in the error calculator. Therefore, it can be conclud­
ed that the system order is 4.
28
By Eq. (8-a), m=3 . So Eq. (7) and Eq. (8-b)
become
1 -1 -75.5 354.35
i
-62800
-1 -75.5 354.25 6280 b3 -60300
-75.5 354.25 62800 60300 X b4 - 390910
354.25 6280 60300 390910 b l 7551300_ — —
and
1 -1 -75.5 354.25 b3 a3
0 1 -1 -75.5 b2 a2




0 0 0 1 bo a0
respectively. The solutions are found to be
b± =7.61 b 2 = 114.22
b3 = 363. 81 b4 = 144.5
a0 = 1 a1 = 6.43
a2 a3 = 37.79
Therefore the transfer function of the system is identi­
fied as
s3 + 6.33s2 + 31.8s + 37.79 6(b ) = ------------------ ---------
s^ + 7.3s3 + 11.43s2 + 1.35
29
This transfer function can be solved into factored 
form, such that.
(s + 1.52)(s2 + 4.91s + 24.83)
G(s) = -------------------------------------------
(s + 3.06)(s + 0.48)(s2 + 4.07s + 98.4)
For the purpose of comparison, the exact transfer 
function of the system is known as
(s + 1.5) (s2 + 5s + 25)
G(s) = ------------------- a--------------
(s + 3)(s + 0.5)(sz + 4s + 100)
s3 + 6.5s2 + 32.5s + 37.5 
I4*- 7.5s3 + 115.5s2 + 365s + 148.5
30
IV. CONCLUSION
A method of identifying a linear, single input, 
single output system has been derived in this thesis. 
The identification is accomplished by periodically 
measuring the derivatives of the system response with 
respect to a periodic test impulse. The highest order 
of the derivative to be measured is twice the order of 
the system. However, in the practical case, the diffi­
culties of constructing high order differentiators 
may make the system impractical.
The necessary computations involving these data 
are derived and examples illustrating the procedure 
are given.
One error criterion to determine the system 
order for the case of imperfect information has also 
been discussed. This error criterion applies only 
when the noise presented in the system is small and 
the system order is low. Therefore, further studies 
of means of handling imperfect data are needed.
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