We study the spectral approximation of a second-order elliptic differential eigenvalue problem that arises from structural vibration problems using isogeometric analysis. In this paper, we generalize recent work in this direction. We present optimally blended quadrature rules for the isogeometric spectral approximation of a diffusion-reaction operator with both Dirichlet and Neumann boundary conditions. The blended rules improve the accuracy and the robustness of the isogeometric approximation. In particular, the optimal blending rules minimize the dispersion error and lead to two extra orders of super-convergence in the eigenvalue error.
and the method shows improved spectral approximations over the classical finite elements [18] . 23 In [30], a duality principle, which induces a bijective map from spectral analysis to dispersion analysis, 24 was established, which unifies the spectral analysis for structural vibrations (eigenvalue problems) and the 25 dispersion analysis for wave propagations. Further advantages of the method on spectral approximation 26 properties are investigated in [29] .
27
The recent work in [14, 36] studies both theoretically and numerically the optimally blended quadrature 28 rules [1] for the isogeometric analysis of the Laplace eigenvalue problem. In [14] , the authors establish for 29 p = 1, 2, · · · , 7 the super-convergence of order h 2p+2 for the eigenvalue errors while maintaining optimal 30 convergence of orders h p and h p+1 for the eigenfunction errors in the H 1 -seminorm and in the L 2 -norm,
31
respectively. The work [23] introduces the dispersion-minimized mass for isogeometric analysis and gener-
32
alizes the results to arbitrary polynomial degree p. In [35] , the authors study the optimally blended quadra- new quadrature rules to replace the optimal blending rules. For the source problems, optimal (Gaussian) 35 quadrature rules were proposed for isogeometric analysis in [7] [8] [9] .
36
In this work, we generalize the work in [14, 36] to include the reaction effects in the differential operator 37 as well as to consider different boundary conditions. We study numerically the optimal blending quadratures 38 for the generalized differential operator with both Dirichlet and Neumann boundary conditions. We apply 39 the blending rules to approximate the spectrum of the Schrödinger operator.
40
The outline of the rest of this paper is as follows. We first describe the model problem and the isogeo-41 metric discretization in Section 2. We introduce classical and blended quadrature rules in Section 3. A brief 42 dispersion error estimations is presented in this section. Numerical examples are given in Section 4. Finally,
43
Section 5 summarizes our findings and describes future research directions.
44

Problem statement
45
We consider the second-order differential eigenvalue problem: Find the eigenpair (λ, u) such that
where
is a smooth and non-negative function, and Ω ⊂ 
with an associated set of orthonormal eigenfunctions u j
3) where δ jk is the Kronecker delta which is equal to 1 when j = k and 0 otherwise. The set of all the eigenvalues is the spectrum of the operator. We normalize the eigenfunctions in the L 2 space and hence the eigenfunctions are orthonormal with each other under the scalar inner product. Now, let us define two bilinear forms
is the Sobolev space with functions vanishing at the boundary ∂Ω. These two inner products are associated with the following energy and L 2 norms
Using this notation, the eigenfunctions are also orthogonal with each other under the energy inner product, that is,
At the continuous level, the weak formulation for the eigenvalue problem (2.1) is: Find all eigenvalues λ ∈ R and eigenfunctions u ∈ V such that,
while at the discrete level, the isogeometric analysis for the eigenvalue problem (2.1) is: Find all eigenvalues λ h ∈ R and eigenfunctions u h ∈ V h such that, 
(2.9)
In this paper, we use the B-splines on uniform meshes with non-repeating knots, that is, we use B-splines with maximum continuity. We approximate the eigenfunction as a linear combination of the B-spline basis functions. Using linearity and substituting all the B-spline basis functions for w h in (2.8) leads to the matrix eigenvalue problem
where In practice, we evaluate the integrals involved in a(w h , u h j ) and b(w h , u h j ) numerically, that is, approximated by quadrature rules. On a reference elementK, a quadrature rule is of the form
whereˆ l are the weights,n l are the nodes, n is the number of quadrature points, andÊ n is the error of the quadrature rule. For each element K, we assume that there is an invertible map σ such that K = σ(K), which determines the correspondence between the functions on K andK. Assuming J K is the Jacobian of the mapping, (3.11) induces a quadrature rule over the element K given by
where l,K = det(J K )ˆ l and n l,K = σ(n l ).
59
The quadrature rule is exact for a given function f (x) when the remainder E n is exactly zero. For Applying the quadrature rules to (2.8), we have the approximated form
and
l,K } with j = 1, 2, 3 specifies three (possibly different) quadrature rules. Here, we assume that we apply the same quadrature rules for the L 2 inner products in (3.14) and (3.15). With these quadrature rules, we can rewrite (with slight abuse of the notation) the matrix eigenvalue problem (2.10) as 16) where
, andŨ is the corresponding representation of the eigenvector as the coefficients of the basis functions.
66
Remark 3.1. For multidimensional problems on tensor product grids, the stiffness and mass matrices can be expressed as Kronecker products of 1D matrices [25] . For example, in the 2D case, assume that γ is a constant. We define γ = γ 2D = 2γ 1D and let φ 
where X and Y specify the intervals of each dimension in Ω. Similarly, we obtain
Herein, M 
Blended quadratures
69
Given two quadrature rules
, the blended quadrature rule, denoted as Q τ , is defined as
where τ is referred as the blending parameter. Applying the blended rule Q τ for the integration of a function f , we have
(3.20)
Thus, the error for the blending rule is the same as blending of the errors, that is,
Assuming that Q 1 and Q 2 integrate polynomials up to order k 1 and k 2 , respectively, (3.21) shows that the blending rule integrates polynomials up to order min(k 1 , k 2 ). For example, in one dimension, the blending rule
integrates polynomials up to order 2m − 3.
70
For the dispersion analysis on the Helmholtz equation (γ = 0, λ = ω 2 in (2.1) 
where Λ = ωh with ω 2 = λ and λ Q h denotes the approximate eigenvalue while using the quadrature rule Q. The blending of these two rules, that is, Q τ = τ G 3 + (1 − τ )L 3 , leads to the error representation
For τ = 2/3, we obtain the two extra orders in the error representation and we call this case the optimal blending. The error representation of the optimal blending is
For C 2 cubic elements, the optimal blending parameter is τ = −3/2 and we refer to [14] 
81
For a constant γ, we redefine the eigenvalue problem (2.1) as
Once the eigenvalue problem (3.26) is solved using isogeometric elements with optimal blending rules, we post-process the approximated eigenvalue of (2.1) as
In Section 4, we present the numerical studies of the equation (2.1) for variable coefficient γ using 82 isogeometric analysis with the optimal blending rules. 
Numerical examples
84
In this section, we present numerical examples of the one and three dimensional problems described in 85 Section 2 to show how optimal quadratures reduce the approximation errors in isogeometric analysis. 
1D results
87
The 1D elliptic eigenvalue problem (2.1) with γ = 0 and homogeneous Neumann boundary conditions 
3D results
101
Next, we continue our study with the dispersion properties of the three-dimensional eigenvalue problem (2.1) on tensor product meshes. Optimal methods for multidimensional problems with constant coefficients and affine mappings can be formed by tensor product of the 1D mass and stiffness matrices (3.18). The exact eigenvalues and eigenfunctions of the 3D eigenvalue problem are given by 
108
These results demonstrate that the use of optimal quadratures in isogeometric analysis significantly im-
109
proves the accuracy of the discrete approximations compared to the fully-integrated Gauss-based method. Color represents the absolute value of the relative error. Isosurfaces show 0.2% and 1.0% levels of the relative error.
Applying the scaling x = κy, the eigenvalue problem reads: Find the eigenpair (λ, u) such that We apply the optimally-blended quadrature rules to approximate the spectrum of a general elliptic dif-124 ferential operator where we account for reaction effects. We show that the optimally blended rules lead to 125 two extra orders of convergence in the eigenvalue errors for both 1D and 3D examples.
126
One future direction is the study on the non-uniform meshes and non-constant coefficient differential 127 eigenvalue problems. The study with variable continuity of the B-spline basis functions is also of interest.
and study how the dispersion can be minimized by designing goal-oriented quadrature rules.
cation to tensor-product-based isogeometric analysis. 
