The effects of geometry on physical properties have drawn attention from various areas of statistical physics. First of all, we note the extensive studies on complex networks (see
Ref. 1 for a review).
Aside from their ubiquity and practical importance, a remarkable point is that many of the complex networks tend to enhance correlations dramatically when a statistical-physical system is put on top of them. Let us look at the Watts-Strogatz (WS) network, 2 for example: it starts from a one-dimensional (1D) ring of size N where each point is linked to its 2k nearest neighbors. Among the total Nk bonds, we pick up P Nk bonds with 0 < P < 1, and then for each of them, we change one of its endpoints to a randomly chosen site. The WS network is a classical model of a small-world network characterized by two structural features: the length scale L is only logarithmic with respect to the system size N and the clustering coefficient is nevertheless relatively high. 2 Due to the small-world property, one observes the mean-field critical behavior in many cases, such as percolation, Ising, and XY spin models. [3] [4] [5] [6] Since that is expected only for very-high-dimensional structures, many complex networks, including the WS network, are often called infinite dimensional. One may notice that this terminology also makes sense in that L ∼ N 1/d in d-dimensional lattices while the WS network has only L ∼ log N. The theory of finite-size scaling has been well developed for such complex networks in combination with extensive numerical calculations.
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Compared to the recent progress in the study of classical systems in these structures, however, there is relatively little known about quantum cases. Even the transverse-field quantum Ising system on the Bethe lattice has been examined very recently, and it is still to be clarified whether the phase transition is really of the mean-field type, 8, 9 and the same model on the WS network has been checked only in terms of the thermal phase transitions.
field strength. If located in d dimensions, this system exhibits a phase transition at a certain critical-field strength, Γ = Γ c , and its criticality is known to be equivalent to that of the classical (d + 1)-dimensional Ising model where Γ is replaced by temperature T .
13-15 But it
is not entirely obvious what is going to happen when the dimensionality lacks its precise meaning in the infinite-dimensional structures, such as the WS network. Before studying the WS network, however, it would be good to check another infinite-dimensional structure,
i.e., the globally connected network, since the transverse-field Ising system on this structure has been already known to exhibit the zero-temperature quantum phase transition of the mean-field universality by the Hamiltonian-matrix diagonalization. 16 The globally coupled network is simply obtained by connecting every site to all of the others, but the Hamiltonian needs a little modification to Eq. (1) in order to make it extensive as follows:
The main tool in analyzing Eqs. (1) and (2) is the world-line quantum Monte Carlo method,
17
where the system is endowed with an additional temporal dimension in the imaginary-time 
Note that this quantity is required since our quantum Monte Carlo algorithm cannot directly access T = 0, but needs a suitable extrapolation of T in relation to the system size, unless one simulates extremely low T compared to all of the finite sizes under consideration. When z is known a priori, everything is just straightforward. Applying the algorithm to the infinite-dimensional structures described above, however, we usually do not know it at the starting point and need to estimate z ′ to scale T ∼ N −z ′ in a suitable way. We can formulate the problem as follows: let us consider the magnetic order parameter |m| taken from the whole (d + 1)-dimensional space-time region, that is
where each time slice is indexed by t and the bracket · · · means the thermal average, as well as the disorder average in the case of the WS network. Note that σ z i,t in Eq. (3) is not an operator, but a spin value projected onto the z direction at a certain space-time. One can argue a finite-size scaling ansatz in the following two-parameter form:
It is usually complicated to directly deal with this two-parameter scaling form. But when T is suitably scaled with a dynamic critical exponent z ′ so that τ ≡ T N z ′ = const., Eq. (4) reduces to a usual scaling form with a single parameter, from which it is possible to determine the critical exponents. We therefore follow the procedure proposed in Refs. 21 and 22 to estimate z ′ . The idea is that Binder's cumulant for a finite-sized system,
vanishes not only in the limit of T → ∞, but also in the limit of T → 0 where the system virtually becomes a classical 1D Ising chain elongated in the imaginary-time direction. One may thus expect that a maximum will appear by U = U max at a certain characteristic temperature T max for each given system size N. If the field strength is above the critical threshold by Γ > Γ c , then the peak value U max will eventually vanish as N becomes larger, but will approach a nonzero value if Γ < Γ c instead. This speculation provides a way to determine Γ c where U max remains constant regardless of N. We illustrate how it looks for the 1D case at Γ Fig. 1(a) . Note the nice symmetry as the size and inverse temperature b vary at the same time. It implies that one can also assume that U obeys a finite-size scaling form as
Therefore, U is a function of τ = T N z ′ at Γ = Γ c , and a correct z ′ will yield a scaling collapse of U [ Fig the universal amplitude ratio U * = 0.610692(2) for the two-dimensional Ising model. 23 By checking the size dependence of b max ≡ 1/T max where U reaches the maximum, one will be able to obtain the dynamic critical exponent. Then, we calculate the magnetic order parameter with changing both N and T , and finally get the critical exponents in the zerotemperature thermodynamic limit by the standard finite-size scaling, |m| ∼ N −β/ν ′ and
In addition, it is interesting to note that in Fig. 1 (b) the curve exhibits reflection symmetry with the peak position as the axis of symmetry. The reason for this can be argued in the following way: for given L, let us begin with observing the system at b = b max . Then one can say that the correlation length in the spatial direction amounts to L, while that in the temporal direction amounts to b. Let us increase the temperature so that b becomes b max /2.
When a system has different lengths in different axes, the correlation length will be bounded by the shortest one, so the correlation length will become about one half compared to the previous case of b = b max . It means that as we traverse the system in the spatial direction, we will find no correlation at a distance around L/2, and we may roughly regard the system as separated into two uncorrelated parts in the spatial direction. If we instead lower the temperature to b = 2b max , the correlation length still remains bounded by L, and we will find no correlation as we traverse the system by b max in the temporal direction. In this sense, we may regard the system as separated into two uncorrelated parts in the temporal direction this time. It becomes precisely symmetric to the case of b = b max /2 by exchanging the axes and adjusting the overall scale. In other words, there is symmetry between the cases of log b max → log b max ± log 2, which explains the reflection symmetry in Fig. 1(b) . If we extend this argument to a higher dimension, say d > 1, the system will be broken into 2 d pieces when we take b → b max /2. Since the other part of the argument about b → 2b max remains the same, it predicts that U will decay faster on the low-b side than on the high-b side, and that this asymmetry will be more pronounced as d gets higher.
Let us check how the method using Eq. (6) Eq. (6) becomes insensitive to the second argument at a sufficiently high T . This is why we find such finite-size scaling behavior with varying Γ at T = 0.5 in Fig. 2(c) . The classical mean-field behavior at this T clearly confirms a consequence of crossover phenomena from the quantum to the classical critical behavior at different temperatures. 25 However, if we move to a low but still finite temperature, i.e., T = 0.1 in this example, the finite-size effect becomes so substantial that it gets hard to characterize the transition [ Fig. 2(d) ]. Note that the crossing point is still moving to the low-Γ side, rising up very slowly to U * . If we increase N by more than an order of magnitude, Binder's cumulant begins to move in the correct direction [ Fig. 2(e) ]. The critical-field strength at T = 0.1 can be estimated to differ from Γ = 1 by less than 5 × 10 −4 , and the cumulant will behave as U = U
with a coefficient c and a correction exponent ∆ ≥ 0 at this critical point. Since Eq. (6) leads to U = g(bN −z ′ ) at Γ = Γ c , one may guess that ∆ = z ′ = 1/3 by expanding the scaling function g into a Taylor series. This simple guess is not very far from our numerical observation shown in Fig. 2(f) . To sum up, our results suggest that Eq. (5) might not be a very efficient numerical observable to reproduce the correct results for infinite-dimensional structures.
As discussed above, although intuitively appealing, the concept of the characteristic tem-
perature T max where U shows a maximum is not adequate for high-dimensional structures.
The difficulty can be overcome by using an alternative quantity to U. Let us take the magnitude of spontaneous magnetization at an arbitrary fixed point in the imaginary-time axis,
Due to the time translational symmetry, |s| defined in Eq. (7) 
so one finds scaling collapse |s| N β/ν ′ = h(T N z ′ ) at Γ = Γ c . Furthermore, as mentioned above, Fig. 3(a) shows that this quantity actually converges to a constant at b → ∞ for each N. Since |s| is insensitive to T as T → 0, we can drop out the second argument of the scaling function h in Eq. (8) at sufficiently low T and we are back to the single-parameter scaling form,
Fitting the values of |s| at T ≈ 1.4 × 10 −2 as a function of N, for example,
gives us an estimate of β/ν ′ = 0.339(2), which is fairly close to 1/3. Then we can estimate z ′ ≈ 0.3 by making the data for different N's collapse into a single curve at large b [see, e.g., Fig. 3(a) ]. One might say that the mean-field behavior could have been found by using |m| instead [see Fig. 3(b) ]. But our point is that |s| is easier to handle in the sense that it converges a well-defined value in the large-b limit, which allows us to get around the problem of working with two scaling parameters at the same time. Beginning with scaling |s| , one finds numerical observables such as U and |m| consistent with the mean-field behavior Once again, we note that U vanishes at this large b, while |s| does not vanish for finite N, so that the latter quantity can be more easily handled at the scaling region.
Let us now proceed to the WS network. We choose k = 3 and P = 0.05 and take disorder averages over independent realizations. The number of realizations varies but usually amounts to O(10 3 ). We begin with the existing method using U, assuming that it will work here as in 1D. Then we find characteristic temperatures for various sizes of the WS network by measuring U, from which we estimate Γ |s| , or β = 0.50(3) and ν ′ = 1.38(4) from |m| and dU/dΓ under the assumption that z ′ = 1/3. These strongly support the mean-field behavior with the upper critical dimension d u = 3, i.e., β = 1/2 and ν ′ = 3/2. Drawing this conclusion, we have also found that the existing finite-size scaling method using U can give incorrect values of z ′ in the infinitedimensional structures. For this reason, we have suggested an alternative observable |s| based on the quantum-mechanical expectation value, which is found to converge more quickly to the correct scaling behavior than U does.
