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ARCHIMEDEAN NON-VANISHING, COHOMOLOGICAL TEST
VECTORS, AND STANDARD L-FUNCTIONS OF GL2n: COMPLEX CASE
BINGCHEN LIN AND FANGYANG TIAN
Abstract. The purpose of this paper is to study the local zeta integrals of Friedberg-
Jacquet at complex place and to establish similar results to the recent work [J-L-T] joint
with D. Jiang. The strategy is similar, but there are still some unforeseen difficulties to
conquer in our case. In this paper, we will modify the method in [J-L-T] and (1) give
a necessary and sufficient condition on an irreducible essentially tempered cohomological
representation pi of GL2n(C) with a non-zero Shalika model; (2) construct a new twisted
linear period Λs,χ; (3) give a necessary and sufficient condition on the character χ such that
there exists a uniform cohomological test vector v ∈ Vpi (which we construct explicitly) for
Λs,χ. As a consequence, we obtain the non-vanishing of local Friedberg-Jacquet integral
at complex place. All of the above are essential preparations for attacking a global period
relation problem in the forthcoming paper([J-S-T]).
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1. Introduction
In 1993, S. Friedberg and H. Jacquet constructed a global integral in [F-J] which relates to
the standard L-function L(s, π ⊗ χ) for an irreducible cuspidal automorphic representation
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π of GL2n, twisted by an idelic character χ, assuming that π has a nonzero Shalika model.
The global integral admits an Euler product. Here we recall the setup for its archimedean
local integral.
Let F be an archimedean local field, i.e. F = R or C. We say that a Casselman-Wallach
representation π of GL2n(F ) has a non-zero Shalika model associated with ω and a nontrivial
additive character ψ of F , if there exists a non-zero continuous linear functional λ on the
Fre´chet space Vπ, which is called a Shalika functional, such that
(1.1) 〈λ, π(
(
I Y
I
)(
g
g
)
)v〉 = ω(det g)〈λ, v〉 · ψ(tr(Y )),
for any v ∈ Vπ, g ∈ GLn(F ) and any n× n matrix Y ∈ Matn(F ). Here ω is the character of
F× such that ωn is the central character of π.
Now we assume that π is a Casselman-Wallach representation of GL2n(F ) with a nonzero
Shalika model. We fix a Shalika functional λ on Vπ and take a character χ of F
×. The
archimedean local integral of Friedberg-Jacquet is
(1.2) Z(v, s, χ) =
∫
GLn(F )
〈λ, π(
(
g
I
)
)v〉|det g|s−
1
2
F χ(det g)dg
for v ∈ Vπ. It is proved in [A-G-J, Theorem 3.1] that
(1) the local zeta integral Z(v, s, χ) converges absolutely when Re(s) is sufficiently large
and has a meromorphic continuation in s to the whole complex plane;
(2) it is a holomorphic multiple of the local L-function L(s, π ⊗ χ) in the sense of mero-
morphic continuation;
(3) one can choose a smooth vector v (not necessarilyK-finite) such that the local integral
Z(v, s, χ) is exactly the local L-function L(s, π ⊗ χ).
We note that when both χ and ω are trivial, the integral in (1.2) is exactly the local integral
considered in in [A-G1]. Thus whenever s = s0 is not a pole of L(s, π⊗χ), Z(v, s, χ) has no
pole at s = s0. This implies that the map: v 7→ Z(v, s0, χ) defines a nonzero element in
HomH(Vπ, |det|−s0+
1
2
F χ
−1(det)⊗ |det|s0−
1
2
F (χω)(det)),
which is called the space of twisted linear functionals of π.
To obtain further arithmetic applications of the Friedberg-Jacquet integral, the represen-
tation π is often taken to be a cohomological representation. Meanwhile, a lot of research
works, such as the work of A. Ash and D. Ginzburg ([A-G1]) on p-adic L-functions for GL2n
and the work of H. Grobner and A. Raghuram ([G-R]) on arithmetic properties of the critical
values of L(s, π ⊗ χ) etc., are based on the assumption that the archimedean local zeta
integral Z(v, 1
2
, χ) is non-zero when v is a cohomological vector of π. We recall that when π
is cohomological, a vector v ∈ Vπ is said to be cohomological if it lives in the minimal K-type
τ of π. In a recent work of Binyong Sun ([Sun]), he proves that in the real case, for each
s ∈ C, the existence of a cohomological test vector vs ∈ Vπ, hence local Friedberg-Jacquet
integral does not vanish when evaluating at vs. However, the test vector he found is not uni-
form(depending on s). This is the key reason that his result is not strong enough to attack
the global period relation for the twisted standard L-function at arbitrary critical place. On
the other hand, Sun’s work does not involve the non-vanishing of Friedberg-Jacquet integral
at complex place. Naturally, we have the following two problems:
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• Find a uniform cohomological test vector v for the archimedean local zeta integral of
Friedberg-Jacquet.
• Show the non-vanishing of the local zeta integral Z(v, 1
2
, χ) in the complex case.
In our recent work joint with D. Jiang [J-L-T], we have showed that for each irreducible es-
sentially tempered cohomological representation π of GL2n(R), π automatically has a nonzero
Shalika model. Moreover, we explicitly constructed a new twisted linear period Λs,χ for π and
a uniform cohomological test vector v ∈ Vπ for Λs,χ, and hence recovered and strengthened
Sun’s non-vanishing result ([Sun, Theorem 5.1]). Actually, the vector v we constructed is
just the uniform cohomological test vector for archimedean local zeta integral of Friedberg-
Jacquet. We will see this result in the forthcoming paper [J-S-T], which gives a complete
proof of the global period relation for the twisted standard L-functions at critical places for
irreducible, regular algebraic, cuspidal automorphic representations of GL2n of (generalized)
symplectic type. The goal of this paper is to imitate the method which was developed in
[J-L-T] and solve above two problems in the complex case. In contrast to the real case,
(1) not all irreducible essentially tempered cohomological representations of GL2n(C)
has a non-zero Shalika model and we will classify all such representations with a
non-zero Shalika model in Subsection 2.1;
(2) for irreducible essentially tempered cohomological representations π of GL2n(C), the
twisted linear model Λs,χ, hence the local Friedberg-Jacquet integral Z(v, s, χ) can
be zero when evaluating at a cohomological vector v. The non-vanishing property
of Z(v, s, χ) will crucially depend on the data π and χ. Roughly speaking, when the
restriction of the character χ on the unit circle S1 is ’highly ramified’, i.e. χ|S1 has
the form ( z|z|)
l with very large integer l (in terms of absolute value), then the local
integral vanishes on the minimal K-type. The precise statement will be explained in
Theorem 1.2.
Comparing to the real case, besides the above two new phenomena appearing in this paper,
we also face a technical difficulty when solving the non-vanishing problem in the complex
case. The difficulty roots in the finite dimensional representation of compact groups. In the
complex case, we are able to construct a scalar-valued function (see Corollary 3.13) that
lives the minimal K-type of π using the method in [J-L-T]. Yet the twisted linear model
which we will construct in (2.37) by the same method as in [J-L-T] requires a vector-valued
function. For the real case, this problem was resolved in [J-L-T] by writing the vector-valued
function in terms of the basis of the vector space. However, in the complex case, this method
is unrealistic, or at least will lead to very complicated computation. This is because the irre-
ducible representation of O2(R) is at most two dimensional, yet the irreducible representation
of U2 can have any dimension. To overcome this technical difficulty, we will keep a close
track on the double induction formula between the two models of π in (1.18).
Finally, we would like to thank Binyong Sun for sending us his preprint, and thank Dihua
Jiang and Lei Zhang for helpful suggestions on writing this paper. This joint work was
started during Lin’s visit at the University of Minnesota. He would also like to take this
opportunity to thank the School of Mathematics of UMN for offering excellent hospitality
and working conditions.
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1.1. Cohomological representations of GL2n(C). Let G = GL2n(C), B be the standard
Borel subgroup of G, and K = U2n be the maximal compact subgroup of G. Set
(1.3) H =
{(
g1
g2
) ∣∣∣g1, g2 ∈ GLn(C)} ≃ GLn(C)×GLn(C).
Denoted by Z the center of G. Let d be the dimension of Lie(H)/Lie((K ∩ H)Z), where
Lie(H) is the Lie algebra of H . Then
(1.4) d = 2n2 − 1,
which, as indicated in [A-G1], is the dimension of the modular symbol generated by the
closed subgroup H . To fix notation, from now on, we will use capital letters G,H etc. for
certain Lie groups, G0, H0 etc. for their identity components, German letters g, h etc. for
their Lie algebras, and gC, hC, etc. for the complexifications of Lie algebras.
Let T be the diagonal subgroup of G. Let ν be a dominant algebraic character of T , which
can be described as
(1.5) ν = (ν1, ν2, · · · , ν2n; ν1, ν2, · · · , ν2n)
with each νj, νj ∈ Z, and
ν1 ≥ ν2 ≥ · · · ≥ ν2n; ν1 ≥ ν2 ≥ · · · ≥ ν2n.
The complex conjugate notation νj is introduced here simply to indicate that νj comes from
a composition of a character of T with the complex conjugation. It does not imply that
νj and νj are complex conjugate to each other. Throughout this paper, we assume that ν
satisfies the purity condition as in [Clo]: there exists an integer m ∈ Z such that for all
j = 1, 2, · · · , 2n,
(1.6) νj + ν2n−j+1 = m.
It is well known that irreducible finite dimensional representations of G are parameterized
by highest weights, i.e. 2n integers in the decreasing order. Let ρ1, ρ2 be two highest weight
representations of G with highest weights (ν1, ν2, · · · , ν2n) and (ν1, ν1, · · · , ν2n), resp.. We
consider a complex finite dimensional representation (ρ, Fν) of G, where
ρ(g) := ρ1(g)⊗ ρ2(g).
Let (π, Vπ) be an irreducible essentially tempered Casselman-Wallach representation of G
such that the total relative Lie algebra cohomology
H∗(g, K, π ⊗ F∨ν ) 6= 0.
By abuse of notation, we also use π for its underlying (g, K)-module when no confusion
arises. The integer m is exactly the integer w in [R, Section 2.4.2]. We save the notation w
for Weyl elements. By [Clo, Lemma 3.14], the jth-cohomology group
Hj(g, K, π ⊗ F∨ν ) 6= 0,
if and only if
2n2 − n ≤ j ≤ 2n2 + n− 1.
In particular, we have
Hd(g, K, π ⊗ F∨µ ) 6= 0,
which coincides the assumption in [A-G1] when Fν is the trivial representation. Now we
recall the Langlands parameter for π, which is discussed in [R, Section 2.4.2].
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Proposition 1.1. Let (π, Vπ) be an irreducible essentially tempered Casselman-Wallach rep-
resentation of G such that the d-th (d = 2n2 − 1) relative Lie algebra cohomology
Hd(g, K, π ⊗ F∨ν ) 6= 0.
Then π is equivalent to the principal series representation
(1.7) IndGBz
ν1+
2n−1
2 zm−ν1−
2n−1
2 ⊗ zν2+ 2n−32 zm−ν2− 2n−32 ⊗ · · · ⊗ zν2n+ 1−2n2 zm−ν2n− 1−2n2 ,
where ν and m are described in (1.5) and (1.6) resp..
1.2. Shalika model and linear model. Unlike the real case discussed in [J-L-T], not all
cohomological representations π as given in (1.7) have a non-zero Shalika model. In Subsec-
tion 2.1, we will classify all irreducible essentially tempered cohomological representations
of GL2n(C) (in Theorem 2.1) which have a non-zero Shalika model. The method we use
should be considered as an archimedean analogue of a successive work of N. Matringe (see
[Mat1],[Mat2].). In our scenario, for any integer L, we write χL the unitary character of C
×
sending z to ( z|z|)
L. We set
(1.8) lj = 2νj + (2n+ 1− 2j)−m,
then (l1, l2, · · · , l2n) is a sequence of integers in a strictly decreasing order such that
(1.9) lj + l2n+1−j = 2νj + 2ν2n+1−j − 2m
is an even integer. We then rewrite the cohomological representation π given in (1.7) as
(1.10) π ≃ IndGB| |
m
2
C
χl1 ⊗ | |
m
2
C
χl2 ⊗ · · · ⊗ | |
m
2
C
χl2n .
By applying Theorem 2.1, we immediately conclude that π has a nonzero Shalika model if
and only if there exists an integer L with the property that
(1.11) lj + l2n+1−j = 2L,
(or equivalently νj + ν2n+1−j = m+ L ) for all j = 1, 2, · · · , 2n. If (1.11) holds, then we can
rewrite π as the normalized parabolically induced representation
(1.12) π ≃ IndGPσ1 ⊗ σ2 ⊗ · · · ⊗ σn,
where P is the standard parabolic subgroup of G associated with the partition [2n], and each
σj is the principal series of GL2(C):
(1.13) σj := Ind
GL2(C)
BGL2
| |
m
2
C
χlj ⊗ | |
m
2
C
χl2n+1−j .
All the principal series σj share the same central character, denoted by ω:
(1.14) ω(aI) = |a|m
C
χ2L(a),
Here in the above, by abuse of notations, we also regard ω as a character of C× via the
isomorphism ZGL2(C) ≃ C×. The central character ωπ of π takes the form
(1.15) ωπ(aI) = |a|mnC χ2nL(a).
The maximal compact subgroup of C× is U1, which is isomorphic to the unit circle S1. The
restriction of the character ω on S1 is just the character χ2L.
Given a character χ of C×, there exists an integer l such that χ = χl when restricted on
S1. With the model of π as in (1.12), we can construct in Subsection 2.2 a nonzero twisted
linear functional Λs,χ for π without using the Shalika model.
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1.3. Cohomological vectors and non-vanishing property. According to the work of
F. Chen and B. Sun (see [Ch-Sun, Theorem B]), given a character χ of C×, we can conclude
that for almost all s,
(1.16) dim HomH(π, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det)) ≤ 1.
Thus, in order to prove that the Archimedean local integral Z(v, s, χ) (as in (1.2), F = C) is
non-zero at a cohomological vector v0 of π, it suffices to show that the nonzero twisted linear
functional Λs,χ is nonzero at v0. For the real case of this non-vanishing problem, Binyong
Sun proved in the paper [Sun] that there exists a cohomological vector V0 of π, evaluated
at which, a nonzero twisted linear functional of π is nonzero. In our recent work [J-L-T]
with D. Jiang, we proved this non-vanishing property independently by giving the explicit
construction of a cohomological vector. In this paper, we will imitate the method that we
used in [J-L-T] to construct a cohomological vector explicitly in the complex case. More
precisely, for the sequence of integers (l1, l2, · · · , l2n) in the decreasing order that satisfies
(1.11), we set Nj = lj − L (the integer L is defined in (1.11)). Then the cohomological
representation π in (1.10) is isomorphic to
(1.17)
π ≃ IndGB| |
m
2
C
χN1+L ⊗ | |
m
2
C
χ−N1+L ⊗ | |
m
2
C
χN2+L ⊗ | |
m
2
C
χ−N2+L ⊗ · · ·⊗
| |
m
2
C
χNn+L ⊗ | |
m
2
C
χ−Nn+L.
Using the model (1.17), we will construct an explicit cohomological vector ϕ ∈ Vπ in Corol-
lary 3.13, by restricting a polynomial function defined F ~N,χ−l⊗χl+2L constructed in Theorem
3.12 on the maximal compact subgroup K. Via the isomorphism η between the two models
of π (i.e. (1.12) and (1.17))
(1.18)
η :IndGPσ1 ⊗ σ2 · · · ⊗ σn
≃IndGB| |
m
2
C
χN1+L ⊗ | |
m
2
C
χ−N1+L ⊗ | |
m
2
C
χN2+L ⊗ | |
m
2
C
χ−N2+L ⊗ · · ·⊗
| |
m
2
C
χNn+L ⊗ | |
m
2
C
χ−Nn+L,
we are able to evaluate Λs,χ(η
−1(ι(ϕ))). The following Main Theorem of this paper holds:
Theorem 1.2 (Main Theorem). Let (π, Vπ) be an irreducible essentially tempered Casselman-
Wallach representation of GL2n(C) such that the total relative Lie algebra cohomology
H∗(g, K, π ⊗ F∨ν ) 6= 0.
Then there exists integers m,L and a sequence of positive integers (N1, N2, · · · , Nn) in the
strictly decreasing order such that (1.17) holds. Given a character χ = | |u0
C
χl of C
×.
(1) If the integer l satisfies |l+L| > Nn, then the local Friedberg-Jacquet integral Z(v, s, χ)
defined in (1.2) (F = C) vanishes identically on the minimal K-type τ of π.
(2) If l satisfies |l + L| ≤ Nn, there exists a cohomological vector v = η−1(ϕ) ∈ Vτ and a
holomorphic function G(s, χ) such that
Z(v, s, χ) = eG(s,χ) · L(s, π ⊗ χ),
where ϕ is the cohomological vector explicitly constructed in Corollary 3.13 and η is
the isomorphism (1.18). In particular, Z(v, s, χ) 6= 0.
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2. Cohomological Representations with Shalika Models and Linear Models
2.1. Cohomological Representations of GL2n(C) with Shalika Models. As we men-
tioned in the Introduction, not all cohomological representations π given in (1.7) (or equiv-
alently in (1.10)) have a non-zero Shalika model. The goal of this Subsection is to provide a
necessary and sufficient condition for π under which π has a non-zero Shalika model. As in
the Introduction, we write χl for the unitary character of C
× sending z to ( z|z|)
l.
Theorem 2.1. Let π be the cohomological representation given in (1.10) with a central
character ωπ. Given a non-trivial additive character ψ of C and a multiplicative character
ω of C× such that ωn = ωπ, we have the following equivalent statements:
(1) π has a non-zero Shalika model associated with ω and ψ defined at the beginning of
the Introduction;
(2) There exists a discrete, countable subset S ⊆ C such that for every complex number
s /∈ S, π has a nonzero twisted linear model, i.e.
(2.1) HomH(Vπ, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det)) 6= 0.
(3) There exists an integer L such that (1.11) holds.
Proof. (3)⇒(1): Let σ be a generic Casselman-Wallach representation of GL2(C) with cen-
tral character ωσ. We fix a nontrivial additive character ψ of F . Then σ admits a Whittaker
model W(σ, ψ), i.e. there exists a continuous linear functional λσ on the Fre´chet space Vσ
such that
〈λ, σ(
(
1 x
1
)
)v〉 = ψ(x)〈λ, v〉.
Thus
〈λ, σ(
(
1 x
1
)(
a
a
)
)v〉 = ωσ(a)ψ(x)〈λ, v〉,
which exactly coincides with (1.1) for n = 1. Hence any such σ has a non-zero Shalika model
associated with ωσ and ψ.
Now we assume that there exists an integer L such that (1.11) holds. Using the trick as
in (1.12), we can write π as
π ≃ IndGPσ1 ⊗ σ2 ⊗ · · · ⊗ σn,
where P is the standard parabolic subgroup corresponding to the partition [2n] and all σj
are generic representations of GL2(C) sharing the same central character ω. Hence all σj
have nonzero Shalika models associated with the same characters ω and ψ. Thus, by [J-L-T,
Thoerem 2.1], π automatically has a nonzero Shalika model associated with ω and ψ.
(1)⇒(2): We assume that π has a nonzero Shalika model associated with ω and ψ. Then
by [A-G-J, Theorem 3.1], the local integral Z(v, s, χ) defines a nonzero element in
HomH(Vπ, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det))
whenever s is not a pole of the standard local L-function L(s, π ⊗ χ). Thus, Statement (2)
follows from the fact that the poles of the local L-function L(s, π ⊗ χ) form a countable
discrete subset of C.
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(2)⇒(3): This is the most difficult part of the proof. Let us first recall the Weyl element
that we used to construct another linear model in [J-L-T]. Let w0 be the Weyl element which
changes the sequence
(1, 2, 3, · · · , 2n)
into
(1, 3, 5, · · · , 2n− 1, 2, 4, 6, · · · , 2n).
We will not distinguish an Weyl element with the permutation matrix representing it. Set
(2.2) w := w−10 .
For example, when n = 3, it has the form:
w =

1 0 0 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 0 1
 ,
The matrix
(
In
−In
)
acts on GL2n(C) by conjugation and H is the subgroup of fixed
point of
(
In
−In
)
. From (1.3), we can write H = H1 ×H2, where H1, H2 are subgroups
of GL2n(C) isomorphic to GLn(C). Define
(2.3) H ′ = Ad(w)H,H ′1 = Ad(w)H1, H
′
2 = Ad(w)H2,
and
(2.4) ǫ = w
(
In
−In
)
w−1 = diag(1,−1, 1,−1, · · · , 1,−1).
Then H ′ = H ′1×H ′2 is also isomorphic to GLn(C)×GLn(C). The matrix ǫ acts on GL2n(C)
by conjugation and H ′ is the subgroup of fixed points. It is easy to check that
(2.5)
dimHomH(Vπ, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det))
=dimHomH′(Vπ, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det)).
Given any Lie group M and two Casselman-Wallach representations π1 and π2 of M , we
denote by BilM(π1, π2) the space of intertwining forms between π1 and π2. Thus, passing to
the space of intertwining forms, we get
(2.6)
dimHomH′(Vπ, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det))
=dimBilH′(Vπ, |det|s−
1
2
C
χ(det)⊗ |det|−s+
1
2
C
(χω)−1(det)).
Applying the Reciprocity Law ([B, Theorem 6;4]), we find that
(2.7)
dimBilH′(Vπ, |det|s−
1
2
C
χ(det)⊗ |det|−s+
1
2
C
(χω)−1(det))
=dimBilG(Vπ, Ind
G
H′ |det|s−
1
2
C
χ(det)⊗ |det|−s+
1
2
C
(χω)−1(det)).
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Combining all of the above, we get
(2.8)
dimHomH(Vπ, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det))
=dimBilG(Vπ, Ind
G
H′ |det|s−
1
2
C
χ(det)⊗ |det|−s+
1
2
C
(χω)−1(det)).
To simplify our notation, we set
(2.9) σ = | |
m
2
C
χl1 ⊗ | |
m
2
C
χl2 ⊗ · · · ⊗ | |
m
2
C
χl2n .
and
(2.10) η(s, χ, ω) = |det|s−
1
2
F χ(det)⊗ |det|
−s+ 1
2
F (χω)
−1(det).
Now we rewrite (2.8) as
(2.11)
dimHomH(Vπ, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det))
=dimBilG(Ind
G
Bσ, Ind
G
H′η(s, χ, ω)).
The RHS of (2.11) can be estimated by Bruhat Theory. By [B, Theorem 6;3],
(2.12)
dimBilG(Ind
G
Bσ, Ind
G
H′η(s, χ, ω))
≤
∑
x∈H′\G/B
+∞∑
k=0
i(σ, η(s, χ, ω), x, k).
Here in (2.12), i(σ, η(s, χ, ω), x, k) is the intertwining number between two representations of
H ′x := B∩x−1H ′x: one is the representation σ⊗η(s, χ, ω)x, where η(s, χ, ω)x is the character
of H ′x defined via
(2.13) η(s, χ, ω)x(y) := η(s, χ, ω)(xyx−1);
the other one is a finite dimensional representation coming from transversal derivatives,
which will be discussed in details in a moment. According to [B, Lemma 6;2], the sum over
k on the RHS of (2.12) is in fact a finite sum.
The representatives of the double coset H ′\G/B are computed in [Mat1]. By [Mat1,
Proposition 3.2], H ′\G/B is in one-to-one correspondence to the set of all sets of the following
form
(2.14)
N = {ni,j, (n+t,t, n−t,t) | all ni,j , n+t,t, n−t,tare non-negative integers
and 1 ≤ i < j ≤ 2n, 1 ≤ t ≤ 2n}
such that if we set ni,j = nj,i and nt,t = n
+
t,t + n
−
t,t, then
∑2n
j=1 ni,j = 1 and
∑2n
t=1 n
+
t,t =∑2n
t=1 n
−
t,t. Thus, the integer 2n has a partition
(2.15) 2n =
2n∑
i=1
2n∑
j=1
ni,j =
∑
1≤i 6=j≤2n
ni,j +
∑
1≤t≤2n
n+t,t + n
−
t,t.
For a matrix A, whenever 1 ≤ i 6= j ≤ 2n or 1 ≤ t ≤ 2n, we can define the (i, j)-th row,
(t, t)+th row and (t, t)−-th row of A according to the partition (2.15). Then it makes sense to
say the (i, j)-th, (t, t)+-th, (t, t)−-th diagonal entry for a diagonal matrix A in G. If ni,j = 0
(n+t,t = 0, n
−
t,t = 0 resp.), then there is no (i, j)-th ((t, t)
+-th, (t, t)−-th resp.) row or diagonal
entry. The representative xN ∈ H ′\G/B corresponding to the set N (defined in (2.14)) can
be chosen in the following way. We take a Weyl element wN (i.e. a permutation matrix)
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such that w−1N ǫwN is the diagonal matrix (the matrix ǫ is defined in (2.4)) with the property
that
(1) for i < j, the (i, j)-th diagonal entry of w−1N ǫwN is 1; for i > j, the (i, j)-th diagonal
entry of w−1N ǫwN is -1;
(2) the (t, t)+-th diagonal entry is 1; the (t, t)−-th diagonal entry is -1.
We also take a block diagonal matrix aN such that the (t, t)+-th and (t, t)−-th diagonal
entries are 1, and for all i < j, the ((i, j), (j, i))-th diagonal block is 1√
2
(
1 1
−1 1
)
(i.e. in
the (i, j)-th row, the (i, j)-th and the (j, i)-th entries are 1, the others are 0; while in the
(j, i)-th row, the (i, j)-th entry is -1, the (j, i)-th entry is 1, the other entries are 0). Then
the representative
(2.16) xN = wNaN .
By [Mat1, Proposition 3.4], the subgroup
H ′N := B ∩ x−1N H ′xN
is a semidirect product of a diagonal subgroup MN and a unipotent subgroup UN , where
MN consists of invertible matrices of the form:
(2.17)
mN = diag(m+1,1, m
−
1,1, m1,2, · · · , m1,2n, m2,1, m+2,2, m−2,2, m2,3, · · · , m2,2n, · · · , m+2n,2n, m−2n,2n),
such that mi,j = mj,i whenever i 6= j.
The above notations seem slightly complicated. Let us include a detailed computation on
the case of GL4(C) here. The following computation will also be very illustrative in the later
part of the proof this Theorem.
Example 2.2. For G = GL4(C), the group H
′ for GL4(C) consists of invertible matrices of
the form 
a 0 b 0
0 e 0 f
c 0 d 0
0 g 0 h
 .
Case 1: If the set
N = {n12 = n21 = 1, n34 = n43 = 1, all other nij , n+t,t, n−t,t are zeroes.},
then the associated wN = I4 and
aN =

1√
2
1√
2
0 0
− 1√
2
1√
2
0 0
0 0 1√
2
1√
2
0 0 − 1√
2
1√
2
 .
Then the group H ′N = B ∩ x−1N H ′xN consists of matrices of the form
a 0 b f
0 a f b
0 0 d 0
0 0 0 d
 .
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Case 2: If the set
N = {n13 = n31 = 1, n24 = n42 = 1, all other nij , n+t,t, n−t,t are zeroes.},
then the associated
wN =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,
and
aN =

1√
2
0 1√
2
0
0 1√
2
0 1√
2
− 1√
2
0 1√
2
0
0 − 1√
2
0 1√
2
 .
Then the group H ′N consists of matrices of the form
a b 0 0
0 d 0 0
0 0 a b
0 0 0 d
 .
Case 3: If the set
N = {n14 = n41 = 1, n23 = n32 = 1, all other nij , n+t,t, n−t,t are zeroes.},
then the associated
wN =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,
and
aN =

1√
2
0 0 1√
2
0 1√
2
1√
2
0
0 − 1√
2
1√
2
0
− 1√
2
0 0 1√
2
 .
Then the group H ′N consists of matrices of the form
a 0 0 0
0 d 0 0
0 0 d 0
0 0 0 a
 .
Finally, we remark that one can check in a case by case fashion that in the case of GL4(C),
δ
− 1
2
B (mN )δN (mN ) = 1,
where δN is the modular character of H ′N .
Now we go back and continue our proof of Theorem 2.1. The reason why we do not care
about the cases when some nt,t 6= 0 in Example 2.2 will also be clear from the following
proof. With the above choice of xN in (2.16), for any matrix mN as in (2.17), the adjoint
action Ad(xN ) maps
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(1) the (t, t)+-th diagonal entry m+t,t of m onto a diagonal entry of H
′
1 (defined in (2.3));
(2) the (t, t)−-th diagonal entry m−t,t of m onto a diagonal entry of H
′
2 (defined in (2.3));
(3) the (i, j)-th diagonal entry mi,j onto a diagonal entry of H
′
1 whenever i < j;
(4) the (i, j)-th diagonal entry mi,j onto a diagonal entry of H
′
2 whenever i > j.
The character η(s, χ, ω)xN is trivial on UN . Here we compute its value on mN ∈MN :
(2.18)
η(s, χ, ω)xN (mN )
=η(s, χ, ω)(xN ·mN · x−1N )
=
( 2n∏
t=1
|m+t,t|s−
1
2
C
χ(m+t,t)
|m−t,t|s−
1
2
C
χ(m−t,t)
· 1
ω(m−t,t)
)
·
( ∏
1≤i<j≤2n
|mi,j|s−
1
2
C
χ(mi,j)
|mj,i|s−
1
2
C
χ(mj,i)
· 1
ω(mj,i)
)
which can be simplified (by using mi,j = mj,i) as
(2.19)
( 2n∏
t=1
|m+t,t|s−
1
2
C
χ(m+t,t)
|m−t,t|s−
1
2
C
χ(m−t,t)
· 1
ω(m−t,t)
)
·
( ∏
1≤i<j≤2n
1
ω(mj,i)
)
.
Under the assumption that
dimHomH(Vπ, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det)) 6= 0,
we can conclude from (2.11) and (2.12) that at least one intertwining number
i(σ, η(s, χ, ω), x, k) ≥ 1.
In other words, for almost all s, there exists an intertwining operator between
σ ⊗ η(s, χ, ω)xN
and a finite dimensional representation Λ˜k, where Λ˜k comes from transversal derivatives and
is independent on s. By restriction on the abelian subgroup MN , we can regard
σ ⊗ η(s, χ, ω)xN
as a one dimensional subrepresentation of Λ˜k. Thus there exists a character ξ only depending
on Λ˜k (not depending on s) such that
(2.20) σ ⊗ η(s, χ, ω)xN (mN ) = ξ(mN )
holds for any mN ∈ MN . Because we only have finitely many representatives xN ; for each
fixed xN , the sum over k in (2.12) is also a finite sum; and for each fixed xN and k, the
representation Λ˜k decomposes into finitely many characters of MN , hence we only have
finitely many equations of the form (2.20). If the character η(s, χ, ω)xN depends on s, then
as equations of s, the solutions to all such equations of the form (2.20) form a countable,
discrete subset of C. Thus, we can conclude that there exists a set N such that η(s, χ, ω)xN
does not depend on s. In view of (2.19), we can conclude that n+t,t = n
−
t,t = 0, in other words,
m+t,t, m
−
t,t do not appear in the diagonal matrix mN . Hence we can rewrite (2.20) as
(2.21) σ(mN ) ·
∏
1≤i<j≤2n
1
ω(mj,i)
= ξ(mN ).
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Now we describe the finite dimensional representation Λ˜k in detail. When k = 0, there is
no transversal derivative and Λ˜0 is just the trivial representation. When k = 1,
Λ˜1 = δ
− 1
2
B · δN · Λ−11 ,
where δB is the modular character of B, δN is the modular character of H ′N and Λ1 is the
adjoint representation of H ′N on the quotient space
g
b+ x−1N h′xN
.
In general, according to [B, (6;59)], for any positive integer k,
(2.22) Λ˜k = δ
− 1
2
B · δN · Λ−1k ,
where Λk is the k
th symmetric power of Λ1. The restriction of Λ1 on the abelian subgroupMN
is isomorphic to a subrepresentation of the adjoint representation of MN on the Lie algebra
n− of the maximal lower unipotent subgroup. Hence every irreducible subrepresentation of
Λ1|MN is a character of the form
(2.23)
∏
1≤i<j≤2n
m
ui,j
i,j .
Here in (2.23), we adopt the convention that when mi,j does not appear in mN , then ui,j = 0.
Under this convention, we know that all the exponents ui,j in (2.23) satisfy
(2.24)
∑
i,j
ui,j = 0.
In general, every irreducible subrepresentation of Λk|MN is a character of the form (2.23)
satisfying (2.24).
Now we look at δ
− 1
2
B (mN )δN (mN ). We claim it is equal to 1 for all mN ∈ MN . For
GL4(C), this is already claimed at the end of Example 2.2 and one can check it case by case.
We aim to use the result of GL4(C) to prove the above claim for all GL2n(C). It is clear
from the identity
∑2n
j=1 ni,j = 1 that either ni,j = nj,i = 1 or ni,j = nj,i = 0. Moreover, if
ni,j = nj,i = 1, then for all t 6= j, ni,t = nt,i = 0. Thus, we can group the 2n diagonal entries
of mN in exact n pairs such that in each pair the two entries are equal. From the description
right above (2.18), we know that in each pair, one entry comes form a diagonal entry of H ′1,
while the other one comes fromH ′2. Note that given two different such pairs (mi1j1, mi1j1) and
(mi2j2, mi2j2), their original positions in H
′ ’determines’ a subgroup (denoted by GL(iij1,i2j2))
of G isomorphic to GL4(C) by deleting all rows and columns where other diagonal entries
locate in. For example, when G = GL6(C) and the original positions of such two pairs are
given in the following: 
a 0 0 0 0 0
0 ⋆ 0 0 0 0
0 0 ⋆ 0 0 0
0 0 0 a 0 0
0 0 0 0 d 0
0 0 0 0 0 d
 ,
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then we delete the second, third rows and columns and obtain a subgroup isomorphic to
GL4(C). In the group GL6(C), this subgroup is located in
⋆ 0 0 ⋆ ⋆ ⋆
0 1 0 0 0 0
0 0 1 0 0 0
⋆ 0 0 ⋆ ⋆ ⋆
⋆ 0 0 ⋆ ⋆ ⋆
⋆ 0 0 ⋆ ⋆ ⋆
 .
Then we can use Example 2.2 to compute the contribution of the pair of pairs (mi1j1, mi1j1)
and (mi2j2, mi2j2) in δ
− 1
2
B (mN )δN (mN ). Indeed, there are exactly three cases on the positions
of these four diagonal entries in the matrix mN , namely:
(1) (· · · , mi1j1, · · · , mi1j1, · · · , mi2j2, · · · , mi2j2, · · · );
(2) (· · · , mi1j1, · · · , mi2j2, · · · , mi1j1, · · · , mi2j2, · · · );
(3) (· · · , mi1j1, · · · , mi2j2, · · · , mi2j2, · · · , mi1j1, · · · ).
They correspond to the three small cases in Example 2.2. For simplicity, let us write ξ(i1,j1,i2j2)
for the character corresponding to δ
− 1
2
B δN in GL(i1j1,i2j2) and write A(i1j1,i2j2) for the 4 × 4
matrix obtained by deleting all other diagonal entries of mN , i.e. correspondingly A(i1j1,i2j2)
is equal to one of the following
(1) (mi1j1 , mi1j1 , mi2j2 , mi2j2);
(2) (mi1j1 , mi2j2 , mi1j1 , mi2j2);
(3) (mi1j1 , mi2j2 , mi2j2 , mi1j1).
Then according to computation of GL4(C),
ξ(i1,j1,i2j2)(A(i1j1,i2j2)) = 1.
Consequently,
(2.25) δ
− 1
2
B (mN )δN (mN ) =
∏
all pairs (i1j1,i2,j2)
ξ(i1,j1,i2j2)(A(i1j1,i2j2)) = 1.
Combining all of the above, we finally show that according to (2.22), the restriction Λ˜k|MN
is isomorphic to Λ−1k |MN . Hence every irreducible subrepresentation of Λ˜k|MN ,in particular
the character ξ in (2.20), is a character of the form (2.23) satisfying (2.24). Because in (2.9),
the exponents of each factor of σ are all equal to m
2
, the exponent of ω must also be m
2
.
Thus we observe that the character in the LHS of (2.20) has zero exponents. Therefore, we
conclude that if we write the character ξ in (2.20) in the form (2.23), then all ui,j are equal
to zero. Hence we can rewrite (2.20) as
(2.26) σ(mN ) ·
∏
1≤i<j≤2n
1
ω(mj,i)
= 1.
Thus, if we write
(2.27) ω(z) = χL′(
z
|z|)|z|
u
C
,
for some integer L′ and complex number u, then we can regroup the characters χlj in (2.9) into
pairs such that the product of each pair is χL′. Equivalently, we can regroup the integers
lj into pairs such that the sum of each pair is the same integer L
′. As the Introduction
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explained, when π is a cohomological representation, the integers l1, l2, · · · , l2n form a strictly
decreasing sequence. Thus, the only way to regroup these 2n integers into pairs with the
same sum is to pair lj with l2n+1−j. Thus, lj + l2n+1−j is equal to the same integer L′ when
j runs from 1 to 2n. In view of (1.9), we conclude that lj + l2n+1−j = 2L must be an even
integer.

2.2. Construct Another Linear Model. In this Subsection, we will retain the notations
in Subsection 2.1. By Theorem 2.1, if π is an irreducible essentially tempered cohomolog-
ical representation of G with a nonzero Shalika model, then π must be isomorphic to the
normalized parabolically induced representation
(2.28) π ≃ IndGPσ1 ⊗ σ2 ⊗ · · · ⊗ σ,
where P is the standard parabolic subgroup of G associated with the partition [2n], and all
σj are principal series of GL2(C) sharing the same central character ω. By Theorem 2.1,
given any character χ of F×, π must have a nonzero twisted linear model. Such a twisted
linear functional can be given by the local Friedberg-Jacquet integral. The goal of this
Subsection is to construct a twisted linear functional for π without using the Shalika model
of π. The method we use is just the complex version of [J-L-T, Section 3], as we only deal
with cohomological representations of GL2n(R) there.
Given a generic representation σ of GL2(C) with a central character ω and a nonzero
Whittaker model W(σ, ψ), the archimedean local integral
(2.29) λs,χ,σ(v) :=
∫
C×
Wv(
(
a
1
)
)|a|s−
1
2
C
χ(a)d×a.
has a meromorphic continuation to the whole complex plane. It is a holomorphic multiple
of the L-function L(s, σ ⊗ χ). Whenever s = s0 is not a pole of the L−function L(s, σ ⊗ χ),
λs0,χ,σ defines a nonzero continuous linear functional in
HomGL1(C)×GL1(C)(σ, | |
1
2
−s0
C
χ−1 ⊗ | |s0−
1
2
C
ωχ).
Let π be the parabolically induced representation of G in (2.28), with each σj being a
principal series of GL2(C) with a central character ω. We fix a character χ of C
× and write
λs,j := λs,χ,σj for the nonzero continuous linear functional in
HomGL1(C)×GL1(C)(σj , | |
1
2
−s
C
χ−1 ⊗ | |s−
1
2
C
ωχ)
defined via the local integral (2.29). The following construction of the twisted linear func-
tional for π is almost a word by word repetition of [J-L-T, Subsection 3.2]. For convenience
of the reader, we will outline the key steps.
Let w be the Weyl element as in (2.2) and P = MU be the Levi decomposition of
P . Define H ′ = Ad(w)H as in (2.3). Then H ′ is also isomorphic to GLn(C) × GLn(C).
The standard maximal unipotent subgroup N of H is mapped onto the standard maximal
unipotent subgroup N ′ of H ′. We notice that N ′ is a subgroup of U . Let us write
N = N1 ×N2.
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Then N1 and N2 are both standard maximal unipotent subgroup of GLn(C). To simplify
notation, we set
(2.30)
χ1,s(a) = |a|
1
2
−s
C
χ−1(a),
χ2,s(a) = |a|s−
1
2
C
ω(a)χ(a).
Take ϕ ∈ Vπ, which is a smooth function on G taking value in
Vσ1⊗ˆ · · · ⊗ˆVσn ,
the projective tensor product of Fre´chet spaces Vσj . The continuous linear functional
n⊗
i=1
λs,i
on the algebraic tensor space
Vσ1 ⊗ · · · ⊗ Vσn
has a continuous linear extension to the projective tensor product space. By abuse of nota-
tion, we will still use
n⊗
i=1
λs,i
for such an extension. We consider a function on H defined by
(2.31) Fs(h;ϕ) = 〈
n⊗
i=1
λs,i, ϕ(wh)〉.
Let B1 and B2 be the standard Borel subgroups of GLn(C) having unipotent radicals N1,
N2 resp. Then Fs(
(
g1
g2
)
;ϕ) satisfies a B1 × B2 equivariant property:
(2.32) Fs(
(
b1
b2
)
h;ϕ) = δB1(b1)δB2(b2)χ1,s(det b1) · χ2,s(det b2) · Fs(h;ϕ),
where b1, b2 live in B1, B2 resp.. Then there exists a test function f(h;ϕ) ∈ C∞c (H) such
that
(2.33) Fs(h;ϕ) =
∫
B1×B2
f(
(
b1
b2
)
h;ϕ)χ−11,s(det b1)χ
−1
2,s(det b2)dlb1dlb2.
We define a linear functional Λs,χ on Vπ according to the formula:
Λs,χ(ϕ) :=
∫
H
f(
(
h1
h2
)
;ϕ)χ−11,s(det h1)χ
−1
2,s(det h2)dh1dh2
=
∫
K∩H
Fs(
(
k1
k2
)
;ϕ)χ−11,s(det k1)χ
−1
2,s(det k2))dk1dk2,
where K is the maximal compact subgroup of G. The linear functional Λs,χ is well defined,
i.e. it is a convergent integral and independent on the choice of f(h;ϕ). It also defines an
element in HomH(π, χ1,s(det)⊗ χ2,s(det)). In terms of ϕ, Λs,χ can be written as:
(2.34)
Λs,χ(ϕ) =
∫
K∩H
〈
n⊗
i=1
λs,i, ϕ(w
(
k1
k2
)
〉χ−11,s(det k1)χ−12,s(det k2))dk1dk2 = 〈
n⊗
i=1
λs,i, ϕ˜(w)〉,
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where ϕ˜ is obtained by averaging ϕ against the character χ−11,s(det k1)χ
−1
2,s(det k2) over the
compact group K ∩H . In particular, if ϕ satisfies the right K ∩H-equivariant property:
(2.35) ϕ(g
(
k1
k2
)
) = χ1,s(det k1) · χ2,s(det k2) · ϕ(g),
or equivalently (since the absolute value of the determinant is 1 on K)
(2.36) ϕ(g
(
k1
k2
)
) = χ−1(det k1) · (ωχ)(det k2)) · ϕ(g),
then
(2.37) Λs,χ(ϕ) = 〈
n⊗
i=1
λs,i, ϕ˜(w)〉 = 〈
n⊗
i=1
λs,i, ϕ(w)〉.
Proposition 2.3. For every ϕ ∈ Vπ, Λs,χ(ϕ) defined by (2.34) has a meromorphic contin-
uation in s to the whole complex plane. It is a holomorphic multiple of L(s, π ⊗ χ). Λs,χ
defines a nonzero element in
HomH(π, χ1,s(det)⊗ χ2,s(det)) = HomH(π, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det))
whenever s is not a pole of the L-function L(s, π⊗ χ). In particular, one can choose ϕ such
that Λs,χ(ϕ) = L(s, π ⊗ χ)
Proof. Since each λs,j(v) has a meromorphic continuation to the whole complex plane and
λs,j(v) is a holomorphic multiple of L(s, σj ⊗χ), in view of (2.37), we conclude that ϕ ∈ Vπ,
Λs,χ(ϕ) has a meromorphic continuation to the whole complex plane and is a holomorphic
multiple of
n∏
j=1
L(s, σj ⊗ χ) = L(s, π ⊗ χ).
It defines an element in
HomH(π, χ1,s(det)⊗ χ2,s(det)) = HomH(π, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det)).
We only need to prove the non-vanishing result.
We write N1, N2 for lower unipotent subgroups of GLn(C) opposite to N1, N2. Then by
Bruhat decomposition, we find that
(2.38)
Λs,χ(ϕ) =
∫
N1×N2
∫
B1×B2
f(
(
b1n1
b2n2
)
;ϕ)χ−11,s(det b1n1)χ
−1
2,s(det b2n2))dlb1dlb2dn1dn2
=
∫
N1×N2
Fs(
(
n1
n2
)
;ϕ)dn1dn2
whenever the restriction of Fs(h;ϕ) on N1 × N 2 has compact support. The adjoint action
Ad(w) maps N 1×N 2 into a unipotent subgroup (denoted by N ′) of U , the lower unipotent
subgroup opposite to U . Thus, if we assume that the restriction of π(w)ϕ on N
′
has compact
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support, then
(2.39)
Λs,χ(ϕ) =
∫
N1×N2
〈
n⊗
i=1
λs,i, ϕ(w
(
n1
n2
)
)〉dn1dn2
=
∫
N ′
〈
n⊗
i=1
λs,i, (π(w)ϕ)(n′)〉dn′.
Each λs,j is a nonzero continuous linear functional on Vσj and we can choose a smooth vector
vj ∈ Vσj such that λs,j(vj) = L(s, σj ⊗ χ). We take any positive test function φ ∈ C∞c (U)
supported on N
′
such that ∫
N
′
φ(n′)dn′ = 1.
Define
φ˜(u) = φ(u)v1 ⊗ v2 ⊗ · · · ⊗ vn.
We can extend φ˜ to a smooth function on G in Vπ according to the left P -equivariance of π.
Finally, we set ϕ = π(w−1)φ˜. With such a choice of ϕ, from (2.39), we get
Λs,χ(ϕ) =
∫
N ′
〈
n⊗
i=1
λs,i, (π(w)ϕ)(n′)〉dn′
=
∫
N
′
〈
n⊗
i=1
λs,i, φ(n
′)v1 ⊗ v2 ⊗ · · · ⊗ vn〉dn′
=
∫
N
′
φ(n′)dn′ ·
n∏
i=1
λs,i(vi) = L(s, π ⊗ χ).
We are done. 
3. Cohomological Vectors in the Induced Representation
The goal of this Section is to explicitly construct a cohomological vector of π with the
desired property for Theorem 1.2. To this end, we work with the classical invariant theory
and representations of compact Lie groups. Let us begin with some reductions and outline
our strategy on the construction of the function in the minimal K-type. Throughout this
Section, we will use the bold letter i for
√−1.
3.1. Some reductions. First, we briefly recall the notations in Subsection 1.1 and Subsec-
tion 1.2. Let B be the standard Borel subgroup of G = GL2n(C), and T the split torus of G
contained in B. Then T is a product of 2n copies of C×, and T ∩K is a product of 2n copies
of U1. For any integer N , we write χN the unitary character of C
× sending z to ( z|z|)
N . We
also regard χN as a character of U1 by restriction.
Let π be the irreducible essentially tempered cohomological representation given in (1.10)
with (l1, · · · , l2n) being a sequence of integers in the decreasing order that satisfies (1.11).
We set Nj = lj−L (the integer L is defined in (1.11)). Then (N1, N2, · · · , N2n) is a sequence
of integers in the strictly decreasing order satisfying Ni +N2n+1−i = 0. Automatically, this
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implies that N1 > Nn > · · · > Nn > 0. The representation π can be rewritten as
(3.1)
π = IndGB| |
m
2
C
χN1+L ⊗ · · · ⊗ | |
m
2
C
χN2n+L
= IndGB| |
m
2
C
χN1+L ⊗ · · · ⊗ | |
m
2
C
χNn+L ⊗ | |
m
2
C
χ−Nn+L ⊗ · · · ⊗ | |
m
2
C
χ−N1+L,
which is isomorphic to
(3.2)
IndGB| |
m
2
C
χN1+L ⊗ | |
m
2
C
χ−N1+L ⊗ | |
m
2
C
χN2+L ⊗ | |
m
2
C
χ−N2+L ⊗ · · ·⊗
| |
m
2
C
χNn+L ⊗ | |
m
2
C
χ−Nn+L
We aim to construct a suitable function in the minimal K-type of π, i.e. a cohomological
vector, using the model (3.2).
Let τ be the minimal K-type of π. Then τ has highest weight
Λ :=(N1 + L,N2 + L, · · · , N2n + L)
=(N1 + L,N2 + L, · · · , Nn + L,−Nn + L, · · · ,−N1 + L).
[V2, Proposition 8.1] confirms that τ is also the minimal K-type of the representation
(3.3) πK := Ind
K
T∩KχN1+L ⊗ χ−N1+L ⊗ χN2+L ⊗ χ−N2+L ⊗ · · · ⊗ χNn+L ⊗ χ−Nn+L.
For simplicity, we set
~N := (N1 + L,−N1 + L, · · · , Nn + L,−Nn + L)
and
χ ~N := χN1+L ⊗ χ−N1+L ⊗ · · · ⊗ χNn+L ⊗ χ−Nn+L.
Then every function in πK = Ind
K
T∩Kχ ~N belongs to the space C
∞(K) of smooth functions
on K satisfying the left equivariant property given by χ ~N . Inspired by this, we may regard
C∞(K) as a left T ∩K- and right K-module under the left and right regular actions. There-
fore, by the irreducible decomposition of C∞(K) as a T∩K×K-module, the minimal K-type
τ of πK is an irreducible summand in the space C
∞(K)fin, the space of K-finite vectors in
C∞(K), with highest weight(− ~N )× Λ, i.e.
(3.4)
(−N1 − L,N1 − L, · · · ,−Nn − L,Nn − L)
×(N1 + L,N2 + L, · · · , Nn + L,−Nn + L, · · · ,−N1 + L).
Here the left irreducible T ∩K-module is given by the tensor product of 2n characters on
U1, and we write its highest weight as the form − ~N .
Let Mat2n be the complex vector space of 2n × 2n complex matrices and MatR2n be its
realification (i.e. MatR2n is a 8n
2-dimensional real vector space). There is a restriction map
ι : C∞(MatR2n)→ C∞(K)
that sends a smooth function f to f |K . We can equip C∞(MatR2n) a left T ∩K- and right
K-module structures by the left and right regular actions. Then this map ι is a (surjective)
T ∩ K ×K-module homomorphism. To explicitly construct a cohomological vector in the
minimal K-type τ of πK , we only need to produce a polynomial F ~N,χ−l⊗χl+2L in C[Mat
R
2n]
such that
(1) its restriction ι(F ~N,χ−l⊗χl+2L) lies in a T ∩K×K-submodule of C∞(K)fin with highest
weight (− ~N)× Λ(see (3.4));
(2) its restriction ι(F ~N,χ−l⊗χl+2L) satisfies the right K ∩H-equivariant property (2.36).
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As is known to all, every highest weight representation of a connected compact Lie group
can be realized as the Cartan component of a tensor product of fundamental representations.
Following the principle of this realization, we state our construction as follows.
First, we consider the case that the right K ∩H-equivariance (2.36) is given by the trivial
characters χ = ω = id. In this situation, l = L = 0. Then from the decomposition
Λ0 =
n−1∑
j=1
(Nj −Nj+1)(1, · · · , 1︸ ︷︷ ︸
j
, 0, · · · , 0,−1, · · · ,−1︸ ︷︷ ︸
j
) +Nn(1, · · · , 1︸ ︷︷ ︸
n
,−1, · · · ,−1︸ ︷︷ ︸
n
)
and
~N0 =
n−1∑
j=1
(Nj −Nj+1)(1,−1, · · · , 1,−1︸ ︷︷ ︸
j pairs
, 0, · · · , 0) +Nn(1,−1, · · · , 1,−1),
we see that the ”building blocks” of Λ0 and ~N0 are Λj = (1, · · · , 1︸ ︷︷ ︸
j
, 0, · · · , 0,−1, · · · ,−1︸ ︷︷ ︸
j
)
and ~Nj = (1,−1, · · · , 1,−1︸ ︷︷ ︸
j pairs
, 0, · · · , 0). Thus, we only need to construct some right K ∩H =
Un×Un-invariant polynomials Fj(1 ≤ j ≤ n) in C[MatR2n] such that ι(Fj) lies in the minimal
K-type τj(with the highest weight Λj) of the right K-module πj of C
∞(K), where
πj := Ind
K
T∩K χ1 ⊗ χ−1 ⊗ · · · ⊗ χ1 ⊗ χ−1︸ ︷︷ ︸
j pairs
⊗id⊗ · · · ⊗ id.
For each integer k, denote by Sk the symmetric group that permutes {1, . . . , k}. We set
S(j) := {s ∈ S2j |s(2i− 1) is an odd number, s(2i) = s(2i− 1) + 1, 1 ≤ i ≤ j}.
It is clear that S(j) ∼= Sj. Once we identify S(j) with the subgroup of 2n× 2n permutation
matrices in which every element permutes these 2n rows, then πj becomes a left S
(j)-module.
Moreover, as the argument in [J-L-T, Subsection 4.1] we see that every function in the
minimal K-type τj of πj is S
(j)-invariant. Hence ι(Fj) is also left S
(j)-invariant.
Next, we consider the case that the characters χ = χl and ω which define the right
K ∩H-equivariance in (2.36) are non-trivial. In this situation, except for constructing above
functions Fj , we also need to produce some extra functions ∆1,± and ∆2,± in C[MatR2n] such
that
(1) they contribute to the right K ∩H-equivariant property;
(2) they lie in some suitable irreducible K-modules whose highest weights match with
the data ~N and Λ combining with the highest weights Λj of τj , 1 ≤ j ≤ n.
The most technical part is to show that ι(Fj) belongs to the minimal K-type τj of πj . We
need to check ι(Fj) is an eigenfunction for the Casimir operator corresponding the correct
eigenvalue. This will occupy the following two Subsections.
3.2. Polynomial Representations of Unitary Groups. It is well known that the ir-
reducible representations of a connected compact group are parameterized by dominant
analytically integral weights (see [Kn1]). The set of dominant analytically integral weights
for the compact group K = U2n is given by
(3.5) P ana++ (U2n) = {ν = (ν1, ν2, · · · , ν2n) | ν1 ≥ · · · ≥ ν2n, νi ∈ Z, i = 1, 2, · · · , 2n}.
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Every matrix Z ∈ Mat2n can be written as Z = X+ iY , where X and Y are real matrices.
We consider a smooth representation of K on the polynomial space
C[MatR2n] :={f |Z = X + iY,X = (xi,j)1≤i,j≤2n, Y = (yi,j)1≤i,j≤2n
and f is a polynomial in xij , yij with complex coefficients}.
where K acts by right translation. More precisely, for any matrix k = A + iB ∈ K, k acts
via the rule
(3.6) k ·Q(X, Y ) := Q((X, Y )ρn(k)),
where ρn is the following injective homomorphism
(3.7) ρn : GL2n(C) −→ GL4n(R), k = A + iB 7→
[
A B
−B A
]
.
Every polynomial f ∈ C[MatR2n] is a polynomial in xij and yij in prior. Yet for convenience
of the future calculations, we will regard f as a polynomial in zij and zij by a change of
variables:
zij = xij + iyij; zi,j = xij − iyij .
By (3.6), the action of K on f(Z,Z) ∈ C[MatR2n] is given by
(3.8) (k · f)(Z,Z) = f(Z · k, Z · k).
Since the group action (3.8) preserves polynomial degree, as a K-module, C[MatR2n] can
be decomposed into K-submodules
C[MatR2n] =
∞⊕
d=0
C
d[MatR2n],
where Cd[MatR2n] is the space of all homogeneous polynomials in C[Mat
R
2n] with degree d. By
passing to the level of complexified Lie algebra, we can also regard C[MatR2n] and C
d[MatR2n]
as a representation of the complexified Lie algebra kC = gl2n(C).
For any 1 ≤ α, β ≤ 2n, we write Eαβ for the elementary matrix whose only nonzero entry
is located the αβ entry and is equal to 1. We choose a basis of k as follows,
(3.9) {iH1, . . . , iH2n, Eαβ − Eβα, i(Eαβ + Eβα)|Hγ = Eγγ , 1 ≤ γ ≤ 2n, 1 ≤ α < β ≤ 2n}.
Then the set {Hγ, Eαβ |1 ≤ γ ≤ 2n, 1 ≤ α 6= β ≤ 2n} forms a basis of kC. We fix a Cartan
subalgebra h of kC
(3.10) h = {h = diag(h1, · · · , h2n)|hi ∈ C, 1 ≤ i ≤ 2n},
then ǫα − ǫβ with (1 ≤ α 6= β ≤ 2n) are all the roots of kC = gl2n(C), where ǫα(h) = hα.
For any 1 ≤ α 6= β ≤ 2n, we choose the root vectors Xǫα−ǫβ = Eαβ. According to the action
(3.8), we get the following differential operators:
(3.11) Hγ :
2n∑
α=1
zα,γ
∂
∂zα,γ
− zα,γ ∂
∂zα,γ
, 1 ≤ γ ≤ 2n;
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(3.12)
Eαβ −Eβα :
2n∑
γ=1
zγ,α
∂
∂zγ,β
− zγ,β ∂
∂zγ,α
+ zγ,α
∂
∂zγ,β
− zγ,β ∂
∂zγ,α
, 1 ≤ α < β ≤ 2n;
i(Eαβ + Eβα) :i
2n∑
γ=1
zγ,α
∂
∂zγ,β
+ zγ,β
∂
∂zγ,α
− zγ,α ∂
∂zγ,β
− zγ,β ∂
∂zγ,α
, 1 ≤ α < β ≤ 2n.
Then we have the differential operators
(3.13) Eαβ :
2n∑
γ=1
zγ,α
∂
∂zγ,β
− zγ,β ∂
∂zγ,α
, 1 ≤ α 6= β ≤ 2n.
By a direct matrix computation, the root vectors X±(ǫα−ǫβ) and Hγ satisfy the following
equation,
(3.14) Xǫα−ǫβX−ǫα+ǫβ −X−ǫα+ǫβXǫα−ǫβ = Hα −Hβ.
With respect to the trace form, the dual basis of X±(ǫα−ǫβ), Hγ are given by X∓(ǫα−ǫβ), Hγ.
We consider the modified Casimir operator Ω defined via the trace form:
(3.15) Ω =
2n∑
γ=1
H2γ +
∑
1≤α<β≤2n
Xǫα−ǫβX−ǫα+ǫβ +X−ǫα+ǫβXǫα−ǫβ .
Remark 3.1. The standard Casimir operator is defined for semisimple Lie algebra via the
Killing form. Yet it is more convenient to work with the trace form here. [Gold, Proposition
2.3.3] guarantees that Ω lies inside the center of the universal enveloping algebra of gl2n(C).
Given any highest weight representation τν of K with highest weight ν = (ν1, ν2, · · · , ν2n).
The trace form is non-degenerate on h, hence it induces a non-degenerate bilinear pairing
on h∗, denoted by < ·, · >. By testing the action of the Casimir operator Ω on the highest
weight vector, we can find that Ω acts by the following scalar
(3.16) < ν + ρK , ν + ρK > − < ρK , ρK >= 1
4
2n∑
j=1
(2νj + 2n− 2j + 1)2 − (2n− 2j + 1)2,
where ρK is the half sum of positive roots of k
C, i.e. ρK = (
2n−1
2
, 2n−3
2
, · · · ,−2n−3
2
,−2n−1
2
).
Later in this Section, we need to compute the action of the Casimir operator Ω on certain
polynomials. To simplify our computation in the future, we introduce more notations. In
the following, we write ei(i = 1, 2, · · · , n) for the standard basis of Cn. For each 1 ≤ j ≤ 2n,
we define the following row vectors in Cn:
(3.17)
uj :=(zj,1, · · · , zj,n) =
n∑
i=1
zj,iei; uj :=(zj,1, · · · , zj,n) =
n∑
i=1
zj,iei;
vj :=(zj,n+1, · · · , zj,2n) =
n∑
i=1
zj,n+iei; vj :=(zj,n+1, · · · , zj,2n) =
n∑
i=1
zj,n+iei.
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Lemma 3.2. Let δst be the standard Kronecker delta symbol. Then for all 1 ≤ i ≤ n,
1 ≤ j, γ ≤ 2n and 1 ≤ α 6= β ≤ 2n
(3.18)
Hγuj = zj,γ
n∑
i=1
δiγei; Hγuj = −zj,γ
n∑
i=1
δiγei;
Hγvj = zj,γ
n∑
i=1
δn+iγ ei; Hγvj = −zj,γ
n∑
i=1
δn+iγ ei;
Xǫα−ǫβuj = zj,α
n∑
i=1
δiβei; Xǫα−ǫβuj = −zj,β
n∑
i=1
δiαei;
Xǫα−ǫβvj = zj,α
n∑
i=1
δn+iβ ei; Xǫα−ǫβvj = −zj,β
n∑
i=1
δn+iα ei.
Proof. Here we only prove the first formula, the others can be verified in the same way.
(3.19)
Hγuj =
( 2n∑
α=1
zα,γ
∂
∂zα,γ
− zα,γ ∂
∂zα,γ
)
(
n∑
i=1
zj,iei)
=
(
zj,γ
∂
∂zj,γ
− zj,γ ∂
∂zj,γ
)
(
n∑
i=1
zj,iei)
=zj,γ
n∑
i=1
δiγei =
{
zj,γeγ, 1 ≤ γ ≤ n;
0, otherwise.

Similarly, applying above operators once again, we can show the following equations.
Lemma 3.3. For all 1 ≤ i ≤ n, 1 ≤ j, γ ≤ 2n and 1 ≤ α 6= β ≤ 2n, we have
(3.20)
H2γuj = zj,γ
n∑
i=1
δiγei; H
2
γuj = zj,γ
n∑
i=1
δiγei;
H2γvj = zj,γ
n∑
i=1
δn+iγ ei; H
2
γvj = zj,γ
n∑
i=1
δn+iγ ei;
Xǫα−ǫβXǫβ−ǫαuj = zj,α
n∑
i=1
δiαei; Xǫα−ǫβXǫβ−ǫαuj = zj,β
n∑
i=1
δiβei;
Xǫα−ǫβXǫβ−ǫαvj = zj,α
n∑
i=1
δn+iα ei; Xǫα−ǫβXǫβ−ǫαvj = zj,β
n∑
i=1
δn+iβ ei.
Let 〈·, ·〉c be the standard hermitian form on Cn, i.e. 〈uj, ul〉c = uj · uTl =
∑n
i=1 zj,izl,i,
for any uj, ul ∈ Cn. Then 〈uj, ul〉c ∈ C[MatR2n]. Applying above differential operators to
〈uj, ul〉c, we get
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Lemma 3.4. For all 1 ≤ i ≤ n, 1 ≤ j, l, γ ≤ 2n and 1 ≤ α 6= β ≤ 2n, we have
(3.21)
Hγ〈uj, ul〉c = H2γ〈uj, ul〉c = 0;
Xǫα−ǫβ〈uj, ul〉c = zj,α
n∑
i=1
zl,iδ
i
β − zl,β
n∑
i=1
zj,iδ
i
α;
Xǫα−ǫβXǫβ−ǫα〈uj, ul〉c =

zj,αzl,α − zj,βzl,β, if 1 ≤ α ≤ n < β ≤ 2n;
zj,βzl,β − zj,αzl,α, if 1 ≤ β ≤ n < α ≤ 2n;
0, if 1 ≤ α 6= β ≤ n, or n < α 6= β ≤ 2n.
Proof. By Lemma 3.2 and Lemma 3.3,
Hγ〈uj, ul〉c =(Hγuj) · uTl + uj · (Hγul)T = zj,γ
n∑
i=1
δiγzl,i − zl,γ
n∑
i=1
δiγzj,i
=zj,γzl,γ − zl,γzj,γ = 0;
H2γ〈uj, ul〉c =(H2γuj) · uTl + 2(Hγuj) · (Hγul)T + uj · (H2γul)T
=zj,γ
n∑
i=1
δiγzl,i − 2zj,γzl,γ
n∑
i=1
δiγ + zl,γ
n∑
i=1
δiγzj,i = 0;
Xǫα−ǫβ〈uj, ul〉c =(Xǫα−ǫβuj) · uTl + uj · (Xǫα−ǫβul)T = zj,α
n∑
i=1
zl,iδ
i
β − zl,β
n∑
i=1
zj,iδ
i
α;
=

−zj,αzl,β, if 1 ≤ α ≤ n < β ≤ 2n;
zj,αzl,β, if 1 ≤ β ≤ n < α ≤ 2n;
0, if 1 ≤ α 6= β ≤ n, or n < α 6= β ≤ 2n.
Xǫα−ǫβXǫβ−ǫα〈uj, ul〉c
=(Xǫα−ǫβXǫβ−ǫαuj) · uTl + uj · (Xǫα−ǫβXǫβ−ǫαul)T
+ (Xǫα−ǫβuj) · (Xǫβ−ǫαul)T + (Xǫβ−ǫαuj) · (Xǫα−ǫβul)T
=zj,α
n∑
i=1
δiαzl,i + zl,β
n∑
i=1
δiβzj,i − zj,αzl,α
n∑
i=1
δiβ − zj,βzl,β
n∑
i=1
δiα
=

zj,αzl,α − zj,βzl,β, if 1 ≤ α ≤ n < β ≤ 2n;
zj,βzl,β − zj,αzl,α, if 1 ≤ β ≤ n < α ≤ 2n;
0, if 1 ≤ α 6= β ≤ n, or n < α 6= β ≤ 2n.

3.3. Some Eigen-Polynomials For Casimir Operator. We consider the restriction map
ι : C[MatR2n]→ C∞(K) that sends a polynomial function f to f |K . More precisely, if we take
a polynomial f(Z,Z) ∈ C[MatR2n], then the value of ι(f) at k ∈ K is f(k, k). The restriction
map ι commutes with the right translation, hence ι is a K-module homomorphism from
C[MatR2n] to C
∞(K). Let I be the kernel of the restriction map ι. Then I is a K-submodule
automatically. We define:
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Definition 3.5. For two polynomials P1(Z,Z), P2(Z,Z) ∈ C[MatR2n], we write
P1 ≡ P2 mod I
if ι(P1) = ι(P2).
Lemma 3.6. For all 1 ≤ j 6= l ≤ 2n,
〈vj , vl〉c ≡ −〈uj, ul〉c mod I.
Proof. By the definition of uj, uj , vj, vj in (3.17), we see that uj(resp. vj) is the j-th row
vector in the left (resp. right) half of matrix Z and uj(resp. vj) is the j-th row vector in
the left (resp. right) half of matrix Z. Then for j 6= l, the polynomials 〈uj, ul〉c + 〈vj , vl〉c is
identical to zero when restricted to K. This finishes the proof of the Lemma. 
Now we will give the construction of some Casimir eigen-polynomials. Since we only care
about the restriction of a polynomial f(Z,Z) ∈ C[MatR2n] on K, our eigen-polynomial is in
the sense of mod I. To simplify notations, we set for all 1 ≤ j 6= l ≤ 2n
(3.22) Φjl := 〈uj, ul〉c = uj · uTl .
Then Φjl ∈ C[MatR2n].
Proposition 3.7. Recall the Casimir operator Ω defined in (3.15). For all 1 ≤ j 6= l ≤ 2n,
(3.23) ΩΦjl ≡ 4nΦjl mod I.
Proof. By the Lie bracket relation (3.14) and Lemma 3.4, we can simplify
ΩΦjl =2
∑
1≤α<β≤2n
Xǫβ−ǫαXǫα−ǫβΦjl
=2
∑
1≤α≤n<β≤2n
zj,αzl,α − zj,βzl,β
=2n
( n∑
α=1
zj,αzl,α −
2n∑
β=n+1
zj,βzl,β
)
.
Applying Lemma 3.6, we get
ΩΦjl = 2n(〈uj, ul〉c − 〈vj , vl〉c) ≡ 4nΦjl mod I.

Theorem 3.8. For each integer 1 ≤ k ≤ n, we define a polynomial Fk(Z,Z) ∈ C[MatR2n] as
follows:
(3.24) Fk :=
∑
s∈Sk
sgn(s) · Φ1,s(1)+1Φ3,s(3)+1 · · ·Φ2k−1,s(2k−1)+1,
where Sk is the permutation group of the set {1, 3, · · · , 2k − 1} and sgn(s) is the sign of the
permutation s, i.e. it is 1 if s is an even permutation, and it is −1 if s is an odd permutation.
Then
(3.25) ΩFk ≡ (4nk − 2k(k − 1))Fk mod I.
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Proof. By the definition of Casimir operator (3.15), we find that
(3.26)
ΩFk =
∑
s∈Sk
sgn(s)
k∑
l=1
(∏
j 6=l
Φj,s(j)+1
) · ΩΦl,s(l)+1
+
2n∑
γ=1
∑
s∈Sk
sgn(s)
∑
j 6=l
( ∏
i 6=(j,l)
Φi,s(i)+1
) ·HγΦj,s(j)+1 ·HγΦl,s(l)+1
+
∑
1≤α<β≤2n
∑
s∈Sk
sgn(s)
∑
j 6=l
( ∏
i 6=(j,l)
Φi,s(i)+1
)·
(
Xǫα−ǫβΦj,s(j)+1 ·Xǫβ−ǫαΦl,s(l)+1 +Xǫβ−ǫαΦj,s(j)+1 ·Xǫα−ǫβΦl,s(l)+1
)
.
By Proposition 3.7, the first summand on the RHS of (3.26) satisfies
(3.27)
∑
s∈Sk
sgn(s)
k∑
l=1
(∏
j 6=l
Φj,s(j)+1
) · ΩΦl,s(l)+1 ≡ 4nkFk mod I.
By Lemma 3.4, the second summand on the RHS of (3.26) is zero, and the third summand
is equal to∑
1≤α≤n<β≤2n
∑
s∈Sk
sgn(s)
∑
j 6=l
( ∏
i 6=(j,l)
Φi,s(i)+1
)
(−zj,αzs(j)+1,β · zl,βzs(l)+1,α − zj,βzs(j)+1,α · zl,αzs(l)+1,β)
=
∑
s∈Sk
sgn(s)
∑
j 6=l
( ∏
i 6=(j,l)
Φi,s(i)+1
)
(−〈uj, us(l)+1〉c · 〈vl, vs(j)+1〉c − 〈vj, vs(l)+1〉c · 〈ul, us(j)+1〉c).
By Lemma 3.6, the third summand on the RHS of (3.26) contributes
(3.28) 2
∑
s∈Sk
sgn(s)
∑
j 6=l
( ∏
i 6=(j,l)
Φi,s(i)+1
)
Φj,s(l)+1Φl,s(j)+1 mod I.
Let sjl be the transposition in Sk interchanging j and l. By changing the variable s 7→ s · sjl,
(3.29)
2
∑
s∈Sk
sgn(s)
∑
j 6=l
( ∏
i 6=(j,l)
Φi,s(i)+1
)
Φj,s(l)+1Φl,s(j)+1
=2
∑
s∈Sk
∑
j 6=l
sgn(s · sjl)
( ∏
i 6=(j,l)
Φi,s(i)+1
)
Φj,s(j)+1Φl,s(l)+1
=− 2k(k − 1)Fk.
Combining (3.27) and (3.29), we get (3.25). 
Remark 3.9. Since the unitary group Un preserves the Hermitian pairing in C
n. We can
immediately obtain that all Φjl, and hence all Fk, are right K ∩H = Un × Un invariant.
Corollary 3.10. For each j = 1, 2, · · · , n, let Fj be the polynomial constructed in Theorem
3.8. We regard
πj := Ind
K
T∩K χ1 ⊗ χ−1 ⊗ · · · ⊗ χ1 ⊗ χ−1︸ ︷︷ ︸
j pairs
⊗id⊗ · · · ⊗ id
as a K-submodule of C∞(K). Set Λj := (1, · · · , 1︸ ︷︷ ︸
j
, 0, · · · , 0,−1, · · · ,−1︸ ︷︷ ︸
j
). Then ι(Fj) ∈ πj
and it generates an irreducible submodule (τj, Vj) of K with highest weight Λj.
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Proof. From a direct matrix computation, we see that
(3.30)
Φjl(diag(e
iθ1 , · · · , eiθ2n)Z, diag(e−iθ1 , · · · , e−iθ2n)Z) = eiθjuj · (e−iθlul)T = ei(θj−θl)Φjl(Z,Z).
Thus, from (3.24) and (3.30), we can obtain that for 1 ≤ k ≤ n
(3.31)
Fk(diag(e
iθ1, . . . , eiθ2n)Z, diag(e−iθ1 , . . . , e−iθ2n)Z)
=
∑
s∈Sk
sgn(s) ·
k∏
i=1
Φ2i−1,s(2i−1)+1(diag(eiθ1, · · · , eiθ2n)Z, diag(e−iθ1 , · · · , e−iθ2n)Z)
=
k∏
i=1
ei(θ2i−1−θ2i)
∑
s∈Sk
sgn(s) · Φ1,s(1)+1(Z,Z) · · ·Φ2k−1,s(2k−1)+1(Z,Z)
=
k∏
i=1
ei(θ2i−1−θ2i)Fk(Z,Z).
By (3.31), ι(Fj) belongs to the induced space πj , hence
ι(Fj) ∈ ι(C2j [MatR2n]) ∩ πj .
By (3.16), the Casimir operator Ω acts on the highest weight representation τj via the scalar
Cj :=< Λj + ρK ,Λj + ρK > − < ρK , ρK >= 4nj − 2j(j − 1).
By Theorem 3.8,
(3.32) Ω · ι(Fj) = Cj · ι(Fj).
Thus the set of irreducible K-submodules of ι(C2j [MatR2n])∩πj on which Ω acts by the scalar
Cj is non-empty.
Suppose τν is a K-submodule with the highest weight ν living in the intersection
ι(C2j [MatR2n]) ∩ πj .
Applying the Frobenius Reciprocity Law, we get
(3.33)
HomT∩K(τν |T∩K , χ1 ⊗ · · · ⊗ χ1 ⊗ id⊗ · · · ⊗ id⊗ χ−1 ⊗ · · · ⊗ χ−1)
=HomK(τν , Ind
K
T∩Kχ1 ⊗ · · · ⊗ χ1 ⊗ id⊗ · · · ⊗ id⊗ χ−1 ⊗ · · · ⊗ χ−1)
∼=HomK(τν , πj) 6= 0.
This implies that ν is higher than Λj, i.e. ν = Λj + δ where δ is a non-negative linear
combination of some positive roots. Then the Casimir operator acts on τν by the scalar
< ν + ρK , ν + ρK > − < ρK , ρK >, which satisfies the following estimate:
< ν + ρK , ν + ρK > − < ρK , ρK >
= < Λj + δ + ρK ,Λj + δ + ρK > − < ρK , ρK >
= < Λj + ρK ,Λj + ρK > +2 < δ,Λj + ρK > + < δ, δ > − < ρK , ρK >
≥ < Λj + ρK ,Λj + ρK > − < ρK , ρK >= Cj .
The above equality holds only when δ = 0, i.e. ν = Λj. Thus, the only irreducible K-
submodule of ι(C2j [MatR2n]) ∩ πj with the Casimir eigenvalue Cj must have highest weight
Λj. This completes the proof of the Corollary. 
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Now we will give the construction of ∆1,± and ∆2,±, which will contribute to the right
K ∩H-equivariance in the cohomological vector.
Proposition 3.11. Let us consider the following polynomials in C[MatR2n]:
(3.34)
∆1,+(Z,Z) : = det

u1
u3
· · ·
u2n−1
 , ∆1,−(Z,Z) := det

u2
u4
· · ·
u2n,
 ,
∆2,+(Z,Z) : = det(Z), ∆2,−(Z,Z) := det(Z),
where uj, uj are defined in (3.17). Then ∆1,+(resp. ∆1,−) generates an irreducible K-
submodule W1(resp. W−1) of Cn[MatR2n] with highest weight (1, · · · , 1︸ ︷︷ ︸
n
, 0, · · · , 0)(resp. high-
est weight (0, · · · , 0,−1, · · · ,−1︸ ︷︷ ︸
n
)). ∆2,+(resp. ∆2,−) generates an irreducible K-submodule
W ′1(resp. W
′
−1) of C
2n[MatR2n] with highest weight (1, . . . , 1)(resp. (−1, . . . ,−1)).
Proof. Recall thatK acts on C[MatR2n] by right multiplication, then it acts on each row vector
(uj, vj) of the matrix Z by right multiplication. By restriction on the identity component,
this right multiplication yields a standard representation of K0 = SU2n on C
2n. Hence,
∆1,+ lives in the representation space
∧n(C2n)∗. By passing to the complexified Lie algebra,∧n
C
2n is the n-th fundamental representation of sl2n(C), which is irreducible, self dual and
has highest weight ωn =
∑n
i=1 ǫi − 12
∑2n
i=1 ǫi.
To compute the highest weight µ of
∧n
C
2n as a representation of kC = gl2n(C), we only
need to check the central character (see [G-W, Theorem 5.5.22]). Write
µ =
2n∑
i=1
miǫi =
2n−1∑
i=1
(mi −mi+1)λi +m2nλ2n,
where λi =
∑i
k=1 ǫk ∈ h∗ and mi ∈ Z. Since the restriction of µ on the Cartan subalgebra
of sl2n(C) must be equal to ωn, we get m1 = · · · = mn = mn+1 + 1 and mn+1 = · · · = m2n.
By Lemma 3.2, we get ( 2n∑
γ=1
Hγ
)
∆1,+ = n∆1,+.
This implies that m1 = · · · = mn = 1 and mn+1 = · · · = m2n = 0. Therefore, ∆1,+ generates
an irreducible K-submodule W1 with the highest weight µ = (1, · · · , 1, 0, · · · , 0) (first n
coordinates are all 1).
Since the conjugate representation C2n of K can be identified with the (C2n)∗ by the
K-invariant Hermitian inner product on C2n. Then ∆1,− lives in the representation space∧n(C2n)∗ ≃ ∧nC2n. As we have shown in the previous paragraph that the highest weight
of the K-module
∧n(C2n)∗ is (1, . . . , 1, 0, · · · , 0), then ∆1,− generates an irreducible K-
submodule W−1 of Cn[MatR2n] with the highest weight (0, . . . , 0,−1, · · · ,−1)(last n coordi-
nates are all −1).
Similarly, we can show that ∆2,+ lives in the representation space
∧2n(C2n)∗ with highest
weight (1, · · · , 1), and ∆2,− lies inside the space of
∧2n(C2n)∗ ∼= ∧2nC2n with highest weight
(−1, . . . ,−1). This completes the proof of the Proposition here. 
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3.4. Construction of a Right K ∩H-equivariant Cohomological Vector. We retain
all notations in the previous three Subsections. Given the cohomological representation π
in (1.10) and the integer L in (1.11) (determined by π), we write π in the form of (3.1) as
in Subsection 3.1. Then the sequence of integers (N1, N2, · · · , Nn) is a sequence of positive
integers in the strictly decreasing order as we explained in Subsection 3.1. For any integer l
satisfying
(3.35) Nn ≥ |l + L|,
we aim to construct a smooth function ϕ in the minimal K-type τ of π satisfying the right
K ∩H-equivariant property (2.36), i.e.
(3.36) ϕ(g
(
k1
k2
)
) = χ−l(det k1) · χl+2L(det k2) · ϕ(g).
By Iwasawa decomposition, any function ϕ ∈ Vπ is determined by its value on K. We will
use the compact induction model for π for convenience.
Recall that the restriction map ι : C[MatR2n]→ C∞(K) is a K-module homomorphism.
Theorem 3.12. Fix two integers l, L ∈ Z. Let χ−l ⊗ χl+2L be a character of Un × Un,
~N := (N1 + L,−N1 + L, · · · , Nn + L,−Nn + L) be a sequence of integers with the property
that N1 ≥ · · · ≥ Nn ≥ |l + L|. We define a polynomial function F ~N,χ−l⊗χl+2L in C[MatR2n] as
follows,
(3.37)
F ~N,χ−l⊗χl+2L :=
( n−1∏
i=1
F
Ni−Ni+1
i
) · FNn−l−Ln ∆2(l+L)1,− ∆l+2L2,+ , if l + L ≥ 0, l + 2L ≥ 0;
( n−1∏
i=1
F
Ni−Ni+1
i
) · FNn−l−Ln ∆2(l+L)1,− ∆−(l+2L)2,− , if l + L ≥ 0, l + 2L ≤ 0;
( n−1∏
i=1
F
Ni−Ni+1
i
) · FNn+l+Ln ∆−2(l+L)1,+ ∆l+2L2,+ , if l + L ≤ 0, l + 2L ≥ 0;
( n−1∏
i=1
F
Ni−Ni+1
i
) · FNn+l+Ln ∆−2(l+L)1,+ ∆−(l+2L)2,− , if l + L ≤ 0, l + 2L ≤ 0,
where all Fi are the right K ∩H-invariant polynomials on C[MatR2n] constructed in Theorem
3.8, ∆1,± and ∆2,± are the determinant polynomials constructed in Proposition 3.11. Then
ι(F ~N,χ−l⊗χl+2L) lives in the minimal K-type τ of πK (see (3.3)), which also satisfies the right
K ∩H-equivariant property in (3.36).
Proof. 1)Let us first verify the left (T∩K)- and the rightK∩H-equivariance of ι(F ~N,χ−l⊗χl+2L).
We only check the last case (i.e. l+L ≤ 0, l+2L ≤ 0). The other three cases can be proved
one by one in the same manner. Recall that the group K acts on the space C[MatR2n] by
right translation (see (3.8)). Then for all (k1, k2) ∈ K ∩H = Un ×Un, we have
(3.38) ∆1,+(Z
(
k1
k2
)
, Z
(
k1
k2
)
) = det (

u1
u3
· · ·
u2n−1
 k1) = det k1 ·∆1,+(Z,Z)
30 BINGCHEN LIN AND FANGYANG TIAN
and
(3.39)
∆2,−(Z
(
k1
k2
)
, Z
(
k1
k2
)
) = det(Z
(
k1
k2
)
)
= (det k1)
−1(det k2)−1 ·∆2,−(Z,Z).
Since all Fi are right K ∩H-invariant, from (3.38) and (3.39), it is clear that
F ~N,χ−l⊗χl+2L(Z
(
k1
k2
)
, Z
(
k1
k2
)
)
=χ−l(det k1)χl+2L(det k2)F ~N,χ−l⊗χl+2L(Z,Z),
which confirms the right K ∩H-equivariant property of ι(F ~N,χ−l⊗χl+2L).
To show the desired left (T ∩K)-equivariant property, we set
F0 :=
( n−1∏
i=1
F
Ni−Ni+1
i
) · FNn+l+Ln .
Then by (3.31),
(3.40)
F0(diag(e
iθ1, · · · , eiθ2n)Z, diag(e−iθ1 , · · · , e−iθ2n)Z)
=
n−1∏
k=1
( k∏
i=1
ei(θ2i−1−θ2i)
)Nk−Nk+1 · ( n∏
i=1
ei(θ2i−1−θ2i)
)Nn+l+L
F0(Z,Z)
=
( n∏
i=1
ei(Ni+l+L)(θ2i−1−θ2i)
)
F0(Z,Z).
Also, we have
(3.41)
∆
−2(l+L)
1,+ (diag(e
iθ1, · · · , eiθ2n)Z, diag(e−iθ1 , · · · , e−iθ2n)Z)
=
(
det

eiθ1u1
eiθ3u3
· · ·
eiθ2n−1u2n−1
)−2(l+L)
=(
n∏
i=1
e−2i(l+L)θ2i−1)∆1,+(Z,Z),
and similarly
(3.42) ∆
−(l+2L)
2,− (diag(e
iθ1, . . . , eiθ2n)Z, diag(e−iθ1, . . . , e−iθ2n)Z) = (
2n∏
i=1
ei(l+2L)θi)∆2,−(Z,Z).
Thus, the left (T ∩K)-equivariant property of F ~N,χ−l⊗χl+2L for l + L ≤ 0, l+ 2L ≤ 0 follows
from (3.40), (3.41) and (3.42). Actually, this means that ι(F ~N,χ−l⊗χl+2L) ∈ ι(C[MatR2n])∩πK .
2)Now we will show that the function ι(F ~N,χ−l⊗χl+2L) lives in the minimal K-type τ of πK .
The key idea is to match τ with the Cartan component of certain tensor product representa-
tions. Here we still only discuss the last case in (3.37). The other three cases can be proved
in the same method. By Corollary 3.10, ι(Fj) lies inside an irreducible K-submodule (τj , Vj)
of C∞(K) with highest weight Λj = (1, · · · , 1, 0, · · · , 0,−1, · · · ,−1). Also, Proposition 3.11
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confirms that ∆1,+ (∆1,−, resp.) lives in an irreducible K-module W1 (W−1 resp.) with high-
est weight (1, · · · , 1, 0, · · · , 0) ((0, · · · , 0,−1, · · · ,−1) resp.); ∆2,+ (∆2,− resp.) lives in an
irreducible K-module W ′1 (W
′
−1 resp.) with highest weight (1, · · · , 1) ((−1, · · · ,−1) resp.).
Thus as a product of ι(Fj), ι(∆i,+) and ι(∆i,−)(i = 1, 2), ι(F ~N,χ−l⊗χl+2L) lives in a tensor
product of above K-submodules.
When l + L ≤ 0, l + 2L ≤ 0, ι(F ~N,χ−l⊗χl+2L) lives in the tensor product space
(3.43) V := V ⊗N1−N21 ⊗ V ⊗N2−N32 ⊗ · · · ⊗ V ⊗Nn+l+Ln ⊗W⊗−2(l+L)1 ⊗ (W ′−1)⊗−(l+2L).
The Cartan component of the tensor product V is an irreducible K-module with highest
weight Λ = (N1 + L, · · · , Nn + L,−Nn + L, · · · ,−N1 + L). The orthogonal complement of
the Cartan component in this tensor product consists of irreducible K-modules with highest
weights lower than Λ. Suppose τν is a K-module with the highest weight ν. Arguing as
(3.33), the Frobenius Reciprocity Law
(3.44)
HomT∩K(τν |T∩K , χN1+L ⊗ · · · ⊗ χNn+L ⊗ χ−Nn+L ⊗ · · · ⊗ χ−N1+L)
=HomK(τν , Ind
K
T∩KχN1+L ⊗ · · · ⊗ χNn+L ⊗ χ−Nn+L ⊗ · · · ⊗ χ−N1+L)
∼=HomK(τν , πK)
implies that if τν occurs in πK , then ν is higher than Λ. By (3.43), the intersection between πK
and V is non-empty. This means that the Cartan component of V is exactly the intersection
of V and πK . Note that the highest weight of the minimal K-type τ of πK is exactly Λ, this
shows that ι(F ~N,χ−l⊗χl+2L) lives in the minimal K-type of πK . 
Corollary 3.13. Let π be the cohomological representation of G given in (3.1), i.e.
π ≃IndGB| |
m
2
C
χN1+L ⊗ | |
m
2
C
χ−N1+L ⊗ | |
m
2
C
χN2+L ⊗ | |
m
2
C
χ−N2+L ⊗ · · ·⊗
| |
m
2
C
χNn+L ⊗ | |
m
2
C
χ−Nn+L,
with L ∈ Z and (N1, N2, · · · , Nn) being a sequence of positive integers in the strictly decreas-
ing order. For any integer l satisfying (3.35), we construct a polynomial function F ~N,χ−l⊗χl+2L
as in Theorem 3.12. Then ϕ = ι(F ~N,χ−l⊗χl+2L) lives in the minimal K-type τ of π.
Proof. This Corollary follows directly from Theorem 3.12 and the fact that the minimal K-
type of πK coincides with the minimal K-type τ of π, as we explained right above (3.3). 
4. Non-vanishing of Archimedean Local Integrals
We retain all notations in Subsection 3.3 and 3.4. Let π be the irreducible essentially
tempered cohomological representation of G given in Corollary 3.13, and χ be a character
of C×. There exists an integer l and u0 ∈ C such that
(4.1) χ(a) = |a|u0
C
χl(
a
|a|).
The goal of this Section is to use the explicit construction of the twisted linear functional
Λs,χ in Subsection 2.2 and the cohomological vector in Subsection 3.4, to give a necessary
and sufficient condition on l under which the archimedean local Friedberg-Jacequt integral
does not vanish on the minimal K-type τ of π. To present the theorem in a more elegant
way, we first re-normalize the twisted linear function Λs,χ for π defined in (2.34).
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Given a non-negative integer N and two integers m,L, we consider the principal series
σ = Ind
GL2(C)
BGL2
| |
m
2
C
χN+L ⊗ | |
m
2
C
χ−N+L.
The minimal K-type τσ has highest weight (N + L,−N + L). More precisely, as a repre-
sentation of SU2, τσ has highest weight 2N and the center of U2 acts by the character χ2L.
Thus, τσ is a 2N + 1 dimensional vector space and it has a weight space decomposition:
τσ =
N⊕
k=−N
τσ,k,
where τσ,k is the one dimensional weight 2k space:
τσ,k = {v ∈ τσ | σ(
(
eiθ
e−iθ
)
)v = ei·2kθv}.
Given the character χ in (4.1), we consider the continuous linear functional λs,σ,χ defined in
(2.29) (in this case, F = C in (2.29)).
Proposition 4.1. [P, Proposition 1, Theorem 1] If |l + L| ≤ N , then for all k 6= −l − L,
λs,σ,χ vanishes on the weight 2k space τσ,k; for k = −l−L, there exists a vector v ∈ τσ,k such
that λs,σ,χ(v) = L(s, σ ⊗ χ). If |l + L| > N , then λs,σ,χ vanishes identically on the minimal
K-type τσ.
In Section 3, we provide an algorithm to construct a function in the minimal K-type by
restricting a polynomial in C[MatR2n] on U2n. In the special case of n = 1, we have the
following Corollary:
Corollary 4.2. We assume that |l+L| ≤ N . Set ~N = (N +L,N −L). We parameterize a
2× 2 complex matrix as Z =
(
x1 y1
x2 y2
)
. Then the polynomial ϕσ defined below
(4.2) ϕσ =

(x1x2)
N−l−L(x2)2(l+L)(x1y2 − x2y1)l+2L, if l + L ≥ 0, l + 2L ≥ 0;
(x1x2)
N−l−L(x2)2(l+L)(x1y2 − x2y1)−(l+2L), if l + L ≥ 0, l + 2L ≤ 0;
(x1x2)
N+l+L(x1)
−2(l+L)(x1y2 − x2iy1)l+2L, if l + L ≤ 0, l + 2L ≥ 0;
(x1x2)
N+l+L(x1)
−2(l+L)(x1y2 − x2y1)−(l+2L), if l + L ≤ 0, l + 2L ≤ 0
is a bi-( ~N, χ−l ⊗ χl+2L)-equivariant polynomial function in C[MatR2n]. The restriction map
ι2 : C[Mat
R
2 ]→ C∞(U2) sends the above ϕσ to a smooth function ι2(ϕσ) living in the minimal
K-type τσ of σ. More precisely, ι2(ϕσ) ∈ τσ,−l−L.
Since τσ,k is one dimensional for all k, the function ι2(ϕσ) in Corollary 4.2 must be a
nonzero multiple of the vector v in Proposition 4.1. Thus, we can define a continuous linear
functional λ˜s,σ,χ on Vσ, which is a nonzero scalar multiple of λs,σ,χ such that for the function
ι2(ϕσ) in Corollary 4.2, we have
(4.3) λ˜s,σ,χ(ι2(ϕσ)) =
{
0 if |l + L| > N ;
L(s, σ ⊗ χ) if |l + L| ≤ N.
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Given the irreducible cohomological representation π as in Corollary 3.13, we follow the
method in Subsection (2.2) and rewrite π as
(4.4) π ≃ IndGPσ1 ⊗ σ2 · · · ⊗ σn,
where P is the standard parabolic subgroup of G with Levi decomposition P = MU and
each σj is the principal series
Ind
GL2(C)
BGL2
| |
m
2
C
χNj+L ⊗ | |
m
2
C
χ−Nj+L.
Appying Corollary 4.2 to the case σ = σj , for each σj , we can define a nonzero continuous
linear functional λ˜s,j := λ˜s,σj ,χ such that the equation (4.3) holds. Then we can define a
nonzero continuous linear function Λ˜s,χ on π using the model (4.4): for every ϕ ∈ Vπ,
Λ˜s,χ(ϕ) :=
∫
K∩H
〈
n⊗
j=1
λ˜s,j, ϕ(w
(
k1
k2
)
〉χ−l(det k1)χl+2L(det k2))dk1dk2
which is a nonzero scalar multiple of Λs,χ constructed in (2.34). Here w is the Weyl element
defined in (2.2). In particular, if ϕ satisfies the right K ∩ H-equivariant property (3.36),
then
(4.5) Λ˜s,χ(ϕ) = 〈
n⊗
j=1
λ˜s,j, ϕ(w)〉.
Now we have two equivalent models for π: one is in Corollary 3.13 where we construct
a function in the minimal K-type; the other one is (4.4) which we use to construct the
twisted linear functional Λ˜s,χ. Thus to evaluate the twisted linear functional Λ˜s,χ at the
cohomological vector, we only need to track the isomorphism in the double induction formula:
(4.6)
η :IndGPσ1 ⊗ σ2 · · · ⊗ σn
≃IndGB| |
m
2
C
χN1+L ⊗ | |
m
2
C
χ−N1+L ⊗ | |
m
2
C
χN2+L ⊗ | |
m
2
C
χ−N2+L ⊗ · · ·⊗
| |
m
2
C
χNn+L ⊗ | |
m
2
C
χ−Nn+L,
The above isomorphism sends a smooth function of two variables F (g, x) ∈ C∞(G×M) to
F (g, e) ∈ C∞(G). Thus, if ϕ = ι(f) is the cohomological vector constructed in Corollary 3.13
using the model of π on the RHS of (4.6), then η−1(ϕ)(w) = ϕ(xw) is a smooth function
(defined on M) in Vσ1 ⊗ · · · ⊗ Vσn .
Theorem 4.3. Let π be the irreducible essentially tempered cohomological representation
in Corollary 3.13. If the integer l satisfies |l + L| > Nn, then Λ˜s,χ vanishes identically on
the minimal K-type τ of π. If l satisfies |l + L| ≤ Nn, we take ϕ = ι(F ~N,χ−l⊗χl+2L) to be
the cohomological vector constructed in Corollary 3.13 using the model for π on the RHS of
(4.6), then
Λ˜s,χ(η
−1(ϕ)) = L(s, π ⊗ χ).
Proof. Let π be the parabolically induced representation in (4.4), and τj be the minimal K-
type of σj . Then [V2, Proposition 8.1] confirms that the minimal K-type τ of π is contained
in the induced representation IndKM∩Kτ1 ⊗ · · · ⊗ τn. Thus if we take any ϕ ∈ Vτ , then
34 BINGCHEN LIN AND FANGYANG TIAN
ϕ(w
(
k1
k2
)
) ∈ Vτ1 ⊗ Vτ2 ⊗ · · · ⊗ Vτn for all (k1, k2) ∈ K ∩ H . Thus if |l + L| > Nn,
Proposition 4.1 implies that
〈
n⊗
j=1
λ˜s,j, ϕ(w
(
k1
k2
)
)〉 = 0.
This shows that Λ˜s,χ vanishes identically on the minimal K-type τ .
Now we assume that |l+L| ≤ Nn. We can explicitly construct a function ϕ = ι(F ~N,χ−l⊗χl+2L)
in the minimal K-type τ of π, according to Corollary 3.13. Then ϕ (and hence η−1(ϕ)) sat-
isfies the right equivairant property (3.36). In order to evaluate Λ˜s,χ(η
−1(ϕ)), we have to
compute
η−1(ϕ)(w) = ϕ(xw) = F ~N,χ−l⊗χl+2L(xw, xw)
explicitly, where w is the Weyl element defined in (2.2). We claim that if we write
x = diag(
(
x1 y1
x2 y2
)
,
(
x3 y3
x4 y4
)
, · · · ,
(
x2n−1 y2n−1
x2n y2n
)
) ∈M ∩K,
then
(4.7)
η−1(ϕ)(w) = F ~N,χ−l⊗χl+2L(xw, xw) =
n∏
i=1
(x2i−1x2i)Ni−l−L(x2i)2(l+L)(x2i−1y2i − x2iy2i−1)l+2L, if l + L ≥ 0, l + 2L ≥ 0;
n∏
i=1
(x2i−1x2i)Ni−l−L(x2i)2(l+L)(x2i−1y2i − x2iy2i−1)−(l+2L), if l + L ≥ 0, l + 2L ≤ 0;
n∏
i=1
(x2i−1x2i)Ni+l+L(x2i−1)−2(l+L)(x2i−1y2i − x2iy2i−1)l+2L, if l + L ≤ 0, l + 2L ≥ 0;
n∏
i=1
(x2i−1x2i)Ni+l+L(x2i−1)−2(l+L)(x2i−1y2i − x2iy2i−1)−(l+2L), if l + L ≤ 0, l + 2L ≤ 0,
This can be verified case by case. Here we only show the last one (i.e. l+L ≤ 0, l+2L ≤ 0).
The other three cases can be proved in the same manner. By a matrix computation, it is
easy to see that
xw =

x1 0 · · · 0 y1 0 · · · 0
x2 0 · · · 0 y2 0 · · · 0
0 x3 · · · 0 0 y3 · · · 0
0 x4 · · · 0 0 y4 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · x2n−1 0 0 · · · y2n−1
0 0 · · · x2n 0 0 · · · y2n

.
Then according to the definition of Fi in Theorem 3.8, we have
(4.8) Fi(xw, xw) =
{
(x1x2 · · ·x2i−1x2i)Ni−Ni+1 , 1 ≤ i ≤ n− 1;
(x1x2 · · ·x2n−1x2n)Nn+l+L, i = n.
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Thus,
(4.9)
(( n−1∏
i=1
F
Ni−Ni+1
i
) · FNn+l+Ln )(mw,mw) = n∏
i=1
(x2i−1x2i)Ni+l+L.
By the construction of ∆1,+ in Proposition 3.11, we get
(4.10) ∆
−2(l+L)
1,+ (xw, xw) = (x1x3 · · ·x2i−1)−2(l+L).
Since the determinant of the Weyl element w is equal to one, then
(4.11) ∆
−(l+2L)
2,− (xw, xw) =
( n∏
i=1
(x2i−1y2i − x2iy2i−1)
)−(l+2L)
.
Now combining (4.9), (4.10) and (4.11), we show that for l + L ≤ 0, l + 2L ≤ 0
(4.12) F ~N,χ−l⊗χl+2L(xw, xw) =
n∏
i=1
(x2i−1x2i)Ni+l+L(x2i−1)−2(l+L)(x2i−1y2i − x2iy2i−1)−(l+2L).
Let ϕj := ϕσj be the polynomial function constructed in Corollary 4.2, then ι2(ϕj) ∈ Vτj
and λ˜s,j(ι2(ϕj)) = L(s, σj ⊗ χ). Comparing the formula (4.7) and (4.2), we find that
η−1(ϕ)(w) =
n∏
j=1
ι2(ϕj).
Therefore,
Λ˜s,χ(η
−1(ϕ)) = 〈
n⊗
j=1
λ˜s,j, η
−1(ϕ)(w)〉 = 〈
n⊗
j=1
λ˜s,j,
n∏
j=1
ι2(ϕj)〉 =
n∏
j=1
L(s, σj ⊗ χ) = L(s, π ⊗ χ).

Now we relate Λ˜s,χ with the local integral Z(v, s, χ).
Corollary 4.4. Let π be the irreducible essentially tempered cohomological representation
given in (4.4). There exists a holomorphic function G(s, χ) such that
Z(v, s, χ) = eG(s,χ)Λ˜s,χ(v).
As a consequence, if we further assume that π is the irreducible cohomological representation
in Theorem 4.3 and v = η−1(ι(f)), where η is the isomorphism (4.6) between two equivalent
models of π and ι(f) is the cohomological vector constructed in Corollary 3.13, then Z(v, s, χ)
does not vanish for all s and χ.
Proof. The proof is similar to that of [J-L-T, Corollary 5.2], we outline the proof here for the
convenience of the reader. By [Ch-Sun, Theorem B], for almost all s and χ, L(s, π⊗χ) 6=∞
and
dim HomH(π, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det)) ≤ 1.
Since for such pair (s, χ), both Z(v, s, χ) and Λ˜s,χ define a non-zero element in
HomH(π, |det|−s+
1
2
C
χ−1(det)⊗ |det|s−
1
2
C
(χω)(det)),
there exists a meromorphic function C(s, χ) in s and χ such that
(4.13) Z(v, s, χ) = C(s, χ)Λ˜s,χ(v).
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Unlike the real case where we choose a cohomological vector, we apply Proposition 2.3 and
pick a smooth vector v such that Λ˜s,χ(v) = L(s, π ⊗ χ). Thus, we obtain that
C(s, χ) =
Z(f, s, χ)
L(s, π ⊗ χ)
must be holomorphic, according to [A-G-J, Theorem 3.1]. Similarly, also by [A-G-J, Theorem
3.1], we can choose a smooth vector v0 such that Z(v0, s, χ) = L(s, π ⊗ χ). Thus, by the
same argument as the above,
1
C(s, χ)
=
Λ˜s,χ(v0)
L(s, π ⊗ χ)
must also be holomorphic, according to Proposition 2.3. Hence C(s, χ) have no zeroes. This
implies that there exists a holomorphic function G(s, χ) such that
C(s, χ) = eG(s,χ).

It is finally clear that Theorem 1.2 holds.
References
[A-G1] A. Ash, D. Ginzburg, P-adic L-functions for GL(2n). Invent. Math. 116 (1994), no. 1-3, 27-73.
[A-G2] A. Ash, D. Ginzburg, Generalized modular symbols and relative Lie algebra cohomology. Pacific J.
Math. 175 (1996), no. 2, 337-355.
[Ai-Go] A. Aizenbud, D. Gourevitch, Generalized Harish-Chandra descent, Gelfand pairs, and an
Archimedean analog of Jacquet-Rallis’s theorem. With an appendix by the authors and Eitan Sayag.
Duke Math. J. 149 (2009), no. 3, 509-567.
[A-G-J] A. Aizenbud, D. Gourevitch, H. Jacquet, Uniqueness of Shalika functionals: the Archimedean case,
Pacific J. Math. 243 (2009), no. 2, 201-212.
[B] F. Bruhat, Sur les representations induites des groupes de Lie, Bulletin de la S.M.F., tome 84(1956),
97-205.
[Ch-Sun] B. Sun, F. Chen, Uniqueness of twisted linear periods and twisted Shalika periods, preprint,
https://arxiv.org/abs/1703.06238.
[Clo] L. Clozel,Motifs et formes automorphes: applications du principe de fonctorialit. (French) [Motives and
automorphic forms: applications of the functoriality principle] Automorphic forms, Shimura varieties,
and L-functions, Vol. I (Ann Arbor, MI, 1988), 77-159, Perspect. Math., 10, Academic Press, Boston,
MA, 1990.
[F-J] S. Friedberg, H. Jacquet, Linear periods. J. Reine Angew. Math. 443 (1993), 91-139.
[Gold] D. Goldfeld, Automorphic forms and L-functions for the group GL(n,R). Cambridge Studies in Ad-
vanced Mathematics, 99. Cambridge University Press, Cambridge, 2006.
[G-W] R. Goodman and N. Wallach, Symmetry, Representations, and invariants, Graduate Texts in Math-
ematics 255. Springer, Dordrecht 2009.
[G-R] H. Grobner and A. Raghuram, On the arithmetic of Shalika models and the critical values of L-
functions for GL(2n). With an appendix by Wee Teck Gan. Amer. J. Math. 136 (2014), no. 3, 675-728.
[J-L-T] D. Jiang, B. Lin and F. Tian, Archimedean Non-vanishing, Cohomological Test Vectors, and Standard
L-functions of GL2n: Real Case, preprint, https://arxiv.org/abs/1812.03597.
[J-S-T] D. Jiang, B. Sun and F. Tian, Period Relations of Standard L-functions of Symplectic Type, preprint.
[Kn1] A. Knapp, Lie Groups Beyond an Introduction, Progress in mathematics (Boston, Mass.), v. 140, 2nd
ed.. Boston : Birkha¨user 2002
[M] J. Mahnkopf, Cohomology of arithmetic groups, parabolic subgroups and the special values of L-functions
on GLn. J. Inst. Math. Jussieu 4 (2005), no. 4, 553-637.
[Mat1] N. Matringe, On the local Bump-Friedberg L-function. J. Reine Angew. Math. 709 (2015), 119-170.
EXPLICIT COHOMOLOGICAL TEST VECTORS FOR GL2n(R) 37
[Mat2] N. Matringe, Shalika periods and parabolic induction for GL(n) over a non-archimedean local field.
Bull. Lond. Math. Soc. 49 (2017), no. 3, 417-427.
[P] A. Popa, Whittaker newforms for Archimedean representations. J. Number Theory 128 (2008), no. 6,
1637-1645.
[R] A. Raghuram, Critical values of Rankin-Selberg L-functions for GLn ×GLn−1 and the symmetric cube
L-functions for GL2. Forum Math. 28 (2016), no. 3, 457C489.
[Sun] B. Sun, Cohomologically induced distinguished representations and cohomological test vectors, Duke
Math. J. Volume 168, Number 1 (2019), 85-126.
[V1] D. Vogan, Jr., Cohomology and group representations. Representation theory and automorphic forms
(Edinburgh, 1996), 219-243, Proc. Sympos. Pure Math., 61, Amer. Math. Soc., Providence, RI, 1997.
[V2] D. Vogan, Jr., The unitary dual of GL(n) over an Archimedean field. Invent. Math. 83 (1986), no. 3,
449-505.
[V-Z] D. Vogan, Jr., G. Zuckerman, Unitary representations with nonzero cohomology. Compositio Math. 53
(1984), no. 1, 51-90.
School of Mathematics, Sichuan University, China
E-mail address : 87928335@qq.com
Department of Mathematics, National University of Singapore, Singapore
E-mail address : mattf@nus.edu.sg
