In this paper we study random walks on the hypergroup of circles in a finite field of prime order p = 4l + 3. We investigate the behavior of random walks on this hypergroup, the equilibrium distribution and the mixing times. We use two different approaches-comparison of Dirichlet Forms (geometric bound of eigenvalues), and coupling methods, to show that the mixing time of random walks on hypergroup of circles is only linear.
Preliminary
Suppose that p is a prime of the form p = 4l + 3 for some integer l, and that F p is the field with p elements. The following definition follows [7] , where the importance of the notion of quadrance is developed.
Definition 1
The circle in F p with center A 0 = [x, y] and quadrance K is the set of all points [u, v] in F p × F p such that
There are exactly p circles with center O = [0, 0], with quadrances 0, 1, 2, . . . , p − 1; we denote them by C 0 , C 1 , C 2 , . . . , C p−1 respectively. If we start from O = [0, 0], take a random step by translating by an element of C i , and then take another random step by translating by an element of C j , the final point will be an element of C k for some k. Counting over all possible such combinations, there are N k ij ways to reach to a point of C k by using steps from C i , then C j randomly. We can write this relation as
where N k ij are non-negative integers. Let n k ij = Theorem 1 Suppose p is a prime of the form p = 4l + 3 for some integer l. Given i, j non-zero and
.
Then we have the following formulas for
Proof In this case |C 0 | = 1, |C i | = p + 1 for i = 1, . . . , p − 1. We start from [0, 0], and translate by C i , to reach to a point, say (x, y) where x 2 + y 2 = i (mod p) (we will not write mod p from now). From (x, y), we translate by (u, v) in C j so that u 2 + v 2 = j (there are |C j | such possible moves from (x, y)). We will reach a point in C k if and only if
Thus the condition is equivalent to (yu − xv)
Thus u/x = ±m, u = ±mx, and v = ±my.
= ij we can choose exactly either m or −m to make this requirement hold. Therefore, for each (x, y) in C i , we have only one (u, v) in C j such that if we go by (x, y) followed by (u, v), we reach to a point in circle C k . In other words,
, it follows that xu + yv = a and yu − xv = b. Solving these equations we have u = (ax+by)/i and v = (ay −bx)/i. It is straight forward to verify that (u, v) ∈ C j and (x + u, y + v) ∈ C k if (x, y) ∈ C i . Since m = 0, for each (x, y) ∈ C i , we have two posibilities to go to C k by C j . Therefore
, completing the proof. To see the fact that the circles equipped with random walks product create a hypergroup structure, recall the formal definition of (general) hypergroup (see [6] ). A) where A is a *-algebra with unit c 0 over C and K = {c 0 , c 1 , . . . , c n } is a subset of A satisfying
Definition 2 A (finite) general hypergroup is a pair (K,
A generalized hypergroup which is both positive and normalized will be called a hypergroup. There are board examples and applications of (generalized) hypergroups which can be found in [7] . Now, we show that the set C = {c 0 , c 1 , . . . , c p−1 } with the relation c i c j =
It is clear that n k ij 0, and k n k ij = 1 for any i, j. From Theorem 1, n 0 ij = 0 if and only if ij
is not a square in F p , so n 0 ij = 0 if and only if i = j. Let c * i = c i then C is a hermitian commutative hypergroup (note that, n k ij is symmetric w.r.t i, j and k so C is commutative). For p ≡ 1 (mod 4), the null circle is extraodinary and yields many troubles in calculations so we restrict our interests in case p ≡ 3 (mod 4) throughout this paper.
We also need the following theorem which is first proved by the author in [6] (a long proof using quadratic residue method). We present here a robust proof obtained directly from Theorem 1.
Theorem 2 For any
Proof If one of i, j, k, l is zero then it becomes: for three remaining numbers, x, y,and z are we have a triangle with quadrances x, y and z (note that a step from C 0 when p ≡ 3 (mod 4) is a stationary step). By Theorem 1, it holds if and only if V = xy − (z − x − y) 2 /4 is square. Now we assume that i, j, k and l are all nonzero. It is clear that C l is reachable by steps from C i , C j then C k if and only if we can start from (0, 0), go by steps from C i , C j , C k then C l to come back to (0, 0). Now, from (0, 0), go a step from C i , followed by a step from C j we have |C i C j | = (p + 1) 2 possible steps. From Theorem 1, there is no more than 2(p + 1) steps that can reach the same circles. So, by choosing steps from C i then C j , we can reach at least (p + 1) 2 /2(p + 1) = (p + 1)/2 circles. Applying the same argument, by choosing steps from C l then C k (start from (0, 0)), we can reach at least (p + 1)/2 circles. Since we have only p circles, by the Pigeon Holes Principle, there exists a circle say C t that is reachable from both directions. Therefore, we can go by C i , C j from (0, 0) to C t ; then from C t , go by C k to C l . The statement follows.
Random walks on hypergroup of circles
In this section, we will consider the random walk by C 1 , i.e. we choose all steps from the unit circle C 1 . We call it random walk C 1 by abuse of notation. In general, at n th step we have the relation
. Our main interest in this section is the iterated kernel K n (x, y). We write K as c 1 and K n as c n 1 . By Theorem 2, from C j we can go to C i by no more than 2 steps from C 1 . Thus, K is irreducible. Besides, c n 1 (c 1 , c 1 ) > 0 for all n > 3, so K has an aperiodic state. Thus all states are aperiodic.
The following definition gives us the total variation distance between two probability measures.
Definition 3 Let µ, ν be two probability measures on the set X. The total variation distance is defined by
Ergodic Markov chains are useful algorithmic tools in which, regardless of their initial state, they eventually reach a unique stationary distribution. The following theorem, originally proved by Doeblin, details the essential property of ergodic Markov chains.
Theorem 3 Let K be any ergodic Markov kernel on a finite state space X then K admits a unique stationary distribution π such that
From Theorem 3, the Markov kernel K (i.e C 1 ) admits a unique invariant distribution π. For all c i , c j lim n→∞ c n 1 (c i , c j ) = π(y). In general, it is difficult to determine this unique stationary distribution. However, in this case, it can be found easily by the following lemma.
Lemma 1 If there exists a distribution π such that
π(x)K(x, y) = π(y)K(y, x) for all x, y ∈ X then such a π is a stationary distribution. (in this case, K is called reversible)
From Theorem 3 and Lemma 1, we now can tell exactly the behaviour of c n 1 as n goes to infinity.
Theorem 4 Over the finite field
Proof We know that the kernel Markov A 1 (of c 1 ) is erogodic. From Theorem 3, there exists a unique stationary distribution π of A 1 . Let's consider a distribution σ on C which is defined as σ(c 0 ) = 1/p 2 and σ(c j ) = (p + 1)/p 2 for all j > 0. We see that
. By Lemma 1, to show that π = σ, we only need to verify that σ(c i )n Note that |C o | = 1, |C 1 | = |C 2 | = . . . = |C p−1 | = p + 1, and the space has p 2 points, so the distribution of c n 1 is, in some sense, close to uniform over the space F 2 p when n tends to infinite. Walking randomly by any C i (i = 0) we have the same results as for C 1 . In hypergroup language the limiting distribution is the Haar measure on the hypergroup.
We proved that c n 1 tends to the unique stationary distribution of the hypergroup of circles, but we give no infomation about the rate of convergence as a function of the size of the hypergroup, i.e |C| = p. We define the mixing time τ p (ε) as the time until the chain is within variation distance ε from the worst initial state. We give a formal definition for this concept.
We can fix ε as any small constant. A popular choice is to set ε = 1/2e. We then boost to arbitrary small variation distance by the following lemma.
Lemma 2 τ p (ε) τ p (1/2e) ln(1/e).
We now want to estimate τ p = τ p (1/2e). We will present two different approaches to estimate this mixing time.
Comparision of Dirichlet Forms
The first approach is using the comparsion of Dirichlet forms to estimate τ p . We first need some preliminaries. Let X be a finite set. Let K(x, y), π(x) be a reversible irreducible Markov chain on X. Let l 2 (X) have scalar product
From the reversibility of π and K, the operator f → Kf , with Kf (x) = f (y)K(x, y), is self-adjoint on l 2 with eigenvalues α 1 = 1 > α 2 . . . α |X|−1 −1. These eigenvalues can be characterized by the Dirichlet form D, which is defined as
We have the minimax characterization of eigenvlaues for 0 i |X| − 1 (for details see [5] ),
Suppose we have a second reversible Markov chain on X, say K ′ , π ′ with eigenvalues α ′ i . From the minimax characterization: for 1 i |X| − 1 we have:
Set E = {(x, y)|K(x, y) > 0}, and E ′ = {(x, y)|K ′ (x, y) > 0}. For each pair x = y with K ′ (x, y) > 0, we fix a sequence of steps x 0 = x, x 1 , . . . , x k = y with K(x i , x i+1 ) > 0. This sequence of steps is called a path γ xy of length |γ xy | = k (paths may have repeated vertices, but a given edge appear at most once in a given path). Set E ′ (e) = {(x, y) ∈ E ′ |e ∈ γ xy } for e ∈ E. We have the following theorem for a bound of A in (1), which will give an upper bound for the second largest eigenvalue. 
Let σ x be a cycle from x to x with an odd number of edges (again, we may have repeated vertices but not repeated edges). For irreducible aperiodic chains, such cycles always exist. Suppose we have a fix collection of such cycles for all circles x's (one cycle for each circle). We define the cycle length by chain as
where K * (z, w) = π(z)K(z, w) (note that K is reversible so π(z)K(z, w) = π(w)K(w, z)). We have a following lower bound for the smallest eigenvalue of an irreducible aperiodic Markov chain. 
where v = max e σx∋e |σ x | K π(x).
The relation between the mixing time and eigenvalues of the kernel is explained in the following theorem. We now can give an estimation for the mixing time of random walk on hypergroup of circles in finite fields.
Proposition 1 τ p = O(p ln p).
Proof Let we explain how we obtain the result before going into the details. The proof contains 3 steps:
I. Show that α 1 1 − c/p for some c by using Theorem 5. II. Show that α p−1 −1 + d/p for some d by using Theorem 6. III. Let η = min(c, d) then α * 1 − η/p. We then use Theorem 7 to conclude the proof. Now, we go into the details. 
Then we have α 1 1 − 1/A. First, we need to fix a path for each edge of A
