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Abstract 
In this article I present a dynamic clustering algorithm applied on financial time series data. The algorithm is inspired from 
the Gustafson-Kessel (GK) Clustering method in the sense that it identifies clusters of time series in the form of hyper-
ellipsoids. The novelty of the algorithm resides in the dynamic search for clusters, depending on the analyzed data, without 
prior specification of a possible number of clusters. Also, there is no specification of a fixed distance from the cluster centers 
for points that do not belong to any cluster (noise points). The algorithm was applied to daily stock return data with the scope 
of establishing how well this technique would identify systemic events in the market that cannot usually be observed through 
classical statistical methods. The empirical results show that clustering efficiency depends on the time series length, the 
general trend in the market, and also to other qualitative characteristics of the time series, like industry sector. 
© 2013 Published by Elsevier Ltd. Selection and peer review under responsibility of Emerging 
Markets Queries in Finance and Business local organization. 
Keywords:clustering, noise clustering, Gustafson-Kessel Clustering, hyper-ellipse, dynamic data assigning 
1. Introduction
The purpose of clustering is to organize large quantities of heterogeneous data into cohesive groups, based on 
multiple properties of each individual element and then, try to infer logical dependencies between them. 
Clustering is most commonly used in automatic classification, image analysis, pattern recognition and indexing, 
rule extraction, etc. The majority of clustering algorithms try to impose a graphical representation of the data’s 
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set of properties in multidimensional space, adjust these representations so as to better organize them into “higher-
level” geometrical objects and in the end, find “similar” groups of data on the basis of a distance norm.  The 
partitioning of the data can be either hard or fuzzy. In the first case, a data point belongs only to one cluster, whilst 
in the latter, there may be multiple degrees of membership to all the clusters. 
Data analyzed is of two types: static or dynamic. Static data has features that do not change with time and 
consequently, the main goal for the clustering algorithm is to find very compact groups and also to ensure that 
these groups are as distant from each other as it is possible. For the dynamic data, the available “picture” changes 
with each time period, as the observations are different results of the same phenomena (e.g. radio signals, stock 
returns, sound waves, etc.). Here, the purpose is to determine groupings of similar phenomena for the entire time 
frame and if possible, predict their future evolution together. One practical use would be “pair trading” or “co-
integration trading”, by which the distance between the return of several financial assets is constant on the long 
run and thus giving trading signals when this distance might deviate from a long run mean. 
This paper proposes a new approach to times series clustering that significantly reduces the analytical effort 
of the end user concerning: prior selection and preparation of data, choice of clustering algorithm and choice of 
number of possible clusters, testing of clustering efficiency. The degree of originality also comes from the fact 
that noise in the data is removed previous to the actual cluster formation using intuitive and informal criteria that 
does not need extensive parameterization or mathematical specification [3]. 
The remainder of the paper is organized as follows: Section 2 explains the intuition, the mathematical 
foundations of the algorithm and its implementation steps; Section 3 describes the data used for the case study; 
Section 4 presents the empirical results and their interpretation; Section 5 concludes. 
2. Methodology and description of the clustering algorithm
2.1. Cluster detection 
     A time series of n time periods can be also viewed as a point in n-dimensional space, where each of the k’th 
observations represents the points Cartesian coordinate in the k’th dimension. Thus, a measure of similarity 
between two time series could be the Euclidian distance that comes in the form: 
ሺǡ ሻ ൌ ඥሺଵ െ ଵሻଶ ൅ ሺଶ െ ଶሻଶ ൅ ڮ൅ ሺ୬ െ ୬ሻଶ=ඥσ ሺ୧ െ ୧ሻଶ୬୧ୀଵ  (1) 
The Euclidean distance norm generates hyper-spherical clusters and so, when clusters have an elongated 
shape, the radius of the cluster is equal to the highest Cartesian coordinate of the data, for every direction. This 
can generate bad results when points belonging to different clusters, or noise points, are assimilated into one 
cluster. A solution would be the use of a different distance norm, like the Mahalanobis norm, both giving birth 
to hyper-ellipsoid clusters that take into account the principal components of the observations set. 
     Euclidean distance      Mahalanobis distance 
Fig1. Difference between Euclidean and Mahalanobis distance clustering results 
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The algorithm described in this paper draws from previous Mahalanobis distance clustering methods in the 
sense that it tries to group multidimensional points into hyper-ellipsoids [1], [2]. The difference from other 
approaches comes from the fact that the search and classification steps interpret the numeric values of the time 
series as actual Cartesian coordinates. The geometric foundation on which the algorithm is constructed stems 
from the equation of the ellipse extrapolated to higher dimensions: 
ቀ௫భ௔భቁ
ଶ ൅ ቀ௫మ௔మቁ
ଶ ൅ ڮ൅ ቀ௫೙௔೙ቁ
ଶ ൌ ͳ  (2) 
Where n is the number of dimensions, xi are the coordinates and ai are the axes. This equation holds true when 
the hyper-ellipsoid axes are aligned with the Cartesian axes. Any point, for which this sum is less or equal than 
one, will be assigned member of the cluster with the corresponding axes and center.  
The use of the hyper-ellipsoid as a standard shape for the clusters helps in overcoming the “dimensionality 
curse” which states that with higher dimensions, points become further apart from one another and thus the 
number of clusters increases for the same size of the data; in the limit, each point would be its own cluster. It is 
worth to mention that for daily stock return data, dimensionality becomes a concern much slower because of the 
homoskedacity properties of daily observations. 
2.2. Noise detection 
In data clustering noise points are those singletons that cannot be classified as part of any cluster. It is very 
important to separate them from the rest of the data so as to avoid the bridge effect that noise can have on two 
otherwise, separate clusters. 
The main idea behind noise detection is that if a point is situated at a great distance from any surrounding 
cluster, then, if we draw a hyper-sphere around this point with a radius only slightly bigger than the distance to 
the nearest cluster (e.g. – an increase of 10%), an unusual number of data points should fall inside this hyper-
sphere, much more than expected. The number of dimensions is a very important factor here, because the increase 
in volume is exponential for higher dimensions and therefore the expected number of points to fall inside the 
hyper-sphere. 
The choice of the increase in radius coefficient is crucial: if the coefficient is too small, only those noise points 
that are the furthest away from any cluster will be detected; if the coefficient is to high, many valid points will 
be wrongly classified as noise. The same happens if noise points situated at very different distances from the 
nearest cluster. We can see that the advantage of not specifying a fixed distance from clusters for noise points 
becomes an impediment. This algorithm overcomes this problem by beginning with a small noise coefficient and 
steadily increasing it until there are at least two noise points for which, the number of points that fall inside the 
hyper-sphere is almost equal. Further on this will be explained in the detailed algorithm description. 
Noise 1 
Noise 2 
Fig. 2. Noise points situated at different distances from the nearest cluster 
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    In Fig2 point “Noise 1” is too distant from any cluster. Consequently there is a risk that point “Noise 2” will 
be assigned as part of its nearest cluster. The solution is to increase the second search radius until an equal number 
of points falls within the new hyper-sphere for both points. In the most extreme case the radius becomes so large 
that it encompasses all the data points; in that case, all noise points are discovered but there is a risk that some 
valid points would be considered assimilated as noise. 
2.3. Algorithm description 
Step1: Filter out the noise points 
 Substep1: Chose a low noise coefficient and detect the noise points 
     Substep2: If one noise point is too further away then increase the noise coefficient and go to    Substep2 
While the number of points left is > 0 Do 
 Step2: Initialize a new cluster 
 Step3: Find the center of the remaining points 
 Step4: Find the closest point and distance to the center 
 Step5: Double the distance found at Step4 
 Step6: If the number of point that fall into the new hyper-sphere is < = 2 then find the next closest point 
and go to Step5 
   Step7: If the number of point that fall into the new hyper-ellipsoid is > (expected volume increase)*(points 
in initial distance) +/- estimation error then create a new cluster and filter it out and go to Step2 
 Else go to Step8 
   Step8: Increase the distance and apply the same rule as in Step7 
End loop 
Fig.3. Cluster formation decision for unusual increasing (left)/decreasing (right) number of points that fall within a larger hyper-ellipsoid 
In simpler terms, this algorithm starts from a center point and then increases the hyper-ellipsoid radius until 
an unusual high/low extra number falls within the new radius. At each step, the principal components of the new 
cloud of assimilated points are computed. The principal components are given by the eigenvectors of the variance-
covariance matrix of the cluster points. It is crucial to calculate the new principal components at each step because 
with newly added points to the cluster, the general position of the cluster changes and also the dimension of its 
axes. The expected volume increase is equal to the ratio between the product of the lengths of the new axes and 
the same product for the old axes. Another parameter that has to be set is the estimation error for the percentage 
axis increase of the hyper-ellipsoid. If the allowed error is too high then close clusters will be merged together. 
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3. Data
I used international daily stock returns from the Yahoo Finance website, for a period of one year (May 2012-
May 2013). Weekend days and holydays have been eliminated as they present zero return and can bias the 
algorithm into creating bigger clusters, leaving a total of 259 trading days.  
Out of 12000 stocks, only 1833 were selected. These have no significant interruptions in availability for 
trading. Stocks from all major industries have been selected, a total of 149 industries. Prices are adjusted for 
dividend payments. 
4. Empirical results
The research has focused on discovering the advantages and disadvantages of using clustering to find 
similarities between financial time series. Findings regard the impact of the method on the data as well as 
discovered properties of the method itself. In short the results are answers to the following questions: 
Fig.4. Dependence between chosen length of time series and number of identified clusters 
a) Does the length of the time series count?
The answer is definitively yes. The idea is to identify the average time period for which the number of 
identified clusters is stable. As we can see from Fig4, for daily stock returns this period is of an average of ten 
day. Any lower than that and the all the stocks come together in a few distinct clusters. Any higher and the 
algorithm cannot find similarities between continuous stock returns. 
b) What is the relationship between stocks that have been part of the same cluster many times, but not
necessarily in a continuous fashion (same cluster at each time period)?
Surprisingly, even though clustering should yield principally groups of co-integrated time series, high 
correlations have been found between stocks that are frequently (more than 70% of the time) classified in the 
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same cluster. For these stocks the correlation coefficients have an average of  95% and they never drop below 
90%. 
c) When do stocks cluster together? In times of market rises or in times of market slumps?
Fig5. Dependence between population of a continuous stock cluster in time and return 
There exists correlation of 59% between the total number of stocks that compose the largest two clusters for 
one time frame and the average return for a portfolio of equal weights. We can draw the conclusion that during 
the period analyzed the stocks clustered together more often in times of good news. This assertion still needs to 
be investigated as empirical evidence usually suggest that wide market correlations happen in times of financial 
distress.   
d) What is the behavior of stocks in time-continuous (persistent) clusters?
For the analysis of time persistent clusters I have selected those periods during which, despite the entry or the 
departure of several stocks, there exists a stable nucleus in time. After identifying these relatively time stable 
groups, I studied how their characteristics influence their behavior in time. The findings are summed up in Fig 6. 
    From the upper left and upper right scatter plots, the clustering of the financial data is intuitive, in the sense 
that variation in the cluster is greatest when the percentage of the highest represented industry is high and when  
From the chart on the down left one can understand that the greater the number of industries, the higher the 
probability of getting positive returns. This also proves the intuition of the algorithm because from financial 
theory we know that diversification protects against losses. 
The last chart proposes the idea that more diversified the data is, the further away is the temporal persistent 
nucleus (the stock that meet most frequently in the same cluster) to the spatial nucleus. This means that the 
temporal nucleus does not coincide with the spatial one. 
the total number of industries is high. That means there is a general tendency of the financial time series to group 
by industry, even if this feature of the data is not fed into the algorithm. 
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Fig. 6 Clustering of financial data 
5. Conclusion
Clustering of time series and in particular of financial time series can be a method of identifying big data 
characteristics that cannot be otherwise observed through classical statistical analysis. This paper has presented 
an intuitive method of clustering which tries to reduce mathematical assumptions for algorithms that are judged 
based mainly on their results than on their underlying methodology.  The dynamic detection of the number of 
nucleus and of noisy data without prior user specifications is a clear advantage. Nonetheless, the hyper-ellipsoid 
is a limited geometrical form that cannot identify complex shapes of organized groups of data. Further research 
into distance measures and shape detection is necessary for the complex patterns posed by highly-dimensional 
points of time series. Research should be carried out into the embedding of a utility function for algorithm 
assessment, without which any clustering result is subject to data over fitting bias. 
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