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q, t-CHARACTERS AND THE STRUCTURE OF THE ℓ-WEIGHT SPACES OF
STANDARD MODULES OVER SIMPLY LACED QUANTUM AFFINE ALGEBRAS
R. ZEGERS
Abstract. We establish, for all simply laced types, a q, t-character formula, first conjectured by Nakajima.
It relates, on one hand, the structure of the ℓ-weight spaces of standard modules regarded as modules over
the Heisenberg subalgebra of some quantum affine algebra and, on the other hand, the t-dependence of their
q, t-characters, as originally defined in terms of the Poincare´ polynomials of certain Lagrangian subvarieties
in quiver varieties of the corresponding simply laced type. Our proof is essentially geometric and generalizes
to arbitrary simply laced types earlier representation theoretical results for standard Uq(ŝl2)-modules.
1. Introduction
Let g be a simple finite dimensional Lie algebra and ĝ be the corresponding (untwisted) affine Kacˇ-
Moody algebra. Viewing Uq(ĝ) as the quantum affinization of Uq(g) provides a triangular decomposition
(U−q (ĝ),U
0
q(ĝ),U
+
q (ĝ)) with respect to which every finite dimensional Uq(ĝ)-modules of type 1 turns out to be
highest weight in a generalized sense, allowing one to classify all the finite dimensional simple Uq(ĝ)-modules
of type 1, in terms of their so-called highest ℓ-weights, [CP91, CP]. The latter are encoded in a rank(g)-tuple
of monic polynomials P ∈ C[X ]
rank(g)
1 referred to as Drinfel’d polynomials. Indeed, every finite dimensional
type 1 Uq(ĝ)-module admits a direct decomposition into finite dimensional ℓ-weight spaces whose associated
ℓ-weights and dimensions are fully encoded in a generalization to the quantum affine context of the classical
Lie theoretical characters known as q-characters [FR98] – see also [Kni95]. An algorithm due to Frenkel
and Mukhin computes these q-characters for minuscule Uq(ĝ)-modules, that is for any module with a single
dominant ℓ-weight [FM01]. In contrast with what the classical representation theory of Lie algebras might
suggest, quantum affine algebras admit many minuscule modules beyond their fundamental modules and, as
a consequence, q-characters now constitute some of the most efficient tools in the study of finite dimensional
modules over quantum affine algebras. An important gap in our understanding of these objects remains
however, which q-characters alone cannot fill. This gap is related to the existence of thick Uq(ĝ)-modules,
by which we mean modules such that some of their ℓ-weight spaces have dimension strictly greater than one.
The Heisenberg subalgebra U0q(ĝ) of Uq(ĝ), the quantum affine analogue of the Cartan subalgebra of g, is
not necessarily realized semisimply on thick Uq(ĝ)-modules and the actual structure of the latter as U
0
q(ĝ)-
modules is unkown in general – see [YZ12] though, for a discussion in the case of standard Uq(ŝl2)-modules.
It is this structure that we investigate in the present paper, for every simply laced g.
In [Nak01a], Nakajima gave a K-theoretical construction of quantum affine algebras of simply laced type
and of their standard and simple modules. His constructions rely on quiver varieties and generalize previous
similar constructions by Ginzburg and Vasserot in type a, based on Springer resolutions of partial flag
varieties [GV93, Vas98]. In that context, it is natural to define combinatorial objects refining q-characters,
the so-called q, t-characters. Following [Nak01c, Nak04], we define the q, t-character of any given standard
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module M(P), P ∈ C[X ]
rank(g)
1 , by
χq,t(M(P)) =
∑
ρ
P(Lρ, t)mρ , (1.1)
where the sum runs over the connected components Lρ of the generalized Springer fibre L – see section 4 for
definitions –, P(Lρ, t) is the Poincare´ polynomial of Lρ, i.e.
P(Lρ, t) =
dimR Lρ∑
i=0
ti dimHi(Lρ,C) , (1.2)
and mρ is a monomial in the q-character χq,1(M(P)), associated with a given ℓ-weight of M(P). Perhaps
the most impressive application of the theory of q, t-characters is a Kazhdan-Lusztig type result allowing
one to compute the coefficients involved in the change of basis from standard to simple Uq(ĝ)-modules in
the Grothendieck ring of the category of finite dimensional Uq(ĝ)-modules, [Nak01c, Nak04]. As a corollary,
Nakajima gave a modified version of the Frenkel-Mukhin algorithm which virtually allows one to determine
the q, t-character of any finite dimensional simple Uq(ĝ)-module [Nak01c].
Independently of those powerful results, Nakajima conjectured in [Nak01c] that the t-dependence of q, t-
characters should be related to the natural Jordan filtration of ℓ-weight spaces by the Heisenberg subalgebra
U0q(ĝ) of Uq(ĝ). To be more precise, let (k
±
i,±m)i∈I;m∈N denote the generators of U
0
q(ĝ) giving rise to the
ℓ-weight space decomposition V =
⊕
ρ Vρ of any finite dimensional type 1 Uε(ĝ)-modules V with ε ∈ C
∗ and
define, for all ρ, the filtration {0} = F−1Vρ ⊆ F0Vρ ⊆ F1Vρ ⊆ . . . , where, for all k ∈ N,
FkVρ :=
⋂
i∈I
m∈N
ker
(
k±i,±m − k
±
i,±m(ρ) id
)k+1
∩ Vρ . (1.3)
F•Vρ clearly stabilizes at some nρ ∈ N that we shall refer to as the length of the Jordan filtration. Then the
purpose of the present paper is to establish the following
Theorem 1.1. Let ε ∈ C be transcendental over Q and M(P) be a standard module. Letting M(P) =⊕
ρM(P)ρ be its ℓ-weight space decomposition and denoting by nρ ∈ N the length of the Jordan filtration
F•M(P)ρ, we have
χε,t(M(P)) =
∑
ρ
nρ∑
k=0
t2σρ(k) dim(FkM(P)ρ/Fk−1M(P)ρ)mρ , (1.4)
where σρ can be chosen as the permutation of J0, nρK defined by σρ(k) = ⌊nρ/2⌋ − k/2 for even k and
σρ(k) = ⌊nρ/2⌋+ ⌈k/2⌉ for odd k.
Note that, for a given P ∈ C[X ]
rank(g)
1 , the formula (1.4) indeed holds for all but a finite number of
algebraic values of ε ∈ C. In the case g = a1, this theorem specializes to a result of [YZ12]. Unlike the
combinatorial/representation theoretical proofs in [YZ12], our proof of theorem 1.1 is essentially geometric.
It relies on the ampleness of a family of tautological locally free sheaves over quiver varieties involved in the
K-theoretical realization of the Heisenberg subalgebra U0q(ĝ) of Uq(ĝ) and on the hard Lefschetz theorem
for their first Chern class. The latter allows one to endow each ℓ-weight space M(P)ρ with a canonical
U(sl2)-module structure, closely related to the Lefschetz primitive decomposition of the cohomology of the
associated connected component of the generalized Springer fibre. Theorem 1.1 then follows by relating
this U(sl2)-module structure to the Jordan filtration F•M(P)ρ and by regarding the Poincare´ polynomial
P(Lρ, t) as the (Lie theoretical) character of the U(sl2)-moduleM(P)ρ so obtained. It is worth emphasizing
that an approach in the spirit of [YZ12] yields a formidable combinatorial problem, which is why we chose to
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recast it in geometric terms, in order to benefit from powerful results in geometry such as the hard Lefschetz
theorem. Moreover, this approach provides a geometric interpretation of an equally crucial U(sl2)-module
structure of the ℓ-weight spaces appearing in [YZ12], where its construction though seemed rather ad hoc.
The paper is organized as follows. We recall the definition of quantum loop algebras in terms of Drinfel’d
current generators in section 2. In section 3, we review the construction of Nakajima’s quiver varieties and
the associated K-theoretical realization of quantum affine algebras of simply laced type. Readers familiar
with Nakajima’s work can skip to section 4 where, after reviewing well known material about graded quiver
varieties, we prove the ampleness of certain tautological sheaves over graded quiver varieties. This new result
is crucial to section 6, where we eventually establish theorem 1.1. The (geometric) definition of standard
modules over quantum affine algebras and the geometric realization of its U0q(ĝ)-module structure can be
found in section 5. The latter essentially follows [Nak01a] except that, for the sake of completeness and given
its key role in proving theorem 1.1, we slightly elaborate – see in particular lemmas 5.10, 5.11 and 5.12 – on
the proof of proposition 5.14 which provides a realization of the U0q(ĝ)-module structure of ℓ-weight spaces
in terms of the Chern characters of the above mentioned tautological sheaves. In section 7, we give examples
of applications of theorem 1.1.
Notations and conventions. Troughout this paper, we adopt the following notations
[n]q :=
qn − q−n
q − q−1
, [n]q! :=
n∏
m=1
[m]q ,
(
n
p
)
q
:=
[n]q!
[p]q![n− p]q!
, (1.5)
for every n, p ∈ N and every q ∈ C∗. For every integer n ∈ N, we let Sn denote the symmetric group of
bijections on J1, nK and every σ ∈ Sn acts as (1, . . . , n) 7→ (σ(1), . . . , σ(n)).
Let G be a complex algebraic linear group. With every quasi-projective G-variety X , we associate the
Grothendieck group KG(X) (resp. KG(X)) of the category Coh
G(X) (resp. LocG(X)) of G-equivariant
coherent (resp. locally free) sheaves of OX -modules. We shall systematically identify locally free sheaves –
and sheaves of sections of algebraic vector bundles – with the isomorphism classes they define in KG(X) and,
whenever X is non-singular, the elements of KG(X) with their images in K
G(X) under the isomorphism
KG(X) ∼= KG(X). Let R(G) := KG(point) be the representation ring of G. KG(X) is an R(G)-module. For
convenience and provided it does not give rise to confusion, we shall always denote with the same symbol a
sheaf and its class in the corresponding Grothendieck group. The class of the structure sheaf of X will thus
be simply denoted by OX or even 1, when the context permits. We shall similarly denote by f∗, f∗ and ⊗
the derived functors Rf∗, Lf
∗ and
L
⊗ respectively. For any given sheaf F , we shall denote by F∨ its dual
sheaf. PicG(X) will denote the Picard group of isomorphism classes of G-equivariant invertible sheaves of
OX -modules. Finally, for every G-equivariant vector bundle V , define
detV :=
∧rankV
V ∈ PicG(X) and
∧
z
V :=
rank(V)∑
k=0
zk
∧k
V ∈ KG(X)[z] . (1.6)
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2. Quantum loop algebras
Let g be a simple, simply laced complex Lie algebra and let I := J1, rank gK. Denote by 〈, 〉 the invariant
inner product on g, normalized in such a way that the square length of the maximal root be 2. Let (αi)i∈I and
(ωi)i∈I respectively denote the sets of simple roots and of fundamental weights of g and set Q :=
⊕
i∈I Zαi,
Q+ :=
⊕
i∈I Nαi, P :=
⊕
i∈I Zωi and P
+ :=
⊕
i∈I Nωi. The Cartan matrix C = (cij)i,j∈I is given
by cij = 〈αi, αj〉. The quantum loop algebra associated with g is the C(q)-algebra Uq(Lg) generated by
(x±i,m)i∈I,m∈Z and (k
±
i,m)i∈I,m∈±N, subject to the defining relations
k+i,0k
−
i,0 = k
−
i,0k
+
i,0 = 1 , [k
(±)1
i (z1),k
(±)2
j (z2)] = 0 , (2.1)
(z1 − q
(±)1cijz2)k
(±)2
j (z1)x
(±)1
i (z2) = (q
(±)1cijz1 − z2)x
(±)1
i (z2)k
(±)2
j (z1) , (2.2)
(z1 − q
±cijz2)x
±
i (z1)x
±
j (z2) = (q
±cijz1 − z2)x
±
j (z2)x
±
i (z1) , (2.3)
[x+i (z1),x
−
j (z2)] =
δij
q − q−1
[
δ
(
z2
z1
)
k+i (z2)− δ
(
z1
z2
)
k−i (z1)
]
, (2.4)
∑
σ∈S1−cij
1−cij∑
p=0
(
1− cij
p
)
q
x±i (zσ(1)) · · ·x
±
i (zσ(p))x
±
j (z)x
±
i (zσ(p+1)) · · ·x
±
i (zσ(1−cij)) = 0 , (2.5)
written here in terms of the formal series
δ(z) :=
∑
m∈Z
zm , (2.6)
x±i (z) :=
∑
m∈Z
x±i,mz
−m , (2.7)
k±i (z) :=
∑
m∈N
k±i,±mz
∓m . (2.8)
In order to specialize the deformation parameter q to some value ε ∈ C∗, we also introduce the C[q, q−1]-
subalgebra UZq (Lg) of Uq(Lg), generated by the
x±i,m,n :=
(x±i,m)
n
[n]q!
(2.9)
for all i ∈ I, m ∈ Z and n ∈ N∗, together with the coefficients in the z±1 expansion of
exp
(
−
∑
m∈N∗
hi,±m
[m]q
z∓m
)
(2.10)
where, for all i ∈ I and m ∈ Z∗, the hi,m are defined by
k±i := k
±
i,0 exp
(
±(q − q−1)
∑
m∈N∗
hi,±mz
∓m
)
. (2.11)
UZq (Lg) constitutes an integral form of Uq(Lg), i.e. Uq(Lg)
∼= UZq (Lg) ⊗C[q,q−1] C(q). For every ε ∈ C
∗, we
thus define Uε(Lg), the specialization at ε of Uq(Lg), as U
Z
q (Lg) ⊗C[q,q−1] C, where C is a C[q, q
−1]-module
through q 7→ ε.
It is well known that Uq(Lg) is a quotient of Uq(ĝ) and that every finite dimensional simple Uq(ĝ)-module
is obtained by twisting some Uq(Lg)-modules by some C(q)-algebra automorphism of Uq(ĝ). We therefore
restrict our attention to Uq(Lg) for the rest of the paper.
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3. Quiver varieties
General quiver varieties pertain to a class of Geometric Invariant Theory (GIT) quotients studied by
King in [Kin94]. We first describe the construction of these GIT quotients in general. We then give a short
review of a particular class of quiver varieties introduced by Nakajima, [Nak01a], in order to study the
representation theory of quantum affine algebras.
3.1. Algebraic quotients. Suppose that X = SpecA is an affine algebraic variety and that G is a reductive
algebraic group acting on X . Let X//G := SpecAG be the affine quotient of X by G. With every character
θ ∈ Hom(G,C∗) we associate a G-linearized line bundle Lθ := X × Cθ ∈ Pic
G(X), where Cθ is the one
dimensional G-module with G-action given by G × Cθ ∋ (g, z) 7→ g.z := θ(g)z ∈ Cθ. Since G is reductive
the graded algebra of invariant sections
Aθ• :=
⊕
n∈N
H0(X,L⊗nθ )
G (3.1)
is finitely generated and we can define the algebraic quotient X//θG := Proj A
θ
•. The latter is quasi-
projective, the inclusion AG = Aθ0 →֒ A
θ
• inducing a projective morphism
πθ : X//θG→ X//G . (3.2)
GIT provides a more geometric description of X//θG relying on the following notions of (semi)stability,
Definition 3.1. Let θ ∈ Hom(G,C∗) be a character. We say that a point x ∈ X is θ-semistable iff there
exist n ∈ N∗ and s ∈ Aθn such that s(x) 6= 0. We shall denote by X
θ the set of θ-semistable points in X .
We say that a point x ∈ X is θ-stable iff it is θ-semistable and, in addition, its stabilizer Gx is finite and its
orbit G.x is closed in Xθ. We shall denote by Xθ the set of θ-stable points in X .
We define the GIT equivalence ∼G over Xθ by setting, for every x, y ∈ Xθ, x ∼G y iff G.x∩G.y∩Xθ 6= ∅,
where a bar denotes the Zariski closure. The relevance of this equivalence relation is clear from the following
Proposition 3.2. X//θG is isomorphic to the quotient X
θ/ ∼G.
Note that there always exists a geometric quotient of Xθ by G – see e.g. [MFK]. That geometric quotient
constitutes a Zariski-open subset of X//θG. The following is a direct consequence of Luna’s e´tale slice
theorem [Lun73].
Proposition 3.3. Suppose that
- Xθ = Xθ 6= ∅;
- Xθ is non-singular;
- and the action of G on Xθ is free.
Then, the following assertions hold:
i. Xθ is a principal G-bundle over X//θG;
ii. X//θG is non-singular and isomorphic to X
θ/G;
iii. the line bundle Lθ descends to a line bundle
OX//θ G(1) := X
θ ×G (Lθ|Xθ ) (3.3)
which is ample relative to πθ : X//θG → X//G and therefore ample over X//θG since X//G is
affine.
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Remark 3.4. In general, the principal G-bundle structure mentioned in the above proposition involves local
triviality in the e´tale topology. However, when G is the general linear group GL(n,C) as will be the case
here – or more generally when G is special by definition of that term, [Ser58] – every principal G-bundle is
indeed locally trivial in the Zariski topology.
3.2. Definitions. We now turn to the definition of quiver varieties, following [Nak01a]. Remember that
I := J1, rank(g)K. Let (I, E) be the finite graph whose vertices, labelled by I, are related by 2δij − cij edges
in E for every pair of vertices i, j ∈ I. In the cases of interest in this paper, these graphs are nothing but
Dynkin diagrams of type a, d, or e. Let H denote the set of pairs consisting of an edge together with its
orientation. For each h ∈ H , let in(h) (resp. out(h)) denote the ingoing (resp. outgoing) vertex of h and h¯
denote the same edge as h with opposite orientation. Let ε : H → C∗ be such that ε(h) + ε(h¯) = 0 for all
h ∈ H . With every pair (V,W ) of I-graded finite dimensional C-vector spaces, we associate the following
C-vector spaces
L(V,W ) :=
⊕
k∈I
Hom(Vk,Wk) , (3.4)
E(V,W ) :=
⊕
h∈H
Hom(Vout(h),Win(h)) , (3.5)
M(V,W ) := E(V, V )⊕ L(W,V )⊕ L(V,W ) . (3.6)
Elements of M(V,W ) will be conveniently written as triples (B, i, j) with B = (Bh)h∈H ∈ E(V, V ), i =
(ik)k∈I ∈ L(W,V ) and j = (jk)k∈I ∈ L(V,W ). The above defined vector space M(V,W ) admits a group
action of G(V ) :=
∏
k∈I GL(Vk) defined by
(B, i, j) 7→ g · (B, i, j) := (g · B, g · i, g · j) , (3.7)
for all (B, i, j) ∈M(V,W ) and all g = (gk)k∈I ∈ G(V ), where
g ·B := (gin(h) ◦Bh ◦ g
−1
out(h))h∈H g · i := (gk ◦ ik)k∈I g · j := (jk ◦ g
−1
k )k∈I . (3.8)
We shall denote by [B, i, j] the G(V )-orbit of (B, i, j) ∈M(V,W ). Define furthermore the momentum map
µ :M(V,W ) → L(V, V )
(B, i, j) 7→ µ(B, i, j) :=
 ∑
h∈H
in(h)=k
ε(h)Bh ◦Bh¯ + ik ◦ jk

k∈I
. (3.9)
Let µ−1(0) ⊆M(V,W ) be the affine algebraic variety defined as the zero set of µ and denote by A(µ−1(0))
its coordinate ring.
Define a character χ : G(V ) → C∗ by setting χ(g) =
∏
k∈I det g
−1
k for all g = (gk)k∈I ∈ G(V ). The
considerations of the previous section allow us to make the following
Definition 3.5. For every pair (V,W ) of finite dimensional I-graded C-vector spaces, let
M0(V,W ) := µ
−1(0)//G(V ) = SpecA(µ−1(0))G(V ) , (3.10)
and
M(V,W ) := µ−1(0)//χG(V ) = ProjA
χ
• . (3.11)
From now on, M(V,W ) – or, to be more precise, its subspace of closed points – will be referred to as a quiver
variety.
q, t-CHARACTERS AND ℓ-WEIGHT SPACES 7
Remark 3.6. In order to make the relation with representation theory more transparent, it is worth noting
that one could equivalently parametrize quiver varieties and all related objects in terms of the root and
weight associated with the respective dimension vectors dim V = (dim Vk)k∈I and dimW = (dimWk)k∈I by
setting
α(V ) :=
∑
k∈I
dim(Vk)αk ∈ Q
+ λ(W ) :=
∑
k∈I
dim(Wk)ωk ∈ P
+ . (3.12)
As in the previous section, M(V,W ) is quasi-projective. Indeed, we have
Proposition 3.7. For every pair (V,W ) of I-graded finite dimensional C-vector spaces, there exists a
projective morphism π : M(V,W )→M0(V,W ).
For every x ∈ M0(V,W ), define
L(V,W )x := π
−1(x) , (3.13)
the fibre of π at x. We shall denote by L(V,W ), instead of L(V,W )0, the fibre at 0 ∈ M0(V,W ). By
construction, L(V,W ) is a projective subvariety ofM(V,W ). It is known that dimM(V,W ) = 2 dimL(V,W )
and that, indeed, L(V,W ) is a Lagrangian subvariety ofM(V,W ), when the latter is endowed with its natural
symplectic structure, [Nak01a].
Turning our attention to M0(V,W ), we define M
reg
0 (V,W ) as the (possibly empty) set of points [B, i, j] ∈
M0(V,W ) such that (B, i, j) ∈ µ−1(0) has the trivial stabilizer in G(V ). In [Nak98], it is proven that
every [B, i, j] ∈ Mreg0 (V,W ) is stable, that π induces an isomorphism π
−1(Mreg0 (V,W ))
∼= M
reg
0 (V,W ) and,
furthermore, that
Proposition 3.8. For a graph (I, E) of type a, d, or e, and every pair of I-graded vector spaces (V,W )
- we have M0(V,W ) =
⋃
[V ′]M
reg
0 (V
′,W ), where the union runs over equivalence classes of I-graded
vector spaces [V ′] such that α(V )− α(V ′) ∈ Q+;
- and if Mreg0 (V,W ) 6= ∅ then λ(W ) − α(V ) is dominant.
As a consequence, the union over equivalence classes of I-graded vector spaces
⋃
[V ]M0(V,W ) stabilizes
at some [V ] and we let
M0(∞,W ) :=
⋃
[V ]
M0(V,W ) . (3.14)
3.3. Stability. The set µ−1(0)χ of χ-semistable points admits a useful and more intrinsic characterization
through the following
Proposition 3.9. A point (B, i, j) ∈ µ−1(0) is χ-semistable iff there exists no non-trivial B-invariant
I-graded subspace of ker j.
This is proved in [Nak98], using Hilbert’s criterion. Stated in the above form, χ-semistability easily implies
that the stabilizer G(V )(B,i,j) of any triple (B, i, j) ∈ µ
−1(0)χ is trivial. It follows that all G(V )-orbits are
closed in µ−1(0)χ and that, indeed, µ−1(0)χ = µ−1(0)χ. Thus, χ-semistability and χ-stability agree and are
merely referred to as stability in the context of quiver varieties. Using proposition 3.9, one also establishes
that the differential dµ : M(V,W ) → L(V, V ) is surjective at every triple (B, i, j) ∈ µ−1(0)χ and hence
that µ−1(0)χ is non-singular [Nak98]. We are thus under the premises of proposition 3.3 and its conclusions
follow, namely [Nak01a]
Proposition 3.10. For every pair (V,W ) of I-graded finite dimensional C-vector spaces, the following hold:
i. µ−1(0)χ has the structure of a principal G(V )-bundle over µ−1(0)χ/G(V );
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ii. M(V,W ) is isomorphic to the 〈α(V ), 2λ(W )− α(V )〉-dimensional non-singular quasi-projective va-
riety µ−1(0)χ/G(V );
iii. the line bundle Lχ descends to an ample line bundle OM(V,W )(1) := µ
−1(0)χ ×G(V ) (Lχ|µ−1(0)χ) on
M(V,W ).
3.4. G(W )× C∗-action. Let G(W ) :=
∏
k∈I GL(Wk). M(V,W ) admits a G(W ) × C
∗-action defined by
G(W ) × C∗ ×M(V,W ) ∋ (g, t, (B, i, j)) 7→ (g, t) ∗ (B, i, j) := (t B, t i ◦ g−1, t g ◦ j) . (3.15)
Since it commutes with the G(V )-action, as defined in equation 3.7, and leaves the equation µ(B, i, j) = 0
invariant, this action descends to the quotients M(V,W ) and M0(V,W ).
With every integer m ∈ Z, we associate a one dimensional C∗-module qm by setting 1
C∗ × qm ∋ (t, z) 7→ tm z ∈ qm . (3.16)
Given any C∗-module V , we shall write qmV as a shorthand for qm ⊗ V .
3.5. Vector bundles on M(V,W ). In view of proposition 3.10, we introduce the tautological I-graded
vector bundle
V := µ−1(0)χ ×G(V ) V , (3.17)
as the associated vector bundle with fibre V of the principal G(V )-bundle µ−1(0)χ → M(V,W ). Similarly,
let W be the trivial vector bundle on M(V,W ) with fibre W . For all k ∈ I, the k-th components of V and
W will be denoted Vk and Wk respectively. Equations (3.4) and (3.5) then define, fibrewise, vector bundles
on M(V,W ) that we shall denote E(V ,V), L(W ,V) and L(V ,W), of which B, i and j are now regarded as
sections. V is then naturally a C∗-equivariant vector bundle. Letting G(W ) act trivially on it, we make it
a G(W ) × C∗-equivariant vector bundle. Similarly, W is a G(W ) × C∗-equivariant vector bundle by taking
the natural action of G(W ) and the trivial action of C∗. As a consequence, the vector bundles E(V ,V),
L(W ,V) and L(V ,W) are also G(W ) × C∗-equivariant vector bundles and, correspondingly, B, i and j are
G(W )× C∗-equivariant sections.
For every m ∈ Z, let qm denote the trivial line bundle on M(V,W ) with degree m C∗-action and consider,
for all k ∈ I, the classes
Fk(V,W ) := q
−1Wk − (1 + q
−2)Vk + q
−1
∑
h∈H
in(h)=k
Vout(h) (3.18)
in the Grothendieck group KG(W )×C
∗
(M(V,W )) of the abelian category of G(W )×C∗-equivariant coherent
sheaves of OM(V,W )-modules. They are the images in K
G(W )×C∗(M(V,W )) of the classes defined, in the
Grothendieck group KG(W )×C
∗
(M(V,W ),M(V,W )) of the derived category of G-equivariant complexes of
algebraic vector bundles over M(V,W ) exact outside M(V,W ), by the complexes [Nak01a]
C•k (V,W ) : q
−2Vk
σk−→ q−1Wk ⊕
⊕
h∈H
in(h)=k
q−1Vout(h)
τk−→ Vi , (3.19)
where, for all k ∈ I,
σk :=
⊕
h∈H
in(h)=k
Bh¯ ⊕ jk and τk :
∑
h∈H
in(h)=k
ε(h)Bh + ik . (3.20)
1In [Nak01a], a more general C∗-action was proposed so as to make the tautological bundles defined in the next section
G(W ) × C∗-equivariant for quiver varieties of arbitrary type. That C∗-action nonetheless coincides with the one used here in
type a, d, or e, which are the cases of interest in the present paper.
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3.6. The convolution algebra. Let X1, X2 and X3 be smooth quasi-projective algebraic varieties and
denote by pab : X1×X2×X3 → Xa×Xb, for all a < b ∈ J1, 3K. We considerG-stable closed subvarieties Zab ⊂
Xa×Xb such that p13 : p
−1
12 Z12∩p
−1
23 Z23 → X1×X3 be proper and we let Z12 ◦Z23 := p13(p
−1
12 Z12∩p
−1
23 Z23).
We then follow [CG] in making the following
Definition 3.11. The convolution product is the map
⋆ : KG(Z12)⊗K
G(Z23) → K
G(Z12 ◦ Z23)
F ⊗ F ′ 7→ p13∗((p
∗
12F)⊗ (p
∗
23F
′)) . (3.21)
Definition 3.12. For every triple (V, V ′,W ) of I-graded C-vector spaces, we define Z(V, V ′,W ) as the
fibered product
Z(V, V ′,W ) := M(V,W )×π M(V
′,W ) , (3.22)
regarded as fibered over M0(∞,W ) – see eq. (3.14).
Let
KG(W )×C
∗
(Z(W )) :=
∏
[V ],[V ′]
KG(W )×C
∗
(Z(V, V ′,W )) , (3.23)
where, the graph (I, E) being of type a, d, or e, the direct product runs over the finite number of isomorphism
classes [V ] of I-graded vector spaces such that M(V,W ) be non-empty.
Proposition 3.13. KG(W )×C
∗
(Z(W )), endowed with the above defined convolution product, constitutes a
Z[q, q−1]-algebra.
Proof. By definition, Z(V, V ′,W ) is a closed subvariety of M(V,W ) ×M(V ′,W ). Furthermore, the map
p13 : p
−1
12 (Z(V, V
′,W )) ∩ p−123 (Z(V
′, V ′′,W ))→ M(V,W ) ×M(V ′′,W ) is proper and its image Z(V, V ′,W ) ◦
Z(V ′, V ′′,W ) ⊆ Z(V, V ′′,W ). Hence, the convolution product
⋆ : KG(W )×C
∗
(Z(V, V ′,W ))×KG(W )×C
∗
(Z(V ′, V ′′,W ))→ KG(W )×C
∗
(Z(V, V ′′,W )) (3.24)
is well defined. Observe furthermore that R(G(W )×C∗) is an R(C∗)-algebra and that R(C∗) is isomorphic
to Z[q, q−1] through qm 7→ L(m). Hence we have that KG(W )×C
∗
(Z(W )) is a Z[q, q−1]-algebra. 
Set Fi(W ) :=
⊕
[V ] Fi(V,W ) and let fi(W ) denote the diagonal operator acting on K
G(W )×C∗(M(V,W ))
by the scalar
rank Fi(V,W ) = 〈αi, λ(W )− α(V )〉 , (3.25)
for every I-graded C-vector space V . Let furthermore H+ ⊂ H be such that H+ ∩ H¯+ = ∅ and H =
H+ ∪ H¯+. For every i, j ∈ I, denote by n+ij the number of oriented edges in H
+ relating i and j and set
n−ij := 2δij − cij − n
+
ij , where, remember, the cij denote the entries of the Cartan matrix of g. Clearly
n+ij = n
−
ij . Define
F−i (V,W ) := −Vi + q
−1
∑
j∈I
n−ijVj F
+
i (V,W ) := q
−1Wi − q
−1Vi + q
−1
∑
j∈I
n+ijVj (3.26)
and let f±i (W ) denote the diagonal operator acting on K
G(W )×C∗(M(V,W )) by the scalar rank F±i (V,W ).
Finally, whenever V ⊂ V ′ with α(V ′) − α(V ) = αi for some i ∈ I, define C
+
i (V
′,W ) ⊂ Z(V, V ′,W ) to be
the set of pairs ((B, i, j), (B′, i′, j′)) such that B′|V = B, i′ = i and j′|V = j; and, whenever on the contrary
α(V ) − α(V ′) = αi, let C
−
i (V
′,W ) := ω(C+i (V
′,W ) ⊂ Z(V, V ′,W )) ⊂ Z(V, V ′,W ), where ω permutes the
factors.
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Theorem 3.14 ([Nak01a]). There exists a unique homomorphism of C(q)-algebras
ΦW : Uq(Lg)→ K
G(W )×C∗(Z(W ))⊗Z[q,q−1] C(q) (3.27)
such that, for all i ∈ I and every m ∈ Z,
k±i (z) 7→ δ∗q
fi(W )
∧
−1/z
(
(q−1 − q)Fi(W )
)
, (3.28)
x±i,m 7→
∑
[V ′]
X±i (V, V
′,W )⊗f
±
i (W )+m ⋆ δ∗(−1)
f±i (W ) detF±i (V
′,W )∨ , (3.29)
where δ : M(V,W ) →֒ M(V,W )×M(V,W ) denotes the diagonal embedding and
X±i (V, V
′,W ) := ±q−1
(
OM(V,W ) ⊠ V
′ − V ⊠OM(V ′,W )
)
|C±i (V ′,W )
. (3.30)
Remark 3.15. ΦW above is not the homomorphism constructed in [Nak01a]. It is a modified homomorphism
due to Varagnolo and Vasserot, [VV02]. Note however that both homomorphisms agree on the subalgebra
U0q(Lg).
Letting KG(W )×C
∗
(Z(W ))/torsion be the image of KG(W )×C
∗
(Z(W ))→ KG(W )×C
∗
(Z(W ))⊗Z[q,q−1] C(q),
the following integral restriction of theorem 3.14 holds.
Theorem 3.16. The homomorphism ΦW restricts to a homomorphism U
Z
q (Lg)→ K
G(W )×C∗(Z(W ))/torsion.
4. Graded quiver varieties
When studying standard modules in the next section, we shall use fixed-point subvarieties of M(V,W )
under the action of some abelian reductive subgroup of G(W ) × C∗. In this section, we thus study those
fixed-point subvarieties, leading naturally to the notion of graded quiver varieties introduced by Nakajima
in [Nak04].
4.1. Fixed point subvarieties. Let A be an abelian reductive subgroup of G(W ) × C∗ and denote by
M(V,W )A and M0(V,W )
A the respective A-fixed-point subvarieties of M(V,W ) and M0(V,W ). Let x ∈
M(V,W )A and let (B, i, j) ∈ µ−1(0)χ be a representative of x. For every a ∈ A, there exists ρ(a) ∈ G(V )
such that
a ∗ (B, i, j) = ρ(a)−1 · (B, i, j) . (4.1)
As G(V ) acts freely on µ−1(0)χ, this ρ(a) is indeed unique and the map a 7→ ρ(a) thus defines a group
homomorphism A→ G(V ).
Definition 4.1. With every ρ ∈ Hom(A,G(V )), we associate M(V,W )[ρ], defined as the set of fixed points
in M(V,W )A which admit representatives (B, i, j) ∈ µ−1(0)χ such that (4.1) above holds.
Note that, actually, M(V,W )[ρ] only depends on the conjugacy class [ρ] of ρ in G(V ), which is also why
we adopt this notation. For every ρ ∈ Hom(A,G(V )), we further define
L(V,W )[ρ] := M(V,W )[ρ] ∩ L(V,W ) . (4.2)
Proposition 4.2. For every pair of I-graded C-vector spaces (V,W ),
M(V,W )A =
⊔
ρ∈Hom(A,G(V ))
M(V,W )[ρ] and L(V,W )A =
⊔
ρ∈Hom(A,G(V ))
L(V,W )[ρ] (4.3)
constitute decompositions into connected components.
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Proof. If (I, E) is of type a, d, or e and 1 /∈ εZ, M(V,W )[ρ] is either empty or connected – see theorem 5.5.6
in [Nak01a] – and M(V,W )[ρ] is homotopic to L(V,W )[ρ] – see proposition 4.1.2 in [Nak01a]. 
4.2. A-weight decompositions. Regarding V as an A-module through ρ ∈ Hom(A,G(V )), we have the
following weight decomposition
V =
⊕
λ∈Sp(ρ,V )
V (λ) , (4.4)
where λ ∈ Sp(ρ, V ) ⊂ Hom(A,C∗) if and only if
V (λ) := {v ∈ V : ∀a ∈ A ρ(a)v = λ(a)v} (4.5)
is non-zero. Similarly, W can be regarded as an A-module through A →֒ G(W ) × C∗ ։ G(W ) and we
denote by W (λ) the corresponding weight spaces for λ ∈ Sp(W ). We let q ∈ Hom(A,C∗) be the composite
q : A →֒ G(W )× C∗ ։ C∗, where the second arrow is projection on the second factor. Then, we have
Proposition 4.3. For every ρ ∈ Hom(A,G(V )),
Sp(ρ, V ) ⊆ qZSp(W ) . (4.6)
Proof. By definition, each point in M(V,W )[ρ] admits a representative (B, i, j) ∈ µ−1(0)χ such that (4.1)
holds or, equivalently, such that
Bh(Vout(h)(λ)) ⊆ Vin(h)(q
−1λ) , ik(Wk(λ)) ⊆ Vk(q
−1λ) , jk(Vk(λ)) ⊆Wk(q
−1λ) , (4.7)
for all h ∈ H , k ∈ I and λ ∈ Hom(A,C∗). Let S :=
⊕
k∈I Sk with
Sk :=
⊕
λ∈Hom(A,C∗)
W (qZλ)=0
Vk(λ) , (4.8)
for every k ∈ I. Clearly, S ⊆ ker j is B-invariant and thus S = 0 by proposition 3.9. 
For every ρ ∈ Hom(A,G(V )), denote by iρ : M(V,W )[ρ] →֒ M(V,W ) the inclusion. Clearly, the restric-
tions i∗ρV and i
∗
ρW are bundles of A-modules through ρ × idG(W )×C∗ : A → G(V ) × G(W ) × C
∗ and they
admit similar weight decompositions
i∗ρV =
⊕
λ∈Sp(ρ,V )
i∗ρV(λ) i
∗
ρW =
⊕
λ∈Sp(W )
i∗ρW(λ) . (4.9)
Eventually, we have, for all k ∈ I,
i∗ρFk(V,W ) =
⊕
λ∈qZSp(W )
i∗ρFk(V,W )(λ) . (4.10)
4.3. Graded quiver varieties. We now introduce graded quiver varieties as a natural parametrization of
the A-fixed point subvarieties M(V,W )[ρ]. Given V , W and ρ ∈ Hom(A,G(V )) as in the previous section,
we now regard V and W as finite dimensional I ×Hom(A,C∗)-graded vector spaces,
V =
⊕
(k,λ)∈I×Hom(A,C∗)
Vk(λ) , W =
⊕
(k,λ)∈I×Hom(A,C∗)
Wk(λ) . (4.11)
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Define the affine algebraic variety M•(V,W ) as the subset of M(V,W ) consisting of those triples (B, i, j)
such that (4.7) above holds and denote by
Bh,λ : Vout(h)(λ)→ Vin(h)(q
−1λ)
ik,λ :Wk(λ)→ Vk(q−1λ)
jk,λ : Vk(λ)→Wk(q−1λ) (4.12)
the respective restrictions of Bh, ik and jk to the corresponding components of V andW – see decomposition
(4.4) and eq. (4.7). Let similarly
µk,λ :=
∑
h∈H
in(h)=k
ε(h)Bh,q−1λ ◦Bh¯,λ + ik,q−1λ ◦ jk,λ (4.13)
be the (k, λ)-component of the restriction µ• := µ|M•(V,W ) of the momentum map µ defined in (3.9). Consider
the affine algebraic variety µ−1• (0) ⊆M
•(V,W ). It is acted upon byG•(V ) :=
∏
(k,λ)∈I×Hom(A,C∗)GL(Vk(λ)),
i.e. the maximal subgroup of G(V ) preserving the I × Hom(A,C∗)-grading of V . The character χ defined
in section 3.2 clearly restricts to G•(V ), where it factors according to
χ(g) =
∏
(k,λ)∈I×Hom(A,C∗)
det g−1k,λ . (4.14)
for all g ∈ G•(V ). It is worth emphasizing that the products in the definition of G•(V ) above and in (4.14)
only ever contain a finite number of factors as all but a finite number of Vk(λ) are non-zero. Applying again
the constructions of section 3.1, we get the following
Definition 4.4. For every pair V,W of finite dimensional I ×Hom(A,C∗)-graded C-vector spaces, we let
M•0(V,W ) := µ
−1
• (0)//G
•(V ) (4.15)
and
M•(V,W ) := µ−1• (0)//χG
•(V ) . (4.16)
The latter is referred to as a graded quiver variety – see e.g. [Nak04].
By the results of section 3.1, there exists a projective morphism π• : M
•(V,W ) → M•0(V,W ), which
coincides with π|M(V,W )[ρ], the restriction to M(V,W )[ρ] of the projective morphism of proposition 3.7. It
follows that if we let
L•(V,W )x := π
−1
• (x) (4.17)
denote its fibre at x ∈ M•0(V,W ), we get L•(V,W )x
∼= L(V,W )[ρ]. Note that, by construction, L•(V,W )x
is projective. It follows, either by restriction or by use of the results of section 3.1, that the conclusions of
proposition 3.3 hold for graded quiver varieties. In particular, we have
Proposition 4.5. The following hold:
i. µ−1• (0)
χ is a principal G•(V )-bundle over µ−1• (0)
χ/G•(V );
ii. M•(V,W ) is isomorphic to the non-singular quasi-projective variety µ−1• (0)
χ/G•(V ).
Remark 4.6. Proposition 3.9 provides a criterion for the stability of any (B, i, j) ∈ µ−1(0) which can be
extended verbatim to M(V,W ) and then restricted to M•(V,W ). It is clear that the stability condition thus
obtained is equivalent to the one referred to in the above proposition 4.5.
The relevance of graded quiver varieties to the present situation stems from the following
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Proposition 4.7. For every pair V,W of finite dimensional I-graded C-vector spaces and every ρ ∈
Hom(A,G(V )), we have
M(V,W )[ρ] ∼= M•(V,W ) , (4.18)
where, on the right hand side, V and W are regarded as I ×Hom(A,C∗)-graded vector spaces, according to
the decompositions (4.11).
Proof. It is obvious from the definitions that
M(V,W )[ρ] ∼= µ−1• (0)
χ/G•(V ) (4.19)
and the result follows from proposition 4.5. 
4.4. Ample line bundles. Given V , W and ρ ∈ Hom(A,G(V )) as in the previous section, we associate
with every triple (B, i, j) ∈M•(V,W ) the following map
σk,λ :=
⊕
h∈H
out(h)=k
Bh,λ ⊕ jk,λ : Vk(λ)→
⊕
h∈H
out(h)=k
Vin(h)(q
−1λ)⊕Wk(q
−1λ) . (4.20)
Let furthermore µ−1k,λ(0) ⊆M
•(V,W ) denote the zero set of µk,λ.
Definition 4.8. For every k ∈ I and every λ ∈ Hom(A,C∗), define the following varieties:
M˜(k, λ) := {(B, i, j) ∈ µ−1k,λ(0) : kerσk,λ = 0}/GL(Vk(λ)) , (4.21)
M˜◦(k, λ) := µ−1k,λ(0)
χ/GL(Vk(λ)) , (4.22)
M̂•(k, λ) := µ−1• (0)
χ/GL(Vk(λ)) (4.23)
and
M ′(k, λ) :=
⊕
(h,λ′)∈H×Hom(A,C∗)
(k,λ)/∈{(in(h),λ′),(out(h),λ′)}
Hom(Vout(h)(λ
′), Vin(h)(q
−1λ′))
⊕
⊕
(k′,λ′) 6=(k,q−1λ)
Hom(Wk′ (λ
′), Vk′ (q
−1λ′))⊕
⊕
(k′,λ′) 6=(k,λ)
Hom(Vk′ (λ
′),Wk′ (q
−1λ′)) . (4.24)
Proposition 4.9. For every k ∈ I and every λ ∈ Hom(A,C∗), we have the following diagram
M̂•(k, λ)
i
−−−−→ M˜◦(k, λ)
j
−−−−→ M˜(k, λ) M(Vk(λ), Ek,λ)×M ′(k, λ)
πk,λ
y yp1
M(V,W )[ρ] M(Vk(λ), Ek,λ)
where i (resp. j) is a closed (resp. open) immersion, p1 denotes projection on the first factor and
Ek,λ :=
⊕
h∈H
out(h)=k
Vin(h)(q
−1λ) ⊕Wk(q
−1λ) . (4.25)
The left vertical arrow makes M̂(k, λ) a principal Gk,λ :=
∏
(k′,λ′) 6=(k,λ)GL(Vk′ (λ
′))-bundle over M(V,W )[ρ].
Proof. M˜◦(k, λ) clearly is an open subvariety of M˜(k, λ). M̂(k, λ) is, in turn, the closed algebraic subvariety
of M˜◦(k, λ) defined by the equations µk′,λ′ = 0 for all (k
′, λ′) 6= (k, λ). Finally, M(V,W )[ρ] = M̂(k, λ)/Gk,λ
by proposition 4.5. 
Remark 4.10. For every pair of integers m,n ∈ N, denote by Gr(m,n) the Grassmannian manifold of m-
dimensional subspaces of Cn and let T ∗Gr(m,n) denote its cotangent bundle. Then, it is clear from the
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definitions thatM(Vk(λ), Ek,λ) ∼= T ∗Gr(dimVk(λ), dimEk,λ) and that we recover the graded Grassmannians
relevant in type a1 – see [YZ12].
Definition 4.11. For every k ∈ I and every λ ∈ Hom(A,C∗), we define the following vector bundles:
V˜k(λ) := µ
−1
k,λ(0)×GL(Vk(λ)) Vk(λ)→ M˜(k, λ) , (4.26)
V˜◦k(λ) := µ
−1
k,λ(0)
χ ×GL(Vk(λ)) Vk(λ)→ M˜
◦(k, λ) , (4.27)
V̂k(λ) := µ
−1
• (0)
χ ×GL(Vk(λ)) Vk(λ)→ M̂
•(k, λ) . (4.28)
We now establish the most important result of this section.
Lemma 4.12. We have
i. det V˜k(λ)∨ ∼= p∗1OM(Vk(λ),Ek,λ)(1);
ii. det V̂k(λ)∨ ∼= i∗ ◦ j∗ det V˜k(λ)∨;
iii. det V̂k(λ)∨ ∼= π∗k,λ det i
∗
ρVk(λ)
∨;
iv. det i∗ρVk(λ)
∨ ∈ Pic(M(V,W )[ρ]) is an ample invertible sheaf.
Proof. i., ii. and iii. are obvious. We prove iv. For every s ∈
⊕
n∈N∗ H
0(M(Vk(λ), Ek,λ),OM(Vk(λ),Ek,λ)(1)
⊗n),
let
M(Vk(λ), Ek,λ)s := {x ∈M(Vk(λ), Ek,λ) : s(x) 6= 0} . (4.29)
It follows from the ampleness of OM(Vk(λ),Ek,λ)(1), proposition 3.10, that those of the M(Vk(λ), Ek,λ)s
that are affine constitute an open affine covering of M(Vk(λ), Ek,λ) – see e.g. EGA II, Theorem 4.5.2.a’.
Obviously, the p−11 (M(Vk(λ), Ek,λ)s) = M(Vk(λ), Ek,λ)s × M
′(k, λ) constitute an open affine covering of
M(Vk(λ), Ek,λ)×M ′(k, λ). By virtue of i., every s ∈
⊕
n∈N∗ H
0(M(Vk(λ), Ek,λ),OM(Vk(λ),Ek,λ)(1)
⊗n) pulls
back to a section p∗1s ∈
⊕
n∈N∗ H
0(M(Vk(λ), Ek,λ), (det V˜k(λ)∨)⊗n) in such a way that
(M(Vk(λ), Ek,λ)×M
′(k, λ))p∗1s := {x ∈M(Vk(λ), Ek,λ)×M
′(k, λ) : p∗1s(x) 6= 0} = M(Vk(λ), Ek,λ)s×M
′(k, λ) .
Thus, those (M(Vk(λ), Ek,λ)×M ′(k, λ))p∗1s that are affine cover M(Vk(λ), Ek,λ)×M
′(k, λ) and det V˜k(λ)∨
is ample. Restricting det V˜k(λ)∨ to the locally closed subvariety M̂•(k, λ) yields an ample invertible sheaf
and, by ii., it follows that det V̂k(λ)∨ is ample.
Now, let U ⊆ M(V,W )[ρ] be any Zariski-open set. By virtue of proposition 4.9, M̂•(k, λ) is a prin-
cipal Gk,λ-bundle over M(V,W )[ρ] with projection πk,λ : M̂
•(k, λ) → M(V,W )[ρ] and it follows that
π−1k,λ(U) ⊆ M̂
•(k, λ) is a Zariski-open set. Since det V̂k(λ)∨ is ample, there exists a non-empty S ⊆⊕
n∈N∗ H
0(M̂•(k, λ), (det V̂k(λ)∨)⊗n) such that
π−1k,λ(U) =
⋃
s∈S
M̂•(k, λ)s , (4.30)
where we have set
M̂•(k, λ)s := {x ∈ M̂
•(k, λ) : s(x) 6= 0} . (4.31)
Observe that the sections in
⊕
n∈N∗ H
0(M̂•(k, λ), (det V̂k(λ)∨)⊗n) are constant on Gk,λ-orbits. Hence, each
section s ∈ S defines a unique section t ∈
⊕
n∈N∗ H
0(M(V,W )[ρ], (detVk(λ)∨)⊗n) by setting
t(Gk,λ.x) := s(x) , (4.32)
for every Gk,λ-orbit in M(V,W )[ρ]. Then, it is clear that
M(V,W )[ρ]t := {x ∈ M(V,W )[ρ] : t(x) 6= 0} = πk,λ(M̂
•(k, λ)s) (4.33)
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and that
U =
⋃
s∈S
πk,λ(M̂
•(k, λ)s) =
⋃
t:π∗
k,λ
t∈S
M(V,W )[ρ]t . (4.34)
We have thus proven that, as t runs through
⊕
n∈N∗ H
0(M(V,W )[ρ], (det Vk(λ)∨)⊗n), the M(V,W )[ρ]t
constitute a basis for the Zariski topology of M(V,W )[ρ] and hence that detVk(λ)∨ is ample – see e.g. EGA
II, Theorem 4.5.2.a. 
4.5. Factorization into q-segments. We define an equivalence relation ∼ on Hom(A,C∗) by setting λ1 ∼
λ2 if and only if λ1 ∈ qZλ2 and we let
Sp(W ) =
⊔
Σ∈Sp(W )/∼
Σ (4.35)
be the decomposition of Sp(W ) into equivalence classes. Elements of Sp(W )/ ∼ will be referred to as q-
segments of Sp(W ). The length of a given q-segment is, by definition, the number of distinct elements in the
corresponding equivalence class. A similar decomposition into q-segments obviously holds for Sp(ρ, V ) and,
by virtue of proposition 4.3, we have an injective map ς : Sp(ρ, V )/ ∼ →֒ Sp(W )/ ∼. Each q-segment Σ of
either Sp(W )/ ∼ or Sp(ρ, V )/ ∼ is finite and – provided there exists (idW , ε) ∈ A such that 1 /∈ εZ – totally
ordered by setting λ1 < λ2 for all λ1, λ2 ∈ Σ such that λ1 ∈ qN
∗
λ2.
The decomposition (4.35) induces the decomposition
W =
⊕
Σ∈Sp(W )/∼
WΣ where WΣ :=
⊕
λ∈Σ
W (λ) (4.36)
and, subsequently, A =
∏
Σ∈Sp(W )/∼ AΣ where AΣ ⊂ G(WΣ)×C
∗ for all Σ ∈ Sp(W )/ ∼. Similarly, denoting
by [λ] ∈ Sp(ρ, V )/ ∼ the equivalence class of λ ∈ Sp(ρ, V ), we set, for all Σ ∈ Sp(W )/ ∼,
VΣ :=
⊕
λ∈Sp(ρ,V )
ς([λ])=Σ
V (λ) , so that V =
⊕
Σ∈Sp(W )/∼
VΣ . (4.37)
For every Σ ∈ Sp(W )/ ∼, VΣ is an AΣ-module through ρΣ ∈ Hom(AΣ, G(VΣ)) and ρ =
⊕
Σ∈Sp(W )/∼ ρΣ.
Proposition 4.13. Let W =
⊕
ΣWΣ and V =
⊕
VΣ be the respective decompositions of W and V into
q-segments as above. We have
M(V,W )A ∼=
∏
Σ∈Sp(W )/∼
M(VΣ,WΣ)
AΣ . (4.38)
Furthermore, for every ρ =
⊕
Σ ρΣ ∈ Hom(
∏
ΣAΣ,
∏
ΣG(VΣ)), we even have
M(V,W )[ρ] ∼=
∏
Σ∈Sp(W )/∼
M(VΣ,WΣ)[ρΣ] . (4.39)
Proof. Left to the reader. 
For every Σ ∈ Sp(W )/ ∼ let
VΣ := µ
−1
Σ (0)
s ×G(VΣ) VΣ (4.40)
and denote by iρΣ : M(VΣ,WΣ)[ρΣ] →֒M(VΣ,WΣ) the natural inclusion.
Proposition 4.14. For every ρ =
⊕
Σ ρΣ ∈ Hom(
∏
ΣAΣ,
∏
ΣG(VΣ)), we have
i∗ρV =
⊕
Σ∈Sp(W )/∼
i∗ρΣVΣ ⊠O
∏
Σ′ 6=Σ M(VΣ′ ,WΣ′)[ρΣ′ ]
(4.41)
Proof. Left to the reader. 
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4.6. Bia lynicki-Birula type decomposition for individual q-segments. In general, within any given
q-segment of length strictly greater than 1, further factorizations like (4.38) and (4.39) do not hold. A
C∗-action can nonetheless be defined on the relevant quiver varieties, that admits as its fixed point set the
desired factorization, and that allows one to perform a decomposition a` la Bia lynicki-Birula with respect
to that fixed point set. Assume indeed that the abelian reductive subgroup A of G(W ) × C∗ is such that
Sp(W ) = Σ consists of a single q-segment of length l ∈ N∗. Write Σ = {λ1, . . . , λl}, the numbering being
chosen in such a way that λi < λi+1 for all i ∈ J1, lK. Let for short Wi := W (λi), so that the decomposition
of W into eigenspaces reads W =W1 ⊕W2 ⊕ · · · ⊕Wl. Write similarly Ai := A|Wi = λi idWi ∈ G(Wi)× C
∗
for every i ∈ J1, lK, so that A = (A1, . . . , Al). Define then a group homomorphism γ : C∗ → G(W ) × C∗ by
setting
γ(t) = tm1 idW1 ⊕ · · · ⊕ t
ml idWl , (4.42)
for some fixed choice of m1 < m2 < · · · < ml. It is easily shown that for every I-graded C-vector space V⊔
[V1],...,[Vl]
V∼=V1⊕···⊕Vl
M(V1,W1)
A1 × · · · ×M(Vl,Wl)
Al → M(V,W )A
([B1, i1, j1], . . . , [Bl, il, jl]) 7→ [B1 ⊕ · · · ⊕Bl, i1 ⊕ · · · ⊕ il, j1 ⊕ · · · ⊕ jl]
defines a closed embedding whose image is M(V,W )〈A,γ(C
∗)〉, where 〈A, γ(C∗)〉 denotes the Zariski closed
subgroup of G(W )×C∗ generated by A and γ(C∗). We can thus identify the fixed point setM(V,W )〈A,γ(C
∗)〉
with M(V1,W1)
A1 × · · · ×M(Vl,Wl)Al and similarly L(V,W )〈A,γ(C
∗)〉 with L(V1,W1)
A1 × · · · ×L(Vl,Wl)Al .
The latter can further be decomposed into connected components as in proposition 4.2, i.e.
L(V1,W1)
A1 × · · · × L(Vl,Wl)
Al =
⊔
ρ1∈Hom(A1,G(V1))
...
ρl∈Hom(Al,G(Vl))
L(V1,W1)[ρ1]× · · · × L(Vl,Wl)[ρl] . (4.43)
One can therefore define the attracting sets
L+(V1,W1; · · · ;Vl,Wl)[ρ1, . . . , ρl] :=
{
x ∈ M(V,W )A : lim
t→0
γ(t) ∗ x ∈
l∏
i=1
L(Vi,Wi)[ρi]
}
. (4.44)
Proposition 4.15. With A and W = W1 ⊕ · · · ⊕Wl as above, let V be some I-graded C-vector space and
let ρ ∈ Hom(A,G(V )). Then,
i. for every l-tuple of I-graded C-vector spaces (V1, . . . , Vl) such that V ∼= V1⊕· · ·⊕Vl and every l-tuple
(ρ1, . . . , ρl) ∈ Hom(A,G(V1))×· · ·×Hom(A,G(Vl)) such that ρ = ρ1⊕· · ·⊕ρl, L+(V1,W1; · · · ;Vl,Wl)[ρ1, . . . , ρl]
is a nonsingular locally closed subvariety of M(V,W )[ρ], isomorphic to the total space of the subbundle
TM(V,W )[ρ]|+
L(V1,W1)A1×···×L(Vl,Wl)
Al
of the restricted tangent bundle TM(V,W )[ρ]|L(V1,W1)A1×···×L(Vl,Wl)Al ,
whose sections transform with strictly positive weights under γ(C∗);
ii. the decomposition
L(V,W )[ρ] =
⊔
[V1],...,[Vl]
V∼=V1⊕···⊕Vl
⊔
ρ1∈Hom(A1,G(V1))
...
ρl∈Hom(Al,G(Vl))
L+(V1,W1; · · · ;Vl,Wl)[ρ1, . . . , ρl] (4.45)
is good in the terminology of [CG83].
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Proof. A proof of i. is obtained by restricting results in [Nak01b] to the the appropriate connected compo-
nents of the fixed point set. Similarly, eq. (4.45) can be proven by adapting an argument in [Nak01b] and
i. then implies that this decomposition is good – see e.g. [BBCM]. Thus ii. follows. 
5. Standard modules over simply laced quantum affine algebras
Before turning to the definition of standard modules, let us observe that
R(G(W )× C∗) ∋ x 7→ x⊗
∑
[V ]
Oδ(M(V,W )) (5.1)
defines an injective homomorphism from R(G(W ) × C∗) to the center of KG(W )×C
∗
(Z(W )), regarded as an
algebra by virtue of the construction of section 3.6. Therefore, R(G(W )×C∗) acts on any finite dimensional
simple KG(W )×C
∗
(Z(W ))-module by a homomorphism χ : R(G(W )×C∗)→ C. Such a homomorphism χ is
given by evaluation of the character at a semisimple element a = (s, ε) ∈ G(W ) × C∗.
5.1. Definition. Throughout this section a = (s, ε) denotes a semisimple element of G(W )×C∗ and A the
Zariski closure of aZ. A is an abelian reductive subgroup of G(W )×C∗. Let R(A) denote the representation
ring of A, i.e. the Grothendieck ring of the category of finite dimensional rational representations of A.
Given a, we let χa : R(A)→ C denote the homomorphism defined by evaluating characters at a and R(A)a,
the localization of R(A) with respect to kerχa. We shall denote by Ca the one-dimensional R(A)-module,
constructed on C via χa. Note that Ca can also be regarded as a G(W )×C∗-module via the homomorphism
R(G(W )× C∗)→ R(A).
Let x ∈ Mreg0 (V
0,W ) be fixed under the action of A. Obviously, L(V,W )x is invariant under the action
of A. We let
L(W )x :=
⊔
[V ]
L(V,W )x (5.2)
and set
KA(L(W )x) :=
⊕
[V ]
KA(L(V,W )x) . (5.3)
Definition-Proposition 5.1. For every x ∈Mreg0 (V
0,W ) and a ∈ G(W )× C∗ as above,
Mx,a := K
A(L(W )x)⊗R(A) Ca (5.4)
is a finite dimensional Uε(Lg)-module which we will refer to as a standard module.
Proof. KA(L(W )x) is a K
A(Z(W ))-module through the convolution product. That structure descends to a
KA(Z(W ))/torsion⊗R(A) Ca-module structure on Mx,a – see [Nak01a] for details. It follows from theorem
3.16 that Mx,a is a U
Z
q (Lg)-module and, since q acts over Mx,a by multiplication by ε, that it is, indeed,
an Uε(Lg)-module as claimed. That it is finite dimensional follows from the fact that there are only finitely
many equivalence classes of I-graded vector spaces [V ] such that L(V,W ) be non-empty. 
Remark 5.2. It follows from proposition 3.8 that every x ∈M0(V0,W ) is actually regular for (I, E) of type
a, d, or e. Moreover, it turns out that the M0,a with a ∈ G(W ) × C∗ semisimple form a basis of the
Grothendieck ring Mod(Uε(Lg)) of the category of finite dimensional Uε(Lg)-modules. From now on, we
therefore restrict our attention to those standard modules and denote them simply by Ma.
5.2. Localization. Given any R(A)-module M , denote by Ma its localization M ⊗R(A) R(A)a at a. Let
furthermore i : M(W )A → M(W ) be the natural inclusion. It induces inclusions M(W )A ×M(W )A →
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M(W ) ×M(W ) and hence Z(W )A → Z(W ) that we shall also denote by i, the meaning of i in each case
being clear from the context. It follows from Thomason’s localization theorem [Tho87] that for X = L(W )
or Z(W ),
i∗ : KA(X)⊗R(A) R(A)a
∼
−→ KA(XA)⊗R(A) R(A)a (5.5)
is an isomorphism. However, when X = Z(W ), i∗ is not compatible with convolution. Following [CG], we
thus let λA :=
∧
−1N
∗, where N is the normal bundle of M(W )A in M(W ). λA is invertible in the localized
K-group KA(M(W )A)a and we denote by λ
−1
A its inverse.
Proposition 5.3. The bivariant localization map
ra :=
(
1⊠ λ−1A
)
◦ i∗ (5.6)
is an isomorphism KA(Z(W ))a
∼
−→ KA(Z(W )A)a and it is compatible with convolution in the sense that the
following two diagrams commute:
KA(Z(W ))
⊗R(A)a2
a
⋆
−−−−→ KA(Z(W ))a
ra⊗ra
y∼= ∼=yra
KA(Z(W )A)
⊗R(A)a2
a
⋆
−−−−→ KA(Z(W )A)a
KA(Z(W ))a ⊗
R(A)a
KA(L(W ))a
⋆
−−−−→ KA(L(W ))a
ra⊗i
∗
y∼= ∼=yi∗
KA(Z(W )A)a ⊗
R(A)a
KA(L(W )A)a
⋆
−−−−→ KA(L(W )A)a
In both cases, X = L(W ) or Z(W ), the action of A on XA being trivial, we have KA(XA) ∼= K(XA) ⊗
R(A). We thus define the evaluation map eva := idK(XA)⊗χa : K(X
A)⊗R(A)a → K(X
A)⊗C =: K(XA)C.
Explicitly, let F ∈ KA(XA). A acts on F fiberwise and F admits a decomposition F =
⊕
λ∈Sp(F)F(λ) into
A-weight spaces, from which it follows that
eva(F) =
∑
λ∈Sp(F)
F(λ) ⊗ λ(a) ∈ K(XA)⊗ C , (5.7)
disregarding the A-action on each left tensor factor.
Let ch• : K(Z(W )
A) → H•(Z(W )A,Q) be the local homological Chern character map with respect to
Z(W )A ⊂M(W )A ×M(W )A and let TdM(W )A ∈ H
•(M(W )A) be the Todd genus of M(W )A.
Proposition 5.4. The bivariant Riemann-Roch map
RR• :=
(
1⊠ TdM(W )A
)
∪ ch• : K(Z(W )
A)→ H•(Z(W )
A,Q) (5.8)
is compatible with convolution in the sense that the following two diagrams commute.
K(Z(W )A)⊗2
⋆
−−−−→ K(Z(W )A)
RR•⊗RR•
y yRR•
H•(Z(W )
A,Q)⊗2
⋆
−−−−→ H•(Z(W )A,Q)
K(Z(W )A)⊗K(L(W )A)Q
⋆
−−−−→ K(L(W )A)Q
RR•⊗ch•
y ∼=ych•
H•(Z(W )
A,Q)⊗H•(L(W )A,Q)
⋆
−−−−→ H•(L(W )A,Q)
Proof. The commutativity of the first diagram is the statement of the bivariant Riemann-Roch theorem
proven in [CG]. That of the second follows by a similar argument, mutatis mutandis. [Nak01a] gives a proof
that ch• : K(L(W )
A)
∼
→ H•(L(W )A,Q) is an isomorphism by factoring it through the rational Chow group
A•(L(W )
A,Q) ∼= K(L(W )A)Q and establishing that the cycle map A•(L(W )A,Q)
∼
−→ H•(L(W )A,Q) is an
isomorphism. 
Combining all these results, we finally get
Proposition 5.5. The following hold:
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i. there exists an algebra homomorphism Ψ : Uε(Lg)→ H•(Z(W )A,C);
ii. Ma ∼= H•(L(W )
A,C) as Uε(Lg)-modules.
5.3. Generic standard modules.
Definition 5.6. Given an I-graded C-vector spaceW , we shall say that the semisimple element a ∈ G(W )×
C∗ and, by extension, that the reductive abelian group A it generates is generic iff M0(V,W )
A = {0} for
every I-graded vector C-space V . We shall refer to the corresponding standard modules Ma as generic
standard modules.
In type a, d, or e, proposition 4.2.2. in [Nak01a] provides a sufficient condition for a ∈ A to be generic;
Proposition 5.7. If λ/λ′ /∈ εZ
∗
for every pair λ, λ′ ∈ Sp(W ), then a ∈ A is generic.
It is obvious that,
Proposition 5.8. Whenever a is generic, L(V,W )A ∼= M(V,W )A is a nonsingular projective variety.
Corollary 5.9. If Sp(W ) = {λ1, . . . , λl} is a single q-segment of length l, the numbering being chosen in
such a way that λi < λi+1 for all i ∈ J1, lK, we let Wi := W (λi) denote the eigenspaces and Ai := A|Wi .
Then, for every l-tuple of I-graded C-vector spaces (V1, . . . , Vl), we have that L(V1,W1)
A1 ×· · ·×L(Vl,Wl)Al
is a non-singular projective variety.
5.4. ℓ-weight spaces as U0ε(Lg)-modules. We first state three obvious lemmas.
Lemma 5.10. The following diagram commutes:
KA(M(W ))
δ∗−−−−→ KA(Z(W ))
i∗
y yra
KA(M(W )A)
δ∗−−−−→ KA(Z(W )A)
Proof. It follows from [CG] that
KA(M(W ))
δ∗−−−−→ KA(Z(W ))
λ−1A ◦i
∗
y y(λ−1A ⊠λ−1A )◦i∗
KA(M(W )A)
δ∗−−−−→ KA(Z(W )A)
commutes. Observe furthermore that p∗1λA ⊗ (λ
−1
A ⊠ λ
−1
A ) = 1⊠ λ
−1
A . We thus have
ra ◦ δ∗ = (1⊠ λ
−1
A ) ◦ i
∗ ◦ δ∗ = p
∗
1λA ⊗ (λ
−1
A ⊠ λ
−1
A ) ◦ i
∗ ◦ δ∗ = p
∗
1λA ⊗ δ∗ ◦ λ
−1
A ◦ i
∗ . (5.9)
Making use of the projection formula, we get
ra ◦ δ∗ = δ∗(δ
∗ ◦ p∗1λA ⊗ λ
−1
A ◦ i
∗) (5.10)
and the result follows since δ∗ ◦ p∗1 = id. 
Lemma 5.11. The following diagram commutes:
K(M(W )A)
δ∗−−−−→ K(Z(W )A)
ch•
y yRR•
H•(M(W )
A)
δ∗−−−−→ H•(Z(W )A)
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Proof. Observe first that p∗1Td
−1
XA · (TdXA ⊠ TdXA) = 1⊠ TdXA . We thus have
RR• ◦ δ∗ = p
∗
1Td
−1
XA · (TdXA ⊠ TdXA) ∪ ch• ◦ δ∗ . (5.11)
By the Riemann-Roch theorem, [CG], it follows that
RR• ◦ δ∗ = p
∗
1Td
−1
XA · δ∗(TdXA ∪ ch•) . (5.12)
The projection formula can now be applied, yielding
RR• ◦ δ∗ = δ∗(δ
∗ ◦ p∗1Td
−1
XA · TdXA ∪ ch•) (5.13)
and the result follows from δ∗ ◦ p∗1 = id. 
Lemma 5.12. The following diagram commutes:
H•(M(W )
A)⊗H•(L(W )A)
δ∗⊗idH•(L(W )A)−−−−−−−−−−−→ H•(Z(W )A)⊗H•(L(W )A)
∩
y y⋆
H•(L(W )
A) H•(L(W )
A)
Proof. In the context of section 3.6, we let X1 = X2 = M(W )
A and X3 = pt, so that X1 ×X2 × X3 can
be identified with X1 ×X2. Under this identification, we have p13 = p1, p23 = p2 and p12 = idX1×X2 . It is
clear then that, for all u ∈ H•(M(W )A) and v ∈ H•(L(W )A),
δ∗u ⋆ v = p13 ∗ (p
∗
12 ◦ δ∗u ∩ p
∗
23v) = p1 ∗ (δ∗u ∩ p
∗
2v) = p1 ∗ ◦ δ∗ (u ∩ δ
∗ ◦ p∗2v) , (5.14)
where we have used the projection formula. The result eventually follows from p1 ◦δ = p2 ◦δ = idM(W )A . 
Remark 5.13. Strictly speaking, the statement of the above lemma involves pulling back by the inclusion
morphism L(W )A →֒ M(W )A. However, we shall omit that pull back in order to simplify subsequent
formulae.
Proposition 5.14. For every I-graded C-vector space V and every ρ ∈ Hom(A,G(V )), we have
k±i (z).v = ch• ◦ eva ◦ i
∗
ρ
(
qrank(Fi(V,W ))
∧±
−1/z
(q−1 − q)Fi(V,W )
)
∩ v , (5.15)
for all v ∈ H•(L(V,W )[ρ],C).
Proof. It follows immediately from lemmas 5.10, 5.11 and 5.12. 
Setting
k±i [ρ](z) := chdimR L(V,W )A ◦ eva ◦ i
∗
ρ
(
qrank(Fi(V,W ))
∧±
−1/z
(q−1 − q)Fi(V,W )
)
, (5.16)
for the ℓ-weight associated with each ρ ∈ Hom(A,G(V )), it follows that
Corollary 5.15. For every I-graded C-vector space V and every ρ ∈ Hom(A,G(V )),
H•(L(V,W )[ρ],C) = {v ∈Ma : ∀i ∈ I ∃N ∈ N , (k
±
i (z)− k
±
i [ρ](z))
N .v = 0} . (5.17)
As a consequence, H•(L(V,W )[ρ],C) gets identified with the ℓ-weight space associated with the ℓ-weight
k±i [ρ](z).
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5.5. ε, t-characters. Under this identification, the highest ℓ-weight of a given standard module Ma, where
a = (s, ε) ∈ G(W ) × C∗ is semisimple, is obtained by taking V = {0} and consequently ρ = 0 in (5.16),
yielding
χa
(
qrank(Wi)
∧±
−1/z
(q−1 − q)q−1Wi
)
= εdim(Wi)
χa(
∧±
−1/qzq
−1Wi)
χa(
∧±
−q/zq
−1Wi)
=: εdeg(Pa,i)
(
Pa,i(1/εz)
Pa,i(ε/z)
)±
(5.18)
where the arguments of χa should be thought of as A-modules and the last equality allows one to identify
the Drinfel’d polynomial Pa = (Pa,i)i∈I ∈ C[X ]
rank(g)
1 of Ma as
Pa,i(1/z) =
∏
λ∈Sp(W )
(1− λ(a)/εz)dimWi(λ) . (5.19)
Therefore, Ma = M(Pa) in the notations of the introduction.
Remark 5.16. It should be clear at this point that the entire set C[X ]
rank(g)
1 of Drinfel’d polynomials can be
obtained by varying a ∈ G(W )×C∗, while keeping x = 0 fixed. This would actually be true for any A-fixed
x ∈Mreg0 (V
0,W ).
Similarly, for a general ℓ-weight, we have (5.16)
k±i [ρ](z) = ε
deg(Qi)−deg(Ri)
Qi(1/εz)
Ri(1/εz)
Ri(ε/z)
Qi(ε/z)
, (5.20)
where
Qi(1/z)
Ri(1/z)
:= Pi(1/z)
χa
 ⊗
h∈H
in(h)=i
∧±
−1/qz
Vout(h)

χa
(∧±
−1/zVi ⊗
∧±
−1/q2zVi
)
= Pi(1/z)
∏
h∈H
in(h)=i
∏
λ∈Sp(ρ,Vout(h))
(1 − λ(a)/εz)dimVout(h)(λ)
∏
λ∈Sp(ρ,Vi)
((1 − λ(a)/z)(1− λ(a)/ε2z))dimVi(λ)
. (5.21)
It is natural then to associate with every such ℓ-weight, parametrized by the rational functions
Qi(1/z)
Ri(1/z)
=
∏
k(1− αi,k/z)∏
k(1− βi,k/z)
, (5.22)
the monomial
mρ :=
∏
i∈I
∏
k
Yi,αi,kY
−1
i,βi,k
(5.23)
in the formal variables (Yi,c)i∈I,c∈C∗ .
For every pair of I-gardedC-vector spaces (V,W ) and every ρ ∈ Hom(A,G(V )), let n := dimC(L(V,W )[ρ])
and let
P(L(V,W )[ρ], t) :=
2n∑
k=0
tk dimHk(L(V,W )[ρ]) (5.24)
be the Poincare´ polynomial of L(V,W )[ρ]. Following [Nak04], we make the natural
Definition 5.17. For every P ∈ C[X ]
rank(g)
1 , we define the ε, t-character of the standard module M(P) by
χε,t(M(P)) :=
∑
[V ]
∑
ρ∈Hom(A,G(V ))
P(L(V,W )[ρ], t) mρ ∈ Z[t][Y
±1
i,c ]i∈I,c∈C∗ . (5.25)
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Remark 5.18. The Poincare´ polynomials P(L(V,W )[ρ], t) and, subsequently, the ε, t-characters are indeed
polynomials in the variable t2 as H•(L(V,W )[ρ],Z) is known to be concentrated in even degree [Nak01a].
Remark 5.19. Since standard modules constitute a basis of the Grothendieck ring Mod(Uε(Lg)) of the
category of finite dimensional Uε(Lg)-modules, the above definition indeed gives a homomorphism of Z[t, t
−1]-
modules Mod(Uε(Lg))→ Z[t, t−1][Y
±1
i,c ]i∈I,c∈C∗ , see [Nak01c].
6. Proof of the main theorem
Let a = (s, ε) denote a semisimple element of G(W )×C∗ such that 1 /∈ εZ and let A be the Zariski closure
of aZ. As usual, any I-graded C-vector space V is regarded as an A-module through some ρ ∈ Hom(A,G(V )).
Recall that q ∈ Hom(A,C∗) is the composite q : A →֒ G(W )×C∗ ։ C∗, where the second arrow is projection
on the second factor.
6.1. Single q-segment case. We first assume that Sp(W ) is a single q-segment, in the terminology of
section 4.5. Since ε is not a root of unity, Sp(W ) is totally ordered. Similarly, for every ρ ∈ Hom(A,G(V )),
Sp(ρ, V ) is a totally ordered finite q-segment. Let λρ := sup Sp(ρ, V ) and define
Iρ := {i ∈ I : Vi(λρ) 6= {0}} ⊆ I . (6.1)
Proposition 6.1. For every ρ ∈ Hom(A,G(V )), every i ∈ Iρ and every m ∈ N, we have
i∗ρFi(V,W )(q
mλρ) =
i∗ρWi(qλρ)− i∗ρVi(λρ) if m = 0;i∗ρWi(q1+mλρ) otherwise. (6.2)
Proof. It is immediate from the definitions of i∗ρFi(V,W )(q
mλρ) and λρ. 
Define
ξi,ρ(a) := c1 ◦ eva ◦ i
∗
ρ
(
(q − q−1)qrank(Fi(V,W ))Fi(V,W )
)
∈ H2(M(V,W )[ρ],C) . (6.3)
Lemma 6.2. We have :
i. for all v ∈ Hk(L(V,W )[ρ],C),
(k+i,1 − k
+
i,1[ρ]).v = ξi,ρ(a) ∩ v mod
⊕
l≤k−3
Hl(L(V,W )[ρ],C) , (6.4)
ii. ξi,ρ(a)/λρ(a) ∈ H2(M(V,W )[ρ],Z)[ε, ε−1] and, indeed, setting r := rank(Fi(V,W )),
ξi,ρ(a)
λρ(a)
= ε1+r c1 ◦ det i
∗
ρVi(λρ)
∨ mod
⊕
k≤r
εkH2(M(V,W )[ρ],Z) . (6.5)
Proof. i. follows immediately from proposition 5.14 and ii. follows by isolating in ξi,ρ(a) the leading mono-
mial in ε, making use of proposition 6.1. 
Define sl2 as the Lie algebra generated over C by the triple (f, h, e) subject to the relations
[h, e] = 2e , [h, f ] = −2f , [e, f ] = h , (6.6)
and let U(sl2) denote its universal enveloping algebra.
Proposition 6.3. If ε is transcendental over Q, then for every pair of I-graded C-vector spaces (V,W ),
every ρ ∈ Hom(A,G(V )) and every k ∈ Iρ, H•(L(V,W )[ρ],C) admits an U(sl2)-module structure such that
f.v = ξk,ρ(a) ∩ v , h.v = (m− dimC L(V,W )
A)v , (6.7)
q, t-CHARACTERS AND ℓ-WEIGHT SPACES 23
for all v ∈ Hm(L(V,W )[ρ],C).
Proof. Let n := dimC L(V,W )
A and bm := dimCHm(L(V,W )[ρ],C) for allm ∈ J0, 2nK. We start by assuming
that the single q-segment Sp(W ) has length 1. Then, by propositions 5.7 and 5.8, L(V,W )A is a projective
non-singular variety. It follows from lemma 4.12.iv. and the hard Lefschetz theorem that, for all k ∈ Iρ and
every m ∈ J0, nK, (
c1 ◦ det i
∗
ρVk(λρ)
∨
)∩m
: Hn+m(L(V,W )[ρ],Q)
∼
−→ Hn−m(L(V,W )[ρ],Q) (6.8)
is an isomorphism. If, on the other hand, the q-segment Sp(W ) = {λ1, . . . , λl} has length l > 1, we let
Wi := W (λi) denote the corresponding eigenspaces. Note that it suffices to consider the case
L(V,W )[ρ] ⊂M(V,W )[ρ] (6.9)
where the inclusion is strict; for otherwise, L(V,W )[ρ] ∼= M(V,W )[ρ] is a nonsingular projective variety and
(6.8) again follows by the hard Lefschetz theorem. By proposition 4.15ii., the (possibly singular) projective
variety L(V,W )[ρ] admits a Bia lynicki-Birula type decomposition, given by eq. (4.45), which is good. Thus,
applying the generalized homology basis formula of [CG83], we get
H•(L(V,W )[ρ],Q) = (6.10)⊕
[V1],...,[Vl]
V∼=V1⊕···⊕Vl
⊕
ρ1∈Hom(A1,G(V1))
...
ρl∈Hom(Al,G(Vl))
H•−2p(V1,W1;··· ;Vl,Wl;ρ1,...,ρl)(L(V1,W1)[ρ1]× · · · × L(Vl,Wl)[ρl],Q) ,
where we have set
p(V1,W1; · · · ;Vl,Wl; ρ1, . . . , ρl) := rank
(
TM(V,W )[ρ]|+
L(V1,W1)[ρ1]×···×L(Vl,Wl)[ρl]
)
. (6.11)
Note that L(V,W )[ρ] being compact, the above formula holds for Borel-Moore homology as well as for
ordinary homology. However, in the case of (6.9), L(V,W )[ρ] is generally singular and the hard Lefschetz
theorem does not necessarily apply. Let us therefore consider the middle perversity intersection homology
of L(V,W )[ρ], IH•(L(V,W )[ρ],Q). The latter also admits a homology basis formula as a result of [Kir88],
namely
IH•(L(V,W )[ρ],Q) = (6.12)⊕
[V1],...,[Vl]
V∼=V1⊕···⊕Vl
⊕
ρ1∈Hom(A1,G(V1))
...
ρl∈Hom(Al,G(Vl))
H−•(L(V1,W1)[ρ1]× · · · × L(Vl,Wl)[ρl], j
∗
l i
!
lIC
·
L(V,W )[ρ]) ,
where H• denotes the hypercohomology functor, IC·X ∈ D
b(X) is the intersection complex of sheaves
associated with the variety X and
il : L(V1,W1; . . . ;Vl,Wl)[ρ1, . . . , ρl] →֒ L(V,W )[ρ] (6.13)
and
jl : L(V1,W1)[ρ1]× · · · × L(Vl,Wl)[ρl] →֒ L(V1,W1; . . . ;Vl,Wl)[ρ1, . . . , ρl] (6.14)
denote the obvious inclusions. By proposition 4.15i., L(V1,W1; . . . ;Vl,Wl)[ρ1, . . . , ρl] is isomorphic to the
total space of the restricted fibre bundle TM(V,W )[ρ]|+
L(V1,W1)[ρ1]×···×L(Vl,Wl)[ρl]
over the nonsingular ba-
sis L(V1,W1)[ρ1] × · · · × L(Vl,Wl)[ρl] – see corollary 5.9. Hence, L(V1,W1)[ρ1] × · · · × L(Vl,Wl)[ρl] can
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be regarded as the zero section of TM(V,W )[ρ]|+
L(V1,W1)[ρ1]×···×L(Vl,Wl)[ρl]
and any inner product on the
fibres of the latter allows one to define a tubular neighborhood of L(V1,W1)[ρ1] × · · · × L(Vl,Wl)[ρl] in
L(V1,W1; . . . ;Vl,Wl)[ρ1, . . . , ρl]. It follows – see [GM83] – that jl is a normally nonsingular inclusion and,
consequently, that
j∗l IC
·
L(V1,W1;...;Vl,Wl)[ρ1,...,ρl]
∼= IC·L(V1,W1)[ρ1]×···×L(Vl,Wl)[ρl][2p(V1,W1; · · · ;Vl,Wl; ρ1, . . . , ρl)] , (6.15)
where the rightmost [ ] denotes the shift functor over the derived category of bounded complexes of sheaves.
Similarly, L(V1,W1; . . . ;Vl,Wl)[ρ1, . . . , ρl] admits a tubular neighborhood as a nonsingular subvariety in the
nonsingular variety
M(V,W )[ρ]\
⊔
L(V ′1 ,W
′
1;...;V
′
l
,W ′
l
)[ρ′1,...,ρ
′
l
] 6=L(V1,W1;...;Vl,Wl)[ρ1,...,ρl]
L(V ′1 ,W
′
1; . . . ;V
′
l ,W
′
l )[ρ
′
1, . . . , ρ
′
l] . (6.16)
In other words, there exists some open subset V of the latter which is homeomorphic to some open neigh-
borhood of the zero section of some vector bundle over L(V1,W1; . . . ;Vl,Wl)[ρ1, . . . , ρl]. Now, clearly,
L(V1,W1; . . . ;Vl,Wl)[ρ1, . . . , ρl] = V ∩ L(V,W )[ρ] . (6.17)
It follows, [GM83], that il is a normally nonsingular inclusion as well and, consequently, that
i!lIC
·
L(V,W )[ρ]
∼= IC·L(V1,W1;...;Vl,Wl)[ρ1,...,ρl] . (6.18)
Substituting (6.18) and (6.15) into eq. (6.12) yields
IH•(L(V,W )[ρ],Q) = (6.19)⊕
[V1],...,[Vl]
V∼=V1⊕···⊕Vl
⊕
ρ1∈Hom(A1,G(V1))
...
ρl∈Hom(Al,G(Vl))
IH•−2p(V1,W1;··· ;Vl,Wl;ρ1,...,ρl)(L(V1,W1)[ρ1]× · · · × L(Vl,Wl)[ρl],Q) .
By corollary 5.9, L(V1,W1)[ρ1]× · · · × L(Vl,Wl)[ρl] is nonsingular and it follows – see e.g. [KW] – that
IH•(L(V1,W1)[ρ1]× · · · × L(Vl,Wl)[ρl],Q) = H•(L(V1,W1)[ρ1]× · · · × L(Vl,Wl)[ρl],Q) (6.20)
for every l-tuple of I-graded C-vector spaces such that V ∼= V1⊕· · ·⊕Vl and every l-tuple of homomorphisms
(ρ1, . . . , ρl) ∈ Hom(A1, G(V1)) × · · · × Hom(Al, G(Vl)) such that ρ = ρ1 ⊕ · · · ⊕ ρl. Comparing (6.10) and
(6.19) thus establishes that
H•(L(V,W )[ρ],Q) = IH•(L(V,W )[ρ],Q) (6.21)
and (6.8) now follows in the general single q-segment case from the hard Lefschetz theorem for the intersection
homology of the (possibly singular) projective variety L(V,W )[ρ].
Therefore, viewing (ξk,ρ(a))
∩m as a map from Hn+m(L(V,W )[ρ],C) to Hn−m(L(V,W )[ρ],C), it follows
from lemma 6.2.ii. that there exists a non-zero Pm ∈ Q[X,X−1] such that
det(ξk,ρ(a)
∩m) = λρ(a)
bn+mPm(ε) , (6.22)
for every m ∈ J0, nK such that n+m (and therefore n−m) be even – see remark 5.18. Since λρ(a) ∈ C∗, if
det(ξk,ρ(a)
∩m) were zero, ε would have to be a root of Pm, a contradiction. ξk,ρ(a)
∩m is thus an isomorphism
for all m ∈ J0, nK as above.
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Now let T0 := J1, b2nK = {1}
2 and let (v2n,t,0)t∈T0 be a non-zero vector in H2n(L(V,W )[ρ],C). It is clear
that, for each r ∈ J0, nK, the
v2n,t,r := (ξk,ρ(a)
∩r) ∩ v2n,t,0 ∈ H2(n−r)(L(V,W )[ρ],C) , t ∈ T0 , (6.23)
are linearly independent for otherwise ξk,ρ(a)
∩n would fail to be an isomorphism, thus contradicting the
conclusion of the previous paragraph. Let n1 be the smallest positive integer in J⌈n/2⌉, nK such that
(v2n,t,n−n1−1)t∈T0 be a basis of H2n1+2(L(V,W )[ρ],C). If n1 > ⌈n/2⌉−1, let T1 := J1, b2n1−b2nK = J1, b2n1−
1K and complete (v2n,t,n−n1)t∈T0 to a basis (v2n,t,n−n1)t∈T0 ⊔(v2n1,t,0)t∈T1 of H2n1(L(V,W )[ρ],C). Repeating
the above argument a finite number S of times and setting n0 := n, we get a basis (v2ns,t,r)s∈J0,SK,t∈Ts,r∈J0,nsK
of H•(L(V,W )[ρ],C) in which
ξk,ρ(a) ∩ v2ns,t,m = v2ns,t,m+1 . (6.24)
It is straightforward to check that setting
f.v2ns,t,m = v2ns,t,m+1 , h.v2ns,t,m = [2(ns −m)− n] v2ns,t,m , e.v2ns,t,m = m(2ns−n−m+1)v2ns ,t,m−1 ,
provides the required U(sl2)-module structure. 
Remark 6.4. In the last pragraph of the above proof, we have indeed constructed a decomposition of
H•(L(V,W )[ρ],C) into simple U(sl2)-modules. This decomposition is of course isomorphic to the Lef-
schetz (primitive) decomposition, which is a classic corollary of the hard Lefschetz theorem – see e.g. [Voi].
Note that by the above proposition, letting P(L(V,W )[ρ], t) denote the Poincare´ polynomial of L(V,W )[ρ],
y− dimC L(V,W )[ρ]P(L(V,W )[ρ], y) can now be regarded as the character associated with the U(sl2)-module
H•(L(V,W )[ρ],C).
In the particular case of a single q-segment, theorem 1.1 now follows from the complete reducibility of
H•(L(V,W )[ρ],C) as an U(sl2)-module and from proposition 6.6 and equation (6.38) below. As observed in
the introduction, proposition 6.3 and hence theorem 1.1 indeed hold for all but a finite number of algebraic
values of ε ∈ C∗, corresponding to the roots of the Laurent polynomials Pm ∈ Q[X,X−1] appearing in the
proof of proposition 6.3.
6.2. General case. We now assume that Sp(W ) decomposes as in (4.35). Endow U(sl2) with the standard
comultiplication ∆ : U(sl2)→ U(sl2)⊗2 defined by
∆(x) = x⊗ 1 + 1⊗ x , (6.25)
for all x ∈ sl2. With the notations of section 4.5, we have
Proposition 6.5. If ε is transcendental over Q, then for every pair of I-graded C-vector spaces (V,W ),
every ρ ∈ Hom(A,G(V )) and every k ∈ Iρ, H•(L(V,W )[ρ],C) admits an U(sl2)-module structure such that
H•(L(V,W )[ρ],C) ∼=
⊗
Σ∈Sp(W )/∼
H•(L(VΣ,WΣ)[ρΣ],C) , (6.26)
as U(sl2)-modules; where, on the right-hand side, the U(sl2)-module structure is induced, through the comul-
tiplication ∆, by that of proposition 6.3 on each tensor factor.
Proof. This follows directly from propositions 4.13 and 4.14 and from the existence of the Ku¨nneth isomor-
phisms
KG(W1)×C
∗
(M(V1,W1))⊗K
G(W2)×C
∗
(M(V2,W2))
∼
→ KG(W1)×G(W2)×C
∗
(M(V1,W2)×M(V2,W2)) , (6.27)
2Remember that L(V,W )[ρ] is connected.
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KG(W1)×C
∗
(L(V1,W1))⊗K
G(W2)×C
∗
(L(V2,W2))
∼
→ KG(W1)×G(W2)×C
∗
(L(V1,W2)× L(V2,W2)) , (6.28)
given by the corresponding external tensor products, for every quadruple of I-graded vector spaces V1, V2,
W1 and W2, [Nak01a, Nak01b, VV02]. 
The relation between the above U(sl2)-module structure and the Jordan filtration of H•(L(V,W )[ρ],C)
by k+i,1 − k
+
i,1[ρ] arises from the following
Proposition 6.6. Under the premises of proposition 6.5 – and a fortiori of proposition 6.3 –, the Jordan
canonical forms of k+i,1 − k
+
i,1[ρ] and ξi,ρ(a) – and hence of f – over H•(L(V,W )[ρ],C) are equivalent, for
every i ∈ Iρ.
Proof. Let n := dimC L(V,W )
A. Since H•(L(V,W )[ρ],C) is an U(sl2)-module by proposition 6.5, it admits
a decomposition into simple U(sl2)-modules;
H•(L(V,W )[ρ],C) ∼=
⊕
s∈S
V ⊕m(s)s , (6.29)
where S ⊆ {2p−n : p ∈ J⌈n/2⌉, nK} is a finite set of dominant weights of sl2 andm(s) := [H•(L(V,W )[ρ],C) :
Vs] ∈ N∗ is the multiplicity of the simple U(sl2)-module Vs with highest weight s as a summand in
H•(L(V,W )[ρ],C). For every s ∈ S and every t ∈ J1,m(s)K, let vs,t,0 be a highest weight vector in the
t-th copy of Vs and set
vs,t,r := ξi,ρ(a)
∩r ∩ vs,t,0 , (6.30)
for every r ∈ J0, sK. Then, (vs,t,r)s∈S,t∈J1,m(s)K,r∈J0,sK clearly constitutes a Jordan basis for ξi,ρ(a) over
H•(L(V,W )[ρ],C).
Now, assume that there exists a set of vectors (ws,t,0)s∈S,t∈J1,m(s)K in H•(L(V,W )[ρ],C) such that
ws,t,0 = vs,t,0 mod
⊕
k<s+n
Hk(L(V,W )[ρ],C) and (k
+
i,1 − k
+
i,1[ρ])
s+1.ws,t,0 = 0 , (6.31)
for every s ∈ S and t ∈ J1,m(s)K. Under this assumption, define
ws,t,r := (k
+
i,1 − k
+
i,1[ρ])
r.ws,t,0 , (6.32)
for all r ∈ J0, sK. It follows from lemma 6.2.i. that
ws,t,r = vs,t,r mod
⊕
k<s+n−2r
Hk(L(V,W )[ρ],C) . (6.33)
Since (vs,t,r)s∈S,t∈J1,m(s)K,r∈J0,sK is a basis of Hk(L(V,W )[ρ],C), so is (ws,t,r)s∈S,t∈J1,m(s)K,r∈J0,sK. In the
latter, by construction, k+i,1 − k
+
i,1[ρ] is in Jordan canonical form and the result clearly follows.
So it suffices to construct a set (ws,t,0)s∈S,t∈J1,m(s)K satisfying (6.31) as above. To do so, we consider the
dominant weights of S in (natural) decreasing order and let first
wn,t,0 := vn,t,0 , (6.34)
for every t ∈ J1,m(n)K. The conditions of (6.31) clearly hold. Define (wn,t,r)t∈J1,m(n)K,r∈J0,nK according
to (6.32). If it constitutes a basis of H•(L(V,W )[ρ],C), we are done. Otherwise, S\{n} 6= ∅ and we let
s1 denote its maximum (in the natural order). Observe that (wn,t,r)t∈J1,m(n)K,r∈J(n+s1)/2+p,nK is a basis of⊕
k≤n−s1−2p
Hk(L(V,W )[ρ],C) for every p ∈ J1, (n− s1)/2K. Furthermore, since ξi,ρ(a)∩s1+1 ∩ vs1,t,0 = 0, it
follows from lemma 6.2.i. that
(k+i,1 − k
+
i,1[ρ])
s1+1.vs1,t,0 ∈
⊕
k≤n−s1−4
Hk(L(V,W )[ρ],C) (6.35)
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and therefore that
(k+i,1 − k
+
i,1[ρ])
s1+1.vs1,t,0 =
∑
t∈J1,m(n)K
r∈J(n+s1)/2+2,nK
at,rwn,t,r (6.36)
for some tuple of complex numbers (at,r)t∈J1,m(n)K,r∈J(n+s1)/2+2,nK. Now clearly, the
ws1,t,0 := vs1,t,0 −
∑
t∈J1,m(n)K
r∈J(n+s1)/2+2,nK
at,rwn,t,r−s1−1 , (6.37)
with t ∈ J1,m(s1)K, satisfy the conditions of (6.31). By repeating the above argument a finite number
of times for all the weights in S, we construct the required set (ws,t,0)s∈S,t∈J1,m(s)K, which concludes the
proof. 
Recall the Jordan filtration (1.3). In the case at hand, this reads F•M(P)ρ = F• (H•(L(V,W )[ρ],C)). It
is clear from propositions 6.5 and 6.6 that, under the same hypotheses,
FkM(P)ρ = M(P)ρ ∩ ker
(
k+i,1 − k
+
i,1[ρ]
)k+1
, (6.38)
for every ρ ∈ Hom(A,G(V )), every i ∈ Iρ and every k ∈ N. Hence, there exists a σ ∈ S1+dimC L(V,W )[ρ] such
that the positive integers
dim (FkM(P)ρ/Fk−1M(P)ρ) = dimH2σ(k)(L(V,W )[ρ],C) (6.39)
constitute a weakly decreasing sequence as k increases from 0 to nρ := dimC L(V,W )[ρ]. It is readily checked
that
σρ : J0, nρK ∋ k 7→
⌊nρ/2⌋ − k/2 for even k⌊nρ/2⌋+ ⌈k/2⌉ for odd k
is such a permutation. Theorem 1.1 follows.
7. Examples
We now give a few examples of applications of theorem 1.1. Throughout this section, ε ∈ C∗ is transcen-
dental over Q. In order to simplify expressions and to save space, we shall write monomials in ε, t-characters
with the convention that each factor of Y mi,aεn , where i ∈ I, a ∈ C
∗ and m,n ∈ Z, is represented as imn .
We shall also present ε, t-characters as graphs whenever this is possible, so as to make the overall weight
structure apparent.
7.1. Thick fundamental modules. Fundamental modules being thin in type a, we shall look for thick
fundamental modules over quantum affine algebras of types d and e.
7.1.1. Second fundamental module of Uε(d̂4). The simplest example arises in type d4. Assuming the following
labelling for the nodes of the Dynkin diagram of type d4
1 2
3
4
the ε, t-character of the second fundamental representation V2,a of Uε(d̂4) can be depicted as follows
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20
112
−1
2 3141
1−13 3141 113
−1
3 41 11314
−1
3
1−13 223
−1
3 41 1
−1
3 22314
−1
3 11223
−1
3 4
−1
3
2−14 4143 1
−1
3 2
2
23
−1
3 4
−1
3 2
−1
4 3133 11132
−1
4
414
−1
5 (1 + t
2)222
−1
4 313
−1
5 111
−1
5
224
−1
3 4
−1
5 132
−2
4 3343 223
−1
3 3
−1
5 1
−1
3 1
−1
5 22
132
−1
4 334
−1
5 1
−1
5 2
−1
4 3343132
−1
4 3
−1
5 43
1−15 334
−1
5 1
−1
5 3
−1
5 43133
−1
5 4
−1
5
1−15 243
−1
5 4
−1
5
2−16
The monomial 222
−1
4 has prefactor 1 + t
2 from which theorem 1.1 implies, V2,a being a standard module,
that the corresponding 2-dimensional ℓ-weight space has a single Jordan chain of length 2 rather than two
Jordan chains of length one which was the only other possibilty. Note that this result fits in well with the
intuition one might get from the type a1 result by regarding the subgraph
1−13 2
2
23
−1
3 4
−1
3 (1 + t
2)222
−1
4 132
−2
4 3343
with factors of Y ±1i6=2,a deleted, as the ε, t-character of the thick standard Uε(ŝl2)-module V
⊗2
aε2 . Indeed, for
that particular module, the result of theorem 1.1 admits an alternative proof which consists in decomposing
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V2,a into modules over the Dynkin diagram subalgebra Uε(ŝl2)
(2) of Uε(d̂4) and invoking the type a1 result
of [YZ12].
7.1.2. Thick fundamental modules of Uε(̂e6). We label the nodes of the Dynkin diagram of e6 as follows
1 2 3 4 5
6
In the ε, t-character of the third fundamental module V3,a of Uε(̂e6), the monomial 252
−1
7 454
−1
7 656
−1
7 appears
with prefactor 1 + 3t2+3t4 + t6. According to theorem 1.1, the corresponding 8-dimensional ℓ-weight space
therefore decomposes into a Jordan chain of length 4 and two Jordan chains of lengths 2. Again, this fits in
well with what one might expect from the type a1 result. Indeed, the graph depicting the ε, t-character of
V3,a contains a subgraph
1−16 2
2
53
−3
6 4
2
55
−1
6 6
2
5 (1 + t
2)252
−1
7 3
−2
6 4
2
55
−1
6 6
2
5 162
−2
7 3
−1
6 4
2
55
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which, after deleting factors of Y ±1i/∈{2,4,6},a, can be interpreted as the ε, t-character of the standard module
V ⊗22,aε5 ⊗ V
⊗2
4,aε5 ⊗ V
⊗2
6,aε5 over the diagram subalgebra of Uε(̂e6) with Dynkin diagram
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Therefore, in the particular case of the ℓ-weight spaces associated with the monomials appearing in the
previous subgraph, theorem 1.1 admits an alternative proof which consists in decomposing V3,a into modules
over that diagram subalgebra and invoking the type a1 result of [YZ12]. It should be stressed however that
not all cases can be dealt with by restricting to diagram subalgebras and invoking the type a1 result, as the
next two examples illustrate.
First in the same ε, t-character as above, the monomial 343
−1
8 appears with prefactor 1+4t
2+t4. Therefore,
by theorem 1.1, the corresponding 6-dimensional ℓ-weight space decomposes into a Jordan chain of length 3
and three Jordan chains of lengths 1. However, y−2+4+y2 is not the character of any simple U(sl2)-module
nor of any tensor product thereof. Consequently, one should not expect in that case to find an alternative
proof of the result of theorem 1.1 relying only on the type a1 result, in the spirit of the previous two examples.
To be more specific, the monomial 343
−1
8 appears in a subgraph of the form
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of the complete graph depicting the ε, t-character of V3,a. Although the above subgraph with factors of
Y ±1i/∈{2,3,4,6},a deleted turns out to depict the ε, t-character of the standard module V2,3 ⊗ V4,3 ⊗ V6,3 over the
Uε(d̂4) diagram subalgebra
3 of Uε(̂e6), it is impossible to conclude anything about the Jordan block structure
of the ℓ-weight space associated with the corresponding monomial from the sole type a1 result. The next
example provides a more basic illustration of that fact.
7.2. Standard modules over Uε(â2). In type a2, the ε, t-character of the generic standard module V1,a ⊗
V1,a can be depicted as follows
120
(1 + t2)101
−1
2 21
1−22 2
2
1 (1 + t
2)102
−1
3
(1 + t2)1−12 212
−1
3
2−23
The monomials 101
−1
2 21, 102
−1
3 and 1
−1
2 212
−1
3 appear with prefactor 1 + t
2. According to theorem 1.1, the
corresponding 2-dimensional ℓ-weight spaces consist of single Jordan chains of length two. In view of the
type a1 result, this is expected for 101
−1
2 21 and 1
−1
2 212
−1
3 since
120
(1 + t2)101
−1
2 21
1−22 2
2
1
1−22 2
2
1
(1 + t2)1−12 212
−1
3
2−23
and
with respectively Y2,aε and Y
−1
1,aε2 deleted can be regarded as the ε, t-characters of the thick standard Uε(ŝl2)-
modules V ⊗2a and V
⊗2
aε respectively. Therefore, for those particular ℓ-weights, the result of theorem 1.1 admits
another proof which consists in decomposing V1,a ⊗ V1,a into modules over the Dynkin diagram subalgebras
of Uε(â2) and invoking the type a1 result of [YZ12]. However, a similar reasoning does not obviously hold
for 102
−1
3 and it is worth emphasizing that the formation of a non-trivial Jordan block in the corresponding
ℓ-weight space is a typically higher rank phenomenon.
Let us eventually consider the ε, t-character of the standard module V1,a ⊗ V2,aε. It can be depicted as
follows
3Inherited labelling understood for the nodes of the type d4 Dynkin diagram.
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1 10122
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3
The monomial 212
−1
3 appears with prefactor (1 + t
2). According to theorem 1.1, the corresponding 2-
dimensional ℓ-weight space consists of a single Jordan chain of length two. This is expected since the
subdiagram
1−12 2
2
1
(1 + t2)212
−1
3
122
−2
3
with Y ±11,aε2 deleted can be regarded as the ε, t-character of the thick standard Uε(ŝl2)-module V
⊗2
aε . Hence, for
that particular module, theorem 1.1 admits an alternative proof which consists in decomposing V1,a ⊗ V2,aε
into modules over the Dynkin diagram subalgebras of Uε(â2) and invoking the type a1 result of [YZ12].
It should be stressed however that the existence of non-trivial Jordan chains in the tensor product of two
fundamental modules forming a non-trivial q-segment – here {a, aq} – is a purely higher rank phenomenon.
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