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Abstract Climate reconstructions from data sensitive to
past climates provide estimates of what these climates were
like. Comparing these reconstructions with simulations
from climate models allows to validate the models used for
future climate prediction. It has been shown that for fossil
pollen data, gaining estimates by inverting a vegetation
model allows inclusion of past changes in carbon dioxide
values. As a new generation of dynamic vegetation model
is available we have developed an inversion method for
one model, LPJ-GUESS. When this novel method is used
with high-resolution sediment it allows us to bypass the
classic assumptions of (1) climate and pollen independence
between samples and (2) equilibrium between the vegeta-
tion, represented as pollen, and climate. Our dynamic
inversion method is based on a statistical model to describe
the links among climate, simulated vegetation and pollen
samples. The inversion is realised thanks to a particle filter
algorithm. We perform a validation on 30 modern Euro-
pean sites and then apply the method to the sediment core
of Meerfelder Maar (Germany), which covers the Holocene
at a temporal resolution of approximately one sample per
30 years. We demonstrate that reconstructed temperatures
are constrained. The reconstructed precipitation is less well
constrained, due to the dimension considered (one precip-
itation by season), and the low sensitivity of LPJ-GUESS
to precipitation changes.
Keywords Palaeoclimate reconstruction 
Model inversion  Particle filter 
Dynamic vegetation model  Pollen sample  LPJ-GUESS
1 Introduction
Numerous studies have produced statistical palaeoclimate
estimates by using the modern relationship between pollen
and climatic data (e.g. the pioneering works of Webb and
Bryson (1972) and Prentice et al. (1991) or a recent review
in Guiot and De Vernal (2007)).These studies have sub-
stantially improved our knowledge of past climates and
have been used as benchmark to evaluate robustness of
climate models (e.g. from COHMAP Members (1988) to
Jost et al. (2005)).
The existing reconstruction methods are based on the
assumption that plant-climate interactions remain the same
through time, and implicitly assume that these interactions
are independent of forcings such as changes in atmospheric
CO2. Guiot et al. (2000) showed that this assumption could
produce significant biases in the results and that by using a
vegetation model inversion, it was possible to evaluate
these biases and to correct them. Wu et al. (2007) applied
the method to European, African and Asian data for two
periods of the past when atmospheric CO2 concentration
was significantly different from the present one. They
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showed that biases could reach up to 10C for winter
temperature in Europe during the Last Glacial Maximum.
These papers used an equilibrium vegetation model
(BIOME4) which accounts for processes related to carbon
and water cycles, but not for those related to plant com-
petition and mortality. A more recent and sophisticated
dynamic model, LPJ-GUESS (Smith et al. 2001), takes
these processes into account.
We propose a method for the inversion of a dynamic
vegetation model and argue that in palaeoclimatology this
method is an improvement compared to the inversion of
static models. Indeed, changing the static vegetation
models used previously for a up-to-date dynamic model
updates the transfer function defined by inversion. Second,
when the dynamic inversion (read inversion of a dynamic
model) is applied to a high time-resolution sediment core it
provides a way to bypass the classic assumptions of:
• Independence between samples. With the exception of
the Haslett et al. (2006) method, classic reconstruction
methods ignore temporal correlations even if pollen
data are sampled in sediment cores, which provide
temporal records of the pollen. The dynamic vegetation
model simulates vegetation histories that can be used as
a natural link for temporal reconstruction.
• Equilibrium between climate and vegetation. Classic
transfer functions are calibrated with modern pollen
and climate data which are necessarily spatial. The
absence of any temporal information means that we
cannot calibrate a dynamic link or disequilibrium.
Under a changing climate (modern or past) this is a
simplification because the vegetation response may be
delayed. Using LPJ-GUESS to simulate vegetation
dynamics allows us to include a delay between climate
change and vegetation change, by taking into account
growth, mortality and competition processes.
Both of these assumptions are admissible when working
with a low time resolution because the expected recon-
struction is of low resolution and samples are nearly
independent when there is a long time interval between
samples. When a high resolution core is used, the expec-
tation is a high quality reconstruction, i.e. including and
properly quantifying all possible sources of uncertainty. In
this case, the noise associated with the independent
reconstruction of samples should be reduced or properly
quantified by modelling a link between samples. The
equilibrium hypothesis must also be considered, as this
potentially induces error in the timing of climate changes.
The inversion of the dynamic model LPJ-GUESS, com-
pared to static model inversion, is complicated in two ways.
First, LPJ-GUESS is stochastic, which means that any
two simulations realised with the same forcings (climate,
CO2, soil, etc) are not exactly identical. This is due to fire,
establishment and mortality processes which are repre-
sented in LPJ-GUESS as stochastic. The vegetation must
therefore be considered as a random ‘‘hidden’’ variable
instead of a deterministic function of climate as in Guiot
et al. (2000).
Second, we want to use the temporal aspect provided by
the vegetation model. In the reconstruction algorithm, this
would require a high-dimensional climate space to be tes-
ted and induces the classic problem of the ‘‘curse of
dimensionality’’. For a static model, we can run the model
for a single point in time. Here several possible climates
are proposed, the model is run with each scenario and the
simulated vegetations are compared to a single pollen
sample to retain the more coherent simulations (Guiot et al.
2000). With the same method for temporal inversion, we
need to propose several high-dimensional climate histories,
simulate several vegetation histories and compare them to
the pollen history. This algorithm is inefficient and requires
massive simulations because almost no vegetation chro-
nology will fit the entire pollen chronology. With this kind
of algorithm (a global stochastic search in the entire time-
climate space) computing time for simulation is prohibi-
tive, at least due to the use of a vegetation model.
To overcome both challenges and perform the temporal
inversion, we have developed, and present here, a hierar-
chical Bayesian model and a particle filter algorithm
(Doucet et al. 2001) for inference. The hierarchical
Bayesian approach facilitates the probabilistic formalisa-
tion of the inversion process. It has generally attractive
features in paleoclimatology (see the discussion in Haslett
et al. 2006) and we mainly use its concept of organisation
of the variables into a hierarchy, prior and posterior
described in the modelling section. The particle filter
algorithm is mainly a Bayesian tool used for inference in
real-time (or on-line) problems. In our context it allows to
bypass the curse of dimensionality because it considers the
reconstruction date after date.
The paper is structured as follows: (1) The vegetation
model, climate data and pollen data are presented. (2) We
then describe the statistical model and inference algorithm.
(3) The method is validated using 30 modern pollen sam-
ples distributed across Europe. (4) The temporal feature of
the approach is fully exploited by reconstructing Holocene
climate from the high resolution Meerfelder Maar sediment
core (data from Litt et al. 2009).
2 Materials and methods
2.1 The LPJ-GUESS dynamic global vegetation model
LPJ-GUESS simulates the dynamics of vegetation stands,
accounting for competition between tree individuals and
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populations as a forest gap model (Shugart 1984; Bugmann
2001). A full description of the model can be found in
Smith et al. (2001). Biophysical and physiological pro-
cesses are represented mechanistically, and are based on
the same formulations as the well-evaluated Lund-Pots-
dam-Jena dynamic global vegetation model (LPJ-DGVM;
Sitch et al. 2003). Updates to the model’s hydrological
processes were described by Gerten et al. (2004).
In LPJ-GUESS, cohorts of trees of different species, age
and structure compete for light and soil resources on a
number of replicate patches (15 patches of 1,000 m2 in the
present study). Either plant functional types (PFTs) (Sitch
et al. 2003) or species (Hickler et al. 2004; Koca et al.
2006) may be simulated.
Typical model output consists of leaf area index (LAI),
net primary production (NPP), biomass, tree density, car-
bon fluxes and runoff. Values are averaged over the rep-
licate patches to give stand averages of the relevant
variables.
Using a very similar model set-up to that used here,
Miller et al. (2008) showed that LPJ-GUESS could suc-
cessfully model the Holocene dynamics of the main tree
species at four sites in Fennoscandia where vegetation
reconstructions using pollen accumulation rate data were
possible.
2.1.1 Species description
In Table 1, we list the seventeen tree and shrub species,
and the single grass taxon, used in the model, as well as
their plant characteristics and bioclimatic limits. Further
changes to the model parameters described by Smith et al.
(2001), Hickler et al. (2004) and Miller et al. (2008), are
listed in Tables 4 and 5, Appendix 1.
The species are trees (T) or shrubs (S), boreal (Bo) or
temperate (Te), broadleaf summergreen (BS), broadleaf
evergreen (BE) or needleleaf evergreen (NE), and shade
tolerant (St), intermediately shade tolerant (ISt) or shade
intolerant (Si) (Smith et al. 2001). Trees and shrubs have
different allometric relationships, and summergreen spe-
cies require varying periods of chilling to induce budburst
(Murray et al. 1989). The generic C3 grass PFT is intended
to represent the numerous understorey species that are not
considered in this paper, but nevertheless compete with
trees for water and nutrients.
The maximum range limits of the tree species are
defined in LPJ-GUESS by four key, species-specific bio-
climatic constraints (Prentice et al. 1992; Sykes et al.
1996): GDD5 min (minimum growing degree-day sum (5C
base)), Tcmin (minimum temperature of the coldest month),
Tcmax (maximum temperature of the coldest month) and
drought tolerance (DT) . Drought intolerant species (DT
= 0) require an average growing season available water
content of 30 mm for establishment. The values in Table 1
were taken from the literature (Prentice and Helmisaari
1991; Sykes et al. 1996), with minor adjustments prompted
by comparison with European species distributions. The
use of this minimal set of bioclimatic constraints, each of
which represents a known or likely physiological limiting
mechanism (Woodward 1987; Miller et al. 2008), is more
robust through time than simple correlations between cli-
matic variables and species ranges.
For a species within its bioclimatic limits, cohort
establishment and mortality are modelled yearly in LPJ-
GUESS as stochastic processes within each replicate patch
of the stand (Smith et al. 2001). Two additional stochastic
processes are also considered in LPJ-GUESS. First, patch-
destroying disturbances, representing destructive processes
such as herbivory and storm damage, result in all vegeta-
tion in a patch being transferred to the patch’s litter pool
with a certain annual probability that is the inverse of the
average disturbance interval of 100 years. Second, the
yearly probability of a fire disturbance is modelled as in
Thonicke et al. (2001).
The species listed in Table 1 are clearly a small subset
of the full range of species seen in Holocene pollen dia-
grams. However, use of a restricted set was a necessary
compromise. A larger species set would have increased the
computational time required for model inversion. By
choosing a restricted set containing a representative sample
of the diversity of vegetation and functional types seen in
sub-Arctic Europe today, we expect to capture the main
variability seen in the Holocene pollen records. Our choice
was also restricted by the relatively small set of species
with bioclimatic limits used by LPJ-GUESS that are known
with any great degree of certainty.
2.1.2 Vegetation
From the different vegetation outputs of LPJ-GUESS: NPP,
LAI, biomass, we summarise vegetation by using an
average of simulated NPP over 30 years. This choice is
driven by the need for maximum coherence between pollen
samples and the vegetation simulated at the same sites.
Preliminary attempts to link pollen and these outputs
convinced us that LAI and NPP are nearly equivalent and
perform better than biomass which represents an accumu-
lation of carbon mass in time. Thirty-year means for NPP
correspond approximately to the accumulation period for
pollen in modern samples.
We denote the simulated vegetation at the N modern
sites as Vs=1:N, represented by the NPP averaged by species
over 30 years. Vt is the mean of simulated vegetation, for
the past, during the years t - 30 to t. Note that all these
elements are positive or null and that they represent
absolute or ‘‘raw’’ production values.
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2.2 Climate data
LPJ-GUESS is forced with chronologies of monthly pre-
cipitation, temperature and cloudiness. For each pollen
site, we interpolated precipitation and temperature time
series from the CRU TS 1.2 dataset (New et al. 2002).
We used an ordinary kriging method with altitudinal
gradient as an external drift (e.g. Cressie 1991). For
cloudiness we fitted a logit-linear regression between
monthly cloudiness and both monthly precipitation and
temperature per site.
The interpolated climate series are considered as a
skeleton to which anomalies are applied to determine the
optimal fit between model outputs and pollen data. These
anomalies will be referred to as parameters or climate
parameters in the following sections because they are the
climate quantities which are reconstructed. We denote by
Cs for modern sites and Ct for core at time t, the 6-
dimensional climate parameter vector: C = (Tjan, Tjul, Pwin,
Pspr, Psum, Paut). The first parameters are absolute tem-
perature anomalies (in C) from January and July 20th
century series. The precipitation parameters are relative
anomalies (in %). Let T(i,j) be the original temperature of
year i and month j, T(.,j) the 100-year mean temperature
of month j, where j = 1 denotes January. Then the
transformed temperature ~Tði;jÞðCÞ is defined as a function of
parameters Tjan and Tjul:
~Tði;jÞðCÞ ¼ Tði;jÞ  Tð:;jÞ þ ðTð:;jÞ  Tð:;1ÞÞ
 Tjul þ Tð:;7Þ  ðTjan þ Tð:;1ÞÞ
Tð:;7Þ  Tð:;1Þ
 
þ Tjan þ Tð:;1Þ
This transformation modifies the monthly mean
temperature signal (T(.,j)) by scaling it to match new
January and July specified temperatures Tjan ? T(.,1) and
Tjul ? T(.,7). The interannual variability of the transformed
series is exactly the same as in the original skeleton.
Precipitation parameters are seasonal percentages which
are added to the original skeleton. Let P(i,j) be the original
precipitation of year i and month j. Then the Pwin anomaly
is applied by multiplying each winter month (January,
February and March) by (1 ? Pwin/100) to obtain ~PðCÞ
modified precipitation
~Pði;j¼1:3ÞðCÞ ¼ Pði;j¼1:3Þ  ð1 þ Pwin=100Þ
Here the positivity constraint of precipitation is
respected, but the interannual variability of the original
chronologies is modified.
Once the modified ~TðCÞ and ~PðCÞ have been created, a
modified sunshine ~S is computed by regression using ~TðCÞ
and ~PðCÞ as regressor variables.
Table 1 Selected species with their characteristics and bioclimatic limits as specified in the model
Species Description GDD5 min (C d) Tcmin (C) Tcmax (C) DT
Abies alba T, Te, NE, St 1,800 -4.5 -1 0
Alnus incana T, Bo, BS, Ist 500 -30 -2.5 0
Betula pendula T, Te, BS, Si 700 -30 7 0
Betula pubescens T, Bo, BS, Si 300 – 6 0
Carpinus betula T, Te, BS, Ist 1,100 -8 5 1
Corylus avellana T, Te, BS, Ist 700 -13 10 1
Fagus sylvatica T, Te, BS, St 1,300 -3.5 6 0
Fraxinus excelsior T, Te, BS, Ist 1,100 -10 6 0
Picea abies T, Bo, NE, St 650 -30 -1.5 0
Pinus sylvestris T, Bo, NE, Ist 450 -30 -1.0 1
Pinus halepensis T, Te, NE, Ist 3,000 3 9 1
Populus tremula T, Te, BS, Si 500 -30 6 0
Quercus coccifera S, Te, BE, Ist 3,100 3.5 11 1
Quercus ilex T, Te, BE, Ist 2,000 0 10 1
Quercus robur T, Te, BS, Ist 1,100 -9 7 1
Tilia cordata T, Te, BS, Ist 1,100 -11 5 0
Ulmus glabra T, Te, BS, Ist 850 -9.5 6 0
C3 grass –, –, –, – 0 – – 1
The plant characteristics are: either trees (T) or shrubs (S), either boreal (Bo) or temperate (Te), either broadleaf summergreen (BS), broadleaf
evergreen (BE) or needleleaf evergreen (NE), and either shade tolerant (St), intermediately shade tolerant (ISt) or shade intolerant (Si). See
Table 5. The bioclimatic limits are: GDD5 min, minimum growing degree-day sum (5C base); Tcmin ; minimum temperature of the coldest month;
Tcmax ; maximum temperature of the coldest month; and DT, drought tolerance
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2.3 Pollen data
2.3.1 Pollen surface samples
The pollen surface sample database has been compiled by
Bordon (2008) from data taken from Bottema (1974),
Brugiapaglia (1996), Peyron et al. (1998) and Sanchez
Goni and Hannon (1999).
The database was initially composed of 1,512 different
modern sites covering Europe and Morocco with more than
150 different pollen taxa. A subselection of taxa was made
to correspond to the output of the model. We computed 14
groups by summing taxa corresponding to each of the
following 14 arboreal taxa: Abies, Alnus, Betula, Carpinus,
Corylus, Fagus, Fraxinus, Picea, Pinus, Quercus Evergreen,
Quercus Deciduous, Tilia, Ulmus and Populus. A ‘‘grasses
and shrubs’’ (GrSh) group was made by summing all non-
arboreal and non-aquatic taxa. This selection preserves a
maximum of coherence with the 18 species (or groups of
species) defined in the version of LPJ-GUESS that we use.
See Table 2 for the correspondence between pollen groups
and vegetation model species.
We first filtered the sites by removing all non-terrestrial
sample sites due to spurious coordinates or offshore core tops
(e.g. in Danube estuaries). Offshore pollen samples are
representative of pollen production of a whole watershed and
are not coherent with other more local records. As a second
selection criterion we removed all samples where the taxa
subselection resulted in a loss of more than 25% of the ori-
ginal pollen count. These cases occurred when more than
25% of the sample consisted of arboreal taxa other than those
simulated by LPJ-GUESS. We consider that the removal of
such a large part of the original pollen spectra would result in
a distorted image of the surrounding vegetation.
Since most of the pollen samples were available as
percentages (more than 70%), we converted counted
samples to percentages.
The final dataset is a matrix containing N = 1,209
modern sites (rows) and 15 taxa per site (columns). The
spatial distribution of this dataset is shown in Fig. 1. A
modern pollen sample Ys = (Ys,1,Ys,2, ..., Ys,15) is a 15-
dimentional vector representing the pollen proportion per
group, where Rj=1
15 Ys,j = 1.
2.3.2 Meerfelder maar sediment core
The sediment core (Litt et al. 2009) was taken from the
lake Meerfelder Maar (50.1N, 6.75E, see Figure 1)
located within the Westeifel Volcanic Field. The upper-
most 180 cm of the core, corresponding to approximately
the last 1.6 cal ky BP (calendar kilo-years Before Present;
which refers to the number of years before 1950), are not
continuously varved and were dated using two AMS 14C
dates and extrapolated sedimentation rates based on varve
data. The other part of the core is varved and the endpoint
of the core has been linked to a calendar-year chronology
by using a tephra dated at 11 cal ky BP. In total 406
samples have been collected and analysed from this core.
The number of pollen grains counted in each sample is
between 500 and 1,000 and we transform it to percentages
to agree with modern data.
The pollen diagram is presented Fig. 2. For the inter-
pretation of climate reconstruction results we divide the 11
to 0 cal ky BP chronology in four periods. A more
Table 2 Correspondence table between pollen types and species
defined in LPJ-GUESS
i Pollen type: yi Vegetation species: vj(i)
1 Abies Abi_alb
2 Alnus Aln_inc






9 Pinus Pin_syl ? Pin_hal





15 GrSh C3_gr Fig. 1 Distribution of the 1,209 modern pollen samples (black dots)
and location of the Meerfelder Maar site (red diamond)
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comprehensive discussion can be found in Litt et al.
(2009). The earliest period (11 to 10 cal ky BP) corre-
sponds to the end of the glacial period and is characterised
by a rapid decrease of Grass-Shrub group, Pinus and Bet-
ula. This decline is matched by marked increases in
Corylus. The 10 to 6.3 cal ky BP phase shows a Corylus
decrease and the arrival of Ulmus, followed by Tilia,
Fraxinus and Alnus and, finally, Fagus. The 6.3 to 3.7
phase is a very stable one with high levels of Alnus, but
less Ulmus and Tilia than during the previous period. The
last period 3.7 to 0 cal ky BP is characterized by a number
of changes, due to increasing anthropogenic pressure and
climate changes. There is a global but non-monotonic
increase of the Grass-Shrub group and a non-monotonic
decrease of Alnus, Ulmus and Tilia.
Sediment core samples are denoted yt¼t1:tn :The core
contains n = 406 samples from t1 = 10,988 to t406 = 0 cal
year BP. As for the modern samples, each sample Yt is a
15-dimentional vector representing the pollen proportion
per pollen group.
2.4 A statistical model to link climate, vegetation and
pollen
We build a statistical model which embeds the vegetation
model and describes the relations between the variables
climate C, vegetation V and pollen Y. This is designed for
pollen samples taken from a single sediment core. Each
date t = t1:tn is considered known without uncertainty.
This statistical model is hierarchical Bayesian.
Hierarchical means that it is based on a conditional
‘‘split’’ of the model. For comparison, a transfer function
(TF) models a direct link between climate and pollen using
the conditional distribution of pollen given climate p(Y|C).
In this work, we model p(Y|C) hierarchically by specifying
a distribution of the vegetation conditional on climate
p(V|C) and a distribution of the pollen conditional on
vegetation p(Y|V).
Bayesian theory is a framework for inference (Young
and Smith 2005). In the context of this applied work we use
the main concepts of ‘‘prior’’ and ‘‘posterior’’. The prior is
the information, summarised under the form of a distri-
bution, which is available prior to the data analysis. For
example we will use a prior on climate at time t, p(Ct). This
is the information on ancient (time t) climate we have
before running the inversion, and may be estimated by
climate reconstructions already available before inversion.
After the choice of a prior on climate p(C) and a hierar-
chical model p(V|C).p(Y|V), the Bayesian inference consists
in obtaining the posterior distribution of climate and veg-
etation given pollen p(C,V|Y). The Bayes theorem gives the
link between the prior, the structure and the posterior:
p(C,V|Y) = p(C).p(V|C).p(Y|V)/p(Y).
The structure of the hierarchical model is illustrated in
the graphic Fig. 3. It is based on the basic elements p(C),
p(V|C) and p(Y|V) described above, and each individual
part is described in more detail below. The choice of prior
distribution p(C) is discussed below in each reconstruction
exercise. In the next section we define and calibrate the
distribution of pollen given vegetation p(Y|V). Section 4
completes the definition by describing p(V|C) as the vege-
tation model.
2.4.1 Calibration of the pollen/vegetation distribution
A key element of the inversion is the relationship between
simulated vegetation and pollen data p(Y|V). In statistics
this is called the pollen likelihood and can be compared to
a transfer function between vegetation and pollen. We
model it using non-parametric kernel smoothed surfaces.
These surfaces are calibrated using the modern pollen
dataset and modern simulations of the vegetation.
The distribution p(Y|V) models the relationships between
15 pollen proportions Y and the simulated NPP of 18
species, V. Thus its dimension is 15 ? 18 = 33 and it
contains information about 15 9 18 = 270 variable

















subject to the following assumptions:
1. Conditional on vegetation, all pollen abundances Yi, Yj
for i = j are independent. This is acceptable since,
with a pollen time resolution of 20–30 years, given the
vegetation, pollen production of one group can be
considered independent of the production of all other
pollen group.
2. All information about Yi is carried by only one Vj(i)
species of vegetation. The subscript j(i) refers to the jth
vegetation species corresponding (i.e. as a function of)
to the ith pollen group. This is acceptable if there is a
good agreement between pollen groups and the species
simulated by LPJ-GUESS. These correspondences are
specified in Table 2.
3. Using the variable transformation Z = alr(Y) (Aitch-
ison 1982) there always exists a relationship, called qi,
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between vegetation V and the transformed pollen
variable Z. Pollen variables are probabilities implying
that their sum is
P15
i¼1 Yi ¼ 1: This constraint reduces
the dimension to 14 since the fifteenth proportion is
defined by 1 - Ri =1
15 Yi. First we set Yi,j = 10
-4 for all
(i,j) where Yi,j = 0. Then we apply the Aitchison
(1982) transformation Z = alr(Y) defined as:
Zi¼1:14 ¼ logðYi=Y15Þ
This reduces the dimension to 14 and lets us model the
unconstrained variables Zi.
4. Each qi is correctly approximated by a ~qi obtained by
kernel smoothing (e.g. Loader 1999).
In practice, the fourteen surfaces qi are fitted on the
modern dataset (C,V)s=1:N. For this purpose we use a
gaussian kernel whose parameters are fitted by cross vali-
dation (Loader 1999). Figure 4 shows the obtained
surfaces.
2.4.2 LPJ-GUESS is a vegetation/climate distribution
Let pðVtj ; Ctj jVtiÞ be the distribution for the temporal
transition of climate and vegetation from time ti to time tj
where ti and tj are dates for consecutive samples of the
core





























































Fig. 2 Pollen diagram from the
Meerfelder Maar sediment core.
(x-axis) The fifteen pollen
groups defined in Table 2 are
given as percentages (over the
fifteen groups) and (y-axis) the
age is in calendar years Before
Present (BP, refers to before
1950) from 0 (top) to 10,988
(bottom). The total number of
pollen grains counted per
sample ranges between 500 and
1,000. The uppermost 180 cm
of the core, corresponding to
approximately the last 1.6 cal
ky BP, are not continuously
varved and were dated using
two AMS 14C dates and
extrapolated sedimentation rates
based on varve data. The other
part of the core is varved and
the endpoint of the core has
been linked to a calendar-year
chronology by using a tephra
dated at 11 cal ky BP (Litt et al.
2009). Therefore the
uncertainties associated to the
chronology are not constant
along the core and very hard to
quantify. For the period of time
between 11 cal ky BP and
around 1.6 cal ky BP, varved
sediments imply that there is no
uncertainty between sample
dates; but this is a floating
chronology implying a constant
uncertainty for the overall time-
period. Uncertainties after
1.6 cal ky BP and for the whole
floating chronology had a
magnitude of around 100 year
but were corrected by
stratigraphic alignment with the
well dated core of the Holzmaar
Maar
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pðVtj ; Ctj jVtiÞ ¼ pLPJðVtj jVti ; CtjÞ:pðCtjÞ ð5Þ
with pðCtjÞ the prior climate distribution at tj.
pLPJðVtj jVti ; CtjÞ is (defined by) the randomness of Vtj when
we run LPJ-GUESS for years starting from vegetation Vti ;
with climate Ctj :
Vegetation simulated by LPJ-GUESS is stochastic in the
sense that several runs of the vegetation model with the
same forcings give slightly different vegetation values. We
therefore consider vegetation as a random variable and
LPJ-GUESS as a distribution: pLPJðVtj jVti ; CtjÞ:This distri-
bution output is the variable Vtj and has parameters
ðVti ; CtjÞ but also the climate chronologies and numerous
forcings like soil, CO2 etc. We can sample from this dis-
tribution by running the model, but since it is a complex
computer code we cannot compute its probability value for
any given set of variables and parameters. This represents a
major change from deterministic vegetation models such as
BIOME3 (Haxeltine and Prentice 1996) or the LPJ-DGVM
(Sitch et al. 2003).
The temporal link of the hierarchical model is given by
LPJ-GUESS and arises from the later definition. To sim-
ulate vegetation at time tj younger than (after) ti, where ti
and tj are the dates of consecutive core samples, the veg-
etation model starts with Vti and runs for tj - ti years. If
tj - ti is short, the vegetation simulated at tj is strongly
forced by vegetation Vti and then, implicitly, by climate Cti :
This constraint gives a time-coherence to the reconstructed
vegetation.
2.5 Inference using a particle filter algorithm
In the Bayesian context, reconstruction of climate and
vegetation involves the computation of the joint posterior
distribution pðCt1:tn ; Vt1:tn jYt1:tnÞ: This represents the distri-
bution of climate and vegetation ‘‘histories’’ from time t1 to
tn knowing all Yt1:tn pollen data.
Particle filters provide a reconstruction based on
importance sampling (IS) which is sequential, i.e. done
sample after sample. The sequential aspect solves the curse
of dimensionality because it slices the climate space. A
simple explanation follows: at time tj the algorithm has a
reconstruction obtained for the preceding point ti. A set of
1,000 possible climates C
ðlÞ
tj is proposed from the prior
pðCtjÞ: LPJ-GUESS is then run with each of these climates
starting from the reconstructed vegetation at ti and for the
years ti to tj. It produces couples of climate and associated
vegetation ðCtj ; VtjÞðlÞ that we call ‘‘particles’’. In this set of
particles, a selection is done by comparison of each veg-
etation simulated and the pollen Ytj : This selection consists
in computing x(l) equal to the likelihood p(Y|V) of the
pollen Ytj for each simulated vegetation V
l
tj
: A high x(l)
score means that the couple ðCtj ; VtjÞðlÞ is highly probable
and a null score means that the couple is not coherent.
A full comprehensive description of the algorithm is
given Appendix 2. We just give here a summary of the
algorithm.
1. INITIALISATION
• Generate Np couples ðVt1 ; Ct1Þðl¼1:NpÞ; by sampling
ðCtj ; VtjÞðlÞ from pðCt1Þ and running LPJ-GUESS






• Compute for each particle ðVt1 ; Ct1ÞðlÞ; the weight
xðlÞt1 ¼ pðYt1 jV ðlÞt1 Þ; using the kernel smoothed
surfaces,





• Compute the criterion ESS t ¼ RNpl¼1 ~xðlÞt
 2 1
• If ESSt \ Np/2 randomly sample the particles by
residual resampling and set all weights ~xðl¼1:NpÞt ¼
1=Np .
3. SAMPLING
• For current time tj immediately consecutive to ti,
• Sample Np particles ðVtj ; CtjÞðl¼1:NpÞ by sampling C jt1
from pðCtjÞ) and running LPJ-GUESS starting from
Vti for tj to ti years with climate Ctj to obtain V
ðlÞ
tj ;
• Compute for each particle VðlÞti the weights x
ðlÞ
tj ¼
~xðlÞti :pðYtj jV ðlÞtj Þ using the kernel smoothed surfaces,





Fig. 3 Graphical representation of the hierarchical model for recon-
struction. Considered variables are: C the climate, V the vegetation
simulated by LPJ-GUESS and Y the pollen data. Subscripts indicate a
sample date (t) for the analysed core. Known variables are in a square
and variables to be reconstructed in a circle. Arrows represent the
conditioning between variables. The times t1 to tn are the core point
dates. t1 is the oldest age sampled in the core, tn the most recent.
Pollen data are known for each sample of the core points. Following
the arrows we see that vegetation at time t2 ðVt2 Þ depends on climate
at time t2 ðCt2 Þ and vegetation at time t1 ðVt1 Þ:This is modelled using
LPJ-GUESS forced with climate Ct2 ;starting from Vt1 and run during
t2 - t1 years. Pollen at time t2 ðyt2 Þ depends only on Vt2 through a
p(Y|V) distribution
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Fig. 4 Kernel smoothed
surfaces for the 14 groups. The
joint smoothings qi(Zi,Vj(i)) are
derived from the conditional
smoothings used for inference:
qi(Zi|Vj(i)). Graphics are in the
same order as in Table 2. Each
plot presents (x-axis) a pollen
group transformed following
Aitchison (1982) (Zi without
unit) versus (y-axis) its
corresponding simulated annual
net primary production (NPP, in
kg carbon m-2 year-1). The
dots are the modern data and the
shading shows the density
obtained by kernel smoothing
(darker means higher density)
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• If tj \ tn, then set tj = tk (k = j ? 1) and go to the
RESAMPLING step else stop:
3 Results
3.1 Validation using modern pollen samples
In this section our goal is to validate the statistical
framework, and not the vegetation model. Since the cli-
mate-pollen relationship may be locally biased at any given
site, due to local errors induced by pollen production
changes, non-homogeneous transport, different accumula-
tion processes, etc, the method must be tested at a series of
sites. We have therefore reconstructed modern climate at
30 sites randomly chosen from the modern pollen dataset.
The validation at each site s = 1:30 was performed as
follows:
• Repeat for each particle l=1:1,000
• Sample CðlÞs ; one 6-dimensional climate parameter
following the prior defined in the next section,
• Spin-up LPJ-GUESS for 500 years with repeated
1901–1930 monthly climate to which is added C
ðlÞ
s ;
using the 1901 value of CO2 atmospheric concentration
of 296.3 ppmv,
• Simulate the 1901–2000 vegetation using 1901–2000
monthly climate to which is added C
ðlÞ
s ;under evolving
CO2 atmospheric concentration as obtained from the
Carbon Cycle Model Linkage Project (McGuire et al.
2001).
• Retain VðlÞs ; the mean of NPP over the years 1961–
1990,
• Weight the couple ðCðlÞs ; V ðlÞs Þ by xðlÞs ¼ pðYsjVðlÞs Þ:
3.1.1 Definition of climate prior
As each modern site represents a single point in time,
priors were chosen based on the CRU 1.2 (New et al. 2002)
gridded set of climatological data for the European conti-
nent. For each validation site s = 1:30, the climate prior









is composed of a bivariate Gaussian distribution for Tjan
and Tjul and 4 times the same 0-truncated independent
Gaussian distribution for each precipitation parameter.
Each distribution is centred on 0, the null anomaly equal to
expected climate. Variance and covariance parameters of
the bivariate Gaussian law are derived from the CRU TS
1.2 (New et al. 2002) means for months January
(Vjan = 6.6
2) and July (Vjul = 4.1
2). The covariance (Cjan,
jul = 18.67) or correlation (q = 0.69) represent the modern
European seasonal link between these 2 months. In doing
so we allow temperature parameters for each site to be
distributed over the whole modern European temperature
set. The standard deviation for the precipitation parameter
r2Prec was arbitrarily chosen as 35 (in %) giving a proba-
bility of 0.005 to exceed an 100% precipitation increase.
3.1.2 Validation results
For each site s we obtain a set of 1,000 tested climates (the
particles) C
ðlÞ
s ; associated to weights x
ðlÞ
s : At each site, we
summarise, the set of weighted climates by computing
quantiles q0.025, q0.5 (median) and q0.975. For visual repre-
sentation we smooth the particles and obtain graphics
showing the distribution of tested climates, for example
Fig. 5 obtained for a Spanish site (41.39N, 0.11W). For
the validation, however, we are interested in the global
result obtained for the whole set of 30 climate recon-
structions. Figure 6 presents the observed January and July
temperatures versus their reconstructions. Table 3 sum-
marises the reconstruction results.
The mean discrepancies between posterior medians and
expected values of the 6 reconstructed parameters are
negligible by comparison with interval widths (see
Table 3). All the confidence intervals of the reconstructed
temperatures contain the observed values (see Fig. 6).
Thus, the method seems to be unbiased, at least at the
continental level. Further, the temperature posteriors dis-
tributions are narrower than priors (see Table 3; Fig. 6). In
other words, the inversion process is able to constrain both
temperature variables from the specified prior.
Precipitation posteriors are not narrower than their pri-
ors. This shows that the inversion process is unable to
constrain four precipitation variables (at a time) more than
what has been specified as prior. That the vegetation model
does not show a precipitation constraint is surprising. It
may be assumed that in a non water-stressed region such as
a European temperate forest an increase or a moderate
decrease in precipitation would not change vegetation
composition dramatically. However, in a highly water-
stressed region, such as the Mediterranean dry region,
water availability is one of the main vegetation drivers. We
have therefore further investigated the reasons for this lack
of constraint and found that it is due to a combination of
the vegetation model and the prior chosen for precipitation.
Vegetation model: We performed a sensitivity analysis
using the inversion algorithm. A second validation was
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performed at 20 modern Mediterranean dry points. These
points were randomly selected from the set of points below
latitude 42N with less than 600 mm of rain per year, and
with less than 70% of tree taxa pollen in their samples. For
each climate proposed by the algorithm, C
ðlÞ
s ; we computed
at a drought stress indicator (DSI), R
ðlÞ
s based on quantities
calculated by the vegetation model. This DSI is defined as
the ratio between annual mean actual evapotranspiration
(AET) and annual mean potential evapotranspiration (PET,
e.g. Sykes et al. 1996). We found that, for a varying cli-
mate C
ðlÞ
s ;the DSI varies in [0.10; 0.50] which corresponds
to a xerophytic vegetation (Prentice et al. 1992). Thus, the
vegetation simulated for these dry sites agrees with pollen
data. This indicates two things. First, the link vegetation/
pollen p(Y|V) performs well since we obtain a coherent
match between simulated vegetation and sampled pollen.
Second, the vegetation model seems to underestimate DSI
variation as a function of precipitation change since the
most humid C
ðlÞ
s (proposed climates) should result in higher
DSI than 0.5 and non-xerophytic vegetation.
The priors for precipitation: When specifying indepen-
dent priors for the precipitation per season we implicitly
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Fig. 5 Prior (grey dashed lines) and posterior (black lines) smoothed
distributions of the 6 climate anomalies: (Tjan, Tjul, Pwin, Pspr, Psum,
Paut). The ‘‘particles’’ of climate proposed by the particle filter are the
black dots. Black thin vertical lines show the 2.5%, median and
97.5% quantiles of each posterior distribution. This is an example for
a dry Mediterranean site from Spain (41.39N, 0.11W)













































Fig. 6 Observed values versus
reconstructed (posterior) means
and 95% confidence intervals
for January and July
temperatures in Celsius degrees
for the 30 validation sites. The
grey dashed lines represent the
prior mean and quantiles. Note
that prior mean is the expected
(equal to observed) value. The
black lines give the posterior
interval range and the point is
the reconstructed mean. (left)
January temperature and (right)
July temperature
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specify a small relative range for the annual precipitation.
This is due to compensation between seasons. In other
words, to sample extreme annual precipitation it is neces-
sary to sample extreme precipitation for the majority of
seasons, which has a very small probability of occurring. A
simple way to scan a large range for annual precipitation is
to define a single annual precipitation parameter, but this
would fix seasonality. For the Meerfelder Maar recon-
struction we chose to let seasonality vary by using four
precipitation parameters.
3.2 Temporal model inversion on the Meerfelder Maar
pollen sediment core
3.2.1 Prior definition
In an application to samples from a sediment core, the
climate priors have to be elicited (obtained from expert
knowledge) or obtained using other data than those used
for reconstruction. For example one can use the Modern
Analogue Method (MAT, Guiot and De Vernal 2007) and
data for other sites obtained from the European Pollen
Database (EPD, http://www.europeanpollendatabase.net)
to build a prior distribution of climate for the studied
European site during the Holocene. For Meerfelder Maar,
since our goal is to present the method, we used an
empirical prior based on MAT reconstruction of the cli-
mate using the same core. This allows us to assess how
much the inversion approach modifies the standard MAT
estimates.
We applied the MAT with the Meerfelder Maar sedi-
ment core to reconstruct the six climate anomalies (Tjan,
Tjul, Pwin, Pspr, Psum, Paut). For the analogue dataset, we
used the modern pollen data and climate described above.
We used the classic chord distance between pollen sam-
ples. Following Guiot and De Vernal (2007) we computed
by cross validation a discriminant distance for the analogue
selection and we selected a maximum number of 7 ana-
logues if this distance is not reached. We used the means
reconstructed by MAT as prior means. We used the same
temperature standard deviations as in the modern valida-
tion exercise (sd(Tjan) = 6.6 and sd(Tjul) = 4.1). The cor-
relation between them was reduced (to 0.5), however, to
relax the constraint on temperature seasonality during the
Holocene. Standard deviation of the precipitation is 35 (in
%).
3.2.2 Reconstruction results
For atmospheric CO2 input, we used a composite record
composed of the ice core record from Indermuhle et al.
(1999) for the period 11 cal ky BP to cal 990 cal year BP
and the one from Siegenthaler et al. (2005) for the period
990 to 0 cal year BP.
Posterior reconstructions of January and July tempera-
tures and annual precipitation are presented Fig. 7. The
main events appearing in the pollen diagram (Fig. 2),
compared to the climate reconstruction in Fig. 7 are:
• From about 10.6 cal ky BP, Betula and Pinus are
replaced first by Corylus: this is the major event of the
sequence indicating a warming of more than 10C in
winter and 5C in summer and a precipitation increase
of more than 500 mm/year.
• After 10 cal ky BP, first Ulmus and Quercus deciduous,
second Tilia and finally Fraxinus appear according to
the classical succession in Europe; this does not
translate into any significant change in our climate
reconstruction.
• Just before 6 cal ky BP, Alnus becomes dominant over
Fraxinus, Ulmus and Tilia: this seems to indicate a
slight increase of temperature (a few degrees Celsius)
and of precipitation (100-200 mm/year).
• The second major event is at about 3.5 cal ky BP,
Corylus is replaced by Fagus and secondly by Betula;
this seems to indicate a slight decrease of January
temperature (a few deegres Celsius) and an important
precipitation decrease of about 300 mm/year.
• At about 2.5 cal ky BP, grass and shrub group (GrSh)
becomes important and is dominant after 1 cal ky BP.
The anthropogenic deforestation should be translated
Table 3 Means of the results obtained for 30 European points for the validation using present-day pollen samples
Expected q0.5 Prior q0.975 - q0.025 Posterior q0.5 Posterior q0.975 - q0.025
Tjan (C) 0 25.9 0.85 16.8
Tjul (C) 0 16.1 0.82 12.3
Pwin (%) 0 137 -1.6 148
Pspr (%) 0 137 -0.2 142
Psum (%) 0 137 0.7 143
Paut (%) 0 137 -2.6 138
Rows are the 6 reconstructed climate parameters. Columns are: (1) the expected median (0.5 quantile), (2) the prior 0.95 bilateral interval width
(equal to 0.975 quantile minus 0.025 quantile), (3) the posterior median and (4) the posterior 0.95 bilateral interval width
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into a reconstructed increase of drought, but this is not
seen here. This seems to indicate that the method is
robust against human disturbance.
This comparison of both figures show that the climate
variations, as reconstructed by model inversion, are
coherent with the pollen curves and seems to be robust
against anthropogenic disturbance. This is a major argu-
ment in favor of these results.
The confidence intervals of January and July recon-
structed temperatures have widths ranging from 10 to
20C. This is coherent with, in the Gaussian case, a stan-
dard deviation of 2.5–5C. These large posterior intervals
are partly due to the large prior intervals. We have chosen
to show means and quantiles here, but since the posterior is
highly non-Gaussian the median or mode(s) of the posterior
distribution may be preferred. A discussion of the results
obtained follows:
In the earliest part of the sequence, 11–10.5 cal ky BP,
corresponding to the transition to the Holocene period,
there is a good agreement between our reconstructions and
the MAT estimations.
During the period 10.5–7.5 the Tjan reconstruction shows
two sets of possible values (high probability in dark red). In
the first set, temperatures of around 10C are reconstructed,
which is higher than the MAT means. In the second set, the
temperatures are lower at around -2C. We note that these
sets are non-continuous; the most probable climate jumps
between paths. This results from the lack of an explicit
climate link between samples in our statistical model.
At 7.5 cal ky BP the Tjan confidence interval becomes
tighter. This is likely to be an artifact resulting from the
spike in Corylus pollen at this date. This causes a distortion
in the diagram and therefore in the model as it tries to
reproduce this abrupt peak.
The period 6.3–3.7 cal ky BP is a stable period in the
pollen diagram, however, both January and July recon-
structed temperatures show high frequency variability. This
is again due to the absence of climate correlation in our
model and may be further associated to an overfitting of the
p(Y|V) distribution. This would cause the vegetation model
to reproduce non-significant changes in pollen samples,
and give these a climatic interpretation. As there is no
constraint in climate change through time, we cannot limit
the reconstructed climate by reference to the value obtained
for the previous sample. This results in non-significant
fluctuations in the reconstruction.
The last 3.7 to 0 cal ky BP period is characterised by
more marked changes in pollen composition. Here, how-
ever, the high variability in the reconstruction disappears,
mean variability is more coherent in time and varies around
the MAT estimates. This suggests that the changes in
pollen composition during this period are sufficiently large
to adequately constrain the reconstructed climate in adja-
cent samples, and result in a smoother curve.
The prior and posterior distributions of annual precipi-
tations are similar except for a short period around 8 cal ky
BP. This is unsurprising, as the validation exercise indi-
cated that there is little or no constraint on precipitation.
However, as Litt et al. (2009) found a quite different pat-
tern for precipitation with a value close to 600 mm/year at
the top of the core instead of our value of around
1,000 mm/year, we devised a second test to check the
precipitation constraint. Note that precipitation values
recorded for the period 1961–1990 at the nearest meteo-
rological station (approximately 30 km from Meerfelder
Maar) show a mean annual precipitation of 908 mm/year
(Litt et al. 2009). We specified annual precipitation priors
following a linear relationship between 500 mm/year at
11cal ky BP and 600 mm/year at 0 cal ky BP, with pre-
cipitation split amongst seasons following the modern
seasonal distribution. The posterior January temperature
and annual precipitation reconstruction obtained with this
second test are shown in Fig. 8.
For the period 0–3 cal ky BP, reconstructed temperature
(Fig. 8 top) is in good agreement with the first test (Fig. 7
top) and prior and posterior precipitation are nearly the
same. This implies that precipitation is not a constraining
parameter for this period. For earlier periods January
reconstructions for different experiments differ and prior
and posterior precipitation for this second experiment dif-
fer too. This indicates that precipitation may have been
somewhat higher than the values reconstructed by Litt
et al. using the Bayesian Indicator Taxa method (Neumann
et al. 2007) which is a Bayesian tuning of the Probability
Density Function (pdf) method of Ku¨hl et al. (2002).
4 Conclusion and discussion
Climate reconstruction by static inversion initiated by
Guiot et al. (2000) is now used to take CO2 variations into
account (e.g. Wu et al. 2007) and provides a method to
reconstruct climate using different proxies (e.g. Hatte´ et al.
2009). The climate reconstruction by dynamic inversion
retains these advantages and integrates a new generation of
vegetation models. It is achieved using a Bayesian hierar-
chical model which sets the basis for causative modelling.
We hope that this will encourage other work to use and
extend this framework, and that the technical tools (sta-
tistical model and algorithm) presented in this article will
help.
The use of a dynamic vegetation model has allowed an
improvement of the ‘‘vegetation model inversion method’’
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by including a temporal link. This allows a better exploi-
tation of the information available from the fossil record.
Further, the dynamic aspect of the model allows us to relax
the assumption of equilibrium between vegetation and
climate. In this paper, we focused on climate, but other
variables are available as output of the vegetation model,
e.g. primary production and carbon storage. These are
useful for carbon cycle studies (see Wu et al. 2008) or
could be used for paleo-fire modelling and more generally,
studies of the past needing vegetation as input. The current
study has, however, identified a number of problems listed
below, and future work will concentrate on resolving these.
The validation tests showed that precipitation cannot be
reconstructed as a four dimensional space. This seems to be
partly due to the low sensitivity of the vegetation model to
precipitation changes, and a sensitivity study is required.
Until this problem has been addressed, we suggest that
future use of this algorithm should use a single annual
precipitation anomaly.
The results obtained using this method with the Meerf-
elder Maar sequence showed that the stability of the
reconstructed values are linked to the pollen signal. When
the pollen signal is nearly constant our reconstruction
method over-amplifies small variations in the pollen signal.
When the pollen indicates two possible climates, the
reconstruction may jump between two states, forming a
non-continuous path of reconstructed values. However,
when the changes occur in the pollen assemblages, the
reconstructed variability is more coherent (low-frequency),
for example during the period 3.7 to 0 cal ky BP. These
differences are probably due to, (a) an over-fitting of the
p(Y|V) surfaces which force the vegetation model to follow










































Fig. 7 Climate reconstruction
for Meerfelder Maar sequence
during the Holocene using prior
based on MAT estimations.
Prior (blue lines): mean and
95% confidence interval.
Posterior (red lines) mean
(highlighted with black) and
95% confidence interval. The
background colour (yellow to
red) shows the posterior
smoothed (low to high) density.
For the three plots, x-axis shows
the age in cal yr BP, y-axis
shows: (top) January
reconstructed temperature
in C, (center) July
reconstructed temperature in C
and (bottom) annual
reconstructed precipitation in
mm/year. Values recorded for
the period 1961–1990 at the
nearest meteorological station
show a January mean
temperature of -0.3 and 16.3C
for July. Mean annual
precipitation is 908 mm/year
(Litt et al. 2009)
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the non-significant noise in pollen as if it were caused by
climate change; (b) the absence of any direct time corre-
lation in climate, which would result in a smoother
reconstructed climate; (c) the use of a particle filter
algorithm.
The p(Y|V) model: We modelled the link between sim-
ulated vegetation and pollen using non-parametric surfaces.
These surfaces are fitted using modern pollen and simu-
lated vegetation. They fail to include the uncertainty that
exists on the link between vegetation and pollen. The
inclusion of this uncertainty would summarise and transfer
the incomplete knowledge of the link between vegetation
and pollen, from the calibration to the reconstruction. This
is a major departure from Bayesian modelling, and the next
goal to improve the inversion method lies in using a
parametric p(Y|V) which allows the full propagation of
uncertainty between calibration and reconstruction. The
Bayesian framework for calibration and reconstruction in
two separated steps has been presented in Haslett et al.
(2006).
Temporal correlation in the climate: In contrast to the
MAT reconstructions, which need to assume independence
between samples, we model a vegetation link and obtain
reconstructions that seem to be ‘‘noiser’’. As there is a
dependency between samples, the vegetation model may
require a larger climate change to fit both points than in the
independent scheme. For the inversion of a dynamic
model, it therefore seems essential to define a temporal
climate correlation to counterbalance the effect of vegeta-
tion correlation, at least, when the resolution of the core is
high. When the resolution of the core is low, correlation of
the vegetation between samples is low and the recon-
struction is nearly independent. However, the particle filter
proposed here remains computationally more efficient and
theoretically safer when using a dynamic vegetation model.
Indeed, for a the static (or ‘‘at equilibrium’’) inversion of a
dynamic model, the experimenter has to run the model
from nothing to the equilibrium (between vegetation and
climate). This is called the burn-in phase and the diagnosis
of convergence to equilibrium is always critical. With our
method he/she can start from the vegetation reconstructed
for the previous core point and has a fixed length of time to
run the algorithm for, namely the time separating the two
core points.
Filtering algorithm: The simple particle filter algorithm
infers climate sequentially along the sedimentary sequence.
However, it only optimises for coherence between the
previous sample and the current one, and does not take into
account the following sample. This feature can result in a
chaotic path around the real climate. While some more
complex algorithms attempt to minimise this problem, this
remains an intrinsic problem of particle filtering, despite
recent advances in the field (see for exemple
http://www-sigproc.eng.cam.ac.uk/smc/).
































Fig. 8 Climate reconstruction
for Meerfelder Maar sequence
during the Holocene using
forced precipitation. Prior (blue
lines): mean and 95% bilateral
interval. Posterior (red lines)
mean (highlighted with black)
and 95% bilateral interval. The
background colour (yellow to
red) shows the posterior
smoothed (low to high) density.
For both plots, x-axis shows the
age in cal year BP, y-axis
shows: (top) January
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The use of the filtering algorithm arises from the need to
reduce the dimension of the climate space (equal to the
number of samples times the number of climate variables).
Since we cannot use another algorithm for the dynamic
inversion, this is potentially an obstacle for: a. taking into
account radiocarbon and other age errors and, b. the
inference of any parameter that is dependent on the whole
core. As the particle filter needs fixed stopping times (here
the dates of the samples in the core) to simulate and weight
particles, major changes and theoretical work would be
required to integrate a possible error on this stopping time.
Second, since the filter handles data sequentially, any
parameter dependent on the whole core can only be esti-
mated at the end of filtering. For example, this is a problem
when considering a parameter h of temporal correlation for
the climate. At time t2, the second point of the core, the
algorithm has only the prior information to link t1 and t2
samples. The information about h is updated along the
core. This means that the reconstruction quality varies
between points of the same core.
Despite the limits mentioned, the particle filter algo-
rithm remains a promising tool for inversion of dynamic
models or interpolation using such dynamic models. While
work is required to further adapt this method, we believe
that it will be a useful tool in the field of climatology, in
which a number of dynamic models are currently used or
have been proposed.
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Appendix 1: Additional vegetation parameters
Tables of additional model parameters.
Table 4 Additional species parameters and bioclimatic limits used in the LPJ-GUESS model
Species kla:sa (m
2 m-2) Leaf long. (y) Rfire Chilling (b,k) Longevity (y)
Abies alba 6,000 6 0.2 (100, 0.05) 350
Alnus incana 6,000 0.5 0.2 (100, 0.05) 200
Betula pendula 6,000 0.5 0.2 (500, 0.02) 300
Betula pubescens 6,000 0.5 0.1 (100, 0.05) 300
Carpinus betula 6,000 0.5 0.1 (1,000, 0.025) 150
Corylus avellana 5,000 0.5 0.2 (200, 0.05) 100
Fagus sylvatica 6,000 0.5 0.1 (220 ,0.03) 400
Fraxinus excelsior 6,000 0.5 0.1 (100, 0.05) 400
Picea abies 6,000 6 0.1 (100, 0.05) 400
Pinus sylvestris 3,500 2 0.4 (100, 0.05) 500
Pinus halepensis 4,000 2 0.4 (100, 0.05) 350
Populus tremula 6,000 0.5 0.2 (100, 0.05) 160
Quercus coccifera 3,200 3 0.5 (100, 0.05) 350
Quercus ilex 4,000 3 0.3 (100, 0.05) 350
Quercus robur 6,000 0.5 0.2 (100, 0.05) 500
Tilia cordata 6,000 0.5 0.1 (1,000, 0.025) 500
Ulmus glabra 6,000 0.5 0.1 (100, 0.05) 400
C3 grass – 1 1.0 – 1
kla:sa ratio leaf area to sapwood cross-sectional area, Leaf long leaf longevity, Rfire fraction of a species’ patch population and litter that survives a
fire, Chilling (b,k) chilling parameters, as described by Sykes et al. (1996), Longevity tree species longevity
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Appendix 2: Comprehensive description of the particle
filter
The aim of this appendix is to fully describe the particle
filter algorithm used for inference. We start from the
model’s equations and show how to obtain the posterior
distribution.
Initialisation of the algorithm
For time t1 of the first pollen core sample, according to the
Bayes theorem and a development from Eq. 5
pðVt1 ; Ct1 jYt1Þ / pðYt1 jVt1Þ:pLPJðVt1 jVt0 ; Ct1Þ:pðCt1Þ
Time t0 (see Fig. 3) is a notation to show that the time
relationship between vegetation always exists. As we do
not have data to reconstruct t0 vegetation we assume an
equilibrium hypothesis between climate and vegetation at
time t1 and then use:
pðVt1 ; Ct1 jYt1Þ / pðYt1 jVt1Þ:pLPJðVt1 jCt1Þ:pðCt1Þ
From these equations the algorithm will be: Sample Np
‘‘particles’’ C
ðl¼1:NpÞ
t1 from p ðCt1Þ:‘‘Particles’’ describe the
simulated climates and later the simulated couples of
climate-vegetation. For each particle we run LPJ-GUESS
for 500 years to reach equilibrium and obtain Np ‘‘particles’’
ðCt1 ; Vt1Þðl¼1:NpÞ following pLPJðVt1 jCt1Þ  pðCt1Þ: For each
particle we then compute the non-normalized importance
weights:
xðlÞt1 ¼
pðYt1 jV ðlÞt1 Þ:pLPJðV ðlÞt1 jCðlÞt1 Þ:pðCðlÞt1 Þ
pLPJðV ðlÞt1 jCðlÞt1 Þ:pðCðlÞt1 Þ
¼ pðYt1 jV ðlÞt1 Þ






A discrete approximation of pðVt1 ; Ct1 jYt1Þ is therefore
~pðVt1 ; Ct1 jYt1Þ ¼
XNp
l¼1
~xðlÞt1 :dðVt1 ;Ct1 ÞðlÞ
where dðVt1 ;Ct1 Þ is the Dirac mass applied at ðVt1 ; Ct1Þ:
Step tj of the algorithm
Let ti and tj be two consecutive core times. Starting at the tj
step of the algorithm we have ðVt1:ti ; Ct1:tiÞðl¼1:NpÞ; Np
‘‘histories’’ of vegetation and climate weighted by ~xðl¼1:NpÞti
These series and weights define the discrete approximation
of pðVt1:ti ; Ct1:ti jYt1:tiÞ: We want to add a coherent ‘‘particle’’
ðVtj ; CtjÞðlÞto each history. Each new history obtained by
concatenation of ðVt1:ti ; Ct1:tiÞðlÞ and ðVtj ; CtjÞðlÞ with their
associated weights ~xðlÞtj must define the discrete approxi-
mation of pðVt1:tj ; Ct1:tj jYt1:tjÞ:
By Bayes theorem and the model definition
pðVt1:tj ; Ct1:tj jYt1:tjÞ can be developed
pðVt1:tj ; Ct1:tj jYt1:tjÞ / pðYtj jVtjÞ:pðVtj ; Ctj jVtiÞ:pðVt1:ti ; Ct1:ti jYt1:tiÞ
/ pðYtj jVtjÞ:pLPJðVtj jVti ; CtjÞ:pðCtjÞ:pðVt1:ti ; Ct1:ti jYt1:tiÞ
We simply have to sample Np ‘‘particles’’ C
ðl¼1:NpÞ
tj of
climate parameters from pðCtjÞ: For each particle we run
LPJ-GUESS for tj - ti years and obtain Np ‘‘particles’’
ðCtj ; VtjÞðl¼1:NpÞ following pLPJðVtj jVti ; CtjÞ  pðCtjÞ: For each
particle we then recompute non-normalized importance
weights:
xðlÞtj ¼
pðYtj jV ðlÞtj Þ:pLPJðV ðlÞtj jV ðlÞti ; CðlÞtj Þ:pðCðlÞtj Þ:pðV ðlÞt1:ti ; CðlÞt1 :ti jYt1:tiÞ
pLPJðV ðlÞtj jV ðlÞti ; CðlÞtj Þ:pðCðlÞtj Þ
¼ pðYtj jV ðlÞtj Þ:
XNp
k¼1
~xðkÞti :dðVt1 :ti ;Ct1 :ti ÞðkÞ
¼ pðYtj jV ðlÞtj Þ:~xðlÞti






Table 5 Shade tolerance parameters used in the LPJ-GUESS model
Shade class Parffmin (10
5 J m-2 d-1) Greffmin (kg Cleaf m
-2 y-1) Estmax (m
-2 y-1) a Convsap (y
-1)
St 3.50 0.05 0.05 3 0.10
Ist 5.75 0.06 0.10 6 0.15
Si 8.00 0.07 0.30 9 0.20
See Smith et al. (2001) for full details. Parffmin minimum photosynthetically active radiation at the forest floor for establishment, greffmin:
Growth efficiency threshold. estmax maximum sapling establishment rate, a recruitment shape parameter, convsap sapwood to hardwood con-
version rate. Relative to Si species, St tree species require less photosynthetically active radiation at the forest floor to establish, produce fewer
saplings under full light conditions, have a lower threshold growth efficiency for stress mortality, have less suppression of establishment at low
forest-floor NPP, and convert proportionally less sapwood to hardwood annually. ISt species have intermediate characteristics
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Regeneration
The sequential importance sampling algorithm presented
above is theoretically valid, but its efficiency decreases
with time, i.e. after a number of time steps the discrete
approximation of the posterior distribution will be reduced
to one single particle with weight equal to 1. The solution
is to add a regeneration step making the algorithm a par-
ticle filter algorithm (Doucet et al. 2001).
The regeneration step consists of sampling with
replacement particles according to their weights. It implies
that a particle with a weight of 0 will not be sampled
further and is removed but that those with high weights will
be sampled many times and are therefore multiplied. Since
the regeneration step introduces a Monte Carlo error in the
estimation, we do not have to do it if the particles are well
distributed (Doucet et al. 2001). The criterion used to
determine the need to resample is called the Effective







The ESS criterion takes its values in the range 0 to Np. If
the degeneracy of particles is too high (and thus the ESS
lies under an arbitrary threshold of Np/2) we apply the
regeneration step (resample) and we reset all weights to 1/
Np, otherwise we keep all particles and weights.
Different methods are available for the resampling step.
We use the efficient residual sampling technique from (Liu
and Chen 1998): At step t we have Np particles
ðVt; CtÞðl¼1:NpÞ weighted by ~xðl¼1:NpÞt : In a first step, for each
particle (l), we keep n1;ðlÞ ¼ bNp ~xðlÞt c copies of the particle.
In a second step we randomly sample m ¼ N PNpl¼1 n1;ðlÞ
particles in the set of all particles weighted by
x1;ðlÞt / Np:~xðlÞt  n1;ðlÞ:
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