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1. INTRODUCTION
One of the fundamental problems in dynamical systems is the local
theory of the behavior of orbits of a C1 continuous semigroup near an
equilibrium point, or the behavior of orbits of a map (not necessarily inver-
tible) near a fixed point. Such a theory involves the discussion of stable,
unstable, center-stable, center-unstable, and center manifolds, foliations
over these manifolds, and their smoothness properties. The development
of the theory has involved many different approaches and techniques
including weighted norms, graph transform, and LyapunovPerron
integrals for evolutionary equations or the corresponding sums for discrete
systems.
For analytic vector fields in Rn, the existence and analyticity of the stable
and unstable manifolds near an equilibrium point were proved in [30].
The method was to employ certain integrals (later known as Lyapunov
Perron integrals) to construct a series for these manifolds and then prove
convergence directly. Later, many persons observed that these integrals
could be used to obtain the existence of these manifolds as fixed points of
an operator in a function space by using either the contraction principle or
the implicit function theorem. This permitted the discussion of the case of
Ck vector fields. With this method, extensions were made to infinite dimen-
sional cases (see, for example, [1, 20, 22, and references therein]).
For the discussion of nonhyperbolic equilibrium points, center manifolds
play an important role, but were discovered much later [26, 33] even
though the methods for proving existence were essentially in [27] (see also
[18, 28, 29]). For a Ck vector field, an application of the contraction
mapping principle led to the existence of Ck&1, 1 center manifolds. An exten-
sion to an infinite dimensional problem described by functional differential
equations was given in [6]. Ck smoothness was obtained for the case of Ck
diffeomorphisms in [23] using the graph transform and in [24, 39] using a
discrete version of the LyapunovPerron integrals. Proofs using an implicit
function theorem in weighted norm spaces were given in [37, 38]. In [14],
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the authors obtained Ck smoothness by using an unpublished lemma of
D. Henry which gives an interesting characterization of differentiability for
Lipschitz continuous functions. They also made extensions to some
evolutionary equations in Banach spaces and to some maps in a Banach
space. Smooth invariant foliations in Banach space were discussed in [11].
The paper [7] contains a general result for maps on Banach spaces with
the regularity proved in a more direct way by using the dominated con-
vergence theorem. The global invariant manifolds of smooth invariant
manifolds were considered in [4, 12].
The literature is much more extensive than the references given above
(see, for example, [10]). Part of the reason for this is that the continuous
and discrete cases have been discussed as independent entities although
much of the underlying theory has a common ingredient. In the literature
on the continuous case, the technicalities of obtaining the basic properties
of the semigroup often become intertwined with the technicalities related to
the invariant manifold theory and foliations.
Our objective here is to give a general result which applies directly to C1
semigroups which are generated by evolutionary equations. Although there
are no essential surprises in the statements or proofs, it is hoped that this
will eliminate the necessity of special consideration for each new applica-
tion. For example, for a given class of partial differential equations under
consideration, it is only necessary to show that it generates a C1 semigroup
and to be able to do the spectral analysis related to a linear problem.
At first sight, it would appear that the results apply to general semi-
groups and not just those that are generated by evolutionary equations.
This is true for the local stable and unstable manifolds of an hyperbolic
equilibrium point of a semigroup. On the other hand, if an equilibrium
point of a semigroup is not hyperbolic, then our proofs for the center,
center-unstable manifolds require a global extension from a neighborhood of
the equilibrium point to a semigroup which is bounded and and is globally
Lipschitzian. If we are dealing with evolutionary equations, we can modify
the vector field outside a neighborhood of the equilibrium point and obtain
a semigroup with the desired properties. Such modifications do not seem
to be possible if the semigroup is not generated by an evolutionary
equation.
Our approach is to first treat the case of discrete maps, apply this theory
to the time {>0 map of the continuous semigroup, and show that the
resulting manifolds are smooth and invariant with respect to the complete
semigroup. The results for maps are stated and proved in Section 3 and
apply to more general situations than the ones we prove for semigroups.
The reason is that the dynamical system is discrete and we always can
make the appropriate extensions of the map to make it globally bounded
and Lipschitz.
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Let X and Y be Banach spaces and Z a subspace of Y. A map f : Y  X
is said to be globally Lipschitz if
Lip( f ) := sup
y{y$
y, y$ # Y
| f ( y)&f ( y$)|
| y&y$|
is finite. It is said to be uniformly Lipschitz continuous in the Z direction if
LipZ( f ) := sup
y # Y
0{z # Z
| f ( y+z)& f ( y)|
|z|
is finite. f is said to be (Fre chet) differentiable in the Z direction at y # Y
with partial derivative DZ f ( y) if DZ f ( y) is a bounded linear operator from
Z to X and
| f ( y+z)& f ( y)&DZ f ( y)z|=o( |z| ) as z  0, z # Z.
f is said to be C1 in the Z direction if it is differentiable in the Z direction
at every y # Y and moreover the map Y  L(Z, X), y [ DZ f ( y) is con-
tinuous.
Let (X, | } | ) be a Banach space, R+=[0, ) and let
.t : X  X, t0, x # X, (1.1)
be a semigroup in X which satisfies the following hypotheses:
(H.1) .t(x) is continuous in (t, x) # R+_X and there exists a con-
stant q>0 such that
sup
0tq
Lip(.t)=D<.
(H.2) There exists a { # (0, q] such that .{ can be decomposed as
.{=L+R where L : X  X is a bounded linear operator and R : X  X is
a global Lipschitz map.
(H.3) There are subspaces Xi , i=1, 2, of X and continuous projec-
tions Pi : X  Xi such that P1+P2=I, X=X1X2 , L leaves X1 and X2
invariant and L commutes with Pi , i=1, 2. Denoting by Li : Xi  Xi the
restriction of L on Xi , L1 has bounded inverse and there exist constants
:1>:20, C11, and C21 such that
|L&k1 P1 |C1:
&k
1 ,
k0. (1.2)
|Lk2 P2 |C2:
k
2 ,
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(H.4) L and R satisfy
(- C1+- C2)2
:1&:2
Lip(R)<1.
For # # (:2 , :1), let
*(#) :=
C1
:1&#
+
C2
#&:2
.
Under the above hypothesis, there are :2 < #2 < #1 < :1 such that
Lip(R) *(#1)=Lip(R) *(#2)=1 and Lip(R) *(#)<1 for all # # (#2 , #1). (In
the trivial case where Lip(R)=0, we understand that #1=:1 and #2=:2).
For x # X, [.t(x)]t0 is called a positive semiorbit through x. A function
u : (&, 0]  X is called a negative semiorbit of [.t]t0 if .t(u(s))=
u(t+s) for any t0 and s&t.
We now can state the main results.
Theorem 1.1. Suppose that hypotheses (H.1)(H.4) hold and R(0)=0.
Then there is a globally Lipschitz map g : X1  X2 with g(0)=0 such that the
Lipschitz submanifold
G=[x1+g(x1) : x1 # X1]
of X satisfies the following properties:
(i) (Invariance) The restriction on G of the semiflow [.t]t0 can be
extended to a Lipschitz flow on G. In particular, .tG=G for all t0 and
for any ! # G there exists a unique negative semiorbit [u(t)]t0 in G with
u(0)=!.
(ii) (Lyapunov Exponent) If a negative semiorbit [u(t)]t0 is
contained in G, then
lim sup
t  &
1
|t|
ln |u(t)|&
1
{
ln #1 .
(We always understand that ln 0=&.) Conversely, if a negative semiorbit
[u(t)]t0/X satisfies
lim sup
t  &
1
|t|
ln |u(t)|<&
1
{
ln #2 ,
then it lies on G.
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(iii) (Invariant Foliation) There is a continuous map h : X_X2  X1
such that for each ! # G, h(!, P2!)=P1 ! and the manifold M!=[h(!, x2)+
x2 : x2 # X2] passing through ! satisfies
.t(M!)/M.t(!) , t0, (1.3)
M!={ y # X : lim supt  
1
t
ln |.t( y)&.t(!)|
1
{
ln #2= . (1.4)
Moreover, h : X_X2  X1 is uniformly Lipschitz in the X2 direction.
(iv) (Completeness) Assume further that
_ min#2##1
C1 C2 Lip(R)
(:1&#)[1&*(#) Lip(R)]&
} _ min#2##1
#C1C2 Lip(R)
:1(#&:2)[1&*(#) Lip(R)]&<1.
Then, for every x # X, Mx & G is exactly a single point. In particular,
M! & M’=< (!, ’ # G, !{’), .
! # G
M!=X;
that is, [M!]! # G form a foliation of X over G.
(v) (Smoothness) If the map .{ : X  X in (H.2) is C1, then
g : X1  X2 is C1. Moreover, h : X_X2  X1 is C1 in the X2 direction.
(Hence G and M! are C1 manifolds for every ! # G.)
Figure 1
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Property (i) expresses that the graph G of the map g is an invariant
manifold of the semigroup [.t]t0. In general, through a point ! # G there
may exist a multiple number of negative semiorbits; but property (i)
ensures that one and only one of them lies on G. Property (ii) means that
a negative semiorbit on G has the correct exponential growth as t  &.
Properties (iii) and (iv) give the existence of an invariant foliation over G
as well as the fact that, in the case where #2<1, each positive semiorbit of
.t approaches an orbit on G exponentially as t   and is synchronized
with this orbit in time. This often is referred to as attractivity of G with
asymptotic phase. Statement (v) clarifies the smoothness property of the
invariant manifold.
It is instructive to make a few remarks about the above hypothesis (H.3).
If the equilibrium point 0 of the semigroup .t is hyperbolic, then we
can choose :2<1<:1 . In this case, it follows from Theorem 1.1 that the
unstable manifold W u(0) of 0 is equal to G and [M!]! # G gives an
invariant foliation over W u(0), with M0 being the stable manifold of 0.
A separate standard type of proof shows that the solutions on W u(0)
approach zero exponentially as t  & and that the solutions on M0
decay to 0 exponentially as t  . If 0 is a nonhyperbolic equilibrium
point and :2<:1<1 with :1 close to 1, then Theorem 1.1 gives the center-
unstable manifold G=W cu(0) of 0 and a foliation over it. If 0 is a non-
hyperbolic equilibrium point and 1<:2<:1 with :2 close to 1, G is the
strongly unstable manifold.
We also wish to point out that although conditions (H.3) and (H.4)
mainly concern the size of the spectral gap :1&:2 and the Lipschitz con-
stant Lip(R), one should not overlook the roles of constants C1 and C2 in
general. In the case where X is a Hilbert space and L is a self-adjoint
operator, these factors are irrelevant since one can take C1=C2=1.
In Theorem 1.1, we assumed that R(0)=0; that is, 0 is an equilibrium
of the semigroup [.t]t0. If #2<1 in (H.4), then we may drop this
assumption. The statements remain the same, except that 0 may not belong
to G. The details are as follows:
Theorem 1.2. Suppose that hypotheses (H.1)(H.4) hold and #2<1.
Then the same statements as those of Theorem 1.1 hold except that g(0) may
not be 0 in this case.
In Section 2, we study the existence and smoothness properties of solu-
tions of the LyapunovPerron equations arising in the study of invariant
manifolds for maps. In Section 3, we state and prove the analogue of
Theorems 1.1 and 1.2 for maps and in Section 4, we use these results to
prove Theorems 1.1 and 1.2. The remaining sections are devoted to showing
the manner in which the results apply to some particular situations. Our
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objective is to show the applicability of the theorems and not to give the
most refined results. In Section 5, we show the existence of invariant mani-
folds and foliations over these manifolds for classical evolutionary equations
and functional differential equations. For the KleinGordon equation,
we demonstrate the existence of an infinite dimensional center-unstable
manifold together with a continuous foliation over it. We also give the
existence of invariant manifolds and foliations of a fully nonlinear problem.
Section 6 is devoted to the existence of inertial manifolds and foliations
over these manifolds.
2. SMOOTHNESS OF SOLUTIONS OF THE
LYAPUNOVPERRON EQUATIONS
Let En(n # Z) be Banach spaces and denote by E the Banach space of all
bi-infinite sequences u#[un]n # Z with un # En such that the norm
|u|E :=sup
n # Z
|un |En (2.1)
is finite.
By the LyapunovPerron equations in the title of this section, we mean
the system of equations in E
un=Sn( y)+ :

k=&
Rk, n(uk , y) n # Z, (2.2)
where y is regarded as a parameter taking values in a Banach space Y,
Sn : Y  En and Rk, n : Ek_Y  En are given maps, and we seek for solu-
tions u=[un]n # Z in E. The importance of this class of equations lies in
their recurrent appearances in the LyapunovPerron approach to invariant
manifolds.
Our conditions on Sn and Rk, n are as follows.
(S.1) For every y # Y, [Sn( y)]n # Z is an element of E. Hence,
S( y) :=[Sn( y)]n # Z defines a map S : Y  E.
(S.2) For each n # Z, the map Sn : Y  En is continuous. Moreover,
the map S : Y  E is locally bounded; that is, any point y # Y has a
neighborhood whose image under S is bounded in E.
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(S.3) There is a closed subspace Z of Y such that S : Y  E is
uniformly Lipschitz continuous in the Z direction; that is,
LipZ(S) :=sup
n # Z
LipZ(Sn)<.
(R.1) For every pair (k, n) # Z_Z, the map Rk, n : Ek_Y  En is
uniformly Lipschitz continuous in the Ek direction. Moreover,
LipE (R) :=sup
n # Z
:

k=&
LipEk(Rk, n)<1.
(R.2) Rk, n(0, y)=0 for all k, n # Z and y # Y.
(R.3) For every (k, n), the map Rk, n : Ek_Y  En is continuous.
(R.4) There is a closed subspace Z of Y such that Rk, n : Ek _Y  En
is uniformly Lipschitz continuous in the Z direction. Moreover,
LipZ(R) :=sup
n # Z
:

k=&
LipZ(Rk, n)<.
Needless to say, our conditions are motivated by applications to
invariant manifolds in later sections.
The main results of this section are:
Theorem 2.1 (Existence and Continuous Dependence). Assume condi-
tions (S.1), (R.1), and (R.2).
(i) For each y # Y, the LyapunovPerron equations (2.2) have a
unique solution in E. Denoting it by F( y)=[Fn( y)]n # Z # E, we thus have
Fn( y)=Sn( y)+ :

k=&
Rk, n(Fk( y), y) n # Z. (2.3)
Moreover,
|F( y)|E
1
1&LipE (R)
|S( y)|E (2.4)
for all y # Y.
(ii) Assume further (S.2) and (R.3). For each n # Z, the solution map
Fn : Y  En is continuous.
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Theorem 2.2 (Lipschitz Continuity and C1 Smoothness). Assume con-
ditions (S.1)(S.3) and (R.1)(R.4). Let F : Y  E be the map giving solutions
of (2.2) as in the previous theorem.
(i) F : Y  E is uniformly Lipschitz continuous in the Z direction,
|F( y+z)&F( y)|E
LipZ(S )+LipZ(R)
1&LipE (R)
|z| ,
for all y # Y and z # Z.
(ii) Assume further that Sn : Y  En is C1 in the Z direction for each
n and Rk, n : Ek _Y  En is C1 in the Ek_Z direction for each (k, n). Then
for each n # Z, the map Fn : Y  En is C1 in the Z direction.
Given u=[un]n # Z # E and y # Y, let J(u, y)=[Jn(u, y)]n # Z be defined
by
Jn(u, y) :=Sn( y)+ :

k=&
Rk, n(uk , y) n # Z. (2.5)
Fixed points of the map J( } , y) give solutions of the LyapunovPerron
equations (2.2).
The above statements in Theorem 2.1(i) and Theorem 2.2(i) follow easily
from applying standard arguments to the uniform contraction J : E_Y  E.
Statements in Theorem 2.1(ii) and Theorem 2.2(ii), however, require some
careful considerations. These statements do not follow immediately from
the standard results concerning the continuous and smooth dependence of
fixed points on parameters, due to the following reasons:
v In general, J as a map from E_Y to E may not be continuous
in y;
v Similarly, J( } , y) : E  E may not be differentiable in u # E, even in
the case where Rk, n(x, y) has smooth dependence in x # Ek for each (k, n).
One can certainly obtain the continuity and smoothness of the map J by
simply imposing some stronger conditions on Sn and Rk, n ; but such
stringent restrictions would unfortunately ruin our applications to
invariant manifolds. When one tries to construct C1 invariant manifolds for
C1 dynamical systems, the map J appearing there does have the above
‘‘bad’’ characters. The gist of Theorem 2.1(ii) and Theorem 2.2(ii) is that
even though the solution map F : Y  E itself may not behave nicely, its
componentwise dependence on the parameters does. This turns out to be
good enough for showing the smoothness of invariant manifolds.
Our proof of Theorem 2.1(ii) involves applying the dominated con-
vergence theorem to some infinite series. It was first observed in [8,
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Appendix C] that the dominated convergence theorem can be used to
prove the smoothness of invariant manifolds. See especially Steps 6 and 7
in the proof of Theorem C.4 of [8].
The proof of Theorem 2.2(ii) consists of three steps. By formally differen-
tiating the two sides of the identity (2.3), we can predict a system of
LyapunovPerron equations which should be satisfied by the possible
derivatives DZ Fn . Theorem 2.1 enables us to show the existence of solu-
tions of the resulting equations along with continuous dependence on
parameters. The solutions so obtained are candidates for the partial
derivatives of Fn . We next prove that each Fn : Y  En are indeed differen-
tiable in the Z direction and the partial derivatives are given by the above
candidate solutions. Finally we apply Theorem 2.1 again to obtain the
continuity of the partial derivatives.
Proof of Theorem 2.1 (i) We first notice that, since Rk, n(0, y)=0,
|Rk, n(uk , y)|EnLipEk(Rk, n) |uk |Ek
LipEk(Rk .n) |u|E u # E, y # Y. (2.6)
From the assumptions, it follows that, for any u, u$ # E, y # Y and n # Z,
|Jn(u, y)|En|Sn( y)|En+ :

k=&
|Rk, n(uk , y)|En
|S( y)|E+ :

k=
LipEk(Rk, n) |u|E
|S( y)|E+LipE (R) |u| E , (2.7)
and
|Jn(u, y)&Jn(u$, y)|En :

k=&
|Rk, n(uk , y)&Rk, n(u$k , y)| En
 :

k=
LipEk(Rk, n) |u&u$|E
LipE (R) |u&u$| E . (2.8)
From (2.7), J(u, y) # E for any u # E and y # Y and hence the map
J : E_Y  E is well defined.
Estimate (2.8) means that J is a uniform contraction in the E direction
with the contraction rate LipE (J)LipE (R)<1. Thus we can apply the
standard fixed point theorem for uniform contractions. This gives the
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unique fixed point F( y)=J(F( y), y) in E for every y. Clearly F( y) is a solu-
tion of equations (2.2). Letting u in (2.7) be replaced by F( y), we find
|F( y)|E|S( y)|E+LipE (R) |F( y)|E .
This gives the desired bound for F( y). The proof of Theorem 2.1(i) is
complete. K
Proof of Theorem 2.1 (ii) Fix y # Y. We shall show that the upper limits
%n :=lim sup
y$  y
|Fn( y$)&Fn( y)|En
vanish for all n # Z.
By the local boundedness of S in (S.2), there exists an M>0 such that
|S( y$)|EM (2.9)
for y$ sufficiently close to y. Hereafter, we always assume that y$ lies in such
a neighborhood of y.
By the identity (2.3), we obtain
|Fn( y$)&Fn( y)|En|Sn( y$)&Sn( y)|En
+ :

k=&
|Rk, n(Fk( y$), y$)&Rk, n(Fk( y), y)| En
|Sn( y$)&Sn( y)|En
+ :

k=&
[LipEk(Rk, n) |Fk( y$)&Fk( y)|Ek
+|Rk, n(Fk( y), y$)&Rk, n(Fk( y), y)|En]. (2.10)
The infinite series on the right hand side has the following majorant series
(in view of (R.1), (R.2), (2.4), and (2.9)):
:

k=&
LipEk(Rk, n)[ |F( y$)|E+|F( y)|E+2 |F( y)| E]
 :

k=&
LipEk(Rk, n)
4M
1&LipE (R)
.
The last series is convergent (for each n), by assumption (R.1). Now we
take the limit as y$  y in (2.10) and apply the dominated convergence
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theorem. By the continuity assumptions in (S.2) and (R.3), we obtain for
all n # Z
%n :

k=&
LipEk(Rk, n) %kLipE (R) sup
k # Z
%k .
Since LipE (R)<1, from the last inequality we conclude that %n=0 for any
n # Z. K
Proof of Theorem 2.2 (i). Immediate from the identity (2.3) combined
with the assumptions in the theorem. The details are left to the reader. K
Proof of Theorem 2.2 (ii). For ( y, z, =) # Y_Z_R and ={0, define
G( y, z, =)=[Gn( y, z, =)]n # Z # E by
Gn( y, z, =) :==&1[Fn( y+=z)&Fn( y)].
It suffices to show that, for each n, Gn( y, z, =) converges to a limit Gn( y, z)
as =  0 (that is, Fn is Ga^teaux differentiable in the z direction), the
map Z  En , z [ Gn( y, z) is a bounded linear operator, and moreover
Gn( y, } ) # L(Z, En) depends on y continuously.
We first observe that G( y, z, =) is a solution of the system of Lyapunov
Perron equations
Gn( y, z, =)==&1[Sn( y+=z)&Sn( y)]+ :

k=&
=&1
_[Rk, n(Fk( y)+=Gk( y, z, =), y+=z)&Rk, n(Fk( y), y)]. (2.11)
To be precise, let Y :=Y_Z_R and define S n : Y  En and R k, n : Ek_Y  En
by
=&1[Sn( y+=z)&Sn( y)]+k=& =
&1
S n( y, z, =) :={ _[Rk, n(Fk( y), y+=z)&Rk, n(Fk( y), y)] ={0DZ Sn( y) z+:k=& DZ Rk, n(Fk( y), y) z ==0,
=&1[Rk, n(Fk( y)+=x, y+=z)
R k, n(x, y, z, =) :={ &Rk, n(Fk( y), y+=z)] ={0DEk Rk, n(Fk( y), y) x ==0.
It is easy to deduce that
|S n( y, z, =)|En[LipZ(S )+LipZ(R)] |z| ( y, z, =) # Y , (2.12)
LipEk(R k, n)LipEk(Rk, n).
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Using the properties of Sn and Rk, n , it is now straightforward to verify the
corresponding conditions (S.1), (S.2), and (R.1)(R.3) for S n and R k, n . The
LyapunovPerron equations associated with S n and R k, n are
un=S n( y, z, =)+ :

k=&
R k, n(uk , y, z, =) n # Z. (2.13)
Applying Theorem 2.1 to this system of equations, we obtain a unique
solution F ( y, z, =)=[F n( y, z, =)]n # Z # E for any ( y, z, =) # Y_Z_R. More-
over, for every n, F n : Y  En is continuous. Theorem 2.1(i) combined with
(2.12) gives rise to
|F ( y, z, =)|E
LipZ(S )+LipZ(R)
1&LipE (R)
|z|, (2.14)
for any ( y, z, =) # Y .
Equation (2.11) means that, when ={0, G( y, z, =) # E is a solution of
(2.13). We hence must have Gn( y, z, =)=F n( y, z, =) for ={0 by uniqueness.
In particular, as =  0 we find Gn( y, z, =)  F n( y, z, 0) by the continuity of
F n . This shows the Ga^teaux differentiability of Fn in the Z direction and
that the Ga^teaux partial derivative in z is equal to F n( y, z, 0).
By definition, F n( y, z, 0) satisfies the following LyapunovPerron
equations:
F n( y, z, 0)=S n( y, z, 0)+ :

k=&
DEk Rk, n(Fk( y), y) F k( y, z, 0). (2.15)
Since S n( y, z, 0) are linear functions of z, so are F n( y, z, 0) by the unique-
ness of solutions. By the estimate (2.14),
sup
0{z # Z
|F n( y, z, 0)|En
|z|

LipZ(S )+LipZ(R)
1&LipE (R)
.
Thus, F n( y, } , 0) : Z  En is a bounded linear operator. Combining the
above we obtain the Fre chet differentiability of Fn in the Z direction and
that DZ Fn( y) z=F n( y, z, 0).
It remains to show the continuous dependence of DZ Fn( y)=F n( y, } , 0)
on y. To this end, let E n = L(Z, En) and define S n : Y  E n and
R k, n : E k_Y  E n by
S n( y) :=DZ Sn( y)+ :

k=&
DZ Rk, n(Fk( y), y) y # Y,
R k, n(A, y) :=DEk Rk, n(Fk( y), y) A A # E k , y # Y.
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Equation (2.15) combined with (2.14) says that [DZ Fn( y)]n # Z is a
bounded solution of the LyapunovPerron equations associated with S n
and R k, n :
DZ Fn( y)=S n( y)+ :

k=&
R k, n(DZ Fk( y), y).
It can be verified directly that S n and R k, n satisfy conditions (S.1), (S.2),
and (R.1)(R.3). Theorem 2.1(ii) tells us that every component of the solu-
tion must be continuous in y, which means the continuity of y [ DZ Fn( y).
The proof of Theorem 2.2 (ii) is complete. K
3. INVARIANT FOLIATIONS FOR C1 MAPS
In this section, we will consider a Lipschitz map
8(x)=Lx+R(x) (3.1)
in a Banach space (X, | } | ).
A sequence [u(n)]n0/X is called a negative semiorbit of 8 if
8(u(n))=u(n+1) for any n&1.
For # # [0, ], define
G(#) :={y # X }
there is a negative semiorbit [un]n0 with u0=y
=. (3.2)such that lim sup
n  &
1
|n|
ln |un |&ln #
For x # X, define
Mx(#) :={y # X } lim supn  
1
n
ln |8ny&8nx|ln #= . (3.3)
In the above we understand ln 0=&. Hence, by definition, x always lies
on Mx(#). The so-called positive invariance of [Mx(#)]x # X is also obvious:
8(Mx(#))/M8(x)(#).
The main result of this section is:
Theorem 3.1. If a Lipschitz map 8 : X  X admits a decomposition (3.1)
satisfying hypotheses (H.3) and (H.4) and R(0)=0, then the following
conclusions hold.
(i) G(#)=G(#1) for any #2<##1 . In what follows, we shall write
G=G(#1).
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(ii) 8(G)=G and moreover, the restriction 8|G : G  G is a homeo-
morphism having globally Lipschitz inverse. In particular, through any ! # G,
there exists a unique negative semiorbit lying on G.
(iii) The set G is a globally Lipschitz graph over X1 ; namely, there exists
a globally Lipschitz function g : X1  X2 such that G=[ y1+g( y1) | y1 # X1].
If, in addition, the map 8 is C1, then g is C1.
(iv) Mx(#)=Mx(#2) for any #2#<#1 and any x # X. Denote Mx=
Mx(#2).
(v) The set Mx is a globally Lipschitz graph over X2 for each x # X
and depends on x continuously. More precisely, there exists a continuous
function h : X_X2  X1 such that Mx=[ y2+h(x, y2) | y2 # X2] and h is
uniformly Lipschitz in the [0]_X2 direction. Moreover, if the map 8 is C 1,
then h is C1 in the [0]_X2 direction.
(vi) Assume further that
_ min#2##1
C1 C2 Lip(R)
(:1&#)[1&*(#) Lip(R)]&
} _ min#2##1
#C1C2 Lip(R)
:1(#&:2)[1&*(#) Lip(R)]&<1. (3.4)
For every x # X, Mx & G is exactly a single point. In particular,
M! & M’=< (!, ’ # G, !{’), .
! # G
M!=X; (3.5)
that is, [M!]! # G form a foliation of X over G.
The LyapunovPerron construction of invariant manifolds is based on
the following observation:
Lemma 3.2. Assume the conditions in Theorem 2.1 and let [un]n0/X
have the following Lyapunov exponent bound:
lim sup
n  &
1
|n|
ln |un |<&ln :2 . (3.6)
The sequence [un]n0 is a negative semiorbit of 8 if and only if it satisfies
un=Ln1 P1u0& :
nk<0
Ln&k&11 P1R(uk)
+ :
k<n
Ln&k&12 P2R(uk) n0. (3.7)n
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Proof. ‘‘Only if ’’ part: By iterating (3.1), we have
un=Ln1 P1u0& :
nk<0
Ln&k&11 P1R(uk)
+Ln&m2 P2um+ :
mk<n
Ln&k&12 P2R(uk) mn0.
The assumption (1.2) together with (3.6) allows us to pass to the limit as
m  & in the above. This yields (3.7)n .
‘‘If ’’ part: Note first that the infinite series converges absolutely because
of (1.2) and (3.6). Considering (3.7)n+1&L } (3.7)n , we obtain un+1&Lun
=R(un). K
Proof of Theorem 3.1(i)(iii). Motivated by Lemma 3.2, we study the
equations
un=Ln1 y1& :
nk<0
Ln&k&11 P1 R(uk)+ :
k<n
Ln&k&12 P2R(uk), (3.8)n
where y1 # X1 is given and we seek for solutions un # X. We will apply the
results in Section 2 to these equations of LyapunovPerron type.
Some preparations are in order. Take # # (#2 , #1). Let Y=Z=X1 and let
the Banach space En (n # Z) be a copy of X assigned a weighted norm:
|a|En :=#
&n |a|X a # En .
The space E is defined as at the beginning of Section 2. Define Sn : Y  En
and Rk, n : Ek_Y  En by
Sn=0 (n>0), Rk, n=0 (k0 or n>0);
Sn( y1)=Ln1 y1 y1 # Y (=X1), n0;
Rk, n(a, y1)=&Ln&k&11 P1R(a) a # Ek , y1 # Y, nk<0;
Rk, n(a, y1)=Ln&k&12 P2R(a) a # Ek , y1 # Y, k<n0.
We remark that Sn are linear bounded operators and Rk, n(a, y1) are inde-
pendent of y1 (so we will also write Rk, n(a)#Rk, n(a, y1)). The Lyapunov
Perron equations associated with these Sn and Rk, n are
un=Sn y1+ :

k=&
Rk, n(uk) n # Z. (3.9)n
Notice that, when n0, (3.8)n and (3.9)n are the same. On the other hand,
when n>0, (3.9)n reads as a trivial equation un=0.
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Now conditions (S.1)(S.3) and (R.1)(R.4) in Section 2 can be verified
easily. Indeed, (S.1)(S.3) follow from
sup
n<0
|Sn | L(Y, En)sup
n<0
#&n|Ln1P1 | L(X )sup
n<0
#&nC1:n1=C1#:
&1
1 . (3.10)
Let us look at (R.1). Recall that LipEk(Rk .n), by definition, is measured in
the weighted norm; namely,
LipEk(Rk, n)= sup
a{a$
a, a$ # X
#&n |Rk, n(a)&Rk, n(a$)|X
#&k |a&a$|X
.
Now we compute, for n0,
:

k=&
LipEk(Rk, n)= :
nk<0
LipEk(L
n&k&1
1 P1R)
+ :
k<n
LipEk(L
n&k&1
2 P2R)
 :
nk<0
#k&n |Ln&k&11 P1 | Lip(R)
+ :
k<n
#k&n |Ln&k&12 P2 | Lip(R)
 :
nk<0
#k&nC1:n&k&11 Lip(R)
+ :
k<n
#k&nC2 :n&k&12 Lip(R)
*(#) Lip(R)<1. (3.11)
Here *(#) is as in (H.4). Thus, (R.1) is valid. Conditions (R.2)(R.4) are
trivial.
Applying Theorems 2.1 and 2.2 to the system (3.9), which is essentially
the same as (3.8), we find that for any y1 # X1 , there is a unique solution
[Fn( y1)]n0 of Eq. (3.8) such that
sup
n0
|Fn( y1)| En=sup
n0
#&n |Fn( y1)|<. (3.12)
Moreover, for each n0, the solution map Fn : Y  X is globally Lipschitz.
Remembering that # was arbitrarily chosen from (#2 , #1), we see that the
solution maps [Fn]n0 are actually independent of the choice of # # (#2 , #1)
by the uniqueness of solutions. This consideration combined with (3.12)
has (apparently) stronger consequences:
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Claim (A). For any y1 # X1 , let [Fn( y1)]n0 be the sequence obtained
as above by choosing any # # (#2 , #1). Then it is a negative semiorbit of 8
and satisfies
lim sup
n  &
1
|n|
ln |Fn( y1)|&ln #1 . (3.13)
Indeed, from the construction, [Fn( y1)]n0 satisfies the bound (3.12) for
any # # (#2 , #1), from which (3.13) follows. By Lemma 3.2, it then has to be
a negative semiorbit. The claim is shown.
Claim (B). If a negative semiorbit [un]n0 of 8 satisfies
lim sup
n  &
1
|n|
ln |un |<&ln #2 , (3.14)
then un+m=Fn(P1um) for all n, m0.
Denote by \ the upper limit on the left hand side of (3.14). Fix m0 and
# with #2<#<min[#1 , e&\]. The negative semiorbit [vn]n0 defined by
translation vn :=un+m then lies in the Banach space E and satisfies the
LyapunovPerron equations (3.8) with y1=P1 v0 by Lemma 3.2. This
implies vn=Fn(P1v0) (n0), which means un+m=Fn(P1um). The claim is
proved.
Now let us prove statement (i) in Theorem 3.1. Claim (A) says that
F0(X1)/G(#1). Setting n=m=0 in the conclusion of Claim (B), we find
G(#)/F0(X1). Combined with the triviality G(#1)/G(#) for #2<##1 , we
obtain G(#)=G(#1)=F0(X1) and thus statement (i).
From the preceding paragraph, it also follows that G=G(#1)=F0(X1) is
the graph of a map g: X1  X2 defined by
g( y1) :=P2 F0( y1) \= :k<0 L
&k&1
2 P2R(Fk( y1))+ . (3.15)
Since F0 is globally Lipschitz, so is g. If 8 is further assumed C1, then
Theorem 2.2(ii) gives the C1 smoothness of every Fn and hence that of g.
Theorem 3.1(iii) is proved.
For the later proof of Theorem 3.1(vi), let us give a more precise
estimate for the Lipschitz constant of g. From (3.10), one can easily find
sup
n<0
LipY (Fn)
C1#:&11
1&*(#) Lip(R)
.
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Using this to bound the infinite series in (3.15), we obtain
Lip(g) :
k<0
C2:&k&12 Lip(R) } #
k C1#:
&1
1
1&*(#) Lip(R)
=
C1C2 # Lip(R)
:1(#&:2)[1&*(#) Lip(R)]
. (3.16)
Finally we prove Theorem 3.1(ii). 8(G)=G is trivial by definition. Let
us now show that the correspondence ! [ F&1(P1!) is the inverse map of
the restriction 8|G : G  G. Indeed, for any ! # G, we have that F0(P1 !)=!
since G=F0(X1) and that 8(F&1(P1!))=F0(P1!) by Claim (A).
Thus, 8(F&1(P1!))=!. It remains to show that F&1(P18(!))=!. Define
u0 :=8(!) and un :=Fn+1(P1!) for n<0. It follows from Claim (A) that
[un]n0 is a negative semiorbit and satisfies
lim sup
n  &
1
|n|
ln |un |&ln #1 .
By Claim (B), u&1=F&1(P1u0)=F&1(P1 8(!)). Noting that u&1 was !, we
are done. K
We prepare a lemma for constructing invariant foliations.
Lemma 3.3. Let x # X and [un]n0/X satisfy
lim sup
n  
1
n
ln |un&8n(x)|<ln :1 .
The sequence [un]n0 is a positive semiorbit of 8 if and only if the
difference sequence vn :=un&8n(x) satisfies
vn=Ln2(P2u0&P2x)& :
kn
Ln&k&11 P1[R(vk+8
kx)&R(8kx)]
+ :
0k<n
Ln&k&12 P2[R(vk+8
kx)&R(8kx)].
The proof is similar to that of Lemma 3.2.
Proof of Theorem 3.1 (iv)(vi). Lemma 3.3 suggests that we consider
the following equations: given (x, y2) # X_X2 , find vn # X such that
vn=Ln2( y2&P2x)& :
kn
Ln&k&11 P1[R(vk+8
kx)&R(8kx)]
+ :
0k<n
Ln&k&12 P2[R(vk+8
kx)&R(8kx)] n0. (3.17)
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It turns out that results in Section 2 are applicable to this system. Let us
make the set-up more precisely. Take an arbitrary # # (#2 , #1) and let En
(n # Z) be the same Banach space as in the proof of Theorem 3.1(i)
and (ii); namely, En=X as a vector space but equipped with a different
norm: |a|En :=#
&n |a| X . Let Y :=X_X2 and choose the subspace Z=
[0]_X2/Y. The maps Sn : Y  En and Rk, n : Ek_Y  En are defined as
follows,
Sn=0 for n<0,
Rk, n=0 for k<0 or n<0;
Sn(x, y2) :=Ln2( y2&P2x) n0;
Rk, n(a, x, y2) :=Rk, n(a, x) :=&Ln&k&11 P1[R(a+8
kx)&R(8kx)]
kn0;
Rk, n(a, x, y2) :=Rk, n(a, x) :=Ln&k&12 P2[R(a+8
kx)&R(8kx)]
n>k0,
where (x, y2) # Y, a # Ek . Note that Rk, n are constants along the Z
direction. Conditions (S.1)(S.3) and (R.1)(R.4) can be verified in a
straightforward way. Let us just mention the following bounds:
LipZ(Sn)C2:n2#
&n,
:

k=&
LipEk(Rk, n)*(#) Lip(R)<1.
It is easy to see that the LyapunovPerron equations associated with Sn
and Rk, n
vn=Sn(x, y2)+ :

k=&
Rk, n(a, x) n # Z
are the same as (3.17) (except for the trivial excessive equations vn=0 for
n<0, which are of course unimportant).
By Theorems 2.1 and 2.2, for any (x, y2) # Y=X_X2 , the system of
equations (3.17) has a unique solution in the Banach space E. Denoting it
by [F n(x, y2)]n0, the map F n : X_X2  X is uniformly Lipschitz in the
X2 direction and is continuous on the X_X2 , for each n0. From the
arbitrariness of # # (#2 , #1) it follows that F n(x, y2) are in fact independent
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of # (although their construction uses the weighted Banach space E
involving #). Hence, we have
lim sup
n  
1
n
ln |F n(x, y2)|ln #2 ,
Moreover, [F n(x, y2)]n0 is the unique solution of (3.17) having the
Lyapunov exponent <ln #1 . Note also that F n(x, P2x)#0 for any x # X
and n0.
Setting y :=x+F 0(x, y2), we have P2 y=y2 . Moreover, in view of
Lemma 3.3,
8n( y)=8n(x)+F n(x, y2) n0.
Collecting all such points y, we get a manifold
Nx :=[x+F 0(x, y2) | y2 # X2].
From the above discussion concerning F n , we find Nx/Mx(#2) and
Mx(#)/Nx for #2#<#1 . It follows that Mx(#2)=Mx(#)=Nx . Theorem
3.1(iv) is proved.
By the definition of Nx , it is now obvious that Mx=Nx is the graph of
h(x, } ) : X2  X1 defined by
h(x, y2) :=P1(x+F 0(x, y2))
=P1x& :
k0
L&k&11 P1[R[F k(x, y2)+8
k(x)]&R[8k(x)]].
By Theorem 2.2, we find the uniform Lipschitz continuity in the Z direc-
tion for h:
LipX2(h)= sup
x # X
y2{y$2 # X2
|h(x, y2)&h(x, y$2)|
| y2&y$2|
 :
k0
C1 :&k&11 Lip(R) } #
k C2
1&*(#) Lip(R)
=
C1C2 Lip(R)
(:1&#)[1&*(#) Lip(R)]
. (3.18)
We emphasize that this estimate holds for any # # (#2 , #1). Theorem 2.1
asserts that h : X_X2  X1 is continuous. If 8 is C1, then so are the Sn and
Rk, n which, by Theorem 2.2(ii), implies that h is C1 in the Z=[0]_X2
direction. This proves Theorem 3.1(v).
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Now we prove Theorem 3.1(vi); that is, under the additional assumption
in (vi), Mx & G is exactly a single point for every x # X. Recall that Mx and
G are graphs of functions h(x, } ) : X2  X1 and g : X1  X2 respectively.
The inequality condition in (vi) implies that Lip(h(x, } )) Lip(g)<1 because
(3.16) and (3.18) hold for any # # (#2 , #1). The desired property then follows
readily from
Lemma 3.4. If two globally Lipschitz maps f : X2  X1 and g : X1  X2
satisfy Lip( f ) Lip(g)<1, then their graphs intersect at exactly one point in
X1_X2 .
For the proof, apply the standard fixed point theorem for contractions.
Theorem 3.1(vi) is now proved. K
What we have really shown above reveals that conditions (H.3) and
(H.4) in Theorem 3.1 can be relaxed a little more.
(H.3)$ Assume that L is a bounded linear operator in a Banach space
X and there are subspaces Xi , i=1, 2, of X and continuous projections
Pi : X  Xi such that P1+P2=I, X=X1X2 , L leaves X1 and X2
invariant and L commutes with Pi , i=1, 2. Denoting by Li : Xi  Xi the
restriction of L on Xi , assume that L1 has bounded inverse.
Given a map R : X  X, define for #0,
;1(#) :=sup
n1
#n |L&n1 |, ;2(#) :=sup
n0
#&n |Ln2|.
+1(#) := :
n0
#n Lip(L&n&11 P1R), +2(#) := :
n0
#&n&1 Lip(Ln2 P2R),
11 :=[#0 | +1(#)++2(#)<1, ;1(#)<], #1 :=sup 11 ,
12 :=[#0 | +1(#)++2(#)<1, ;2(#)<], #2 :=inf 12 .
Notice that (H.3) and (H.4) in Section 1 were conditions to guarantee
that 11 & 12 is nonvoid.
Theorem 3.1$. Suppose that L satisfies (H.3)$, let 8 : X  X be 8(x)=
Lx+R(x), and let G(#) and Mx(#) be defined as in (3.2) and (3.3).
v If R(0)=0 and 11{<, then
(i)$ G :=G(#1) is equal to G(#) for any # # 11 .
(ii)$ Theorem 3.1(ii) holds.
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(iii)$ Theorem 3.1(iii) holds with
Lip(g) inf
# # 11
;1(#) +2(#)
1&+1(#)&+2(#)
.
v If 12{<, then
(iv)$ For each x # X, Mx :=Mx(#2) is equal to Mx(#) for any
# # 12 .
(v)$ The same statement as Theorem 3.1(v) holds with
LipX2(h) inf# # 12
;2(#) +1(#)
1&+1(#)&+2(#)
.
v If R(0)=0, 11{<, 12{< and
_ inf# # 11
;1(#) +2(#)
1&+1(#)&+2(#)& } _ inf# # 12
;2(#) +1(#)
1&+1(#)&+2(#)&<1,
then
(vi)$ the conclusion in Theorem 3.1(vi) holds.
Theorem 3.5 (C1 Perturbation ). If a Lipschitz map 8 : X  X admits a
decomposition (3.1) satisfying hypotheses (H.3) and (H.4) and that #2<1,
then the statements of Theorem 3.1(i)(vi) hold true.
The difference between Theorem 3.1 and Theorem 3.5 is that Theorem
3.1 assumes R(0)=0 but does not require #2<1, while Theorem 3.5
assumes #2<1 but does not require R(0)=0.
Proof of Theorem 3.5. Take # # (#2 , #1) and #<1. Let Y=Z=X1 and
let the Banach space En (n # Z) be a copy of X assigned a weighted norm:
|a|En :=#
&n |a|X a # En .
The space E is defined as at the beginning of Section 2. Set
wn={&nk<0 L
n&k&1
1 P1R(0)+k<n L
n&k&1
2 P2R(0)
0
n<0,
n0.
By (H.3) and the fact that #<1, w=[wn]n # Z # E. Thus, we can rewrite
(3.8)n as follows:
un=Ln1 y1+wn& :
nk<0
Ln&k&11 P1(R(uk)&R(0))
+ :
k<n
Ln&k&12 P2(R(uk)&R(0)) n<0. (3.19)n
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Define Sn : Y  En and Rk, n : Ek_Y  En by:
Sn=0 (n>0), Rk, n=0 (k0 or n>0);
Sn( y1)=Ln1 y1+wn y1 # Y (=X1), n0;
Rk, n(a, y1)=&Ln&k&11 P1(R(a)&R(0)) a # Ek , y1 # Y, nk<0;
Rk, n(a, y1)=Ln&k&12 P2(R(a)&R(0)) a # Ek , y1 # Y, k<n0.
Consider
un=Sn( y1)+ :
k # Z
Rk, n(uk , y1) n # Z. (3.20)n
It is easy to see the equivalence between (3.19)n and (3.20)n when n<0. Thus,
the rest of the proof is exactly the same as the proof of Theorem 3.1. K
4. PROOF OF THE MAIN RESULTS
Proof of Theorem 1.1. Let 8=.{ and define G(#) as in (3.2). By
Theorem 3.1(i), G(#)=G(#1) for any #2<##1 . By Theorem 3.1(iii),
G :=G(#1) is the graph of a Lipschitz map g : X1  X2 . For any x # G,
denote by [u(n, x)]n0 the unique solution of (3.8)n with y1=P1 x. (Using
the notations of the Lipschitz maps Fn : X1  X used in the proof of
Theorem 3.1, u(n, x)=Fn(P1x).) Then [u(n, x)]n0 satisfies
lim sup
n  &
1
|n|
ln |u(n, x)|&ln #1
and is a negative semiorbit of 8 passing through x and lying on G.
We now prove Theorem 1.1(i).
Given x # G and 0s<{, it is easy to see that [.s(u(n, x))]n0 is a
negative semiorbit of 8 passing through .s(x). Since .s is Lipschitzian, we
have |.s(u(n, x))|D |u(n, x)| for all n0 and hence
lim sup
n  &
1
|n|
ln |.s(u(n, x))|&ln #1 .
By definition (3.2), this means that .s(x) # G(#1)=G. We have shown that
.s(G)/G for 0s<{.
On the other hand, by Theorem 3.1(ii), u(&1, y) # G for any y # G. Since
.s(G)/G for any s # (0, {), .{&s(u(&1, y)) # G. So, .s(.{&s(u(&1, y)))=
.{(u(&1, y))=y # .s(G). This means that G/.s(G) for any s # (0, {).
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Thus, we have G=.s(G) for any s # [0, {). This together with an
iteration yields the invariance of G under [.t]t0.
The restriction of the semiflow on G is extended to a flow t : G  G
(t # R) as follows. For t0 and x # G, set t(x)=.t(x). For t<0, write
t=n{+s with n being a negative integer and 0s<{ and set
t(x) :=.s(u(n, x)) x # G.
By what we have seen above, this defines a map from G to itself. It is
also easy to verify that [t]t # R satisfy the flow property: t t$=t+t$
(t, t$ # R). Since .s and u(n, } ) are Lipschitz maps, so are t . Theorem 1.1(i)
is proved.
Let us now prove Theorem 1.1(ii). Let [u(t)]t0 be a negative semiorbit
of [.t]t0 on G and set un=u(n), n<0. By Theorem 3.1(i) and (ii),
lim sup
n  &
1
|n|
ln |un |&ln #1 .
Write t as t=n{+s, where n is an integer and 0s<{. Then, we have
.s(un)=u(t) and thus
1
|t|
ln |u(t)|
1
|t|
ln(D |un | )=
|n|
|t|
1
|n|
ln |un |+
1
|t|
ln D.
Taking the superior limit as t  & in the above inequality, we get the
first part of Theorem 1.1(ii).
For the latter half of part (ii), let [u(t)]t0/X be a negative semiorbit
of [.t]t0 such that
&
1
{
ln # :=lim sup
t  &
1
|t|
ln |u(t)|<&
1
{
ln #2 .
By definition (3.2), [u(n{)]n0/G(#). Defining #$=min[#, #1], we have
#2<#$#1 and G(#)/G(#$). By Theorem 3.1(i), G(#$)=G(#1)=G. Thus,
u(n{) # G for all n0. Theorem 1.1(ii) is proved.
Arguing as in (i) and (ii), we get (iii).
Theorem 3.1(vi) implies Theorem 1.1(iv).
Finally Theorem 1.1(v) is obtained immediately from Theorem 3.1(iii)
and (v). The proof of Theorem 1.1 is complete. K
The proof of Theorem 1.2 is similar, except that this time we use
Theorem 3.5 instead of Theorem 3.1.
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5. APPLICATIONS TO AN EQUILIBRIUM POINT
5.1. Classical Evolutionary Equations
Let us consider the evolutionary equation
ut+Au= f (u) (5.1)
in a Banach space X, where A is the infinitesimal generator of a C0 semi-
group e&At of linear transformations on X and f is a Ck-functional from
X to X, k1. By a solution of (5.1), we mean a solution of the integral
equation
u(t)=e&Atu0+|
t
0
e&A(t&s)f (u(s)) ds. (5.2)
Under the above hypotheses, it is not difficult to show from the contraction
principle that there is a unique solution T(t) u0 # X defined on an interval
[0, {0) and this solution is continuous in t and u0 and Ck in u0 . If each
solution is defined for all t0, the T(t) is a semigroup of the type discussed
in Section 1.
Let us now assume that f (0)=0, Df (0)=0 so that ut+Au=0 is the
linear variational equation about zero. If the spectrum of the linear
operator e&At can be split as in the hypotheses for Theorem 1.1, then we
apply that result to obtain the local unstable and center-unstable manifolds
and foliations over these manifolds. The only thing that is required to make
this application is to be able to extend the vector field f from a small
neighborhood of the origin to the whole space without increasing the norm
of f. This can always be done if X is a Hilbert space. Since the extension
is required only in the direction of X1 , we can apply Theorem 1.1 if X1 is
finite dimensional even when X is not a Hilbert space.
If A is an unbounded sectorial operator on X, then the semigroup e&At
is an analytic semigroup and the smoothness conditions on the vector field
f can be relaxed. In fact, if we define (5.1) in a fractional power space X:,
then we need only require that f be a Ck function from X: to X (see, for
example, [22]).
The above remarks allow us to deduce the existence of Ck unstable and
center-stable manifolds and foliations over these manifolds for classical
reaction diffusion equations on a smooth bounded domain 0/RN,
ut=D2u+ f (u) in 0,
with homogeneous boundary conditions of Dirichlet, Neumann or Robin
type, where u # Rn, D=diag(d1 , d2 , ..., dn), dj>0, j=1, 2, ..., n. The appro-
priate space in which to define solutions depends upon the growth rate of f.
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In the same way, Theorem 1.2 yields the results of [1] for the wave
equation
utt&2u+au= f (u) in 0/RN
with homogeneous boundary conditions of any of the above types. In this
case, the center-unstable manifold has infinite dimensions (see also [2]).
5.2. Functional Differential Equations
Suppose that r0 is a fixed constant, X=C([&r, 0], Rn), and D : X  Rn
is a bounded linear operator, and
D.=|
0
&r
[d+(%)] .(%),
where + is an n_n matrix function of bounded variation which is atomic
at zero. If f # Ck(X, Rn), k1, a neutral functional differential equation is
defined by
d
dt
D(xt)= f (xt), (5.3)
where xt(%)=x(t+%) for % # [&r, 0]. A solution of (5.3) with initial value
. # X at t=0 is a continuous function x : [&r, :)  Rn, :>0, x0=. and
(5.3) is satisfied for t # [0, :).
It is known (see, for example, [20]) that (5.3) has a unique solution
x(t, .) through . # X at t=0 and x(t, .) is continuous in t, . and is Ck in
.. If we let T(t) . # X be defined by T(t) .(%)=x(t+%, .), % # [&r, 0],
and if all solutions are defined for t0, then T(t) is a Ck semigroup on X.
Furthermore, the variation of constants formula for T(t) is given by
T(t) .=SD(t) .+|
t
0
SD(t&s) f (T(s) .) ds, (5.4)
where SD(t) is the semigroup on X generated by the difference equation
Dyt=D.. (5.5)
If re( } ) denotes the radius of the essential spectrum of a linear operator,
then it also is known that
re(T(t))=re(SD(t)), t>0. (5.6)
For a proof of these results, see [20].
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Theorem 1.1 applies directly to this system of equations. We remark that,
in general, it again is possible to have that the dimension of X1 is infinite
dimensional. For example, take D.=.(0)&2.(&1)+ 34.(&2). On the
other hand, for retarded functional differential equations (D.=.(0)), the
dimension of X1 always is finite because re(S(t))=0 for t>0 since T(t)
becomes a compact operator for tr.
5.3. KleinGordon Equation
Consider the KleinGordon equation [2]
utt=2u+|u| # u&m2u in Rn, (5.7)
where m>0 and #<2(n&2) are constants. It is shown in [5, 36] that
(5.7) possesses a radially symmetric nontrivial stationary solution in
L2(Rn). For an arbitrary radially symmetric stationary solution u =u ( |x| ),
the existence of local invariant manifolds was proved in [2]. Using the
above results, we obtain the existence of these invariant manifolds as well
as foliations over them.
The change of coordinates u=p+u , q=pt yields the equivalent
equations
\pq+t=C \
p
q++F( p, q), (5.8)
where
C=\ 02+Df (u )
I
0+ , F( p, q)=\
0
f ( p+u )& f (u )&Df (u ) p+ .
It is shown in [25] that f (u) is a locally Lipschitz function from H1(Rn)
to L2(Rn) and the Lipschitz constant of f tends to zero as |u|  0. So,
without loss of generality, we may suppose that f is a global Lipschitz
function with small Lipschitz constant by using a cut-off function. If
X=H1(Rn)_L2(Rn), this implies that F : X  X is globally Lipschitz with
a small Lipschitz constant. The variation of constants formula applied to
(5.8) together with the contraction mapping principle implies that (4.8)
generates a global semiflow (actually a flow) on X:
,t(x)=eCtx+R(t, x).
The spectrum of C is + or & the square root of the spectrum of the
operator 2+Df (u ). By separation of variables and SturmLiouville theory,
all of the spectrum of C lies on the imaginary axis except for a finite
number of isolated eigenvalues of finite multiplicity, which lie on the real
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axis. Thus, there is a proper splitting for C between unstable, center-
unstable, and center-stable sets.
Thus, for a sufficiently small neighborhood of u , by Theorem 1.1 and
Theorem 1.2, there exist a local strong unstable manifold, a center-unstable
manifold, and foliations over them. Also, we can obtain a center-stable
manifold and a strongly stable manifold.
5.4. Fully Nonlinear Parabolic Equation
We assume that D and X are Banach spaces and D is continuously
embedded in X. The norm in X is denoted by & }&. If A : D  X, is a linear
sectorial operator, then eAt is an analytic C0 semigroup in X. If * =
sup[Re *; * # _(A)] and |>* is a fixed constant, then there exist M>0
and N>0 such that
&eAt& L(X )Me|t, &AeAt& L(X )
N
t
e|t for all t>0
If Z is a Banach space and ’ # R, we denote by C’([0, ); Z) the set of
all f : [0, )  Z such that t  e’tf (t) is continuous and bounded. This
space is endowed with the norm:
& f &C’([0, ); Z )=sup
t0
&e’tf (t)&Z
For : # (0, 1) and |<0, we let
DA(:)=[x # X; sup
!>0
!1&: &AeA!x&<+],
&x&DA(:)=sup
!>0
!1&: &AeA!x&,
DA(:+1)=[x # D; Ax # DA(:)],
&x&DA(:+1)=&Ax&DA(:) .
For |0, we set DA(:)=DA&2|(:), DA(:+1)=DA&2|(:+1), and
&x&DA(:)=&x&DA&2|(:) ,
&x&DA(:+1)=&x&DA&2|(:+1) .
Consider the fully nonlinear problem
ut=Au+g(u), t0, (5.9)
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with initial value u0 # DA(:+1), where g(0)=0, Dg(0)=0, and, for some
: # (0, 1), g # C1(DA(:+1); DA(:)). In particular, g is a Lipschitz function
with Lipschitz constant Lip(g).
We assume that there are constants ;1>;2 , ;2<0, such that there is a
spectral decomposition of _(A)
_(A)=_1(A) _ _2(A),
_1(A)=[* # _(A), Re(*);1],
_2(A)=[* # _(A), Re(*);2].
For a given x # DA(:+1) and T>0, choose ’ # R such that ’+|<0
and define the map
J : DA(:+1)_C’([0, T], DA(:+1))  C’([0, T], DA(:+1))
J(x, ,(s))(t)=eAtx+|
t
0
eA(t&s)g(,(s)) ds.
Da Prato and Lunardi [16] have shown that this map takes DA(:+1) into
itself and, for x, y # DA(:+1), satisfies the relation (see Proposition 1.1 of
[16])
sup
0tT
&e’t(Jx(,)(t)&Jy(.)(t))&:+1
Me ||| T &x&y&:+1+Lip(g) K(’, |) sup
0tT
&e’t(,(t)&.(t))&:+1,
(5.10)
where K(’, |) is a constant which depends only on ’ and |. Therefore,
for sufficiently small Lip (g), the map J is a contraction map on
C’([0, T], DA(:+1)) uniformly with respect to x. Since eAt is an analytic
semigroup, by Lemma 3.4.3 of [22], one can assert that J is a C1 map in
both variables. Thus, (5.9) generates a C1 semigroup in DA(:+1). As a
consequence, for sufficiently small Lip (g), the existence and smoothness of
the local invariant manifold and the invariant foliation of (5.9) are obvious
from Theorem 1.1 and Theorem 1.2.
Remark. The authors of [13] have considered this same problem and
proved the existence and smoothness of the invariant manifold using the
LyapunovPerron integrals. Although they did not consider the foliation
over this manifold, they could have also obtained the result by using these
integrals. The main point here is that we obtain the same conclusion
directly from the abstract Theorems 1.1 and 1.2.
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6. APPLICATION TO INERTIAL MANIFOLDS
In recent years, there also has been considerable interest in the existence
of inertial manifolds for dissipative systems which possesses a global attrac-
tor; that is, a finite dimensional local invariant C1 (Lipschitz)-manifold
which contains the attractor (see, for example, [13, 15, 17, 31, 34, and
references therein]).
6.1. Inertial Manifold of an Evolutionary Equation
Consider the following abstract evolution equation on the Banach space
(X, | } | ):
ut+Au+F(u)=0. (6.1)
It is assumed that A is a sectorial operator on the Banach space X and
(6.1) has a global attractor A. For fixed constants :, ;, 1>:&;0, we
assume that we can apply a cut-off function for some neighborhood of A
so that F(u) : X :  X ; is a Lipschitz map with Lipschitz constant Lip(F ).
By [22], (6.1) generates a semiflow ,t in X:. It is well known that ,t can
be expressed as
,t u0=L(t) u0+R(t, u0),
where L(t) u0=e&Atu0 , R(t, u0)=&t0 e
&A(t&s)F(u(s)) ds.
Since A is a sectorial operator, by [22], there exists a constant M>0
such that, \t # [0, 1],
|L(t)|M,
(6.2)
|A:&;L(t)|Mt&(:&;).
Proposition 6.1. There is a constant {0>0 such that, \t # (0, {0),
R(t, } ) : X:  X: is a Lipschitz map with Lipschitz constant
Lip(R(t, } ))=
2 } M2 } Lip(F )
1&(:&;)
t1&(:&;), (6.3)
where
{0=min \\ 1&(:&;)2 Lip(F ) M+
1[1&(:&;)]
, 1+ .
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Proof. If, for any u1 , u2 # X:, we let &u1&u2&=sup{0>t>0 |,t u1&,t u2 |: ,
then
|,t u1&,t u2 |:= } e&AtA:(u1&u2)+|
t
0
A:&;e&A(t&l )A;(F(,l u1)&F(,l u2) dl }
M |u1&u2 |:+Lip(F ) } M |
t
0
(t&l )&(:&;) |,l u1&,l u2 | : dl
M |u1&u2 |:+
Lip(F ) } M
1&(:&;)
t1&(:&;) &u1&u2&
M |u1&u2 |:+
1
2
&u1&u2&.
Thus, &u1&u2 &2M |u1&u2 |: and \t # (0, {0),
|R(t, u1)&R(t, u2)| :
2 } M2 } Lip(F )
(1&(:&;))
t1&(:&;) |u1&u2 |: .
Thus, if {0t0, then (6.3) is satisfied and the proof is complete. K
On the other hand, if there exist two constants ;1<;2 , ;2>0 such that
the spectrum _(A) of A can be separated into two disjoint parts,
_1(A)=[* # _(A) | Re(*)<;1], _2(A)=[* # _(A) | Re(*)>;2],
then there is a constant C1 such that
|(e&AtP)&1|C } e;1t,
|e&At(I&P )|C } e&;2 t.
where P is the spectral projection respect to _1(A).
With this notation, we have the following result.
Proposition 6.2. If dim PX:<, ;2>1{0 and
2>
48 } M2 } C2 } Lip(F )
1&(:&;)
;:&;2 , (6.4)
where 2=;2&;1 , then there is an inertial manifold of (6.1).
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Proof. Let t=1;2. By (6.4), we have
e2;2&1=
2
;2
+ :

k=2
1
k! \
2
;2+
k
>
2
;2
>
48 } M 2 } C2 } Lip(F )
(1&(:&;)) ; (1&(:&;))2
.
Thus, by (6.3), we have
Lip(R(t, } ))
4 } C 2
e&;1 t&e&;2t
<
1
2
.
By Theorem 1.2 and Remark 1, there is a finite dimensional invariant
manifold of (6.1). Since, for each x # A, there is a backward orbit in A
with respect to the map ,t , A is contained in the invariant manifold by
Theorem 1.2(1). This completes the proof. K
6.2. A Regularized KDV Equation
Consider the regularized KDV equation
ut+=uxxxx+uxxx&’uxx+#u+uux= f (6.5)
with the periodic boundary conditions u(t, 0)=u(t, 2?), where =, ’, # are
positive constants.
Let H=L2[0, 2?] and denote by H k2?/H the set of 2?-periodic
functions with generalized derivatives up through order k. We suppose
that f # H 32? and let A= =uxxxx+uxxx&’uxx+#u, D(A=)=H
2
2? , and
F(u)= f &uux : H 22?  H
1
2? . It is easy to verify that A= is a sectorial
operator. Thus, we can write (6.5) as the following abstract evolutionary
equation in H 22? :
ut+A= u=F(u). (6.6)
By the same proof as that of [35, Sect. 4A] for the case where ==0, we
can show that there exists an absorbing ball for (6.5) for arbitrary =0
and, thus, a global attractor which must lie in this ball. Without loss of
generality, we can modify F outside this ball so that F is a global Lipschitz
function. Thus, for =>0, (6.6) defines a global C1 semigroup on H 22? ,
,t(x)=e&A=t+R(t, x)
R(t, x)=|
t
0
e&A=(t&{) F(,{(x)) d{.
We shall use Proposition 6.2 to prove that
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Proposition 6.3. There exists a constant
=0=\ ’128 Lip(F ))+
4
such that, \= # (0, =0), (6.2) possesses a (2N+1)-dimensional C1 inertial
manifold, where
N=max {_3 Lip(F )
23
’12 & , [(128 Lip(F ) ’&34)2], _\
#
’+
12
&1&= .
Proof. We know that the eigenvalues of A= are
*=n=(=n
4+’n2+#)+in3, n # Z
and the corresponding eigenfunctions are .n(x)=(2?)&12 einx, n # Z. The
set of eigenfunctions [,n]n # Z forms an orthonormal basis for H. The semi-
groups can be expressed in terms of this basis as follows:
e&A= tu= :
n # Z
e&*
=
nt<u, ,n>,n .
For a given integer N, we denote the spectral projection PN with respect to
the eigenvalues by [*=n : |n|N]. Obviously, dim PNH=2N+1 and
PNH=span[,n : |n|N], (I&PN) H=span[,n : |n|>N].
Also, we have &PN &=1, &(I&PN)&=1. Thus,
&e&A= tPN &e&(=N
4+’N2+# )t, t0;
&e&A=t(I&PN)&e&(=(N+1)
4+’(N+1)2+# )t, t0.
.
This implies that the constants M=1 (in (6.2)) and C=1 (in (6.3)).
It is not difficult to show that, for n>N1=[(#’)12&1)],
|Re(*=n+1)&Re(*
=
n)|>’(2n+1)
(6.7)
|Re(*=n+1)|
14=14(n+1)+2’14(n+1)12.
If we set N2=[3 Lip(F )23’12] and choose Nmax(N1 , N2), then we
have |Re(*=N+1)|
14>1{0 .
Moreover, if we let =0 be as stated in the proposition, let N3=
[(128 Lip(F ) ’&34)2], and choose 0<=<=0 and N=max(N1 , N2 , N3), we
have that (6.4) is satisfied. Thus, by Proposition 6.2, Proposition 6.3 is
true. K
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