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Abstract
Decisions in the cell that lead to its ultimate fate are important for cellu-
lar functions such as proliferation, growth, differentiation, development and
death. Understanding this decision process is imperative for advancements
in the treatment of diseases such as cancer. It is clear that underlying gene
regulatory networks and surrounding environments of the cells are crucial for
function. The self-repressor is a very abundant gene regulatory motif, and
is often believed to have only one cell fate. In this study, we elucidate the
effects of microenvironments mimicking the epigenetic effects on cell fates
through the introduction of inducers capable of binding to a self-repressing
gene product (protein), thus regulating the associated gene. This alters the
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effective regulatory binding speed of the self-repressor regulatory protein to
its destination DNA without changing the gene itself. The steady state ob-
servations and real time monitoring of the self-repressor expression dynamics
reveal the emergence of the two cell fates, The simulations are consistent
with the experimental findings. We provide physical and quantitative ex-
planations for the origin of the two phenotypic cell fates. We find that two
cell fates, rather than a single fate, and their associated switching dynamics
emerge from a change in effective gene regulation strengths. The switching
time scale is quantified. Our results reveal a new mechanism for the emer-
gence of multiple cell fates. This provides an origin for the heterogeneity
often observed among cell states, while illustrating the influence of microen-
vironments on cell fates and their decision-making processes without genetic
changes.
Keywords: gene expression | self-repressor | biomodality | cell fate decision
making
Significance
It is often believed that genotypes determine phenotypes. Many studies
have focused on genetic mutations rather than environmental changes or epi-
genetics. Here, we design a simple self-repressing gene circuit in Escherichia
coli. We elucidate the effects of microenvironments or epigenetics on gene
expressions through the introduction of inducers capable of binding to the
self-repressor regulatory protein. This slows down the effective binding (reg-
ulation strength) of the regulatory protein to DNA. Despite the long-held
belief that only one cell fate is present for the self-repressor, we observe that
at some induction conditions, cells show two expression states, indicating
two cell fates. Real-time monitoring of self-repressor expression during cell
growth reveals the switching dynamics for cell fate decision-making between
these two populations.
Introduction
Uncovering the origin of the phenotypes or fates of the cell and their associ-
ated switching is important for the full understanding of cell functions such as
proliferation, growth, differentiation, development, and death. This remains
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a challenging issue in biology. It is clear that the underlying gene regulatory
networks are crucial in determining the function of the cell (1-6), and it is
often believed that the genotype determines the phenotype (7-11). Recently,
some studies have indicated that microenvironments or epigenetics can also
alter the fates of the cell or its phenotypes even with the same genotypes
(12-18). In other words, there is a possibility that apart from mutating the
genes or the nodes themselves in the gene circuit, changing the underlying
gene regulatory wirings among the genes or nodes in the regulatory network
can alter the cell phenotypes or fates. In this study, we aim to study how
altering gene regulation determines cell fates.
Negative auto-regulation is abundant: it is found in nearly 50% of the
feedback loops in gene regulatory networks. It is widely believed that neg-
ative auto-regulation leads to a reduction of the gene expression noise, an
increase of gene response times, an induction of possible oscillatory gene ex-
pression, and an improvement of the stability of proteins produced by the
underlying gene networks (19-26). Despite these novel findings, most exper-
imental studies have been focused on the influences of the genetic structures
themselves, rather than the environmental or the epigenetic effects on the
self-repressor.
For a self-repressing system, the expression distribution is commonly more
concentrated and well-distributed (27). Many previous investigations have
reached similar conclusions, observing only one cell fate (25, 28-30). How-
ever, these experiments were performed mostly in simple organisms such as
bacteria, for which it is often assumed that the speed of regulatory protein
binding to the corresponding DNA for switching is significantly faster than
the synthesis and degradation of the corresponding regulatory proteins. In
fact, in most organisms, cell complexes such as the nuclei inside mammalian
cells may give rise to effectively slower processes of the underlying gene reg-
ulatory binding, due to environmental complexities such as epigenetic effects
through histone modification or DNA methylation. That is, the effective
rates of binding/unbinding of the regulatory proteins to the DNA can be
comparable to, or even slower than, the production and degradation rate
of the regulatory proteins (31). Modeling studies (32, 33) indicate that, in
this case, the protein expressions of a negative feedback loop may not always
show a simple single steady state, but instead can show two steady states,
resulting in two different cell fates. Since the auto-regulation circuit involves
only a single gene, it is the simplest gene regulation in vivo. We will show
experimentally that this simple gene auto-regulation circuit can lead to dif-
3
ferent cell fates or phenotypes under specific conditions, rather than that of
only one cell fate as is commonly expected.
Results
Self-Repressing Gene Circuit and Non-Regulatory Gene
Circuit
In this study, we have designed and constructed a purely negative auto-
regulation feedback loop circuit (self-repressing gene circuit) in Escherichia
coli (E. coli). The Ptet promoter including two tetO operons controls the
production of its repressor, TetR. Meanwhile, the TetR was fused with a
fluorescence protein (Venus) for experimental measurements of the TetR ex-
pressions. The inducer, aTc (anhydrotetracycline), was introduced to mimic
environmental influences on expressions of the self-repression system. In the
presence of an inducer, the repressor TetR can change its conformation and
dissociate from specific binding sequences of the DNA (TetO). This allows for
the transcription of TetR-Venus (Figure 1A). In order to avoid fluctuations
in copy numbers of the plasmids, the constructed circuit in the plasmid was
integrated into the chromosome of E. coli. We also constructed a series of
self-repressing circuits with different affinities to the TetR protein (MG::PR-
WT, MG::PR-1G) (Figure S2). We chose MG::PR-8T as the main circuit of
this study for its stability and bimodal behavior. To compare this with our
self-repressing circuit construction MG::PR-8T, we designed a non-regulatory
circuit as a control group: the MG::PR-8T-P39K circuit (Fig. 1B).
The Expression Distributions of the Self-Repressor Gene
Circuit under Microscopy
To obtain the expressions of TetR under different induction conditions, we
measured the average fluorescence signals of the reporter protein Venus for
the strain of MG::PR-8T at different inducer concentrations (300 ng/mL-
1500 ng/mL) across cell populations using a wide-field fluorescence micro-
scope. Cells were collected and measured after being cultured in M9 medium
and induced by aTc for 4˜6 hours to a logarithmic phase. To ensure accuracy
of the expression distribution, we collected no less than 103 cells to measure
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for each sample. All expression distributions under different induction con-
centrations are shown in Figure 2. The results indicate that TetR expression
distributions vary with inducer (aTc) concentrations. Under low inducer
concentrations, the expression levels of the negative regulated gene circuit
were quite low, and this gene can be considered to be in the “off” state for a
long time. With increased inducer concentrations, the expression levels were
significantly enhanced (Fig. 2A). From the results shown in the microscope,
we can clearly see that when inducers are added to the system, the repres-
sor TetR can no longer prevent the transcription of TetR. When the inducer
concentrations are high enough (such as 1400ng/mL and 1500ng/mL), the
steady state expression distribution can become bimodal, with two states of
low and high expression levels. Meanwhile, the percentage of the cells in the
low expression state gradually increases with the increase of the inducer con-
centrations (Fig. 2A). Under high inducer concentrations, the coexistence of
both phenotypes characterized by the bimodal steady state distributions of
the fluorescence intensities can be clearly seen (Fig. 2E). When we further
compare the images in Fig. 2D and 2E, it is clear to see that one section of
the cells in Fig. 2E is brighter, while other sections were dimmer, compared
to most of the cells in Fig. 2D. As can be seen from the microscopy images,
the morphologies of the bacteria cells are not influenced by the aTc inducers
at a concentration level of 1500 ng/mL (Fig. 2E). The corresponding dis-
tributions of those images are given in Fig.2A. In our control experiments,
similar behaviors are not found in the MG::PR-8T-P39K non-self-repressing
gene circuit under the same conditions (Figure S7). This indicates that the
two expression states of TetR were due to the self-repressing circuit, rather
than other factors such as the influences of the inducers on the cells.
Fano Factor and Inhibition Curve
To further understand our experimental observations, we need to quantify
the degrees of fluctuations. This can be measured by the Fano factor quan-
tified as the variance of the observable divided by the mean value (34). The
Fano factor is equal to one (F = 1) if the distribution of the observable is ex-
actly Poisson. A large Fano factor implies significant statistical fluctuations
deviating from Poisson (Figure 3A). Qualitatively, the Poisson distribution
should be a good approximation for the individual “on” and “off” states
when the observed distribution of fluorescence intensity is bimodal, because
each gene state can produce proteins almost independently of gene switching.
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However, the overall Fano factor for the combined probability distribution of
“on” and “off” states is much larger than 1. This is because the system is
close to a two peak (Non-Poisson) distribution with different means summed
together, producing large statistical fluctuations deviating from the single
Poisson distribution. This indicates that two Poisson processes added to-
gether will not lead to a Poisson distribution. The analysis of the coefficient
of variation (CV) in Figure S6 also illustrates this same conclusion.
Furthermore, we investigated the inhibition curve, which describes the
proportion of the bacteria with a fluorescence intensity lower than a certain
value (Figure 3B). We can see that the proportion of the gene in its inhibited
state first decreases at low concentrations of inducer (up to aTc concentra-
tion at 1200 ng/mL) and then increases as the inducer concentration becomes
higher. More inducers introduce more interactions with the TetR molecules.
This slows down the effective binding of the TetR to the DNA. Therefore, the
gene has more times to be in its “on” state and less of a chance of being at
the inhibition state (less inhibition capability from aTc 300 ng/mL to 1200
ng/mL). More TetR proteins will be synthesized as a result. At certain con-
centrations of inducer aTc (1200 ng/mL), the number of free TetR molecules
synthesized from the gene’s “on” state increases, resulting in a comparable
number of TetR molecules to aTc molecules. This will lead to more effec-
tive regulatory binding of TetR to DNA. Finally, there are more chances of
the gene being in its “off” state. We suggest that the increasing number of
the proteins produced as a result of the presence of more inducers at this
concentration range of aTc (1200-1500 ng/mL) will eventually promote the
probability of inhibition for gene switches, since more regulatory proteins
are synthesized and available for inhibition when the inducer concentration
becomes higher. At this condition, although the total protein expression is
higher with the increase of inducer concentration, it is not high enough that
the proportion of the bacteria in the inhibited state increases due to self-
repressing regulation, leading to stronger effective inhibition. At extremely
high aTc concentrations (beyond 1900 ng/mL), one expects that the number
of the available regulatory molecules becomes far beyond the one needed for
inhibition and high expression peak should dominate. However, the aTc the
toxicity from aTc as antibacterial agent to the cells becomes effective. It is
therefore not feasible to observe the healthy cell expression distribution at
this extremely high concentration of aTc.
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The Dynamics of TetR Expression in Real Time
We have seen that the self-repressing circuit can give a bimodal distribu-
tion. In order to further explore the underlying mechanism of this behavior,
we monitored the dynamics of TetR expression in real time. We tracked
cells during their growth and division on a microscope with a FCS2 (Focht
Chamber System 2, Bioptechs) system which provides aTc continuously to
guarantee the cells growing in the right environments (continuous flow of ad-
equate nutrients from fresh medium (M9) through the cells on agarose pad)
and avoids potential issue of heterogeneity of the environments. As shown
in Fig. 4B, upon aTc induction, two types of cell responses were observed:
the fluorescence intensity either changed significantly or almost remained the
same. When we track cells in real time, we can see that, some cells switch
between bright and dim, while other cells stay with similar brightness (Fig.
4B). The resulting fluorescence distribution is thus bimodal and a fluores-
cence threshold can be defined for each cell in its most probable induction
state. The use of a microfluidic device, coupled with cell tracking and fluo-
rescence measurements, allows us to generate fluorescence trajectories for a
single cell on reasonable time scales (˜300 minutes) for a single trajectory.
Based on this, we collected 28 micro-colony movies and chose 163 fluores-
cence trajectories. We observed that the trajectories of a single cell fluores-
cence fluctuated significantly. We collected about 8200 fluorescence intensity
data points corresponding to the selected trajectories. Several representa-
tive trajectories with significant fluctuations were shown to demonstrate the
existence of two states (From Figure 4A-B, Figure S8, Movie S1 and Movie
S2).
Two Cell State Identifications by Hidden Markov Chain
Modeling
In order to explore the underlying mechanism of the bimodality, we collected
the statistics of the fluorescence intensity obtained from the trajectories. The
distribution of these intensities exhibits two peaks, suggesting that most of
the initial cells are either in a high expression state or in a low expression
state in their progeny. We then used a Hidden Markov Chain Model (HMM)
(35) to fit the real time trajectories and identify the cell states, and then
simulate the distribution of the fluorescence intensity (Figure 4C). To assign
protein expression states and the rates of inter-conversion between them, we
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performed data fitting using the HMM. From the HMM analysis, we ob-
tained a correlation coefficient of 0.975 between the measured and simulated
trajectories after identifying the cell states and quantifying their switching
rates. The simulated distribution fits with the measured distribution well.
From the HMM analysis, we further determined the center positions of the
peaks to be at 2.690 and at 2.933 in logarithm of fluorescence intensity. The
variances of the individual peak distributions are at 0.085 and at 0.080, re-
spectively. For our system, the probability in the high expression state is
around 0.401, and we can also see that the probability in the low expression
state is around 0.599.
In the high expression state, the system will continue its behavior with
a probability of 0.963 (the switching or residence time will be discussed in
the next section). There is a small chance, with the probability of 0.037, to
switch to the low expression state from the high expression state. Meanwhile,
there is additionally a probability of 0.023 that the system will switch to the
high expression state from the low expression state, instead of remaining in
the low expression state.
The Average Residence Times of the Protein Expression
States
To estimate the average residence times of the protein expression state, we
distinguished the states from the trajectories using HMM analysis and calcu-
lated the residence times of each state (Figure S11). For each trajectory, we
counted the total residence times and the number of the state changes. The
average residence times were calculated as the quotient of the total residence
times and the number of states changed.
The length of the test fluorescence trajectory is finite and limited. This
may lead to some errors in estimating the transition times. We take this
into account in determining the time scale of the transitions. The average
residence time of the high expression state is estimated to be about 92˜103
minutes, and that of the low expression state is estimated to be about 151˜182
minutes. The average residence time can be used to quantify the switching
time between two cell fates. Therefore, the switching time from high (low)
expression to low (high) expression can be estimated to be about 92˜103
(151˜182) minutes. Through fluctuations, the bimodal distribution can be
maintained in a dynamic balance between the high expression “on” state
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and the low expression “off” state. When the inducer concentration is fixed,
the increasing number of proteins will promote the inhibition probability of
gene switching. Therefore, the cells in the high expression state will have a
tendency to migrate to the low expression state. Conversely, the cells with
low expressions will be more likely to move towards the “on” state. Therefore,
the cells in the low expression state will also have a tendency to migrate to
the high expression state.
Physical Origin of the Two Cell Fates
Intuitively, from a molecular perspective, we know that the transcription
process is suppressed when the promoter site of the DNA is occupied by a
repressor (the gene is “off”), and enhanced when the repressor is dissociated
from DNA (the gene is “on”). When the inducer concentration is low, in-
creasing the inducer concentration will increase the binding of aTc to TetR
and slow down the effective binding of TetR to the promoter. This lessens the
chance of the genes being in an “off state” and conversely increases the pos-
sibilities of the gene being at the “on state”, resulting in higher expressions.
This explains the shift of the expression peak from low to high as inducer
concentration increases. When the inducer concentration further increases
to sufficiently high values, the chance of having free TetR molecules will be
higher (comparable number of TetR molecules to that of aTc molecules) as
a result of synthesis. More TetR molecules will have increased chances of
binding to the promoter site and will therefore display more repressive activ-
ity. This will lead to the emergence of the low expression peak and therefore
bimodal distribution of the copy number in mRNA and proteins. Further in-
creases of the inducer concentrations will lead to more free TetR molecules,
with a resulting greater weighting of low, rather than high, expression peaks.
This explains the trend of expression peaks as seen in Fig. 2A.
When the effective binding/unbinding is much faster compared to the
synthesis/degradation, the gene state changes rapidly. The interactions and
the mixings become stronger between the two gene states, and therefore also
between the two corresponding protein concentration peaks. For the self-
repressor, decreasing the effective binding (increasing the inducer concentra-
tions in our study) promotes the generation of more proteins which in turn
shows greater repressive activity. This leads to the high concentration peak
moving towards a lower concentration. On the other hand, increasing the
binding (decreasing the inducer concentrations in our study) represses the
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generation of the proteins, and so fewer proteins produced bind effectively
to DNA. This in turn promotes production of TetR molecules. It leads to
the low concentration peak moving outward towards a higher concentration.
As a result, the two peaks from the non-adiabatic limit (e.g. high aTc con-
centrations at 1400 ng/mL, slower binding) meet in the adiabatic limit (e.g.
lower aTc concentration at 1300 ng/mL, faster binding) of the fast binding
and merge into a single peak.
Gene switching is often rapid in bacterial cells. However, slow gene
switching controlled by regulatory proteins binding/unbinding to the promot-
ers can also be significant for gene expression dynamics. In eukaryotic cells
and some prokaryotic cells, binding/unbinding may be comparable to or even
slower than the corresponding synthesis and degradation due to epigenetic
effects or complex microenvironments. By studying how the introduction
of the inducers effectively weakens gene regulation in bacteria, we mimicked
gene regulation dynamics in more complex eukaryotic cells. Through increas-
ing inducer concentrations, we achieved effectively slower regulatory binding
relative to synthesis and degradation. In other words, the introduction of
the inducers in the bacteria leads to an additional time scale for regulatory
binding. This mimicked the additional time scales for regulatory binding
from including the histone modifications and DNA methylations in eukary-
otic cells. This slower regulatory binding to inducers will lead to prolonged
times of genes being in the “on state” in addition to the time spent in the “off
state”, originated from the fast binding without inducers. As a result, both
“on” and “off” states of genes may emerge. This is the physical mechanism
of bimodality. In other words, the fast regulatory binding mimicked stronger
interactions while the slow regulatory binding mimicked the weaker interac-
tions among genes. While stronger interactions give more constraints to the
system and therefore fewer degrees of freedom for the expressions (single peak
expression), the weaker interactions will constrain the system less and there-
fore result in more degrees of freedom for the expressions (e.g., double peak
expressions). Through the steady state and the real time observations of the
dynamics of the self-repressor in the experiments, we observed the robust
emergence of the bimodal gene expression distribution for the self-repressor.
Stochastic Simulations of Bimodality
We further explored the stochastic dynamics of self-regulative feedback genes
through a mathematical model, which can be used to explain and simulate
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the experimental observations (Figure 3C). The mathematical model clarifies
the underlying mechanism of how bimodality emerges. Under faster regula-
tion binding, the self-repressor is forced to stay in the repressed state. This
is because once produced, the regulatory protein immediately binds to the
gene and therefore represses protein production. In our study, slower binding
of the regulatory protein to the gene is realized through the inducer binding
to the regulatory protein, which effectively blocks the ability of the protein
to bind to the promoter. Under slower regulatory binding, the self-repressor
may function in two different ways: it may bind to the DNA for some time
and repress protein production, or unbind from the DNA for some time,
leading to increased protein production. This generates two cell phenotypes.
Furthermore, due to the intrinsic statistical fluctuations of the number of pro-
teins, there is a possibility of switching between the high expression and low
expression state. We have observed such phenotypic switching in real time
experiments. The simulation results are consistent with the experimental
observations.
On the other hand, the trajectories in Figure 4A and Fig. S8 showed
comparable growth rates in high expression state and in low expression state.
It is possible that high expression cells in our study have not reached the
threshold for significant metabolic burden to slow down the growth. The
inhibition curves of the different inducer concentrations in Fig. 3B and the
dynamic balance by intrinsic fluctuations also imply that the bimodality of
the protein expression distribution is not due to cell growth.
Discussion
For self-repressor gene network, even when the gene is fixed, there can still
be new cell phenotypes. Our study shows explicitly in this concrete gene
circuit that different cell fates can emerge not only from the changes in the
genes (such as mutations) but also from the changes in regulatory wirings
or links through microenvironments without altering the gene itself. In fact,
even when the topology of the wiring for the underlying gene regulatory net-
work is fixed, there is still a possibility of cell phenotypic changes due to
the changes in the regulation strengths induced by the environment. Fur-
thermore, we observed both in real time experiments and simulations that
the cell phenotypes or fates can be switched from one to the other. We also
obtained the average time of this switching which quantifies how difficult it is
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to communicate globally from one cell fate to the other. Therefore, using real
time trajectories, we determine both the speed and the underlying processes
of the cell fate decision-making/phenotypic state-switching.
Epigenetic effects are often challenging to study in eukaryotic cells. Our
study in bacteria illustrates how the environments can influence the cell fates
and cell fate decision-making in a controllable way. The experiments in bac-
teria are relatively easy and straightforward to perform and control. The epi-
genetic and micro-environmental effects can be mimicked through the mod-
ulation of inducers in our study. This is an advantage of our approach. We
plan to apply our method to a variety of core regulatory motifs and mod-
ules in the gene networks to investigate how the environments or epigenetics
influence the cell fates and the cell fate decision-making processes.
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Figure Captions
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Figure 1: Schematic illustrations of the self-repressing gene circuit (MG::PR-
8T) and the non-self-repressing gene circuit (MG::PR-8T-P39K). (A) Two
tet operator sequences (TetO2) inserted downstream of the Ptet promoter
are bound by TetR self-repressor dimers. In the absence of aTcs (the induc-
ers), TetR-Venus dimers bind to the operators. This interaction prevents the
binding of RNA polymerase, thereby inhibiting the TetR-Venus fusion pro-
tein synthesis. When aTcs diffuse into the cell, they bind to TetR, inducing
an allosteric conformational change in the repressor protein which releases it
from DNA, allowing for the possibility of the gene being switched into the
“on” state. All of these constitute a self-repressing gene circuit. (B) The
TetR-P39K mutant is not capable of recognizing the operators and is unable
to repress the TetR-Venus expression, constituting a non-self-repression gene
circuit.
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Figure 2: Experimental expression distributions of the self-repressing gene
circuit (MG::PR-8T) at different aTc concentrations observed under a mi-
croscope. (A) In M9 media with the inducer concentrations ranging from
300 to 1500 ng/mL of aTcs, the resulting steady state fluorescence distri-
butions show that the ratio of the populations of the bimodal fluorescence
distributions depend on the aTc concentration. Seven color histograms rep-
resent different inducer concentrations. (B, C, D, and E) Four representative
fluorescence images at different concentrations of aTcs (300, 700, 1000, and
1500 ng/mL) are selected.
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Figure 3: The Fano factor curves and the probability of inhibition curves
of the self-repressing gene circuit. (A) Dose-response of the Fano factor (F
= σ2/µ) of the TetR-Venus expression for the self-repressing gene circuit
(MG::PR-8T) at different inducer concentrations. The Fano factor is defined
as σ2/µ, where σ2 and µ are the variance and the mean of the probability
distribution. (B) The probability of inhibition curves of the MG::PR-8T
circuit at different inducer concentrations. Seven color histograms represent
different inducer concentrations. The inhibition curves were obtained by the
ratio of the cells with a fluorescence intensity lower than a certain value to
the number of the total samples. (C) The probability distribution of the
TetR proteins for the circuit of MG::PR-8T with different concentrations of
inducers from the stochastic simulation model. P(n) (z axis) represents the
probability distribution of the TetR protein numbers (x axis), n at different
numbers of inducer (aTc) molecules (y axis).
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Figure 4: The mean fluorescence intensity distribution of the dynamical
trajectories for MG::PR-8T Single cell mean fluorescence intensities were
captured every 5 minutes. 28 micro-colonies were tracked by time-lapse
microscopy. (A) Three representative single cell fluorescence trajectories
induced by 1500 ng/mL aTcs. Points represent experimental fluorescence
values. Red vertical dashed lines demarcate cell divisions. (B) The bright
field and fluorescent field images of the corresponding measurements in the
time-lapse experiment. The cells corresponding to the fluorescence trajec-
tory in Fig. 4a are marked with red circles. The average of bacteria mean
fluorescence intensity is 556 and the average cell cycle time is 46 minutes in
this micro-colony. (C) The histogram gives the intensity distribution of the
163 single cell fluorescence trajectories induced at 1500 ng/mL aTc collected
from the time-lapse experiments. The red solid curve is the fitted intensity
distribution from HMM.
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