La transformació de Marshall i Olkin aplicada a distribucions discretes. Èmfasi al cas Poisson by Soler Pascual, Joan
 Màster 
 Interuniversitari 
 en Estadística i Investigació 
Operativa UPC-UB 
 
Títol: La transformació de Marshall i Olkin aplicada a 
distribucions discretes. Èmfasi al cas Poisson. 
 
Autor: Joan Soler Pascual 
 
Directora: Marta Pérez-Casany 
 
Departament: Matemàtica Aplicada II 
 
Universitat: Universitat Politècnica de Catalunya 
 
Convocatòria: 2014-2015 
: 

Universitat Polite`cnica de Catalunya
Facultat de Matema`tiques i Estad´ıstica
Treball de Final de Ma`ster
La transformacio´ de Marshall i Olkin
aplicada a distribucions discretes.
E`mfasi al cas Poisson.
Joan Soler Pascual
Director: Marta Pe´rez-Casany
Matema`tica Aplicada II

Resum
La distribucio´ de Poisson s’aplica al comptatge de feno`mens discrets en un per´ıode
constant en el temps i en l’espai, on els esdeveniments tenen lloc de forma indepen-
dent. Aquesta distribucio´ e´s una de les me´s usades donada la facilitat per extreure’n
resultats, pero` els models reals presenten molt sovint sobredispersio´, i amb menys
frequ¨e`ncia subdispersio´. En aquests models amb dispersio´, els ajustos obtinguts
amb la Poisson no so´n prou satisfactoris i per aquesta rao´, histo`ricament s’han
constru¨ıt moltes generalitzacions de la Poisson que resolen la sobredispersio´, com
per exemple la Binomial Negativa, pero` no so´n gaires les transformacions que con-
templen la subdispersio´ i, en la majoria de casos, la distribucio´ resultant complica
molt els ca`lculs.
En aquest treball es prete´n construir una distribucio´ generalitzada de la Poisson a
partir de la transformacio´ de Marshall i Olkin i estudiar-ne les propietats i com-
portament amb la dispersio´.
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Introduccio´
Aquest treball de final de Ma`ster te´ com a propo`sit definir i estudiar una generalit-
zacio´ de la distribucio´ de probabilitat discreta Poisson. La distribucio´ de Poisson
e´s uniparame`trica i s’aplica al comptatge de feno`mens discrets en un per´ıode de-
finit de temps o en una a`rea determinada, quan els feno`mens tenen lloc de forma
independent i la probabilitat de que` ocorri el fenomen e´s constant en el temps o
espai.
Les principals caracter´ıstiques de la Poisson so´n que te´ per suport els enters po-
sitius majors o iguals al zero, que la distribucio´ e´s unimodal i el que realment la
caracteritza e´s el fet que el valor de l’esperanc¸a e´s igual al de la varia`ncia. Aquesta
propietat e´s un impediment de cara a l’ajust de dades reals, ja que els feno`mens re-
als sovint donen lloc a dades sobredispersionades (varia`ncia superior a l’esperanc¸a)
i menys frequ¨entment a dades subdispersionades (varia`ncia inferior a l’esperanc¸a).
Amb l’objectiu de resoldre aquest problema, s’han definit mu´ltiples generalitzacions
de la Poisson que resolen el problema de la sobredispersio´, com per exemple la molt
coneguda distribucio´ Binomial Negativa. En alguns casos tambe´ contemplen la
subdispersio´ pero` requereixen molt me´s ca`lculs que compliquen el model. Aquest
e´s el cas, per exemple de la distribucio´ Weighted Poisson de la qual se’n parla en
aquest treball.
La generalitzacio´ considerada en aquest treball e´s l’obtinguda per mitja` de la trans-
formacio´ de Marshall i Olkin. Aquesta transformacio´ permet augmentar el nombre
de para`metres de la distribucio´ en una unitat. El que e´s pretenia inicialment era
veure si aquesta transformacio´ aplicada a la Poisson donava lloc a famı´lies amb
distribucions tant sobredispersionades com subdispersionades i si era el para`metre
addicional el que regia el tipus de dispersio´. No obstant aixo`, l’estudi del cas parti-
cular de la Poisson ens va portar a demostrar certes propietats de la famı´lia gene-
ralitzada que eren va`lides independentment de quina era la distribucio´ inicial. Per
aixo` hi ha una part important d’aquest treball que e´s va`lid per a la generalitzacio´
de qualsevol distribucio´ discreta no negativa.
El treball es presenta de la forma segu¨ent: en el Cap´ıtol 1 es parla de la distribucio´
de Poisson, del problema de la dispersio´ i d’algunes distribucions generalitzades de
la mateixa. Al Cap´ıtol 2 es fa un estudi general sobre la transformacio´ de Marshall-
Olkin aplicada a una distribucio´ qualsevol, i se’n dedueixen algunes propietats. Al
Cap´ıtol 3 es construeix la distribucio´ generalitzada de Poisson amb la transformacio´
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de Marshall i Olkin, anomenada MOE-Po i amb diversos exemples es mostren les
propietats generals obtingudes al cap´ıtol anterior. Finalment, al Cap´ıtol 4 s’ana-
litzen diversos conjunts de dades i es comparen els ajustos obtinguts amb els de
la binomial negativa i la distribucio´ original, posant e`mfasi en la dispersio´ de cada
conjunt.
Objectius
En aquest treball es te´ l’objectiu principal de construir una distribucio´ generalitzada
de la Poisson que solucioni el problema presentat de la dispersio´. Amb aquest
objectiu en ment, s’ha dividit el treball en una part teo`rica on es defineixi un nou
model de probabilitat i se n’estudi¨ın les principals propietats, i una part pra`ctica
on s’avalu¨ı si el model e´s o no adequat de cara a l’ajust a dades reals. Aix´ı doncs,
els objectius es podrien definir de la forma segu¨ent:
Part teo`rica:
• Utilitzar la transformacio´ de Marshall i Olkin per definir una generalitzacio´
biparame`trica de la distribucio´ de Poisson.
• Estudiar les propietats ba`siques de la distribucio´ generalitzada.
• Interpretar el paper que desenvolupa el para`metre addicional en el comporta-
ment de la distribucio´.
Part practica:
• Ajustar la famı´lia de distribucions a conjunts de dades reals.
• Comparar els ajustos obtinguts amb el model generalitzat amb els obtinguts
amb el model de Poisson, per tal de veure si el para`metre addicional e´s o
no necessa`ri en general. Comparar tambe´ els ajustos amb el model binomial
negatiu, perque` aquest e´s tambe´ biparame`tric i e´s l’alternativa al model de
Poisson me´s utilitzada.
3

Cap´ıtol 1
La distribucio´ de Poisson.
En aquest cap´ıtol es definira` la distribucio´ de Poisson i es veuran algunes de les
seves principals propietats. Tambe´ s’introduiran algunes de les seves principals
generalitzacions conegudes per a donar me´s flexibilitat al model i, en molts casos,
concebudes per resoldre el problema de la sobredispersio´.
1.1. Definicio´ i principals propietats
Al 1873, Poisson publica la distribucio´ que porta el seu nom. A l’article considera
una sequ¨encia de binomials BN ∼ Bin(N, pN ) com la que segueix:
P [BN = k] =
{ (
N
k
)
pk(1− p)N−k, k = 0, 1, . . . , N ;
0, Si k > N.
i defineix la distribucio´ de Poisson com el l´ımit de la mateixa quan N tendeix a
infinit i pN tendeix a 0, mentre el producte NpN tendeix a un valor finit λ > 0.
Tambe´ s’han realitzat altres construccions de la distribucio´ com per exemple el
treball de Bortkiewicz (1898), que demostra la Llei dels petits nombres on posa
e`mfasi en el fet que el valor de λ no te´ necessitat de ser petit per a que es compleixi el
resultat, nome´s cal que N sigui molt gran i en consequ¨e`ncia pN molt petit. Charlier
(1905) troba la distribucio´ a partir d’equacions diferencials on les probabilitats so´n
funcions respecte el temps, amb el que demostra que els valors de pN no necessiten
ser constants en el l´ımit.
El llibre Handbook of the Poisson distribution [Hai67] esta` dedicat ı´ntegrament
a aquesta distribucio´. Al llibre de L. Johnson, Univariate Discrete Distributions
[JKK92] tambe´ s’hi dedica una atencio´ especial.
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Definicio´ 1.1. Direm que una variable aleato`ria X segueix una distribucio´ de
Poisson amb para`metre λ positiu si, i nome´s si:
P [X = k] =
e−λλk
k!
, k = 0, 1, 2, . . . ,
on el suport e´s l’espai dels enters no negatius. La funcio´ de distribucio´ de X, que
denotarem per FX , e´s:
FX(k;λ) = P [X ≤ k] =
k∑
i=0
e−λ
λi
i!
. (1.1)
La seva funcio´ caracter´ıstica, definida per a tot t real e´s igual a:
φX(t) = E[e
Xt] = eλ(e
it−1).
Vegem a continuacio´ la relacio´ entre la Poisson i la binomial tal com la podem veure
a l’article original de Poisson.
Teorema 1.1 Sigui X una v.a. amb distribucio´ de Poisson amb para`metre λ
positiu, i BN una famı´lia de v.a. binomials amb para`metres N enter no-negatiu i
pN ∈ [0, 1], tals que compleixen que:
N →∞⇒
{
pN → 0,
NpN → λ.
Aleshores, es te´ el segu¨ent resultat:
lim
N→∞
NpN→λ
P [BN = k] = P [X = k]. (1.2)
Demostracio´. Tenim que la probabilitat d’una binomial BN en el punt k e´s igual
a:
P [BN = k] =
(
N
k
)
pk(1− p)N−k = N !
k!(N − k)!p
k
N (1− pN )N−k.
Suposem que λN = NpN i aix´ı podem reescriure-ho com:
P [BN = k] =
N !
k!(N − k)!
(
λN
N
)k (
1− λN
N
)N−k
=
N !
Nk(N − k)!
λkN
k!
(
1− λN
N
)N (
1− λN
N
)−k
.
1.1. DEFINICIO´ I PRINCIPALS PROPIETATS 7
Usant aquesta igualtat, apliquem l´ımits en 1.2:
lim
n→∞P [BN = k] = limn→∞
N !
Nk(N − k)!
λkN
k!
(
1− λN
N
)N (
1− λN
N
)−k
= e−λ
λk
k!
.
on: 
lim
n→∞
(
1− λN
N
)−k
= 1,
lim
n→∞
(
1− λN
N
)N
= e−λ,
lim
n→∞
N !
Nk(N − k)! = 1.
uunionsq
La principal restriccio´ de la distribucio´ de Poisson alhora d’ajustar dades reals e´s
la que apareix en el segu¨ent resultat.
Proposicio´ 1.2 Sigui X una v.a. amb distribucio´ de Poisson amb para`metre λ
positiu. Es compleix que:
E[X] = V [X] = λ
Aquest resultat e´s molt important, ja que e´s l’u´nica distribucio´ per la qual l’espe-
ranc¸a coincideix amb la varia`ncia per a qualsevol valor de l’espai de para`metres.
Aix´ı doncs caracteritza la distribucio´, ara be´, tal com s’ha esmentat constitueix una
important restriccio´ a l’hora d’ajustar dades reals ate`s que implica que si el valor
esperat e´s me´s gran, la varia`ncia forc¸osament tambe´ ha de ser me´s gran.
Demostracio´. Usant la definicio´ de la funcio´ caracter´ıstica, tenim que:
E[X] =
φ′X(0)
i
=
λieiteλ(e
it−1)
i
∣∣∣∣∣
t=0
= λ,
E[X2] =
φ′′X(0)
i2
=
λi2eiteλ(e
it−1)[1 + λeit]
i2
∣∣∣∣∣
t=0
= λ2 + λ.
Per tant, la varia`ncia e´s:
V [X] = E[X2]− E2[X] = λ.
uunionsq
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A continuacio´ presentem dos resultats que seran emprats en el Cap´ıtol 3 per tal
de generalitzar la distribucio´ de Poisson a trave´s de la transformacio´ de Marshall i
Olkin.
Proposicio´ 1.3 Sigui X una v.a. amb distribucio´ de Poisson amb para`metre λ
positiu, i sigui FX la funcio´ de distribucio´ associada. Es compleix que:
FX(k;λ) =
Γ(k + 1;λ)
k!
,
on Γ(k + 1;λ) =
∫ ∞
λ
tke−tdt, anomenada funcio´ Gamma Upper Incompleta.
Demostracio´. Usem induccio´ per fer la demostracio´.
Cas base: k = 0
Γ(1;λ) =
∫ ∞
λ
e−tdt = −e−t]∞
λ
= e−λ = P [X = 0] = FX(0;λ).
Pas inductiu: k ⇒ k + 1
Suposem que es compleix FX(k;λ) =
Γ(k + 1;λ)
k!
, i veiem que tambe´ e´s compleix
que:
FX(k + 1;λ) =
Γ(k + 2;λ)
(k + 1)!
,
Utilitzant la integracio´ per parts, s’obte´ que:
Γ(k + 2;λ)
(k + 1)!
=
1
(k + 1)!
∫ ∞
λ
tk+1e−tdt
= − t
k+1e−t
(k + 1)!
]∞
λ
+
1
(k + 1)!
∫ ∞
λ
(k + 1)tke−tdt
=
λk+1e−λ
(k + 1)!
+
Γ(k + 1;λ)
k!
=
λk+1e−λ
(k + 1)!
+
k∑
i=0
e−λ
λi
i!
=
k+1∑
i=0
e−λ
λi
i!
= FX(k + 1;λ)
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Corol·lari 1.4 Sigui X una v.a. amb distribucio´ de Poisson amb para`metre λ
positiu i FX(k;λ) = P [X > k] la funcio´ de supervive`ncia associada. Es compleix
que:
FX(k;λ) =
γ(k + 1;λ)
k!
on γ(k+1;λ) =
∫ k
0
tke−tdt e´s la funcio´ amb el nom de Gamma Lower Incompleta.
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Demostracio´. Si es sumen les funcions Gamma upper i lower incompletes s’obte´
que:
Γ(k + 1;λ) + γ(k + 1;λ) =
∫ ∞
0
tke−tdt.
Integrant per parts k vegades, es te´ que
Γ(k + 1;λ) + γ(k + 1;λ) = k!.
Usant aquesta propietat i la Proposicio´ 1.3 es te´:
FX(k;λ) = 1− FX(k;λ) = 1− Γ(k + 1;λ)
k!
=
k!− Γ(k + 1;λ)
k!
=
γ(k + 1;λ)
k!
.
uunionsq
1.2. Sobredispersio´ i Subdispersio´
La distribucio´ de Poisson representa un model u´til per a modelar esdeveniments
d’un determinat tipus que tenen lloc de forma independent en un interval de temps
fix o en una a`rea determinada pre`viament. Aquest fet es caracteritza perque` el
valor de l’esperanc¸a e´s igual al de la varia`ncia, com s’ha demostrat a la Proposicio´
1.2.
Ara be´, en la majoria de conjunts de dades reals s’observa una varia`ncia emp´ırica
superior a la mitjana aritme`tica ja sigui degut a l’abse`ncia d’independe`ncia entre
els esdeveniments o al fet que la poblacio´ del conjunt no e´s homoge`nia. Aquest
fenomen es coneix com a sobredispersio´ i si aquesta difere`ncia e´s significativa, ens
indica que el model de Poisson no e´s la me´s adequada. La sobredispersio´ s’observa
amb una tende`ncia dels esdeveniments a presentar-se agrupats.
En alguns conjunts de dades molt particulars podem trobar l’efecte contrari (va-
ria`ncia emp´ırica menor a la mitjana aritme`tica) conegut com a subdispersio´. En
aquest cas, els esdeveniments mostren una tende`ncia a separar-se i en aquests casos
el model de Poisson tampoc e´s adequat.
A la Figura 1 podem observar tres poblacions diferents. Al primer cas, amb sobre-
dispersio´, els individus tendeixen a agrupar-se i dividir la poblacio´ total en petits
conjunts. E´s el cas me´s comu´, ja que la majoria d’e´ssers vius tendim a actuar de
forma similar als altres e´ssers de la seva espe`cie.
En el cas del mig de la Figura 1 tenim una poblacio´ totalment aleato`ria i indepen-
dent. La Poisson simula aquest cas, pero` cal tenir present que e´s dif´ıcil trobar una
mostra de dades totalment independent.
Finalment al tercer cas mostrat a la Figura 1 que il·lustra la subdispersio´, cada in-
dividu tendeix a separar-se el ma`xim possible de la resta de la poblacio´ d’una forma
me´s uniforme que aleato`ria. Exemples de subdispersio´ els trobem en ce`l·lules que
han estat sotmeses a un medicament o radiacio´ i de les quals se’n busquen alteraci-
ons gene`tiques. Tambe´ s’observa en la localitzacio´ espacial dels terratre`mols o dels
accidents d’automo`bils entre d’altres.
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Figura 1. A la imatge de l’esquerra tenim un exemple de so-
bredispersio´, on els esdeveniments s’agrupen en blocs. Al centre
podem veure un cas modelitzable per la distribucio´ de Poisson, on
es presenten de forma aleato`ria. Finalment al gra`fic de la dreta te-
nim un cas de subdispersio´, on tots els esdeveniments es presenten
de forma uniforme formant una malla.
Definicio´ 1.2. Sigui X una v.a. que segueix una distribucio´ qualsevol amb espe-
ranc¸a E[X] i varia`ncia V [X]. Definim l’´ındex de dispersio´ com:
ID[X] =
V [X]
E[X]
, (1.3)
on per al cas Poisson aquest ı´ndex te valor 1. La seva corresponent versio´ emp´ırica
ID[X] =
S2
X
, (1.4)
ens indica el nivell de dispersio´ d’una mostra donada. Si el valor e´s major que
1 direm que tenim sobredispersio´, i si el valor e´s menor que 1 direm que tenim
subdispersio´.
Finalment, presentem dos tests [oMSUoOB89] per decidir si una mostra segueix
una distribucio´ de Poisson o pel contrari, tenim sobredispersio´ o subdispersio´:
Definicio´ 1.3. Sigui X1, X2, . . . , XN una mostra d’una variable aleato`ria Po(λ),
amb X la mitjana i S2 la varia`ncia de la mostra respectivament. Aleshores:
Xi − λ√
λ
∼ N(0, 1)⇒
N∑
i=1
(Xi −X)2
X
=
(N − 1)S2
X
∼ χ2N−1 (1.5)
Aix´ı doncs, si les hipo`tesis per al test de dispersio´ so´n:{
H0 : X ∼ Po(λ)
H1 : X 6∼ Po(λ)
Podem refusar la hipo`tesi nul·la, o acceptar la sobredispersio´, amb un nivell de
significacio´ α quan:
(N − 1)S2
X
≥ χ2α,N−1 (1.6)
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Aquest test nome´s refusa la Poisson quan la mostra e´s sobredispersionada, per
refusar la mostra en casos amb subdispersio´ hem d’usar un test bilateral. Suposem
doncs que Y e´s una variable aleato`ria que segueix una distribucio´ χ2M llavors si
normalitzem:
Y −M√
2M
∼ N(0, 1)
Usant aquesta relacio´ i el resultat (1.5) obtenim:
A =
(N−1)S2
X
− (N − 1)√
2(N − 1) ∼ N(0, 1)
D’on obtenim que podem refusar la hipo`tesi nul·la amb un nivell de significacio´ α
quan es compleix:
|A| ≥ Z1−α/2 (1.7)
Aquest test e´s bilateral i per tant ens serveix per decidir en mostres tant sobredis-
persionades com subdispersionades.
1.3. Algunes generalitzacions de la Poisson
Per tal de trobar distribucions alternatives a la Poisson quan les dades so´n sobre-
dispersionades, s’ha definit diverses alternatives, algunes de les quals es presenten
a continuacio´.
Tot i que hem vist que la distribucio´ de Poisson compleix propietats molt u´tils a
l’hora de modelitzar una mostra i que permet ajustar dades de forma molt simple,
sovint el problema de la dispersio´ presentat a la seccio´ anterior ens limita molt els
resultats tal com ja s’ha esmentat. Per aquesta rao´, ha sigut una de les distribu-
cions me´s estudiades i de la qual se n’han fet moltes generalitzacions, afegint nous
para`metres a la distribucio´ original. En aquesta seccio´ veurem algunes d’aquestes
generalitzacions.
1.3.1. Binomial Negativa
La binomial negativa es coneix tambe´ com a distribucio´ de Pascal (1679). Existeixen
moltes parametritzacions d’aquesta distribucio´, presentem la definicio´ donada per
Galloway (1839) que relaciona aquesta distribucio´ amb la de Poisson:
Definicio´ 1.4. Sigui X una v.a que representa el nombre de proves independents
d’un succe´s amb probabilitat d’e`xit p, necessa`ries per obtindre α e`xits, on α e´s un
nombre enter positiu. Aleshores:
P [X = k] =
(
k − 1
α− 1
)
pα(1− p)k−α, k = 1, 2, . . .
i es diu que X segueix una distribucio´ binomial negativa de para`metres α i p.
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Suposem ara que tenim una mixtura de la Poisson tal que el para`metre λ varia
segons una distribucio´ Gamma. Aixo` vol dir que λ e´s una variable aleato`ria amb
funcio´ de densitat:
f(λ) =
λα−1
βαΓ(α)
e−
λ
β , α, β > 0, λ ∈ R,
Aleshores, Greenwood i Yule (1920) observen que, si anomenem X a la variable
aleato`ria resultant, es te´ que:
P [X = α+ k] =
1
βαΓ(α)
∫ ∞
0
λα−1e−
λ
β
λke−λ
k!
dλ
=
(
α+ k − 1
α− 1
)(
β
β + 1
)k (
1
β + 1
)α (1.8)
i, per definicio´ e´s diu que X te´ una distribucio´ binomial negativa amb para`metres
p′ = 1β+1 i α
′ = α. Cal observar que si ens quedem amb la part esquerra de la
igualtat 1.8 podem afirmar que la formulacio´ de Greenwood i Yule accepta valors
de α positius pero` no necessa`riament enters. Greenwood i Yule usaven aquest model
per tal de representar la propensio´ a patir accidents. El para`metre λ de la Poisson
representa el nombre esperat d’accidents per a cada individu i s’assumeix que el
valor e´s diferent per a cadascun.
Una altra derivacio´ que relaciona la distribucio´ de Poisson amb la binomial negativa
e´s la donada per Lu¨ders (1934) on la binomial negativa prove´ de la suma de N vari-
ables aleato`ries independents ide`nticament distribu¨ıdes amb distribucio´ logar´ıtmica
i on N segueix una distribucio´ de Poisson. En aquest context, la binomial negativa
e´s diu que e´s una Poisson-stopped-sum, entenent que e´s la distribucio´ de la suma
de variables aleato`ries operades segons el resultat d’una Poisson.
1.3.2. Inversa-Gaussiana Poisson
La segona mixtura que veurem amb la Poisson e´s la Inversa-Gaussiana Poisson,
trobada per Holla (1966), e´s una distribucio´ amb una cua molt llarga, adequada
per a dades molt esbiaixades, que s’obte´ en suposar que el para`metre λ varia segons
una distribucio´ Inversa-Gaussiana amb funcio´ de densitat:
f(λ) =
(1− θ)−1/4[ 2αθ ]−1/2λ−3/2
2K1/2
(
α
√
1− θ) exp
[(
1− 1
θ
)
λ− α
2θ
4λ
]
, λ > 0,
on α > 0, 0 < θ < 1, i K1/2(y) = K−1/2(y) = e−y
√
pi/(2y) e´s una funcio´ de Bessel
de tercer tipus, que compleix la segu¨ent recurre`ncia:
Kn+1(y) =
2n
y
Kn(y) + Kn−1(y).
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Despre´s d’un seguit de ca`lculs que no es reproduiran s’obte´ que`, la funcio´ de pro-
babilitat de la mixtura Inversa-Gaussiana Poisson e´s:
P [X = k] =
√
2α
pi
eα
√
1−θ(αθ2 )
k
k!
Kk−1/2(α), k = 0, 1, 2, . . .
Aquesta distribucio´ ha estat estudiada per diferents autors com Sankaran (1968),
Sichel (1971) i Shaban (1981) buscant aproximacions i casos l´ımit. Willmot(1987)
estudia la Inversa-Gaussiana-Poisson com a alternativa per a casos en que` la bino-
mial negativa no do´na bons resultats.
1.3.3. Weighted Poisson Distribution
La distribucio´ de Del Castillo i Pe´rez-Casany (1998) [dCiMPC05] va ser cons-
tru¨ıda com a alternativa a la binomial negativa amb l’objectiu de ser usada com
a distribucio´ de la variable resposta en els models lineals amb covariables. Tambe´
es perseguia l’objectiu de trobar un model capac¸ d’ajustar tant la sobredispersio´
com la subdispersio´, ate`s que amb mixtures u´nicament es poden obtenir models
sobredispersionats. E´s una distribucio´ de la famı´lia exponencial amb l’avantatge
que l’´ındex de dispersio´ pot ser major, igual o (a difere`ncia de la binomial negativa
i la Inversa-Gaussiana Poisson) menor a la unitat, i per tant, com s’explica a la
Seccio´ 4.3.2 e´s u´til per adaptar la sobredispersio´ com la subdispersio´.
Considerem la funcio´ de pes ω(x) = (x + a)r, a > 0, r ∈ R, aplicada a la variable
aleato`ria amb distribucio´ de Poisson X amb para`metre λ positiu. El resultat e´s
una distribucio´ amb funcio´ de probabilitat:
P [Xω = k] =
C(λ, r, a)(k + a)rλke−λ
k!
.
on C(λ, r, a) e´s la constant normalitzadora i esta` definida com:
C(λ, r, a) =
∑
x≥0
(x+ a)rλxe−λ
x!
−1 ,
podem observar que el cas r = 0 (ω(x) = 1), correspon al de la Poisson. Per
tant, a difere`ncia dels dos models presentats anteriorment, e´s un model que conte´
la Poisson com a cas particular.
Finalment, a l’article es demostra que l’´ındex de dispersio´ e´s major o menor a la
unitat segons si el para`metre r e´s positiu o negatiu, i que la famı´lia admet una
reparametritzacio´ amb el valor esperat i l’´ındex de dispersio´.
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1.3.4. Distribucio´ Lagrangiana Poisson
Aquesta distribucio´ ha estat de les me´s estudiades en la famı´lia de les generalitza-
cions Lagrangianes (GLD). Tambe´ es coneix amb el nom de distribucio´ de Consul
generalitzada de Poisson (GPD)(1989).
Per construir aquesta distribucio´, definim primer el proce´s de generalitzacio´ La-
grangia`:
Teorema 1.5 Siguin Y una v.a qualsevol amb funcio´ caracter´ıstica g(z) i f(z) la
funcio´ caracter´ıstica d’una v.a X que compleix:
[
∂n−1
∂zn−1
(
[g(z)]n
∂f(z)
∂z
)]
z=0
≥ 0, ∀n ≥ 1.
Llavors podem reescriure f(z) usant l’expansio´ en series de pote`ncies com:
f(z) = f(0) +
∑
x>0
ux
x!
[
∂n−1
∂zn−1
(
[g(z)]n
∂f(z)
∂z
)]
z=0
on u e´s la solucio´ de z = ug(z) me´s propera al 0 en valor absolut. Aleshores, les
probabilitats de X so´n iguals a:
{
P [X = 0] = f(0),
P [X = k] = 1k!
[
∂n−1
∂zn−1
(
[g(z)]n ∂f(z)∂z
)]
z=0
, k = 1, 2, . . .
La distribucio´ Lagrangiana de Poisson e´s la relacio´ “Poisson-Poisson”per a les funci-
ons g(z) i f(z). Per tant, si tenim que g(z) = eλ(z−1) i f(z) = eθ(z−1) la probabilitat
resultant e´s:
P [X = k] =
θ(θ + λk)k−1e−(θ+λk)
k!
, k = 0, 1, 2, . . . ,
on podem observar que conte´ el cas de la Poisson quan λ = 0.
Consul i Famoye (1992) usen aquesta distribucio´ per fitar conjunts de dades sobre-
dispersionats i subdispersionats en regressions amb mu´ltiples covariables.
Cap´ıtol 2
La transformacio´ de Marshall-Olkin
aplicada a distribucions discretes
2.1. La transformacio´ de Marshall-Olkin (MOT)
Al 1997, A.W. Marshall i I.Olkin introdueixen a [Mar97] una transformacio´ que,
a partir de la funcio´ de supervive`ncia F d’una famı´lia de distribucions X, afegeix
un para`metre β a la famı´lia per tal de definir una nova distribucio´ amb funcio´ de
supervive`ncia G, una generalitzacio´ de F . En l’article original la transformacio´
e´s usada per generalitzar les distribucions cont´ınues Exponencial i Weibull. En
altres articles ha estat aplicada per generalitzar altres distribucions cont´ınues com
la Lomax [GAAA07], la Pareto [Yeh04] o la distribucio´ Log-normal [Gui13].
La transformacio´ ha sigut molt menys utilitzada per a generalitzar distribucions
discretes. A [GD10] podem veure-la aplicada al cas de la Geome`trica i a [CT13] on
s’aplica per tal de generalitzar la Zipfian. El treball que s’explica en aquest cap´ıtol
conte´ resultats globals per a la transformacio´ de qualsevol distribucio´ definida en
els enters no negatius. Des d’aquest punt de vista conte´ els resultats d’una recerca
no duta a terme anteriorment.
En aquest cap´ıtol es vol utilitzar la transformacio´ proposada per Marshall i Olkin
en distribucions discretes en general i estudiar-ne les principals propietats. En el
cap´ıtol segu¨ent s’aplicara` al cas particular en que` el model sigui el de Poisson.
Comencem per definir la transformacio´ proposada per Marshall-Olkin:
Definicio´ 2.1. Sigui X una v.a. definida als valors reals, amb funcio´ de super-
vive`ncia FX(k;λ) essent λ el para`metre de la distribucio´. Per a tot β > 0 i k ∈ R,
es defineix:
GY (k;λ, β) =
βFX(k;λ)
FX(k;λ) + βFX(k;λ)
, (2.9)
i es demostra que es tracta de la funcio´ de supervive`ncia d’una nova variable ale-
ato`ria bi-parame`trica Y .
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La nova famı´lia conte´ el model inicial com a cas particular ate`s que s’obte´ quan β =
1. A me´s, la transformacio´ te´ el que els autors anomenen la propietat d’estabilitat,
que vol dir que si apliquem la transformacio´ dos cops consecutivament, continuem
estant dins la mateixa famı´lia.
En l’article tambe´ s’esmenta la propietat de que la transformacio´ e´s geometric-
extreme stable independentment de quina sigui la distribucio´ original. Aquesta
propietat vol dir que si tenim una successio´ Y1, Y2, . . . , YN de v.a. independents
ide`nticament distribu¨ıdes i N e´s una v.a. que s’assumeix que segueix una distribucio´
geome`trica, llavors les v.a Y 1 = min(Y1, . . . , YN ) i Y 2 = max(Y1, . . . , YN ) tambe´
tenen distribucions en la mateixa famı´lia.
A partir d’aquest punt del treball, suposarem que la v.a inicial X a la qual s’aplica
la transformacio´ e´s una v.a discreta definida en els enters no-negatius.
2.2. Definicio´ i algunes propietats
El resultat que motiva aquest treball e´s la generalitzacio´ d’una distribucio´ X dis-
creta no-negativa qualsevol amb funcio´ de supervive`ncia FX usant la transformacio´
de Marshall-Olkin.
Definicio´ 2.2. Direm que la v.a Y segueix la distribucio´ de X estesa amb la
transformacio´ de Marshall i Olkin (MOEX) si i nome´s si la seva distribucio´ e´s
resultant d’aplicar la transformacio´ de Marshall-Olkin a la distribucio´ de X.
Aix´ı doncs, a partir de (2.9) s’obte´ la segu¨ent proposicio´:
Proposicio´ 2.1 Si X e´s una v.a. discreta no-negativa i Y segueix la distribucio´
MOEX , llavors la funcio´ de probabilitat de la distribucio´ de Y en un valor k concret
e´s: 
P [Y = 0] =
βP [X = 0]
1 + (β − 1)(1− P [X = 0]) ,
P [Y = k] =
βP [X = k]
h(k − 1;λ, β)h(k;λ, β)
(2.10)
On:
h(k;λ, β) = 1 + (β − 1)(1− FX(k;λ)). (2.11)
Demostracio´. Per trobar la probabilitat de la distribucio´ de la variable aleato`ria
Y en un valor k enter no negatiu s’utilitzara` (2.9). Per definicio´:
P [Y = 0] = 1− P [Y > 0] = 1−GY (0;λ, β)
=
βFX(0;λ)
FX(0;λ) + β(1− FX(0;λ)) =
βP [X = 0]
1 + (β − 1)(1− P [X = 0]) ,
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Per a un valor k ≥ 1, e´s te que:
P [Y = k] = P [Y > k − 1]− P [Y > k] = GY (k − 1;λ, β)−GY (k;λ, β)
=
β[1− FX(k − 1;λ)]
1 + (β − 1)[1− FX(k − 1;λ)] −
β[1− FX(k;λ)]
1 + (β − 1)[1− FX(k;λ)]
=
β(FX(k;λ)− FX(k − 1;λ))
[1 + (β − 1)(1− FX(k − 1;λ))][1 + (β − 1)(1− FX(k;λ))]
=
βP [X = k]
[1 + (β − 1)(1− FX(k − 1;λ))][1 + (β − 1)(1− FX(k;λ))]
=
βP [X = k]
h(k − 1;λ, β)h(k;λ, β) .
uunionsq
L’estudi de la funcio´ h(k;λ, β) definida a (2.11) e´s ba`sic per tal de deduir propietats
de la famı´lia definida. D’aqu´ı que, a continuacio´, s’estudi¨ın algunes de les propietats
d’aquesta funcio´.
Proposicio´ 2.2 Per a qualsevol valor enter no negatiu k i λ l’espai de para`metres
de la v.a X, es compleix:
h(k;λ, β) = 1 Si β = 1,
1 > h(k;λ, β) > β Si β < 1,
β > h(k;λ, β) > 1 Si β > 1.
Demostracio´. Quan β = 1 el resultat e´s immediat, distingim a continuacio´ si β
e´s major o menor a la unitat.
Suposem β > 1, de la definicio´ de funcio´ de distribucio´ e´s te´:
1− FX(k;λ) < 1,
s’obte´ que:
(1− FX(k;λ))(β − 1) < (β − 1),
amb la qual cosa:
h(k;λ, β) = 1 + (1− FX(k;λ))(β − 1) < 1 + (β − 1) = β.
A me´s, tenint en compte que per tot k enter positiu 1 − FX(k;λ) > 0 i que s’esta`
suposant que β − 1 > 0, es te´ que:
(1− FX(k;λ))(β − 1) > 0
d’on s’obte´ que:
h(k;λ, β) = 1 + (1− FX(k;λ))(β − 1) > 1
El cas β < 1 s’obte´ de forma ana`loga, tenint en compte que β − 1 < 0. uunionsq
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A continuacio´ es comparen les probabilitats de la variable original amb les de la
variable transformada d’un valor k enter no-negatiu.
Proposicio´ 2.3 Sigui X una v.a. discreta no-negativa amb funcio´ de distribucio´
FX(k;λ), i sigui Y la v.a resultant d’aplicar la transformacio´ MO a X. Per a tot
valor k en el suport de X es compleix:
a)
PY (k)
PX(k)
=
β
h(k − 1;λ, β)h(k;λ, β) ,
b) lim
k→∞
PY (k)
PX(k)
= β.
Demostracio´. L’apartat a) e´s immediat amb la Proposicio´ 2.10 al fer el quocient
entre les dues probabilitats. Per l’apartat b), cal tenir en compte que per definicio´
de funcio´ de distribucio´ lim
k→∞
FX(k;λ) = 1. Llavors de la definicio´ de h(k;λ, β)
s’obte´ que lim
k→∞
h(k;λ, β) = 1 i, tenint en compte a), s’obte´ el resultat desitjat. uunionsq
L’apartat b) de la Proposicio´ 2.3 ens permet interpretar el para`metre β com el
quocient de dues probabilitats en un mateix valor k, quan aquest k e´s suficientment
gran. D’aqu´ı es dedueix que la transformacio´ Marshall-Olkin nome´s modifica de
forma significativa les probabilitats dels primers valors ate`s que per a valors grans
no e´s me´s que una homote`cia aplicada a la distribucio´ original. Aquest resultat
s’il·lustrara` en el Cap´ıtol 3 pel cas particular de la Poisson.
Proposicio´ 2.4 Sigui X una v.a. discreta no-negativa qualsevol, i sigui Y la v.a
resultant d’aplicar la transformacio´ MO a X. Per a tot valor k en el suport de X
es compleix: 
1
βPX(k) < PY (k) < βPX(k), Si β > 1
PY (k) = PX(k), Si β = 1
βPX(k) < PY (k) <
1
βPX(k), Si β < 1
Demostracio´. El cas β = 1 e´s immediat, ja que les dues variables segueixen la
mateixa distribucio´ i, per tant, tenen igual probabilitat.
Suposem doncs β > 1, de la Proposicio´ 2.2 es te´ que:
h(k;λ, β) < β ⇒ h(k − 1;λ, β)h(k;λ, β) < β2.
Tenint en compte l’apartat a) de la Proposicio 2.3, s’obte´ que:
1
β
<
β
h(k − 1;λ, β)h(k;λ, β) =
PY (k)
PX(k)
⇒ 1
β
PX(k) < PY (k).
A me´s, tambe´ es te´:
h(k;λ, β) > 1⇒ h(k − 1;λ, β)h(k;λ, β) > 1
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i, per tant,
1 >
1
h(k − 1;λ, β)h(k;λ, β) ⇒ β >
β
h(k − 1;λ, β)h(k;λ, β) =
PY (k)
PX(k)
⇒ βPX(k) > PY (k).
El cas β < 1 s’obte´ de forma ana`loga. uunionsq
La proposicio´ que acabem de demostrar posa de manifest que les probabilitats de
la variable transformada es troben afitades entre la probabilitat de la variable X
al mateix punt, i una proporcio´ d’ella mateixa. La segu¨ent proposicio´ compara la
rao´ de dues probabilitats consecutives de la variable inicial amb les de la variable
transformada:
Proposicio´ 2.5 Sigui X una v.a. discreta no-negativa qualsevol, i sigui Y la v.a
resultant d’aplicar la transformacio´ MO a X. Per a tot valor k en el suport de X,
comparant el quocient de dues probabilitats consecutives de les dues v.a, s’obte´ que:
PY (k + 1)
PY (k)
<
PX(k + 1)
PX(k)
si β < 1,
PY (k + 1)
PY (k)
=
PX(k + 1)
PX(k)
si β = 1,
PY (k + 1)
PY (k)
>
PX(k + 1)
PX(k)
si β > 1.
Demostracio´. Tenint en compte (2.10) i fent el quocient de les dues probabilitats
consecutives de Y es te´ que:
PY (k + 1)
PY (k)
=
PX(k + 1)
PX(k)
h(k − 1;λ, β)
h(k + 1;λ, β)
=
PX(k + 1)
PX(k)
g(k;λ, β),
on g(k;λ, β) e´s el terme multiplicatiu que relaciona les dues tende`ncies i es defineix
com
g(k;λ, β) =
h(k − 1;λ, β)
h(k + 1;λ, β)
.
Estudiant el signe de g(k;λ, β), per a β me´s gran o me´s petita que la unitat s’ob-
tindra` la proposicio´.
Per al cas β = 1, es compleix que g(k;λ, β) = 1 e´s a dir, les dues v.a. tenen el
mateix quocient de probabilitats.
Si β < 1, pel fet que la funcio´ de distribucio´ d’una variable aleato`ria e´s creixent, es
compleix que 1− FX(k − 1;λ) > 1− FX(k + 1;λ), amb la qual cosa es te´ que:
(β − 1)(1− FX(k − 1;λ)) < (β − 1)(1− FX(k + 1;λ))
i, per tant,
1 + (β − 1)(1− FX(k − 1;λ)) < 1 + (β − 1)(1− FX(k + 1;λ))
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Tenint en compte la definicio´ de la funcio´ h(l;λ, β) (2.11) s’obte´ que
g(k;λ, β) =
1 + (β − 1)(1− FX(k − 1;λ))
1 + (β − 1)(1− FX(k + 1;λ)) < 1.
El cas β > 1 e´s ana`leg a l’anterior, i igual que en les proposicions anteriors, no
s’exposa en aquest document. uunionsq
2.3. Moments. Esperanc¸a i varia`ncia
En aquest apartat, ens centrem en els moments de la distribucio´ MOEX , s’anuncien
alguna propietat relacionada amb l’esperanc¸a i varia`ncia. Amb aquests resultats
podrem definir l’´ındex de dispersio´ i tots aquests resultats els usarem en el Cap´ıtol
3 en el cas particular de la Poisson. Per tant, comencem definint l’esperanc¸a:
Proposicio´ 2.6 Sigui X una v.a. discreta no-negativa amb funcio´ de distribucio´
FX(k;λ), i sigui Y la v.a resultant d’aplicar la transformacio´ MO a X. Llavors
l’esperanc¸a de Y e´s:
E[Y ] = β
∞∑
k≥0
1− FX(k;λ)
h(k;λ, β)
Demostracio´. Usant la propietat de que P [Y = k] = P [Y > k − 1]− P [Y > k] a
la definicio´ de l’esperanc¸a tenim que:
E[Y ] =
∞∑
k≥0
kP [Y = k] =
∞∑
k≥0
− (kP [Y > k]− kP [Y > k − 1])
= β
∞∑
k≥0
(
k
FX(k;λ)− 1
h(k;λ, β)
− kFX(k − 1;λ)− 1
h(k − 1;λ, β)
)
= β
(
−FX(0;λ)− 1
h(0;λ, β)
+
FX(1;λ)− 1
h(1;λ, β)
− 2FX(1;λ)− 1
h(1;λ, β)
+ 2
FX(2;λ)− 1
h(2;λ, β)
−3FX(2;λ)− 1
h(2;λ, β)
+ · · ·
)
= β
∞∑
k≥1
−FX(k − 1;λ)− 1
h(k − 1;λ, β) = β
∞∑
k≥0
1− FX(k;λ)
h(k;λ, β)
uunionsq
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Per a fer me´s entenedora la demostracio´ de la segu¨ent proposicio´, necessitem el
Lema que presentem a continuacio´, que podem trobar-lo al Cap´ıtol 2 a [Fel60],
llibre que conte´ teoria cla`ssica de probabilitats.
Lema 2.7 Sigui X una v.a discreta no-negativa qualsevol amb para`metre λ, i sigui
FX(k;λ) la seva funcio´ de distribucio´. Llavors es compleix que:
E[X] =
∑
k≥0
(1− FX(k;λ))
Demostracio´. Escrivint la funcio´ de distribucio´ com a sumatori de probabilitats
e´s te´ que: ∑
k≥0
(1− FX(λ; k)) =
∑
k≥0
∑
i≥k+1
P [X = i],
canviant l’ordre dels sumatoris, tenim que:
∑
k≥0
∑
i≥k+1
P [X = i] =
∑
i≥0
i−1∑
k=0
P [X = i] =
∑
i≥0
iP [X = i] = E[X]
uunionsq
La segu¨ent proposicio´ ens do´na fites superiors i inferiors per a l’esperanc¸a de la
variable transformada:
Proposicio´ 2.8 Sigui X una v.a. discreta no-negativa amb funcio´ de distribucio´
FX(k;λ), i sigui Y la v.a resultant d’aplicar la transformacio´ MO a X. Llavors es
compleix: 
E[X] < E[Y ] < βE[X] si β > 1,
E[Y ] = E[X] si β = 1,
βE[X] < E[Y ] < E[X] si β < 1.
Demostracio´. El cas β = 1 e´s inmediat ja que les distribucions coincideixen.
Si suposem que β > 1, ate`s que de la Proposicio 2.2 es te´ que 1 < h(k;λ, β) < β,
llavors:
1 < h(k;λ, β) < β ⇔ 1
β
<
1
h(k;λ, β)
< 1
⇔ 1− FX(k;λ)
β
<
1− FX(k;λ)
h(k;λ, β)
< 1− FX(k;λ)
⇔
∑
k≥0
1− FX(k;λ)
β
<
∑
k≥0
1− FX(k;λ)
h(k;λ, β)
<
∑
k≥0
1− FX(k;λ)
⇔
∑
k≥0
1− FX(k;λ) < β
∑
k≥0
1− FX(k;λ)
h(k;λ, β)
= E[Y ] < β
∑
k≥0
1− FX(k;λ)
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Usant el Lema 2.7 es te´ que:
E[X] =
∞∑
k≥0
(1− FX(k;λ)) < E[Y ] < β
∞∑
k≥0
(1− FX(k;λ)) = βE[X]
De forma ana`loga, usant que 1 > h(k;λ, β) > β quan β < 1 es demostra el cas de
β menor que la unitat. uunionsq
Proposicio´ 2.9 Sigui X una v.a. discreta no-negativa amb funcio´ de distribucio´
FX(k;λ), i sigui Y la v.a resultant d’aplicar la transformacio´ MO a X. El moment
d’ordre n de Y es igual a:
E[Y n] = β
∞∑
k≥0
[(k + 1)n − kn][1− FX(k;λ)]
h(k;λ, β)
Demostracio´. Usant el mateix sistema que hem usat a la demostracio´ de la Pro-
posicio´ 2.6 pero` de forma gene`rica per a un valor de n qualsevol, es demostra la
proposicio´, vegem-ho:
E[Y n] =
∞∑
k≥0
knP [Y = k] =
∞∑
k≥0
− (knP [Y > k]− knP [Y > k − 1])
= β
∞∑
k≥0
(
kn
FX(k;λ)− 1
h(k;λ, β)
− knFX(k − 1;λ)− 1
h(k − 1;λ, β)
)
= β
(
−FX(0;λ)− 1
h(0;λ, β)
+
FX(1;λ)− 1
h(1;λ, β)
− 2nFX(1;λ)− 1
h(1;λ, β)
+ 2n
FX(2;λ)− 1
h(2;λ, β)
−3nFX(2;λ)− 1
h(2;λ, β)
+ · · ·
)
= β
∞∑
k≥0
[(k + 1)n − kn][1− FX(k;λ)]
h(k;λ, β)
uunionsq
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Proposicio´ 2.10 Sigui X una v.a. discreta no-negativa amb funcio´ de distribucio´
FX(k;λ), i sigui Y la v.a resultant d’aplicar la transformacio´ MO a X. Llavors, el
moment d’ordre E[Y n] e´s creixent respecte el para`metre β, per a tot enter estric-
tament positiu.
Demostracio´. Reescrivim el moment d’ordre n com:
E[Y n] =
∞∑
k≥0
[(k + 1)n − kn][1− FX(k;λ)]
h(k;λ,β)
β
Llavors, si es demostra que el terme del denominador e´s decreixent com a funcio´ de
β, tindrem el resultat desitjat. Ara be´, de (2.11) tenim que:
h(k;λ, β)
β
=
1 + (β − 1)(1− FX(k;λ))
β
= 1− FX(k;λ) + FX(k;λ)
β
i tenint en compte que el terme 1−FX(k;λ) no depen de β, i que el terme FX(k;λ)
β
e´s decreixent en β s’obte´ el resultat. uunionsq
A continuacio´, calculem la varia`ncia d’una v.a amb distribucio´ MOEX :
Proposicio´ 2.11 Sigui X una v.a. discreta no-negativa amb funcio´ de distribucio´
FX(k;λ), i sigui Y la v.a resultant d’aplicar la transformacio´ MO a X. La varia`ncia
de Y es igual a:
V [Y ] = 2β
∞∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
+ E[Y ](1− E[Y ])
Demostracio´. Usem la Proposicio´ 2.9 per calcular el moment d’ordre 2:
E[Y 2] = β
∞∑
k≥0
(2k + 1)(1− FX(k;λ))
h(k;λ, β)
= 2β
∞∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
+ E[Y ]
Llavors, a partir de la definicio´ de varia`ncia, el resultat e´s directe:
V [Y ] = E[Y 2]− E2[Y ] = β
∞∑
k≥0
(2k + 1)(1− FX(k;λ))
h(k;λ, β)
= 2β
∞∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
+ E[Y ]− E2[Y ]
uunionsq
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2.4. I´ndex de dispersio´
En aquest apartat definim l’´ındex de dispersio´ usant les expressions de l’esperanc¸a
i varia`ncia de les Proposicions 2.6 i 2.11 de la seccio´ anterior. El valor de l’´ındex
de dispersio´ ens permet comparar dues distribucions amb el mateix valor esperat
en termes de varia`ncia. La que te´ un ı´ndex de dispersio´ me´s elevat e´s la me´s
dispersionada. E´s especialment important pel cas de les distribucions Binomial i
Poisson. Tambe´ e´s u´til per comparar la dispersio´ d’una mostra i una distribucio´
teo`rica.
Sigui X una v.a. discreta no-negativa amb funcio´ de distribucio´ FX(k;λ), i sigui
Y la v.a resultant d’aplicar la transformacio´ MO a X. L’´ındex de dispersio´ de Y
(veure (1.3)) e´s igual a:
ID[Y ] =
V [Y ]
E[Y ]
=
2β
E[Y ]
∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
+ 1− E[Y ] (2.12)
A continuacio´ volem comparar l’´ındex de dispersio´ d’una variable aleato`ria en la
famı´lia inicial i el d’una variable en la famı´lia transformada amb el mateix valor
esperat. Pre`viament a enunciar el resultat obtingut es presenten dos lemes, el
primer dels quals apareix en la bibliografia cla`ssica de probabilitats igual que el
Lema 2.7 [Fel60].
Lema 2.12 Sigui X una v.a discreta no-negativa qualsevol amb para`metre λ. Si
FX(k;λ) denota la seva funcio´ de distribucio´, tenim que:∑
k≥0
k(1− FX(k;λ)) = E[X
2]
2
− E[X]
2
Demostracio´. Usant la definicio´ de la funcio´ de distribucio´ es te´:∑
k≥0
k(1− FX(k;λ)) =
∑
k≥0
∑
i≥k+1
kP [X = i]
Per tant, canviant l’ordre dels sumatoris es troba el resultat:∑
k≥0
∑
i≥k+1
kP [X = i] =
∑
i≥1
(
i−1∑
k=0
k
)
P [X = i] =
∑
i≥1
i(i− 1)
2
P [X = i] =
E[X2]
2
−E[X]
2
uunionsq
Lema 2.13 Sigui X una v.a discreta no-negativa amb para`metre λ. Per a tot
β > 0 es compleix la relacio´:
E[X2]
2
− E[X]
2
>
∞∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
>
E[X2]
2β
− E[X]
2β
, si β > 1,
∞∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
=
E[X2]
2
− E[X]
2
, si β = 1,
E[X2]
2β
− E[X]
2β
>
∞∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
>
E[X2]
2
− E[X]
2
, si β < 1.
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Demostracio´. El cas β = 1 e´s immediat per el Lema 2.12 ja que h(k;λ, 1) = 1.
Suposant β > 1 i usant la Proposicio´ 2.2, com que β > h(k, λ, β) > 1, invertint es
compleix que:∑
k≥0
k(1− FX(k;λ)) >
∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
>
1
β
∑
k≥0
k(1− FX(k;λ))
Llavors, usant el Lema 2.12 s’obte´ el resultat:
E[X2]
2
− E[X]
2
=
∑
k≥0
k(1− FX(k;λ)) >
∑
k≥0
k(1− FX(k;λ))
h(k;λ, β)
>
1
β
∑
k≥0
k(1− FX(k;λ)) = 1
β
(
E[X2]
2
− E[X]
2
)
De forma ana`leg s’obte´ el cas β < 1, usant que β < h(k;λ, β) < 1 s’obte´ el resultat
esperat. uunionsq
A continuacio´ es vol comparar l’´ındex de dispersio´ d’una variable en el model ori-
ginal i una variable en el model generalitzat amb el mateix valor de λ En aquest
cas les esperances de les dues variables no seran iguals.
Proposicio´ 2.14 Sigui X una v.a. discreta no-negativa amb funcio´ de distribucio´
FX(k;λ), i sigui Y la v.a resultant d’aplicar la transformacio´ MO a X. Llavors
per a tot β > 0 es compleix la segu¨ent relacio´:
ID[X]
β
+
(
1
β
− β
)
E[X] +
(
1− 1
β
)
< ID[Y ] < βID[X] + (β − 1)E[X] + (1− β) si β > 1,
ID[Y ] = ID[X] si β = 1,
βID[X] + (β − 1)E[X] + (1− β) < ID[Y ] < ID[X]β +
(
1
β − β
)
E[X] +
(
1− 1β
)
si β < 1.
Demostracio´. Suposem β = 1, de la definicio´ de l’´ındex de dispersio´, usant el
Lema 2.13 i del fet que E[Y ] = E[X] per a qualsevol valor de λ, de la Proposicio´
2.8 s’obte´ que:
ID[Y ] =
2
E[X]
∑
k≥0
k(1− FX(k;λ)) + 1− E[X] = E[X
2]− E[X]
E[X]
+ 1− E[X]
=
E[X2]− E[X] + E[X]− E2[X]
E[X]
=
V [X]
E[X]
= ID[X].
Pel cas β > 1, tenint en compte (2.12) i la part esquerra de la primera desigualtat
del Lema 2.13 tenim que
ID[Y ] <
2β
E[Y ]
[
E[X2]
2
− E[X]
2
]
+ 1− E[Y ], (2.13)
i de forma ana`loga, utilitzant la part dreta de la primera desigualtat del Lema 2.13
tenim que
ID[Y ] >
E[X2]− E[X]
E[Y ]
+ 1− E[Y ], (2.14)
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per tant, ajustant (2.13) i (2.14) tenim la desigualtat segu¨ent:
E[X2]− E[X]
E[Y ]
+ 1− E[Y ] < ID[Y ] < β(E[X
2]− E[X])
E[Y ]
+ 1− E[Y ]
De la Proposicio´ 2.8 tenim que pel cas β > 1,
−βE[X] < −E[Y ] < −E[X],
i, per tant,
1
βE[X]
<
1
E[Y ]
<
1
E[X]
,
en consequ¨encia, trobem que
E[X2]− E[X]
βE[X]
+ 1− βE[X] < ID[Y ] < β(E[X
2]− E[X])
E[X]
+ 1− E[X] (2.15)
Finalment, si escrivim (2.15) en termes de l’´ındex de dispersio´ de la Poisson tenim
que:
ID[X]
β
+
(
1
β
− β
)
E[X] +
(
1− 1
β
)
< ID[Y ] < βID[X] + (β − 1)E[X] + (1− β)
El cas β < 1 e´s ana`leg usant les desigualtats corresponents del Lema 2.13 i la
Proposicio´ 2.8. uunionsq
La importa`ncia d’aquesta proposicio´ que acabem de veure recau en el fet que a partir
de l’´ındex de dispersio´ de la variable inicial obtenim fites de l’´ındex de dispersio´ de
la variable transformada. Tal com es veura` en el cap´ıtol segu¨ent aquestes fites pero`
so´n sovint molt poc restrictives.
Cap´ıtol 3
La distribucio´ Marshall-Olkin Extended-
Poisson.
En aquest cap´ıtol s’utilitza la transformacio´ de Marshall i Olkin per tal de genera-
litzar la distribucio´ de Poisson. Tambe´ observarem com es compleixen els diversos
resultats obtinguts al Cap´ıtol 2 per a distribucions discretes no negatives en general,
per al cas particular de la Poisson.
3.1. Definicio´ i algunes propietats
Definicio´ 3.1. Sigui X una v.a. amb distribucio´ de Poisson de para`metre λ,
amb funcio´ de distribucio´ FX(k;λ). Direm que Y e´s una v.a. amb distribucio´ de
Marshall-Olkin Extended Poisson (MOE-Po) de para`metres λ, β si, i nome´s si, la
seva funcio´ de supervive`ncia e´s igual a:
GY (k;λ, β) =
β(1− FX(k;λ))
FX(k;λ) + β(1− FX(k;λ)) .
D’aqui es dedueix que, la probabilitat de Y en un valor k enter no negatiu concret,
e´s igual a:
Cas k = 0 :
p0 = P [Y = 0] = 1− P [Y > 0] = 1−GY (0;λ, β) = e
−λ
1 + (β − 1)(1− e−λ)
Cas k ≥ 1 :
pk = P [Y = k] = P [Y > k − 1]− P [Y > k]
=
βe−λ λ
k
k!
[1 + (β − 1)(1− FX(k − 1;λ))][1 + (β − 1)(1− FX(k;λ))]
=
βe−λ λ
k
k!
h(k − 1;λ, β)h(k;λ, β)
on h(k;λ, β) esta` definit a (2.11).
Observacio´: Si s’assumeix que FX(−1, λ) = 0 el cas k = 0 es pot veure com un cas
particular del cas me´s general.
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A la Figura 1 apareixen gra`fics de probabilitat d’una MOE-Po(λ, β) per a λ = 5 i
a la Figura 2 per a λ = 20 i diferents valors de β, concretament es consideren els
casos β = 0.1, 0.5, 1, 2, 5 i 10. Es pot observar com el valor de λ afecta a la densitat
de la probabilitat. A mesura que augmentem el valor de λ, per a un valor de β
concret, la probabilitat es dispersa me´s a l’espai i la moda tendeix a traslladar-se
cap a la dreta al augmentar λ. A tots els gra`fics apareix el cas β = 1 que correspon
al cas Poisson, per tal que es puguin comparar les probabilitats amb les del model
sense transformar.
0 5 10 15 20 25 30
0.
00
0.
10
0.
20
ß = 0.1
k
Pr
ob
ab
ilit
y
0 5 10 15 20 25 30
0.
00
0.
10
0.
20
ß = 0.5
k
Pr
ob
ab
ilit
y
0 5 10 15 20 25 30
0.
00
0.
10
0.
20
ß = 1, Poisson
k
Pr
ob
ab
ilit
y
0 5 10 15 20 25 30
0.
00
0.
10
0.
20
ß = 2
k
Pr
ob
ab
ilit
y
0 5 10 15 20 25 30
0.
00
0.
10
0.
20
ß = 5
k
Pr
ob
ab
ilit
y
0 5 10 15 20 25 30
0.
00
0.
10
0.
20
ß = 10
k
Pr
ob
ab
ilit
y
Figura 1. Probabilitats d’una MOE-Po fixant λ = 5 amb diversos
valors de β. A cada gra`fic podem veure amb una l´ınea discontinua,
les probabilitats de la Poisson.
En els gra`fics es pot observar com, en comparacio´ amb la distribucio´ de Poisson
amb el mateix para`metre λ, la moda de la MOE-Po e´s me´s propera` a 0 per a valors
de β me´s petits que 1. En canvi, per valors de β majors que 1, la moda e´s major
que la de la Poisson amb el mateix para`metre λ. Tambe´ es pot veure com per valors
grans de k, la probabilitat de la Poisson tendeix a 0 i per la Proposicio´ 2.4, s’obte´
que la probabilitat de la MOE-Po tambe´. Veiem tambe´ que independentment de λ,
valors de β menors (o majors) que 1 incrementen (disminueixen) les probabilitats
dels primers enters respecte a les de la Poisson inicial.
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Figura 2. Probabilitats d’una MOE-Po amb λ = 20 fixada i usant
els mateixos valors de β que per la Figura 1. La l´ınea discont´ınua
correspont a les probabilitats de la Poisson.
Els gra`fics de les Figures 3 i 4 corresponen a la funcio´ de distribucio´ d’una MOE-Po.
Podem observar com per a valors de β menors a la unitat, la probabilitat acumulada
de la MOE-Po sempre e´s major que la de la Poisson. En canvi, per a valors majors
de la unitat tenim el cas contrari. A me´s, comparant els dos valors de λ podem
observar la dispersio´ de la probabilitat. Per a valors petits de λ la probabilitat
tendeix a concentrar-se en els primers valors enters no negatius, aixo` implica que la
funcio´ distribucio´ tingui un creixement me´s pronunciat, en canvi per a valors me´s
grans, podem veure com aquest creixement e´s me´s suau ate`s que les probabilitats
es repeteixen en un rang me´s ampli de valors. Tambe´ s’observa que el para`metre
addicional β, tendeix a acumular les probabilitats als primers valors quan e´s menor
que la unitat respecte de les mateixes probabilitats associades a una Poisson. En
cas que β sigui major a la unitat es produeix l’efecte contrari.
A les Figures 5 i 6 podem veure la relacio´ presentada a la Proposicio´ 2.3 de forma
gra`fica. Podem observar com en tots els casos, per a valors de k grans tendim al
valor β. A me´s, tambe´ podem veure com per a valors de β me´s petits de la unitat, la
probabilitat per a valors petits de k de la MOE-Po e´s major que la de la Poisson, i
tenim el cas contrari per a valors de β majors que la unitat. El valor de λ observem
que esta` relacionat amb la rapidesa en que` el quocient de les probabilitats tendeix
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Figura 3. Funcions de distribucio´ d’una MOE-Po amb λ = 5 i
diferents valors de β. Com en els casos anteriors la l´ınea discont´ınua
tenim la funcio´ de distribucio´ de la Poisson.
al valor de β, en el cas de λ = 5 el quocient convergeix rapidament i per al cas
λ = 20 observem que necessitem augmentar el valor de k per veure la converge`ncia.
A les Figures 7 i 8 podem veure gra`ficament el resultat de la Proposicio´ 2.5. Veiem
com tant pel cas de λ = 5 com pel cas de λ = 20, es compleix que el quocient de
les probabilitats consecutives d’una MOE-Po amb valors de β menors que la unitat
es menor que el quocient de les mateixes probabilitats per a la Poisson amb el
mateix λ, i tenim el resultat contrari per a valors de β majors que la unitat. Tambe´
podem observar com els dos quocients de probabilitat tendeixen a ser iguals quan
augmentem suficientment el valor de k per a qualsevol valor de β i λ. aixo` ens diu
novament que la transformacio´ nome´s afecta de forma important les probabilitats
dels valors me´s petits.
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Figura 4. Funcions de distribucio´ d’una MOE-Po amb λ = 20
i diferents valors de β. La l´ınea discont´ınua correspon a la funcio´
de distribucio´ d’una Poisson.
3.2. Esperanc¸a i varia`ncia
En aquesta seccio´ veurem diversos gra`fics explicatius dels resultats trobats a la
Seccio´ 2.3 per al cas particular de la MOE-Po.
A la Figura 9 podem veure com evoluciona l’esperanc¸a d’una variable aleato`ria
MOE-Po per a λ = 0.5, 1, 2, 5, 10 i 30, com a funcio´ de β. Aix´ı doncs, en els gra`fics
podem veure clarament la monoton´ıa demostrada a la Proposicio´ 2.10. La recta
discontinua de cada gra`fic correspont al valor βE[X] on X e´s una variable aleato`ria
de Poisson amb el mateix para`metre λ. Aix´ı doncs, podem observar el resultat de
la Proposicio´ 2.8 que diu que per a valors de β menors que la unitat, l’esperanc¸a
de E[Y ] e´s major que el valor βE[X], i per a valors de β majors que la unitat,
l’esperanc¸a de la MOE-Po e´s menor que el producte βE[X].
A la Figura 10 presentem la varia`ncia d’una MOE-Po com a funcio´ de β, per a
diferents valors de λ. D’aquests gra`fics cal destacar el creixement de la varia`ncia
com a funcio´ de λ. Aix´ı doncs, si augmentem el valor de λ per a un β fix, tambe´
augmentem la varia`ncia de forma notable. A me´s, podem veure com per valors
grans de λ la varia`ncia no e´s mono`tona respecte β, sino´ que per a valors grans de
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Figura 5. Rao´ entre la probabilitat d’una MOE-Po i la d’una
Poisson amb el mateix valor de λ (λ = 5) per als diversos valors
de β.
β, la varia`ncia disminueix. No sabem si aquesta falta de monotonia de la varia`ncia
com a funcio´ de β tambe´ es do´na per a valors de λ me´s petits i no l’observem perque`
calen valors de β molt me´s grans per a observar el decreixement.
3.3. ı´ndex de dispersio´
En aquesta seccio´ es mostren diversos gra`fics sobre l’´ındex de dispersio´ d’una MOE-
Po. A la Figura 11 podem veure l’´ındex de dispersio´ com a funcio´ de β per a
diferents valors de λ. Podem veure com el valor de l’´ındex e´s forc¸a constant per β
major que la unitat, en canvi, per a valors de β menors a la unitat, el para`metre
λ te´ un paper me´s important ate`s que la forma de l’´ındex canvia molt segons com
sigui λ, s’observa que l’´ındex de dispersio´ e´s pra`cticament una funcio´ lineal de β
per a β ≥ 1. Per a β ∈ (0, 1) es veu que la funcio´ pot ser co´ncava o convexa segons
la magnitud de λ.
En els gra`fics tenim les corbes que representen els l´ımits donats per la Proposicio´
2.14. Podem veure com no acoten de forma gaire precisa el valor de l’´ındex i si fem
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Figura 6. Rao´ entre la probabilitat d’una MOE-Poi i la d’una
Poisson amb el mateix valor de λ (λ = 20) per als diversos valors
de β.
cre´ixer el valor de λ els l´ımits so´n encara menys precisos fins al punt en que`, per a
valors molt grans, els l´ımits agafen tot l’espai dels reals com podem veure en el cas
de λ = 30. Les fites de la Proposicio´ 2.14 so´n, en general, poc acurades.
Finalment, a les Figures 12, 13 i 14, veiem gra`fics conjunts per a l’esperanc¸a, la
varia`ncia i l’´ındex de dispersio´ per a λ = 2, 5 i 30 respectivament, com a funcio´
de β. En el primer cas amb λ = 2 es pot observar la monotonia de l’esperanc¸a
demostrada a la Proposicio´ 2.10 com a funcio´ de β. A me´s, per al rang de valors de
β considerats, fa pensar que la varia`ncia tambe´ e´s mono`tona creixent. Finalment,
sobre l’´ındex de dispersio´ cal destacar la separacio´ de β = 1. Per a valors de β me´s
petits que la unitat tenim una famı´lia amb sobredispersio´, i en canvi, per valors
majors de la unitat tenim subdispersio´. Aixo` e´s consequ¨e`ncia del fet que el seu
ı´ndex de dispersio´ e´s major que la unitat si β < 1 i menor que la unitat si β > 1.
Per a λ = 5, cal destacar l’augment dels valors de l’esperanc¸a respecte als de
l’exemple anterior. Tot i que la varia`ncia tambe´ augmenta, tendeix a estabilitzar-
se, i com podem observar, per valors de β majors a 3 la varia`ncia e´s quasi constant.
Aquest fet fa que l’´ındex de dispersio´ tingui valors me´s propers a la unitat, ja que
l’esperanc¸a te´ valors me´s propers als de la varia`ncia que per al cas amb λ = 2.
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Figura 7. Quocient de probabilitats consecutives per a una
MOE-Po amb para`metre λ = 5 i diferents valors de β.
A me´s, podem observar a l’´ındex de dispersio´ el mateix patro´ que amb el primer
exemple, per a valors de β menors a la unitat tenim sobredispersio´ i per valors
majors a la unitat subdispersio´.
Pel que respecta als mateixos gra`fics amb λ = 30, el creixement de l’esperanc¸a
respecte β e´s molt pronunciat, i aixo` provoca que per valors molt petits de β, la
varia`ncia e´s menor i l’´ındex de dispersio´ es menor a la unitat, E´s a dir, que per
valors molt petits de β tenim subdispersio´, a difere`ncia dels altres exemples. En
aquest exemple podem veure tambe´, com la varia`ncia no e´s una funcio´ mono`tona de
β. Per a valors grans del para`metre β, la varia`ncia disminueix. Aquest exemple ens
contradiu la hipo`tesi que haviem pensat inicialment que el para`metre β ens informa
sobre la dispersio´ de les dades. No podem saber si la distribucio´ e´s sobredispersio-
nada o subdispersionada respecte de la distribucio´ de Poisson amb el mateix valor
esperat, nome´s sabent si el para`metre β e´s major o menor a la unitat, ate`s que aixo`
depe`n tambe´ de quin sigui el valor de λ. S´ı que sembla cert que, en general, per
a qualsevol λ, la famı´lia generalitzada conte´ tant distribucions sobredispersionades
com subdispersionades. Ara be´, no e´s cert que la dispersio´ la indiqui el fet que
β > 1 o β < 1.
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Figura 8. Quocient de probabilitats consecutives per a una
MOE-Po amb para`metre λ = 20 i diferents valors de β.
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Figura 9. Esperanc¸a per a diferents MOE-Po amb valors de
λ = 0.5, 1, 2, 5, 10 i 30.
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Figura 10. varia`ncia com a funcio´ de β per a diferents MOE-Po
amb valors de λ = 0.5, 1, 2, 5, 10 i 30. Observacio´: Els eixos no so´n
els mateixos en tots els gra`fics.
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Figura 11. I´ndex de dispersio´ per la MOE-Po com a funcio´ de
β per a λ = 0.2, 0.5, 1, 2, 5 i 30. En l´ınees discont´ınues apareixen
els l´ımits de la Proposicio´ 2.14.
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Figura 12. Esperanc¸a, varia`ncia i ı´ndex de dispersio´ d’una MOE-
Po amb λ = 2 com a funcio´ de β.
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Figura 13. Esperanc¸a, varia`ncia i ı´ndex de dispersio´ d’una MOE-
Po amb λ = 5 com a funcio´ de β.
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Figura 14. Esperanc¸a, varia`ncia i ı´ndex de dispersio´ d’una MOE-
Po amb λ = 30 com a funcio´ de β.

Cap´ıtol 4
Ajustos de dades reals
L’objectiu d’aquest cap´ıtol e´s usar la distribucio´ de MOE-Po per ajustar diferents
conjunts de dades reals i comparar els resultats amb els obtinguts usant d’altres
distribucions conegudes. Per ajustar les dades, s’usa el me´tode de la ma`xima ver-
semblanc¸a per estimar els para`metres. A continuacio´ definim la funcio´ de versem-
blanc¸a de la MOE-Po i dedu¨ım les equacions resultants per estimar els para`metres
que la maximitzen.
4.1. Estimador de ma`xima versemblanc¸a
Definicio´ 4.1. Sigui Y una v.a. amb distribucio´ de MOE-Po amb para`metres
λ, β > 0, i Y = (y1, y2, . . . , yn) una mostra de mida n. Definim fj , ∀j ∈ N la
frequ¨encia del valor j en la mostra. La funcio´ de versemblanc¸a e´s:
L(λ, β; Y) =
n∏
i=1
P [Y = yi]
Aix´ı doncs, es te´ que el logaritme de la versemblanc¸a e´s:
l(λ, β; Y) =
n∑
i=1
logP [Y = yi] =
∑
j≥0
fj [log(β)− λ+ j log(λ)− log(j!)−
− log h(j;λ, β)− log h(j − 1;λ, β)]
Les equacions per trobar l’estimador de ma`xima versemblanc¸a (λˆMV , βˆMV ) so´n:
0 =
∂l
∂β
=
n
β
−
∑
j≥0
fj
[
hβ(j;λ, β)
h(j;λ, β)
+
hβ(j − 1;λ, β)
h(j − 1;λ, β)
]
0 =
∂l
∂λ
= −n+
∑
j≥0
jfj
λ
−
∑
j≥0
fj
[
hλ(j;λ, β)
h(j;λ, β)
+
hλ(j − 1;λ, β)
h(j − 1;λ, β)
]
on hβ , hλ corresponen a les derivades parcials de h respecte de β i de λ respectiva-
ment.
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Tenint en compte (2.11) i (1.1) per la Poisson de para`metre λ, les equacions queden
iguals a: 
hβ(j;λ, β) =
∂h
∂β
(j;λ, β) = 1− FX(j;λ)
hλ(j;λ, β) =
∂h
∂λ
(j;λ, β) = (β − 1)e−λλ
j
j!
donat que
∂FX
∂λ
(j;λ) =
∂
∂λ
(
j∑
i=0
e−λ
λi
i!
)
=
j∑
i=0
∂
∂λ
(
e−λ
λi
i!
)
=
j∑
i=0
−e−λλ
i
i!
+
j∑
i=1
e−λ
λi−1
(i− 1)! = e
−λλ
j
j!
Per tant, les equacions finals so´n:
0 =
∂l
∂β
=
n
β
−
∑
j≥0
(fj + fj+1)
1− FX(j;λ)
h(j;λ, β)
0 =
∂l
∂λ
= −n+
∑
j≥0
jfj
λ
−
∑
j≥0
(fj + fj+1)(β − 1)e−λλ
j
j!
No obstant, en aquest treball, per estimar els para`metres per ma`xima versemblanc¸a
en lloc de resoldre el sistema anterior aplicant un me`tode nume`ric com Newton-
Raphson usarem la rutina OPTIM del programari R aplicada a la funcio´ logaritme de
la versemblanc¸a. Aquesta rutina, ens permet trobar els para`metres que optimitzen
la funcio´ usant diversos me`todes coneguts d’optimitzacio´ nume`rica i em vist que e´s
molt me´s eficient que resoldre el sistema.
Per optimitzar, usem un me`tode de quasi-Newton (me`todes que usen una variant
del me`tode de Newton per evitar el ca`lcul de la Jacobiana o la Hessiana ja que e´s
impossible o massa car computacionalment fer el ca`lcul a cada iteracio´) anomenat
L-BFGS-B. El me`tode inicial BFGS [BLNZ95] usa els gradients de la funcio´ per
reco´rrer la superf´ıcie i arribar al o`ptim, aquesta versio´ fitada limita la cerca al
conjunt donat.
Un exemple de la sentencia donada e´s el segu¨ent:
param = c(1,1)
MOE_P<-optim(param, fn=L_MV, N = N,X = X,O = O, method = c("L-BFGS-B"),
lower = c(0.00001,0.00001), upper = c(10,10), control = list(fnscale=-1))
On L_MV e´s la funcio´ del logaritme versemblanc¸a, limitem la cerca a l’interval I ∈
[ε : 10] ja que els para`metres han de ser estrictament positius.
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4.2. Likelihood-Ratio Test
El likelihood ratio test (LRT) [CB02] e´s un test estad´ıstic de bondat d’ajust entre
dos models. Un model complex es compara amb un model me´s simple per veure
si s’ajusta a unes dades millor de forma significativa. El LRT nome´s e´s va`lid per
comparar models de la mateixa famı´lia jera`rquica, aix´ı doncs el model complex ha
de provenir del model senzill amb l’addicio´ d’un nombre de para`metres qualsevol.
Afegir para`metres sempre millora la versemblanc¸a, tot i aix´ı, en alguns casos afegir
para`metres no justifica significativament la millora.
El LRT compara les dues versemblances amb l’estad´ıstic:
LR = 2(logL1 − logL2)
Sota la hipo`tesi nul·la de que es compleix el model senzill, aquest estad´ıstic segueix
una distribucio´ de χ2 on el nombre de graus de llibertat ve donat pel nombre de
para`metres adicionals en el model complex.
En el treball, usarem el test LRT per comparar la distribucio´ de MOE-Po amb
la Poisson en els diversos exemples de les segu¨ents seccions. Aix´ı doncs el test
d’hipo`tesi que farem consistira` en veure si el para`metre extra considerat millora de
forma significativa el model de Poisson. La qual cosa e´s equivalent a preguntar-se
si β e´s estad´ısticament diferent de la unitat o no.{
H0 : Po(λ) ⇔ H0 : β = 1
H1 : MOE-Po(λ, β) ⇔ H1 : β 6= 1
A la segu¨ent seccio´, es presenten alguns ajustos a dades reals obtinguts amb la
famı´lia MOE-Po. Aquests ajustos es comparen sempre amb els obtinguts amb la
distribucio´ de Poisson i, en alguns casos, es comparen tambe´ amb els obtinguts mit-
janc¸ant d’altres distribucions bi-parame`triques com pot ser la Binomial Negativa.
4.3. Exemples d’aplicacions
4.3.1. Accidents de treball
Les dades d’aquest exemple corresponen al nombre d’accidents soferts en un per´ıode
de cinc setmanes per 647 dones que treballen en la fabricacio´ d’un determinat
material explosiu. Les dades van apare`ixer per primera vegada en un article de
Greenwood i Yule [GY20] en el que els autors proposaven ajustar-les mitjanc¸ant
la distribucio´ binomial negativa en lloc de la distribucio´ de Poisson. L’´ındex de
dispersio´ emp´ıric associat a la mostra e´s me´s gran que la unitat. Concretament, la
mitjana aritme`tica, la varia`ncia mostral i l’´ındex de dispersio´ emp´ıric so´n iguals a:
X = 0.46 , S2 = 0.69 i
S2
X
= 1.48
A me´s, aplicant el primer test de dispersio´ (1.6) tenim que:
T1 =
(N − 1)S2
X
= 959.27 > χ20.95,N−1 = 706.24,
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per la qual cosa podem refusar la hipo`tesi nul·la de que` les dades segueixen una
Poisson amb un nivell de significacio´ del 95% i concloem que la mostra presenta
sobredispersio´.
Si apliquem el segon test de dispersio´ (1.7), tenim el segu¨ent valor per l’estad´ıstic:
T2 =
(N−1)S2
X
−N + 1√
2(N − 1) = 8.71 > Z0.975 = 1.95,
que ens confirma novament, que podem refusar la hipo`tesi nul·la de que` les dades
segueixen una Poisson.
Ja que els dos tests aplicats ens indiquen que tenim sobredispersio´, e´s molt probable
que l’ajust doni lloc a un valor de β entre 0 i 1.
Accid. Obs. BN POISSON MOE-PO
p = 0.673 λ = 0.465 λ = 1.586
r = 0.959 β = 0.117
0 447 442.768 406.312 444.326
1 132 138.717 189.026 141.531
2 42 44.380 43.969 41.209
3 21 14.296 6.818 13.666
4 3 4.621 0.793 4.491
5 2 2.218 0.082 1.777
χ2 4.227 101.871 5.132
AIC 1188.75 1236.37 1189.07
log(L) −592.38 −617.18 −592.53
Taula 1. Nombre d’accidents soferts per treballadors (Greenwood
i Yule 1920)
A la Taula 1 podem veure l’ajust obtingut amb la distribucio´ de Poisson, distribucio´
amb un sol para`metre i que per tant do´na pitjors resultats, i els ajusts obtinguts
amb la binomial negativa i la MOE-Po, distribucions ambdues amb dos para`metres.
Es pot veure que les dues distribucions amb dos para`metres donen resultats forc¸a
semblants pero`, el fet que les dades siguin Zero-Inflated, dos terc¸os de les observaci-
ons so´n 0, fa que la binomial negativa s’ajusti millor. Tot i aix´ı, en comparacio´ amb
la Poisson, el valor de χ2 ens indica que l’ajust e´s clarament millor amb la MOE-Po.
El valor cr´ıtic del test de χ2 de Pearson amb una probabilitat de α = 0.05 e´s
χ21−0.05 = 11.07,
menor que el valor donat per la distribucio´ de Poisson, per tant no podem refusar
la hipo`tesi nul·la. Aquest valor e´s major que l’observat per la binomial negativa i
la MOE-Po i per tant en aquests dos casos si que podem refusar la hipo`tesi nul·la
de que` la distribucio´ observada i la teo`rica so´n diferents, a favor de la hipo`tesi
d’igualtat. Si comparem l’´ındex AIC sembla encertat afegir un segon para`metre, ja
que millora l’ajust significativament.
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Finalment apliquem el test LRT explicat a la Seccio´ 4.2, per demostrar que el model
aplicat e´s significativament millor:
LR = 94.72 > χ21,0.95 = 3.84
Per tant, podem refusar la hipotesi nula enfront del model MOE-Po.
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Figura 1. Per a les dades de la Taula 1, tenim les probabilitats
observades (rombes) i ajustades per la Poisson (l´ınea discont´ınua),
binomial negativa (l´ınea de punts) i MOE-Po (l´ınea cont´ınua).
A la Figura 1 podem observar els resultats del primer exemple, cal posar e`mfasi als
ajustos fets per la BN i la MOE-Po so´n molt semblants i forc¸a ajustats, mentre que
la Poisson fa un ajust me´s pobre. Aix´ı doncs, en aquest exemple sembla una decisio´
encertada afegir un segon para`metre, ja sigui usant la MOE-Po com la binomial
negativa, per modelitzar la mostra.
4.3.2. Ous d’Heliotis Armiquera
Les dades d’aquest exemple corresponent al nombre d’ous del lepido`pter Heliothis
Armiguera observats en fulles de toma`quet fresc. Corresponen al projecte elaborat
per Marta Figueras amb el t´ıtol Distribucio´ d’Estats Juvenils de Heliothis Armi-
guera de l’Escola Superior d’Agricultura de Barcelona. Les dades es van prendre
en un total de vuit camps durant els anys 90,91 i 92. Tambe´ presenta un cas de
Zero-inflated pero` amb una frequ¨e`ncia molt me´s elevada de zeros que a l’exemple
anterior. So´n moltes les fulles que no contenen cap ou del lepido`pter, amb la qual
cosa el nombre d’observacions igual a zero e´s molt superior al nombre d’observaci-
ons de qualsevol altre valor. Calculant l’´ındex de dispersio´ emp´ıric veiem que tenim
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un altre cas de sobredispersio´, ja que el valor e´s molt distant a la unitat. La mitjana
aritme`tica, la varia`ncia i l’´ındex de dispersio´ emp´ırica so´n iguals a:
X = 0.18 , S2 = 0.33 i
S2
X
= 1.83
Apliquem els tests de dispersio´ explicats en la Seccio´ per confirmar que tenim
sobredispersio´:
T1 = 13993.39 > χ0.95,N−1 = 7853.58,
T2 = 51.29 > Z0.975 = 1.96.
Els dos tests ens indiquen que podem refusar la hipo`tesi nul·la de que` les dades
provenen d’una distribucio´ de Poisson amb un nivell de significacio´ del 95%, ja que
el valor de l’´ındex e´s major que la unitat.
La Taula 2 conte´ els valors de l’ajust obtingut amb la distribucio´ de Poisson, la
binomial negativa i la MOE-Po. En aquest exemple el valor de l’´ındex de dispersio´
emp´ıric e´s molt me´s elevat que a l’exemple anterior i aixo` es tradueix amb un valor
de β molt me´s proper a zero.
Ous Obs. BN POISSON MOE-PO
p = 0.5466 λ = 0.1806 λ = 2.497
r = 0.2170 β = 0.013
0 6685 6710.19 6389.82 6681.33
1 715 660.22 1150.17 730.24
2 158 182.147 103.515 156.11
3 55 61.028 6.210 50.71
4 18 22.253 0.289 19.52
5 9 8.509 7.74
6 6 3.354 2.92
≥ 7 4 2.297 1.42
χ2 10.539 5248.69 8.945
AIC 7466.96 8242.44 7460.03
log(L) −3731.48 −4120.22 −3728.01
Taula 2. Ous d’Heliotis Armiguera (Escola Superior d’Agricul-
tura de Barcelona 1992)
En aquest cas es pot veure que l’ajust fet amb la Poisson dona un resultat molt
dolent i els ajustos amb les distribucions bi-parame`triques so´n molt millors que el
de la Poisson. L’´ındex AIC e´s molt major amb la Poisson el que ens indica que
e´s bona idea afegir un segon para`metre. Per altra banda, tot i l’alta frequ¨e`ncia
de zeros, en aquest cas l’ajust obtingut amb la MOE-Po e´s millor que l’obtingut
amb la binomial negativa i sobretot, la prediccio´ per la frequ¨e`ncia 0 e´s molt me´s
ajustada pel nostre model que pel binomial negatiu. Tambe´ es corrobora aquest
resultat amb el fet que el valor del χ2 e´s inferior pel model MOE-Po.
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El valor cr´ıtic del test de χ2 de Pearson amb una probabilitat de α = 0.05 e´s
χ21−0.05 = 14.06
Aix´ı doncs, com al primer exemple, pels models binomial negatiu i de MOE-Po,
podem refusar la hipo`tesi nul·la a favor de la hipo`tesi en que` les observacions se-
gueixen aquestes dues distribucions. En canvi, per al cas Poisson, no sembla un
model apropiat per modelitzar aquest exemple.
Usem el test LRT per demostrar que el model e´s significativament millor que el de
la Poisson:
LR = 784.39 > χ21,0.95 = 3.84
que confirma que podem acceptar que el model de MOE-Po e´s significativament
millor en relacio´ al model de Poisson.
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Figura 2. Per a les dades de la Taula 2, tenim les probabilitats
observades (rombes) i ajustades per la Poisson (l´ınea discont´ınua),
binomial negativa (l´ınea de punts) i MOE-Po (l´ınea cont´ınua).
A la Figura 2 podem veure les observacions per al segon exemple. Com al primer
exemple, veiem com l’ajust fet per la binomial negativa i la MOE-Po so´n molt
ajustats. Aquest exemple te´ un elevat nombre d’observacions en el zero, les dues
distribucions bi-parame`triques no tenen cap problema a l’ajustar aquest valor tan
elevat, el model de Poisson en canvi, per intentar apropar-se en el zero, perd precisio´
a la resta dels valors i, tot i aix´ı, no aconsegueix precisar tant com la binomial
negativa o la MOE-Po.
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4.3.3. Atacs d’asma
Les dades del tercer exemple corresponen al nombre de visites d’urge`ncia degudes a
Atacs d’asma en els quatre hospitals me´s grans de la ciutat de Barcelona: l’Hospital
de la Vall d’Hebro´n, l’Hospital Cl´ınic, l’Hospital del Mar i l’Hospital de Sant Pau.
El per´ıode de temps estudiat e´s als hiverns compresos entre l’1 de gener de 1985 i
el 31 de marc¸ de 1989.
Atacs Obs. BN POISSON MOE-PO
p = 0.7952 λ = 5.437 λ = 5.767
r = 21.1227 β = 0.766
0 4 3.547 1.948 1.828
1 17 15.341 10.597 10.472
2 40 34.741 28.811 29.568
3 47 54.818 52.221 54.336
4 69 67.680 70.988 73.016
5 65 69.619 77.199 77.263
6 61 62.053 69.962 69.084
7 46 49.222 54.345 52.056
8 40 35.424 39.938 35.475
9 31 23.467 22.316 21.891
10 9 14.471 12.134 12.339
11 8 8.382 5.998 6.388
≥ 12 11 9.229 4.535 5.283
χ2 8.144 29.63 26.79
AIC 2118.69 2129.67 2130.65
log(L) −1057.35 −1063.84 −1063.33
Taula 3. Atacs d’Asma (Institut Municipal d’Investigacions
Me`diques 1989)
A la Taula 3 podem veure el nombre d’atacs d’asma soferts pels 448 pacients dels
4 hospitals. En aquest cas les dades no tenen inflacio´ al zero, per aixo` els ajustos
obtinguts amb la Poisson so´n me´s bons en comparacio´ als casos anteriors. Calculant
l’´ındex de dispersio´ sembla que tenim un altre cas de sobredispersio´. Els valors de
la mitjana aritme`tica, la varia`ncia i l’´ındex de dispersio´ emp´ırica per aquest cas so´n
iguals a:
X = 5.44 , S2 = 6.82 i
S2
X
= 1.25
Aplicant els tests de dispersio´, s’obte´ que:
T1 = 560.81 > χ0.95,N−1 = 497.29,
T2 = 3.81 > Z0.975 = 1.96,
Per tant, altre cop podem refusar la hipo`tesi nul·la de que` les dades so´n Poisson i
acceptar la sobredispersio´.
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En aquest cas la binomial negativa ajusta molt millor que la MOE-Po, tambe´ podem
observar que l’ajust fet amb la MOE-Po e´s molt semblant al de la Poisson. Fins i
tot, el valor de l’AIC ens indica que afegir un para`metre no ens do´na prou beneficis.
Usem el test LRT per veure si la millora e´s significativa:
LR = 1.02 < χ21,0.95 = 3.84
E´s a dir, en aquest cas no podem refusar la hipo`tesi nul·la de que` el model segueix
una distribucio´ de Poisson enfront de la MOE-Po. El motiu pel qual la binomial
negativa vagi tan be´ en aquestes dades i la MOE-Po no, radica en el fet que la
primera adapta la sobredispersio´ en tot el domini de la variable mentre que la
segona nome´s modifica clarament les probabilitats dels primers valors.
En aquest cas, el valor cr´ıtic del test de χ2 de Pearson amb una probabilitat de
α = 0.05 e´s
χ21−0.05 = 19.68
Per tant, en aquest exemple no podem rebutjar la hipo`tesi nul·la a favor de la
hipo`tesi alternativa per al cas de la distribucio´ de Poisson ni per la MOE-Po. En
canvi, ja que el model de la binomial negativa te´ millors propietats de sobredispersio´,
ajusta molt millor, i en aquest cas rebutgem la hipo`tesi nul·la a favor del model
binomial negatiu.
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Figura 3. Per a les dades de la Taula 3, tenim les probabilitats
observades (rombes) i ajustades per la Poisson (l´ınea discont´ınua),
binomial negativa (l´ınea de punts) i MOE-Po (l´ınea cont´ınua).
A la Figura 3 podem veure gra`ficament els resultats per a l’exemple dels atacs
d’asma. En aquest cas els ajustos no so´n tan acurats com als exemples anteriors,
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tot i aix´ı podem observar com la binomial negativa s’ajusta millor, sobretot als
valors propers a la moda, que l’ajust fet per la Poisson i MOE-Po. En aquest cas
amb sobredispersio´, no e´s recomanable usar la transformacio´ de la Poisson, ja que
no ens millora gaire els resultats.
4.3.4. Esclats de vaga
L’origen d’aquestes dades e´s un article de Kendall [Ken61], corresponen al nom-
bre d’esclats de vaga, en un per´ıode de quatre setmanes, en una indu´stria minera
de carbo´ al Regne Unit, durant els anys 1948-1959. Es tracta d’un exemple de
subdispersio´, amb un valor de l’´ındex de dispersio´ emp´ıric de 0.74. Concretament,
X = 0.99 , S2 = 0.74 i
S2
X
= 0.74
Apliquem els tests de dispersio´ per confirmar que tenim subdispersio´:
T1 = 114.99 6> χ0.95,N−1 = 185.05,
T2 = 2.27 > Z0.975 = 1.96,
en el primer test, no podem refusar la hipo`tesi nul·la de Poisson. Cal recordar que
el test e´s unilateral i compara H0 amb la hipo`tesi alternativa de sobredispersio´. En
canvi el segon test refusa H0 a favor d’acceptar sobredipersio´ o subdispersio´, podem
suposar doncs com ja s’ha comentat que tenim un cas de subdispersio´.
En aquest cas, l’ajust fet amb la binomial negativa dona resultats molt semblants
als obtinguts amb la Poisson, ja que no e´s un model adequat per a dades subdis-
persionades. A la Taula 4 es pot comparar els resultats obtinguts mitjanc¸ant la
MOE-Po amb els de la distribucio´ original.
Esclats Obs. POISSON MOE-PO
λ = 0.993 λ = 0.485
β = 3.499
0 46 57.758 48.945
1 76 57.388 68.470
2 24 28.510 31.551
3 9 9.442 6.178
≥ 4 1 2.902 0.857
χ2 5.057 4.126
AIC 385.87 381.26
log(L) −191.94 −188.63
Taula 4. Nombre d’esclats de vaga (Kendall, M. G. 1961)
D’aquest exemple cal destacar el fet que β > 1, a difere`ncia dels exemples anteriors.
Tot i que s’ha presentat algun contraexemple, el valor del para`metre e´s un clar indici
d’una possible subdispersio´. Pel que respecta als ajustos, tot i que la MOE-Po do´na
millors resultats, so´n molt semblants amb els obtinguts amb la Poisson. Tot i aix´ı,
calculant l’´ındex de dispersio´ dels ajustos, per la Poisson e´s te´ un valor de 0.976
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molt proper a la unitat, en canvi per la MOE-Po es te´ un valor de 0.735 conservant
la propietat de subdispersio´. Apliquem el test LRT per veure si la millora d’usar el
model de MOE-Po es significativa:
LR = 6.61 > χ21,0.95 = 3.84
Tot i que el valor no e´s tan gran com als primers exemples, podem refusar la hipo`tesi
nul·la del model de Poisson en benefici al model de MOE-Po. El valor de l’estad´ıstic
del test de χ2 de Pearson per a un valor cr´ıtic α = 0.95 e´s
χ21−0.05 = 9.48
Per tant, en els dos casos podem refusar la hipo`tesi nul·la a favor del model escollit.
En aquest cas les dues distribucions ajusten prou be´ el model i si es vol un ajust sen-
zill seria prou correcte usar la Poisson, tot i aix´ı la distribucio´ de MOE-Po s’ajusta
millor i si es vol conservar la subdispersio´ e´s bo usar la distribucio´ transformada.
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Figura 4. Per a les dades de la Taula 4, tenim les probabilitats
observades (rombes) i ajustades per la Poisson (l´ınea discont´ınua),
binomial negativa (l´ınea de punts) i MOE-Po (l´ınea cont´ınua).
A la Figura 4 podem veure l’ajust fet per les distribucions de Poisson i MOE-Po.
En aquest cas l’ajust per la distribucio´ transformada e´s me´s prec´ıs en els primers
valors de les observacions, on la Poisson fa un ajust bastant pobre. Per als valors
me´s grans, tot i que l’ajust fet per les dues distribucions e´s prou bo, la Poisson
s’aproxima me´s al valor observat.
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4.3.5. Ous de Schistosoma Mansoni
El cinque´ exemple va apareixer en un estudi fet per Muench [MR38] sobre el
nombre d’ous d’un tipus de para`sit intestinal, el trematode Shistosoma mansoni.
Les dades de l’estudi so´n d’una mostra de 926 habitants, dades recollides pel doc-
tor J. Allen Scott, d’una poblacio´ sense coneixement sobre l’infeccio´ del para`sit.
Aquest constitueix un altre exemple d’una mostra Zero-inflated. Calculant l’´ındex
de dispersio´ veiem que tenim un altre cas de sobredispersio´. La mitjana aritme`tica,
varia`ncia mostral i ı´ndex de dispersio´ emp´ıric per aquestes dades so´n iguals a:
X = 0.85 , S2 = 2.18 i
S2
X
= 2.56
Els resultats obtinguts a l’aplicar els tests de dispersio´ so´n els segu¨ents:
T1 = 2370.53 > χ0.95,N−1 = 996.86,
T2 = 33.61 > Z0.975 = 1.96.
En els dos casos refusem la hipo`tesi nul·la a favor de la sobredispersio´. En aquest
cas podem veure com l’estimador dels dos tests tenen un valor molt gran, que es
correspon amb el valor gran de l’´ındex de dispersio´. A me´s, en aquest cas amb un
valor molt elevat de l’´ındex, e´s d’esperar que el valor del para`metre β trobat al
fer l’estimacio´ ma`xim versemblant sera` molt proper a zero. A la Taula 5 es poden
observar els ajustos obtinguts amb les distribucions Poisson, binomial negativa i
MOE-Po.
Ous Obs. BN POISSON MOE-PO
p = 0.301 λ = 0.851 λ = 2.507
r = 0.390 β = 0.060
0 603 579.4 395.402 553.528
1 112 158.1 336.476 252.258
2 93 76.9 143.166 75.733
3 53 42.8 40.610 26.978
4 19 25.4 8.639 10.735
5 21 15.6 1.470 4.320
≥ 6 25 9.8 0.236 2.447
χ2 24.53 3140.719 390.047
AIC 2322.58 2803.984 2467.929
log(L) −1159.29 −1399.992 −1231.96
Taula 5. Nombre d’ous de Schistosoma Mansoni (Biometrics,
Vol. 22 No. 3, 1966)
En aquest exemple, es pot veure com l’ajust obtingut assumint una distribucio´
binomial negativa e´s clarament millor que l’obtingut assumint les altres dues dis-
tribucions on, un dels motius e´s l’elevada frequ¨e`ncia d’observacions en el zero. Tot
i que la MOE-Po no do´na tants bons resultats com la binomial negativa, podem
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observar que amb un para`metre me´s, millora molt el pe`ssim ajust que fa la Poisson.
Un cop me´s usem el test de χ2 de Pearson, el valor de l’estad´ıstic e´s:
χ21−0.05 = 12.59
Aquest valor e´s menor que els obtinguts tant per la distribucio´ MOE-Po com per
la Poisson o la binomial negativa, per tant el test ens suggereix que cap de les tres
distribucions e´s adequat per ajustar el model. En aquest model el me´s adequat
seria usar una distribucio´ mixte per a que` no afecte´s la gran quantitat de zeros a
la resta de valors.
Tal com s’ha esmentat, el para`metre β e´s de 0.06 molt proper al zero, el valor del
para`metre ens informa clarament del nivell de dispersio´ de la mostra. Usem un cop
me´s el test LRT per veure si la prediccio´ de la MOE-Po e´s significativament millor
a la de la Poisson:
LR = 336.05 > χ21,0.95 = 3.84
En aquest exemple, la Poisson no fa una bona prediccio´, tot i que l’error de prediccio´
come`s per la MOE-Po tambe´ e´s forc¸a gran, e´s molt menor que l’obtingut mitjanc¸ant
la Poisson. El test refusa la Poisson en benefici a la MOE-Po.
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Figura 5. Per a les dades de la Taula 5, tenim les probabilitats
observades (rombes) i ajustades per la Poisson (l´ınea discont´ınua),
binomial negativa (l´ınea de punts) i MOE-Po (l´ınea cont´ınua).
A la Figura 5 podem veure gra`ficament el model del exemple d’aquesta seccio´. En
aquest model cal destacar com es comporten les distribucions esmentades davant la
gran quantitat de zeros. Podem veure com la distribucio´ que millor s’ajusta e´s la
binomial negativa, ja que tot i que no arriba a ajustar perfectament, l’error come`s
56 4. AJUSTOS DE DADES REALS
no e´s gaire gran. La distribucio´ de MOE-Po, tot i que conserva la forma del model,
per ajustar els zeros comet un error al valor 1. Finalment, la distribucio´ de Poisson
no aconsegueix ajustar el zero, i presenta un error considerable als primers valors
del model.
Conclusions
En aquest treball s’ha generalitzat la distribucio´ de Poisson per mitja` de la trans-
formacio´ de Marshall-Olkin. Aquesta transformacio´ ha donat bons resultats i la
nova distribucio´ soluciona el problema de la dispersio´ tal com inicialment es volia.
El para`metre addicional de la distribucio´ MOE-Po si be´ no caracteritza la dispersio´,
s´ı que te´ una influe`ncia important sobre ella.
En general, s’ha vist que per a qualsevol valor de λ > 0, la famı´lia resultant d’aplicar
la transformacio´ de Marshall-Olkin conte´ tant distribucions sobredispersionades
com subdispersionades. Inicialment es tenia la creenc¸a de que` el para`metre β
definia la dispersio´ d’una mostra, tot feia pensar que per valors majors a la unitat
de β aconsegu´ıem la sobredispersio´ i per valors menors a la unitat la subdispersio´,
es va aconseguir veure que no e´s aix´ı.
Buscant l’objectiu de caracteritzar la dispersio´ segons β, es va estudiar la monotonia
de l’esperanc¸a i la varia`ncia. Es va aconseguir demostrar que la varia`ncia no e´s
mono`tona de β a trave´s d’un contraexemple. Un cop vist que la varia`ncia no era
mono`tona pero` l’esperanc¸a s´ı, vam deduir que la nostra teoria sobre el para`metre no
era certa, i gra`ficament vam trobar contraexemples (en el cas Poisson) per a valors
grans de β. Ara be´, e´s probable que hi hagi una relacio´ entre λ i β de forma que
si es compleix la desigualtat en qu¨estio´, la distribucio´ e´s sobredispersionada i sino´
subdispersionada. Ara be´ aquesta e´s una teoria que es deixa per a me´s endavant.
En estudiar propietats de la distribucio´ MOE-Po, hem comprovat que la distribucio´
transformada te´ una forta relacio´ amb la distribucio´ original i que aquesta e´s inde-
pendent de quina sigui la distribucio´ original. Per aixo` doncs, es va decidir estudiar
la transformacio´ de Marshall i Olkin per una distribucio´ discreta no-negativa en
general. Entre els resultats obtinguts cal destacar que per valors grans de k, les
probabilitats de la famı´lia transformada so´n proporcionals (on β e´s el valor de la
proporcio´) a les de la famı´lia original. Aix´ı doncs, la famı´lia transformada modifi-
ca significativament les probabilitats dels primers enters mantenint la cua amb la
mateixa forma. Una altra propietat obtinguda e´s que el quocient de probabilitats
consecutives sempre so´n menors que les de la distribucio´ original si β e´s menor a la
unitat, i a la inversa per valors de β majors a la unitat. A me´s, sobre el valor de
l’esperanc¸a de la distribucio´ transformada, aquest e´s estrictament creixent respecte
β pero` fitat per una proporcio´ de l’esperanc¸a de la distribucio´ original. Aquests
resultats ens indiquen que les dues probabilitats tenen un comportament semblant
pero` desplac¸at segons el valor de β.
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Un cop estudiada la distribucio´ resultant a aplicar la transformacio´ de Marshall i
Olkin a una distribucio´ discreta no negativa qualsevol, vam tornar als inicis per
estudiar el cas Poisson. Gra`ficament s’ha observat com el nou para`metre de la
distribucio´ desplac¸a les probabilitats de la Poisson cap als primers enters si β < 1
i cap a la dreta si β > 1. En el cas l´ımit quan β tendeix a 0, convergeix a la
distribucio´ degenerada en el zero. Per a valors grans de k, el que veiem e´s que les
probabilitats de la famı´lia transformada so´n proporcionals a les de la famı´lia Poisson
com s’havia demostrat en general, pero` sempre mantenint la forma caracter´ıstica
de la distribucio´ original, unimodal i amb la majoria de la probabilitat concentrada
al voltant de la moda.
Tot i aix´ı, per a valors prou petits del para`metre de Poisson λ s’ha comprovat,
tot i que no demostrat, que el para`metre β defineix la dispersio´ de la mostra. El
para`metre β afecta de forma notable a la varia`ncia respecte a la distribucio´ de
Poisson. Si aquest e´s menor a la unitat, redueix molt el valor d’aquesta en relacio´
al de l’esperanc¸a. Per contra, si aquest para`metre e´s major que la unitat, augmenta
molt el valor de la varia`ncia en relacio´ a l’esperanc¸a. A me´s, el fet que la varia`ncia
no sigui mono`tona per a valors grans de λ fa que sigui complicat trobar resultats
generals sobre aquesta, i en consequ¨e`ncia per l’´ındex de dispersio´.
En els ajustos de dades reals hem comprovat que tot i que la Binomial Negativa
e´s millor en casos amb sobredispersio´, l’ajust obtingut per la MOE-Po s’aproxima
molt en la majoria de casos i e´s sempre molt millor que l’obtingut per la Poisson.
En els casos on no hi ha dispersio´, o aquesta e´s molt petita, l’ajust obtingut per
la MOE-Po e´s me´s proper al donat per la Poisson, i en aquests casos no seria de
gran utilitat usar la nova distribucio´. Ara be´, pels casos amb subdispersio´, e´s tot el
contrari, la binomial negativa dona resultats semblants o iguals a la Poisson i, en
canvi, la distribucio´ MOE-Po do´na resultats me´s bons que les anteriors.
Ape`ndix A
Codi R
En aquest apartat s’inclouen tots els fitxers de sintaxi de R que s’han utilitzat en
aquest treball.
A.1. Gra`fics
Per generar els gra`fics del Cap´ıtol 3, s’ha usat el fitxer Grafics.R.
Primer hem programat totes les funcions necessa`ries relacionades amb la distribucio´:
library(’zipfR’) #Conte´ la funcio´ Gamma Incompleta
G_inv <- function(k,l,b){
LOW_G = Igamma(k+1,l,lower = TRUE) #Gamma Lower Incomplete
aux = b-1+factorial(k)/LOW_G
return(aux)
}
Aquesta funcio´ auxiliar e´s igual a la inversa de (2.9) multiplicada per el valor β, que
ens serveix per calcular la probabilitat en un valor k sense complicar els ca`lculs. Ja
que el tractament de la probabilitat en el 0 e´s diferent que per la resta de valors,
fem una funcio´ per al cas 0 i una altre funcio´ per a la resta de casos:
#prob k=0
P0 <- function(l,b){
aux = 1/((1-b)+b*exp(l))
return(aux)
}
#prob k>0
Pk <- function(k,l,b){
aux = b/G_inv(k-1,l,b) - b/G_inv(k,l,b)
return(aux)
}
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Veiem com usant la funcio´ anterior, el ca`lcul de la probabilitat per un valor k > 0
e´s molt senzilla. A continuacio´ unim totes les probabilitats en una sola funcio´ per
facilitat el proce´s de creacio´ dels gra`fics.
#Prob per k>=0
Prob <- function(k,l,b){
if(k==0){aux = P0(l,b)}
else{aux = Pk(k,l,b)}
return(aux)
}
Amb el segu¨ent codi, calculem la funcio´ de distribucio´:
#F distribucio´ per k>=0
Fdist <- function(k,l,b){
aux = 0
for (i in 0:k){
aux = aux + Prob(i,l,b)
}
return(aux)
}
El ca`lcul del logaritme de la versemblanc¸a usant la funcio´ de probabilitat que aca-
bem de crear:
#Log de la versemblanc¸a
L_MV <- function(param,N,X,O){
l<- param[1]
b<- param[2]
aux = 0
for (i in 1:length(X)){
aux = aux + O[i]*log(Prob(X[i],l,b))
}
return(aux)
}
A continuacio´ creem la funcio´ dels moments d’ordre N , per calcular l’esperanc¸a,
varia`ncia, i ı´ndex de dispersio´ on M correspon al valor ma`xim de probabilitat k per
al que calculem el sumatori de l’esperanc¸a. Cal tenir en compte que aquest valor
no pot ser major que 170 perque` internament s’usa la funcio´ Factorial aquesta te´
problemes d’inestabilitat per a valors majors que el donat.
#Moments d’ordre N(aproximacio fins M)
Esp <- function(N,l,b,M){
aux = 0
for (i in 1:M){
aux = aux + i^N*Prob(i,l,b)
}
return(aux)
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}
#varia`ncia
Var <- function(l,b,M){
aux = Esp(2,l,b,M)-((Esp(1,l,b,M))^2)
return(aux)
}
#ı´ndex Dispersio
ID <- function(l,b,M){
aux = Var(l,b,M)/Esp(1,l,b,M)
return(aux)
}
Un cop creades totes les funcions necessa`ries, les usem per dibuixar els gra`fics. El
segu¨ent codi serveix per els gra`fics de probabilitat del Cap´ıtol 3 que podem veure
a la Figura 1 per a λ = 5 i Figura 2 per a λ = 20.
par(mfrow = c(3,2))
lambda = 5
X <- 1:30
Y <- 1:30
Z <- 1:30
beta = 0.1
for (i in 1:length(X)){
Y[i]<- Prob(X[i],lambda,beta)
Z[i]<-dpois(X[i],lambda)
}
plot(X,Y,type = ’o’,col = 1,lwd = 1,main = ’ß = 0.1’,ylim=range(0,0.2),
xlab= ’k’,ylab= ’Probability’)
lines(X,Z,type = ’o’,col = 2)
Usant diferents valors de β hem dibuixat els 6 gra`fics per a cada valor de λ.
Amb el segu¨ent codi, dibuixem els gra`fics per les funcions de distribucio´ a la Figura
3 amb λ = 5 i a la Figura 4 λ = 20 usant els diferents valors de β:
beta = 0.1
for (i in 1:length(X)){
Y[i]<- Fdist(X[i],lambda,beta)
if (i == 1){Z[i] = dpois(X[i],lambda)}
else{Z[i]<-Z[i-1]+dpois(X[i],lambda)}
}
plot(X,Y,type = ’o’,col = 1,lwd = 1,main = ’ß = 0.1’,ylim=range(0,1),
xlab= ’k’,ylab= ’Probability’)
lines(X,Z,type = ’o’,col = 2)
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Seguint un proce´s semblant, dibuixes els gra`fics de relacio´ de les probabilitats de la
Poisson i la MOE-Po a les Figures 5 i 6:
beta = 0.1
for (i in 1:length(X)){
Y[i]<- Prob(X[i],lambda,beta)/dpois(X[i],lambda)
}
plot(X,Y,type = ’o’,col = 1,lwd = 1,main = ’ß = 0.1’,ylim=range(0,10),
xlab= ’k’,ylab= ’expression(’P’[Y]*’ / P’[X])’)
I les probabilitats consecutives a les Figures 7 i 8:
for (i in 1:(length(X)-1)){
Y[i+1]<- Prob(X[i+1],lambda,beta)/Prob(X[i],lambda,beta)
Z[i+1] <- dpois(X[i+1],lambda)/dpois(X[i],lambda)
}
Y[1] <- Y[2]
Z[1] <- Z[2]
plot(X,Y,type = ’o’,col = 1,lwd = 1,main = ’ß = 0.1’,ylim=range(0,4),
xlab= ’k’,ylab= ’k+1/k’)
lines(X,Z,type = ’o’,col = 2)
A continuacio´ amb el segu¨ent codi dibuixem els gra`fics de les esperances, variances i
ı´ndex de dispersio´ per a diferents valors de λ a les Figures 9, 10 i 11 respectivament:
lambda = 30
beta = (1:100)/20
E = 1:100
EX = 1:100
EX2 = 1:100
#Esperanc¸a
for (i in 1:length(beta)){
E[i]<- Esp(1,lambda,beta[i],M)
EX[i]<- beta[i]*lambda
}
plot(beta,E,type = ’l’,col = 1,lwd = 1,main = paste(’Esperanc¸a-ß,
lambda =’,lambda))
lines(EX,beta,type = ’l’,col = 3,lwd = 2)
lines(1,lambda,type = ’o’,col = 3,lwd = 2)
#varia`ncia
for (i in 1:length(beta)){
E[i]<- Var(lambda,beta[i],M)
}
plot(beta,E,type = ’l’,col = 1,lwd = 1,ylim=range(0,2),
main = paste(’varia`ncia-ß,lambda =’,lambda))
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#ı´ndex de dispersio´
for (i in 1:length(beta)){
E[i]<- Var(lambda,beta[i],M)/Esp(1,lambda,beta[i],M)
EX[i]<- (Esp(2,lambda,beta[i],M)+(beta[i]-1)*Esp(1,lambda,beta[i],M)
-(beta[i]*Esp(1,lambda,beta[i],M))^2)/
(beta[i]*Esp(1,lambda,beta[i],M))
EX2[i]<- (beta[i]*Esp(2,lambda,beta[i],M)
-(beta[i]-1)*Esp(1,lambda,beta[i],M)
-(Esp(1,lambda,beta[i],M))^2)/
(Esp(1,lambda,beta[i],M))
}
plot(beta,E,type = ’l’,col = 1,lwd = 1,ylim=range(0,2),
main = paste(’ID-ß,lambda =’,lambda))
lines(beta,EX,type = ’l’,col = 2)
lines(beta,EX2,type = ’l’,col = 3)
Finalment, l’u´ltim grup de gra`fics so´n els gra`fics de la relacio´ entre l’esperanc¸a,
varia`ncia i l’´ındex de dispersio´ a la figura 12 per a λ = 2, la figura 13 per a λ = 5 i
finalment la figura 14 per a λ = 30.
#Grafics Esperanc¸a i varia`ncia
M = 170
lambda = 5
beta = (1:100)/20
E = 1:100
V = 1:100
IndD = 1:100
for (i in 1:length(beta)){
E[i]<- Esp(1,lambda,beta[i],M)
V[i]<- Var(lambda,beta[i],M)
IndD[i] = ID(lambda,beta[i],M)
}
par(mfrow = c(3,1))
plot(beta,E,type = ’l’,col = 1,lwd = 1,
main = paste(’Esperanc¸a-ß,lambda =’,lambda)) #Esperanc¸a
plot(beta,V,type = ’l’,col = 1,lwd = 1,
main = paste(’varia`ncia-ß,lambda =’,lambda)) #varia`ncia
plot(beta,IndD,type = ’l’,col = 1,lwd = 1,
main = paste(’ID-ß,lambda =’,lambda)) #ID
abline(h=1,col=2) #Punt de tall E = V = 1
abline(v=1,col=2) #Punt de tall E = V = 1
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A.2. Ajustos de dades
En el fitxer Ajustos.R tenim el codi usat per a fer els ajustos de dades per als
exemples del Cap´ıtol 4.
Hem afegit dues funcions a totes les presentades a la seccio´ anterior d’aquest
Ape`ndix, i que podem trobar a l’arxiu Grafics.R ja comentat. Les funcions cal-
culen el logaritme de la versemblanc¸a per a les distribucions Poisson i binomial
negativa, distribucions que hem usat al Cap´ıtol 4 per comparar amb la MOE-Po.
#Log de la versemblanc¸a Pois
L_MVPois <- function(param,N,X,O){
l<- param[1]
aux = 0
for (i in 1:length(X)){
aux = aux + O[i]*log(dpois(X[i],l))
}
return(aux)
}
#Log de la versemblanc¸a Bin-neg
L_MVNegBin <- function(param,N,X,O){
r<- param[1]
p<- param[2]
aux = 0
for (i in 1:length(X)){
aux = aux + O[i]*log(dnbinom(X[i],r,p))
}
return(aux)
}
Per a cada exemple, hem definit els valors de la taula de la segu¨ent forma:
#Exemple1: Accidents soferts per treballadors
N = 647
X = 0:5
O = c(447,132,42,21,3,2)
BN = c(442.768,138.717,44.380,14.296,4.621,2.218)
I estimem els para`metres amb la funcio´ optim de R com l’exemple segu¨ent:
param = c(1,1)
MOE_P<-optim(param, fn=L_MV, N = N,X = X,O = O, method = c("L-BFGS-B"),
lower = c(0.00001,0.00001), upper = c(10,10),
control = list(fnscale=-1))
Optl=MOE_P$par[1] #Param Lambda
Optb=MOE_P$par[2] #Param Beta
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Calculem les probabilitats, i els valors esperats:
for (i in 1:(length(X)-1)){
P[i]<-Prob(X[i],Optl,Optb) #probabilitats
}
P[length(P)] = 1-sum(P[1:length(P)-1])
sum(P) #comprovacio´
E = P*N #Valors esperats
Per al cas Poisson o de la binomial negativa, nome´s cal substitu¨ır la funcio´ corres-
ponent del logaritme de la versemblanc¸a, quan tenim tots els valors esperats segons
la distribucio´, dibuixem el gra`fic que compara els ajusts de les tres distribucions
amb les observacions:
plot(X,O,pch = 19,lwd = 4,col =6,xlab = ’Dents’, ylab = ’Obs’) #Obs
lines(X,EBN,col=3,lwd = 3) #Binomial Negativa
lines(X,EPois,col=2,lwd = 3) #Poisson
lines(X,E,lwd = 3) #MOE-Poiss
A continuacio´ calculem els estad´ıstics de χ2, el valor del Likelihood-Ratio Test
explicat a la seccio´ 4.2 d’aquest treball, i el AIC juntament amb el valor logaritme
de la versemblanc¸a.
#chi-2
X2MOEP <- sum((O-E)^2/E)
#Test LRT
LRT<-2*(L_MV(c(Optl,Optb),N,X,O)-L_MVPois(OptlPois,N,X,O))
chi<-qchisq(0.95,1)
LRT > chi
#AIC
AICMOEP <- 4-2*L_MV(c(Optl,Optb),N,X,O)
#logL
logL <- L_MV(c(Optl,Optb),N,X,O)
Finalment, calculem les estimacions empiriques per a cada exemple i apliquem els
tests explicats a la seccio´ 4.3.2:
bE <- sum(X*O)/N #Esperanc¸a
bV <- sum((X^2)*O)/N-bE^2 #varia`ncia
bID <- bV/bE #ID
#Test1
T1 = (N-1)*bID
chiq = qchisq(0.95,N-1)
T1 > chiq #Si TRUE refusem Poisson
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#Test2
T2 = abs((T1 - N + 1)/sqrt(2*N-2))
Z = abs(qnorm(0.975))
T2 > Z #Si TRUE refusem Poisson
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