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Abstract: Elliott, Rothenberg and Stock (1996) derived a class of point-optimal
unit root tests in a time series model with Gaussian errors. Other authors have
proposed “robust” tests which are not optimal for any model but perform well when
the error distribution has thick tails. I derive a class of point-optimal tests for models
with non Gaussian errors. When the true error distribution is known and has thick
tails, the point-optimal tests are generally more powerful than Elliott et al.’s (1996)
tests as well as the robust tests. However, when the true error distribution is unknown
and asymmetric, the point-optimal tests can behave very badly. Thus there is a trade-
oﬀ between robustness to unknown error distributions and optimality with respect to
the trend coeﬃcients.
Keywords: Near unit root, robust tests, optimal tests
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11 Introduction
Elliott et al. (1996) derived a class of point-optimal unit root tests in a time series
model with Gaussian errors. They showed that, by eﬃciently handling intercept and
trend coeﬃcients, their tests are generally more powerful than the standard Dickey-
Fuller tests. The present paper investigates whether the same power improvements
can be attained when using “robust” testing methods that are designed to improve
power for non Gaussian error distributions. I ﬁnd that this improvement occurs when
the true error distribution is known or at least is known to be symmetric. However,
if one wants to be robust to thick-tailed, possibly asymmetric error distributions, the
power improvement found by Elliott et al. (1996) cannot be attained.
First I consider the model with an intercept and no time trend. In large samples
the variation of a nearly integrated process dominates the intercept of the process.
Thus the intercept can be set equal to zero when forming test statistics. The resulting
point-optimal tests dominate previously proposed robust tests (see Lucas (1995),
Herce (1996), and Hasan and Koenker (1997)) which do not set the intercept to zero.
However, when the error distribution is unknown and asymmetric, setting the
intercept to zero leads to a test with very bad properties. In large samples the zero-
intercept tests reject a true null hypothesis with probability approaching one-half.
The previously proposed ineﬃcient tests perform well under asymmetric errors. Thus
there is a trade-oﬀ between eﬃciently handling conditioning variables and robustness
with respect to asymmetric error distributions.
Then I consider the model with both an intercept and a linear time trend. I derive
the form of the point-optimal test which is invariant to the time trend. In many cases
it is diﬃcult to compute the point-optimal test, so I use Laplace’s approximation
to derive an asymptotically equivalent test which is easier to calculate. I show that
tests based on the maximum likelihood estimator (mle) and the likelihood ratio (lr)
statistic, which were previously studied by Xiao (2001), are asymptotically admissible.
When the error distribution is known and non Gaussian, a test based on either of
these statistics will in many cases have higher power than the tests suggested by
Elliott et al. (1996).
In the model with a time trend, an unknown asymmetric error distribution causes
the power of the point-optimal test to approach zero in large samples. The tests
based on the mle and lr statistic have slightly better properties - they have power
approaching zero against local alternatives, but power approaching 1 against ﬁxed
alternatives. Thus, while asymmetric errors lead to power losses for these two pro-
cedures, the tests do not over reject a true null and are acceptable for both correct
and incorrectly speciﬁed errors. Monte Carlo results suggest the power losses are
substantial for the point-optimal tests, but not as bad for the the mle and lr tests.
Thus the viable unit root tests are the traditional robust tests (which ineﬃciently
handle intercepts and trends) and the point-optimal Gaussian tests proposed in Elliott
et al. (1996) (which are ineﬃcient in the presence of thick-tailed errors). In some
situations the eﬃciency loss due to ignoring thick-tailed errors is less than that due
to ineﬃciently modelling the intercept and trend. For example, the point-optimal
Gaussian test is more powerful than many traditional robust tests when the errors
2are drawn from a Student’s t distribution with ﬁve or more degrees of freedom.
Although the present paper does not speciﬁcally consider the topic, there are
similar implications for the construction of conﬁdence intervals for autoregressive
roots close to one.1 Since many of the intervals are based on the inversion of tests,
it appears that the framework for constructing more accurate intervals described in
Elliott and Stock (2001) cannot be extended to non Gaussian models.
2 The model with no time trend
The observations {yt}
T
t=1 come from the model
yt = β
0xt + ut
∆ut = γut−1 + εt
where β =( β1,β 2)
0 is a 2-dimensional coeﬃcient vector and xt =( 1 ,t)
0. I consider
the model with an intercept only (e.g., β2 = 0), and with a linear time trend (e.g.,
no restrictions on β). The random errors εt are iid and have expectation zero and a
ﬁnite variance. Under the unit root hypothesis, γ = 0 and the detrended series is not
stationary. I will evaluate tests of the unit root hypothesis versus the alternatives
γ<0. Since I am interested in inference when γ is close to one, I adopt the local-to-
zero reparameterization γ = c/T, so the parameter space is a shrinking neighborhood
of zero as the sample size grows. Following Chan and Wei (1987) and Phillips (1987),
It a k ec ﬁxed when making limiting arguments, obtaining asymptotic power as a
function of the local alternative c.
We distinguish between the true, unknown density for ε,g i v e nb ye−f(ε),a n dt h e
density used to construct the likelihood function, e−g(ε). The researcher chooses g
hoping that g is a reasonable approximation to f, and also hoping that the resulting














is the negative of the log-likelihood function evaluated at γ = c/T, conditional on the
ﬁrst observation y1.
Consider the classical regression model y = α0 + α1x + ε with nonrandom x and
iid error ε. If the true value of the intercept α0 is zero, then regressing y on x alone
leads to a more eﬃcient estimator of α1 than regressing y on both x and a constant.
Now consider two estimators for c:
1. (e c,e a)=a r g m i n (c,a)
P
g(∆yt − cyt−1/T − a), with a = −β1c/T.T h e s ea r et h e
usual M-estimators studied by Lucas (1995), Hoek, Lucas and van Dijk (1995),
1Methods for constucting these intervals appear in Stock (1991), Hansen (1999), and Elliott and
Stock (2001).
3Herce (1996), and Hasan and Koenker (1997).2
2. b c =a r g m i n c
P
g(∆yt − cyt−1/T). I label this statistic the “constrained” mle.
If β1 is zero then a is zero and b c should be more eﬃcient than e c.T h u sat e s tw h i c h
rejects the null for small values of b c should be more powerful than a test which rejects
for small e c.
We include the constant a in case β1 i sn o tz e r o .H o w e v e ri nl a r g es a m p l e sa =
−β1c/T is very close to zero no matter what the true values for β1 and c. This suggests
that asymptotically it does not matter that we omit the constant. It turns out that,
if g equals f (the true negative log-density of the errors), then in large samples tests
based on b c dominate tests based on e c even when β1 and c are not zero.
This is the source of the power improvements in the model with no time trend.
Many existing robust unit root tests do not take advantage of the fact that in large
samples the variation in ut dominates any ﬁxed intercept, so β1 can be taken equal
to zero without aﬀecting the asymptotic distribution of b c.
We will show that in large samples, no test dominates the test based on b c.T h i s
optimality result comes from the Neyman-Pearson lemma, which states that the most
powerful test of c = 0 versus the alternative c = c rejects for small values of L(c,β1)−
L(0,β 1). In large samples, the b c- t e s ti sj u s ta sp o w e r f u la st h eN e y m a n - P e a r s o n
statistic for some c.T h i si st r u ee v e nw h e nβ1 is not known.
Elliott et al. (1996) have shown that in a Gaussian model with an intercept and
no time trend, there is no eﬃciency loss from β1 being unknown. The same is true for
nonnormal innovations. Suppose we form the Neyman-Pearson test with an incorrect
value for β1,s a y0 .I fg is three times diﬀerentiable with bounded second and third
derivatives then by a Taylor series approximation,





































































t − εt| ≤ |(c − c)ut−1/T − cβ1/T| and |ε∗∗
t − εt| ≤ |cut−1/T|.U n d e r r e g u -
larity conditions given below, ut−1/T1/2 is Op(1). Therefore, since g00 and g000 are



















2Hasan and Koenker (1997) proposed rank tests instead of M-tests. Thompson (2001b)n o t e st h a t
under the local-to-zero reparameterization, for each rank test and error distribution there exists a
test based on e c with the same asymptotic power function. Thus we will not speciﬁcally discuss the
rank tests.
4If Eg0 (εt)=0 ,t h e nT −1 P
g0 (εt)
p
→ 0 and in large samples the test statistic does
not depend on β1.E g0 (εt) will equal zero when the errors are correctly speciﬁed,




















¯ ¯ ¯ ¯
x=0
=0 . ( 2 )
Thus, under correct speciﬁcation of the errors, there is no eﬃciency loss from β1 being
unknown.
In a stationary autoregressive model, the Neyman-Pearson test statistic typically
admits an asymptotic representation in terms of a single scalar suﬃcient statistic.
This allows the construction of a test which is asymptotically uniformly most power-
ful against all alternatives c<0. Here the Neyman-Pearson statistic has an asymp-
totic representation that is a linear combination of the two scalar suﬃcient statistics
T−1 P
g0 (εt)ut−1 and T −2 P
g00 (εt)u2
t−1, with weights depending on c. As Elliott
et al. (1996) have noted, this implies that there does not exist a uniformly most pow-
erful test, even in large samples. Each Neyman-Pearson test is most powerful only
against the point alternative c = c. The Neyman-Pearson tests comprise an inﬁnite
family of admissible tests, indexed by c, no one dominating the others for all c.
Since there is no uniformly most powerful test, the goal is to ﬁnd feasible, admis-
sible tests. Let π(c,c) denote the asymptotic power function for the Neyman-Pearson
test indexed by c when the true value of the local autoregressive parameter is c and
t h es i z eo ft h et e s ti sα:
π(c,c) = lim
T→∞
Pr[L(c,β1) − L(0,β 1) <q(c)]
where q(c)s a t i s ﬁes π(0,c)=α. Since the Neyman-Pearson test indexed by c is
asymptotically optimal against the alternative c = c, the envelope power function
Π(c) ≡ π(c,c) is the upper bound on power for all tests against each alternative. A
test is asymptotically admissible if it has a limiting power function which is equal
and tangent to the envelope function for some c.
In the next section I show that the b c test is asymptotically admissible while the e c
test is not. There are other interesting test statistics to consider: the M-estimator t-





e c,a n dt h ec o n s t r a i n e d






t−1b c and b l = −2
h
min
c L(c,0) − minL(0,0)
i
.
The b t and b l tests impose the constraint β1 = 0, so they will dominate the M-estimator
t-test.
2.1 Asymptotic power functions
In order to justify the claim that the b c, b t and b l tests dominate the M-tests, it will prove
convenient to develop asymptotic representations for the various statistics. Consider
5some of the g functions used for robust regression problems:
Least Squares g(x)=x2/2
LAD regression g(x)=|x|
qth quantile regression g(x)=qx− x1(x<0)
Huber’s M function g(x)=( x2/2)1(|x| <k )+( k|x| − k2/2)1(|x| ≥ k)
where the constant k is chosen by the researcher. Since g may not be everywhere
diﬀerentiable, we cannot approximate the log-likelihood function with Taylor series
expansions. Instead of pointwise diﬀerentiability, the proofs make use of “stochastic
diﬀerentiability,” an idea described in Pollard (1985). Application of the idea requires
that I impose smoothness conditions on the error density to make up for the lack of
smoothness in the objective function.
Assumption 1 (Smoothness of the error density): The errors {εt}
T
t=1 are iid mean
zero with E|ε1|
2+δ <Hfor some δ>0. ε1 has a density function f (z) which is
bounded and uniformly continuous.
The g function may have ﬁnitely many points of nondiﬀerentiability.
Assumption 2 (Objective function): g(x) is convex and strictly increasing in |x|.
g(x) is everywhere twice diﬀerentiable except for x in P,w h e r eP contains the D
points p1,...,pD. There exists some ﬁnite positive H so that |g00 (x)| <Hfor x not in
P. There exists some ﬁnite positive h satisfying P ∈ [−h −δ, h + δ] for some δ>0,
so that for all x and y in [−h, h] we have |g0(x)| <Hand |g(x) − g(y)| ≤ H |x − y|.
I assume that g is convex because it simpliﬁes the proofs. Assuming convexity
allows me to extend several pointwise convergence results to apply uniformly over
the parameter space. Convexity also greatly simpliﬁes the demonstration of the rate
of convergence of the estimators. My extensive use of convexity is due to results in
Pollard (1991) and Hjort and Pollard (1993).
For non diﬀerentiable g, it is not possible to deﬁne an approximate likelihood in
terms of the derivatives g0 and g00. We replace g0 with the derivative-like function ψ:
Deﬁnition 1 ψ(x) is equal to g0(x) if g is diﬀerentiable at x and ψ(x)=0otherwise.
If g is everywhere diﬀerentiable then g0 = ψ. For LAD regression ψ(x)=s i g n ( x),
and for Huber’s function ψ(x)=x1(|x| <k )+k1(|x| ≥ k).
In standard (non unit-root) problems, the second derivative g00 enters the asymp-
totic representation though its expectation Eg00 (ε1). We replace Eg00 (ε1)w i t ht h e
parameter ω = −
R
R ψ (x) df (x). When g is everywhere twice diﬀerentiable, ω =
Eg00 (εt). For LAD regression ω =2 f ( 0 )a n df o rH u b e r ’ sf u n c t i o nω =P r[ |x| <k ].
In large samples the power functions admit representations in terms of functionals
of Brownian motion. Deﬁne W(·) to be standard Brownian motion and deﬁne Wc(·)
to be the Ornstein-Uhlenbeck process Wc(t)=
R t
0 exp{c(t − s)}dW(s)w i t hi n i t i a l
condition W0(0) = 0. The asymptotic representations make use of the parameters
6σ2
ε =V a r ( εt), ρ =C o r r ( εt,ψ(εt)) and σ2




where f W is standard Brownian motion, independent of W. The following theorem is
proven in the Appendix.
Theorem 1 If Eψ(εt)=0 , and if assumptions (1) and (2) hold, then
1. L(c,0) − L(0,0) ⇒− cσεσψ
R












Wc dSρ + c,







































Dc dSρ + c, where Dc(r)=Wc(r) −
R
Wc(s)ds,










Rothenberg and Stock (1997) and Xiao (2001) derived similar representations without
assuming convexity of g, but did not allow for nondiﬀerentiable functions.


















Power functions for the other tests may be obtained similarly.
Figure 1 plots envelope power functions and asymptotic power for a variety of
tests. The curves for LAD errors (from the double exponential distribution) are given,
as well as standard normal errors and Huber errors3.Ia l s op r o d u c eac u r v ef o rt h e
mixture distribution (labeled Mixture in the ﬁgure) where a standard normal variable
is drawn with probability .95 and a N (0,36) variable is drawn with probability .05.4
Each curve is calculated under the assumption of correct speciﬁcation, so that e−g is
equal to the true density e−f.
The power curves for nonnormal errors are all substantially higher than the curve
for normal errors. The most powerful test for Gaussian errors achieves 50% power at c
close to −7.0 and the most powerful test for double exponential errors (corresponding
to LAD estimation under correct speciﬁcation) achieves 50% power at c close to
−3.75.
3The parameter k which appears in Huber’s M function is set to 1.345 for all of the ﬁgures in
this paper. At this value of k, the Huber estimate of a location parameter from iid standard normal
data has a relative eﬃciency of 95% with respect to the mean. See Hampel, Ronchetti, Rousseeuw
and Stahel (1986) page 399.
4The log of the density for the mixture distribution is not convex. While this violates the
assumptions used to derive the asymptotic representations in the Appendix, simulations not reported
here suggest that the representations are still valid.
7Figure 1: Asymptotic power curves for unit root tests in the model with no time trend
(xt =( 1 ,0)). The curves are drawn under the assumption of correct speciﬁcation, so
the g function used to form the test statistics is equal to f, the negative log-density
of the errors.

















































Notes: The simulations which appear in this paper were performed by computing stochastic
integrals as the realizations of normalized sums of 500 successive draws from a discrete
time Gaussian AR(1) process with autoregressive parameter 1 − c/T. There are 100,000
Monte Carlo replications.
Figure also 1 provides power curves for the tests based on the constrained mle b c
and the M-estimator e c.T h eb c-test is asymptotically admissible. Test power is tangent
to the power envelope when envelope power is large. The e c-test is not asymptotically
admissible and is dominated by the b c-test. The power curve for e c touches the envelope
function only under the null (c = 0) and for alternatives so far from zero that any
sensible test would have power equal to 1.
The M-estimator t-test is not asymptotically admissible, while the constrained b t
test is admissible. Figure 1 shows that the constrained t test achieves tangency to
the power envelope function at power close to 50%. The Figure also shows that the
constrained b l test is not admissible. As Rothenberg and Stock (1997) have shown,
straightforward manipulations of the asymptotic representations demonstrate that
rejecting for large values of b l is asymptotically equivalent to rejecting for large b t2.
8Since the tests based on b t and b l are one-sided and two-sided tests of the same one-
sided hypothesis, it is not surprising that the t-test dominates the test based on b l.
We have obtained power improvements by imposing the constraint that the inter-
cept estimate b β1 is zero. We can obtain identical results by replacing the requirement
that b β1 = 0 with the requirement that the estimator b β1 is stochastically bounded.
Consider two more estimators.
1.
³
b cbound, b βbound
´
=a r g m i n (c,β1∈Θ)
P
t≥2 g(∆yt − cyt−1/T + β1c/T), where Θ is a
compact set. It is common to assume a bounded parameter space, and this
estimator imposes that assumption. The estimator b βbound is obviously stochas-
tically bounded and the term supβ1∈Θ |β1c/T| disappears from the likelihood
function in large samples. Thus b cbound has the same limiting distribution as b c.
2.
³
b cinitial, b βinitial
´




t≥2 g(∆yt − cyt−1/T + β1c/T)
ª
.
These are the maximum likelihood estimators when we assume the initial condi-
tion u0 = 0. In an earlier draft of this paper I showed that b βinitial is stochastically
bounded. Thus (b cinitialb βinitial)/T → 0 fast enough so that b cinitial has the same
distribution as b c.
2.2 Failure of robustness to error misspeciﬁcation
These power improvements occur so long as g, the estimating function, is equal to
f, the true negative log-density of the errors. When g 6= f, b c may behave poorly.
Consider the classical regression model y = α0 + α1x + ε. If the errors come from
the double exponential distribution, ε has zero median and the maximum likelihood
estimates are the LAD estimates (e α0, e α1) = argmin(α0,α1)
P
|y − α0 − α1x|.I f t h e
true value of α0 is zero then under correct speciﬁcation we can get a better estimator
for α1 by removing α0 from the objective function: b α1 =a r g m i n α1
P
|y − α1x|.N o w
suppose that α0 =0a n dt h a tε comes from an incorrectly speciﬁed, asymmetric
error distribution with zero mean but nonzero median. For example take ε = Z2 −1
where Z is standard normal. It is well known that in this case e α0
p
→median(ε)a n d
e α1 has a limiting distribution. It is also well known that the distribution of b α1 is
not stochastically bounded, even if α0 = 0. Thus the constant α0 “recenters” the
incorrectly speciﬁed errors. In the classical setting we include the constant to protect
ourselves from errors with nonzero median.
The same thing happens in the unit root problem. Herce (1996) has shown that
if the intercept β1 is zero and the errors have zero median, then e c and b c both have
limiting distributions. When εt has a nonzero median e c has a limiting distribution
while b c blows up. This can be seen in the histograms in ﬁgure 2. Each histogram
depicts 5000 Monte Carlo realizations of e α1 and b α1, estimated from simulated data
sets of 500 observations from the model with c = 0 (so the null is true), β1 =0a n d
initial condition u0 = 0. The top two histograms show that when the errors come
from the zero median Student’s t distribution with four degrees of freedom, both
estimators have limiting distributions. The bottom two histograms show that when
the errors do not have zero medians (εt = Z2
t − 1w h e r eZt are iid standard normal)
9the distribution of b c blows up. So for any ﬁxed critical value q, the probability of
rejecting a true null hypothesis converges to limT→∞ Pr[b c<q ]=.5.
Figure 2: Histograms of 5000 Monte Carlo simulations of e c (on the left) and b c (on the
right) estimated from 500 observations from the model with no trend or intercept.
The true value of c is 0.
Here the errors come from the Student’s t4 distribution. Since the median is zero b c
is more eﬃcient and has a smaller spread around 0.












Here each error is εt = Z2
t − 1, where Zt are iid standard normal. Since the median
is not zero, e c has a limiting distribution and b c blows up.












Mathematically this can be understood as failure of an identiﬁcation condition.
Consider the classical regression model with no intercept: y = α1x + ε.I f g is
diﬀerentiable, the estimator b α1 =a r g m i n α1
P
g(y − α1x) will solve the ﬁrst order
condition T−1 P
g0 (y − b α1x)x = 0. Under the usual assumptions this will deliver a
consistent estimator of α1 if the identiﬁcation condition Eg0 (y − α1x)x =0h o l d s .
Since y − α1x = ε and x is not random, this condition is equivalent to Eg0 (ε)=0 .
Thus the identiﬁcation condition is that ε has a distribution with the property that
Eg0 (ε)=0 .
I no u ru n i tr o o tp r o b l e mb c solves
P




yt−1 Et−1 ψ(εt) ⇒ Identiﬁcation condition is Eψ(εt)=0 .
For the LAD problem ψ(εt)=s i g n( εt)a n dt h ei d e n t i ﬁcation condition is Esign(εt)=
0. The condition holds for LAD only if the errors have zero medians.
What assumptions do we need to ensure that Eψ (εt)=0 ?
1. Expression (2) demonstrates that Eψ(εt) = 0 under correct speciﬁcation (so
f = g).
2. Eψ(εt) equals zero for the Gaussian likelihood, no matter what the distribution
of the errors. The Gaussian likelihood has g(x)=x2/2a n dψ(x)=x,s ot h e
assumption Eε1 =0i n s u r e st h a tEψ(ε1)=0 .
3. Eψ(εt) equals zero when f 6= g and both functions are symmetric around zero.
4. When f 6= g and f is not symmetric, Eψ(εt)c a nb ed i ﬀerent from zero. For
example, for LAD estimation applied to the errors εt = Z2
t − 1, Eψ(εt)=
Esign(Z2
t − 1) ≈− .3656.
It turns out that the optimal tests are not robust to unknown, asymmetric error
distributions. To get the tests to work, we need to assume either that we know the
distribution of ε, or we need to assume that ε comes from a symmetric distribution.
Thus the optimal tests are not robust to unknown asymmetric error distributions.
The Gaussian tests of Elliott et al. (1996) are the one exception - those tests are valid
under fairly general forms of misspeciﬁcation, including asymmetric errors.
Figure 2 depicts an example where the optimal tests reject a true null hypothesis
too often. This is generally a problem with asymmetric errors.
Proposition 1 Suppose that g is three times diﬀerentiable with bounded third deriva-
tives, and suppose that the errors satisfy assumption (1). If Eψ(εt) 6=0then in large
samples tests based on b c, b t, b l and the Neyman-Pearson statistic all reject a true null
hypothesis with probability approaching .5, no matter what the nominal size of the test.
T h eM - t e s t sb a s e do ne c and e t have the same limiting representations as in theorem
1.5 In large samples the M-tests have accurate size.
M-tests are robust to asymmetric error densities. Let η denote the parameter that
solves the equation Eψ(εt − η) = 0. So for LAD estimation, ψ(εt −η)=s i g n ( εt −η)























5T h eM - t e s t sh a v et h es a m el i m i t i n gr e p r e s e n t a t ions as in theorem 1, with the nuisance param-
eters σ2
ψ, ρ,a n dω replaced by Var[ψ (εt − η)], Corr[εt,ψ(εt − η)], and −
R
R ψ (x − η) df (x), where
η denotes the parameter that solves Eψ(εt − η)=0 .
11with e εt = εt − η. These recentered errors satisfy Eψ(e εt) = 0. Thompson (2001b)
has shown that if Eψ(εt) 6=0t h e ne a → η in probability and e c has the same limiting
distribution as in theorem 1, with a slight redeﬁnition of the nuisance parameters
(see footnote 5). Thus estimation of the free parameter a causes a power loss under
correct speciﬁcation but ensures robustness against incorrect speciﬁcation.
We can avoid these centering problems by assuming that Eψ(εt)=0 .F o re x a m p l e
for LAD estimation we could assume that the median of ε is zero and leave the mean
unspeciﬁed. The zero mean assumption is essential for nearly integrated models
because it identiﬁes the trend. If the mean is not zero, then the trends behave very
diﬀerently under the unit root null than for stationary alternatives. Since ut follows
the process ∆ut = γut−1 + εt,w eh a v e









with e εi = εi−E(ε1). If γ =0 ,t h e nyt has both a unit root and a nonstochastic trend.
If γ<0, then yt is stationary with the long run mean β +E(ε1)
P∞
i=0 (γ +1 )
i.T h u s
the zero mean assumption is essential if we wish to test for mean reversion around an
intercept. Once we assume zero means, adding additional centering assumptions like
zero medians takes us closer to assuming symmetric errors.
Sketch of proof of proposition 1.
When Eψ(εt) 6= 0, the Neyman-Pearson statistic is not stochastically bounded.
To understand why, notice that the statistic T−1 P
ψ (εt)ut−1 appearing in the ap-
proximation to the Neyman-Pearson statistic is not stochastically bounded. Lemma










where σ2(c)=( σε Eψ(εt)/c)
2 [1 + (e2c − 1)/(2c) − 2(ec − 1)/c]. If g is three times
diﬀerentiable with bounded third derivatives, the Neyman-Pearson statistic must also
be divided by T1/2:
T



















Suppose we form the Neyman-Pearson statistic and use the critical value q(c)c o n -
structed under the assumption that Eψ(εt)=0 .I fEψ(εt) 6= 0 then under the null
hypothesis the probability of rejecting is
lim
T→∞
Pr[L(c,0) − L(0,0) <q (c)] = Pr[N(0,c
2σ
2(0)) < 0] = .5,
where σ2(0) = limc→0 σ2(c)=( σε Eψ (εt))
2 /3. In large samples the Neyman-Pearson
test rejects a true null hypothesis 50% of the time, no matter what the nominal size
of the test.
12A proof by contradiction shows that error misspeciﬁcation may also cause the
constrained maximum likelihood estimator to be stochastically unbounded. Suppose
that c = β1 =0a n dg is three times diﬀerentiable with bounded third derivatives. If b c














If b c is stochastically bounded, then in large samples b c must converge to the minimizer








ψ (εt)ut−1 is not
stochastically bounded and we have our contradiction.¥
2.3 Some Monte Carlo results
A Monte Carlo study demonstrates the size distortions that occur under incorrect
speciﬁcation. Table 1 presents rejection frequencies for ten tests under various as-
s u m p t i o n sa b o u tt h et r u ed a t ag e n e r a t i n gp r o c e s s . T h ea b b r e v i a t i o n si nt h et a b l e
are:
1. ERS - the DF-GLS test of Elliott et al. (1996). This test eﬃciently handles the
intercept for Gaussian errors but does not use the information in thick-tailed
error distributions.
2. Adap - the adaptive test of Shin and So (1999). This test adapts to the error
distribution but does not eﬃciently handle the intercept.
3. e c test, LAD - Thompson’s (2001a) version of the test based on the LAD M-
estimator.6 The test is asymptotically equivalent to the test based on e c,a n d
in some cases has more accurate size. This test does not eﬃciently handle the
intercept.
4. e c test, t3 - Thompson’s (2001a)v e r s i o no ft h et e s tb a s e do nt h eS t u d e n t ’ st 3
M-estimator.
5. Trend-optimal LAD NP, b c,a n db t - these tests are optimal for a double expo-
nential likelihood. NP denotes the Neyman-Pearson test statistic evaluated at
c = −3a n dβ1 =0 :L(−3,0) − L(0,0). The three tests eﬃciently handle the
trend and will be more powerful than the DF-GLS test for many thick-tailed
error distributions. When the errors come from an asymmetric distribution the
tests will over reject a true null hypothesis.
6. Trend-optimal t3 NP, b c,a n db t - the optimal tests for a Student’s t3 likelihood
with β1 = 0. These tests are not robust to asymmetric errors.






(yt−1 − y)ψ (b εt)], where b εt =
∆yt − e a1,R and e a1,R = argmina1
P
g (∆yt − a1). Thompson (2001a)s h o w st h a t




13The bold numbers in table 1 illustrate the si z ep r o b l e m sw i t ha s y m m e t r i ce r r o r s . 7
All of the tests have reasonably accurate sizes for the symmetric Student’s t4 errors.
However the asymmetric log normal and chi-squared errors cause the trend-optimal
tests to over-reject true null hypotheses, and the problem gets worse as the sample
size grows from T =1 0 0t oT = 1000. Proposition 1 predicts that as the sample
size grows the trend-optimal tests will reject a true null hypothesis with probability
approaching .50. The Monte Carlo results seem to conﬁrm the prediction, as the
rejection frequencies for samples of 1000 are close to .50. The ERS, adaptive and e c
tests have accurate sizes for the asymmetric distributions.
The results demonstrate that the ERS test is a viable alternative to the robust
tests even when the errors are not Gaussian. The ERS test has accurate size and good
power for all four error distributions. Somewhat surprisingly, the ERS test even has
accurate size for the inﬁnite variance Cauchy distribution. The adaptive test works
well for the asymmetric log normal and chi-squared distributions, but has poor power
for the Cauchy errors. The e c tests have accurate size for all four distributions. For
the Cauchy errors the e c tests are very powerful.
3 Optimal tests with a time trend


















is the log-likelihood function conditional on the ﬁrst observation. Suppose we form
the Neyman-Pearson statistic L(c,β1,β 2)−L(0,β 1,β 2)w i t ht h eu n k n o w nc o e ﬃcients
replaced by the guess b =( b1,b 2)0:







ut−1 +( b1 − β1)
c
T
− (b2 − β2)
µ











ut−1 − (b2 − β2)
´
.
I nl a r g es a m p l e st h et e r m( b1 − β1)c/T disappears from this expression, so the guess b1
does not matter. The terms (b2 − β2)(1− (t − 1)c/T)a n d( b2 − β2) do not disappear,
7Critical values for ﬁrst four tests are obtained using the methods described in Elliott et al. (1996),
Shin and So (1999) and Thompson (2001a). In all cases the errors are iid and no correction is made
for serial correlation. Critical values for the trend-optimal tests are obtained by simulating from
the asymptotic distributions in theorem 1. The representations depend on the nuisance parameters
σε, σψ, ρ,a n dω. For all four tests the nuisance parameters are estimated using the formulas
b σ2
ε = T−1 P
(b εt − ε)
2, b σ2
ψ = T−1 P¡
ψ(b εt) − ψ
¢2
and b ρ =( b σεb σψ)
−1 T−1 P
(b εt − ε)ψ(b εt), where b εt
is a residual and ε and ψ are sample averages. For the t3 estimator ω =Eψ0 (εt)i se s t i m a t e db y
T−1 P
ψ0 (b εt). For the LAD test ω =2 f(η), which is estimated by the usual kernel estimator of
the density of b εt evaluated at zero: b f (η)=( hT)
−1 P
φ(b εt/h), where φ is the density function of
a standard normal variable and h is the bandwidth 1.06b σεT−1/5. For the Neyman-Pearson test c
is not estimated and there is no residual, so we use the nuisance parameters computed for the e c
estimator.
14Table 1: Rejection frequencies for selected tests in the model with no time trend.
The boldface numbers show the size distortions from using trend-optimal tests with
asymmetric errors.
e c tests Trend-optimal LAD Trend-optimal t3
cTγ E R SA d a pL A D t 3 N P b c b t NP b c b t
Student’s t errors, 4 degrees of freedom
0 100 0 .076 .041 .044 .044 .035 .034 .025 .054 .050 .054
-5 100 -.05 .426 .194 .234 .248 .257 .281 .230 .461 .414 .469
-10 100 -.1 .839 .477 .568 .625 .381 .682 .528 .706 .826 .816
0 1000 0 .051 .047 .051 .051 .042 .042 .035 .050 .049 .050
Cauchy errors
0 100 0 .042 .010 .043 .043 .001 .001 .000 .004 .004 .003
-5 100 -.05 .285 .147 .968 .933 .973 .938 .814 .970 .996 .965
-10 100 -.1 .884 .206 .998 .923 .993 1.00 .991 .942 1.00 .997
0 1000 0 .030 .000 .044 .044 .000 .000 .000 .000 .000 .000
Log normal errors, centered to have zero mean and unit variance
0 100 0 .065 .020 .039 .037 .395 .153 .401 .277 .113 .316
-5 100 -.05 .396 .577 .452 .470 .637 .691 .682 .775 .737 .763
-10 100 -.1 .826 .893 .835 .871 .801 .916 .887 .966 .973 .970
0 1000 0 .050 .031 .049 .050 .494 .485 .494 .485 .418 .483
Chi-squared errors, centered to have zero mean and unit variance
0 100 0 .070 .018 .040 .037 .447 .191 .458 .331 .120 .352
-5 100 -.05 .409 .699 .354 .383 .623 .677 .682 .766 .707 .749
-10 100 -.1 .831 .929 .769 .841 .756 .897 .870 .958 .966 .962
0 1000 0 .053 .029 .053 .053 .498 .486 .497 .493 .405 .488
Notes: The initial condition is u0 = 0. The trend coeﬃcients are (β0,β 1)=( 1 ,0). Critical
values are calculated by the method described in footnote 7. There are 20000 Monte Carlo
repetitions.
so unless we know the true β2 we cannot obtain the power bound Π(c) derived in the
last section. It is important to come up with a good guess for β2.
In most situations the trend parameter β2 is unrelated to the unit root testing
problem. Following Dufour and King (1991) and Elliott et al. (1996), it is natural to
restrict attention to the family of tests which are invariant to the value of β2.B yt h e
well-known result of Lehmann (1959) (page 249), the most powerful invariant test of







Elliott et al. (1996) encountered a similar integral for the Gaussian likelihood, where
g(x)=x2/2. In the Gaussian case L(c,β1,b) is quadratic in b and the method
o f“ c o m p l e t i n gt h es q u a r e ”l e a d st oac l o s e df o r ms o l u t i o nf o rt h ei n t e g r a l . S i n c e
for many non Gaussian likelihoods it is not obvious how to solve this integral, I
15approximate L(c,β1,b) with a quadratic function of b and show that the approximate
solution is asymptotically equivalent to the exact solution. This approach is a variant
of Laplace’s method (see Judd (1998) page 525). Laplace used this approach to
approximate a similar integral over the double exponential distribution.8

























T (b − β2). In lemma 1 in the appendix, I show that if Eψ(εt)=0t h e n
L
¡






In large samples the intercept β1 disappears from the likelihood. In the proof of
theorem 2 in the appendix I show that
R
exp{−L(c,β1,b 2)} db2 R
exp{−L(0,β 1,b 2)} db2
=
R
exp{−Q(c,φ)} dφ + op(1) R
exp{−Q(0,φ)} dφ + op(1)
.
These integrals admit analytic solutions. Tedious algebraic manipulations lead to the






plus terms that do not depend on c.T h i ss u g g e s t st h ef o l l o w i n gt h e o r e m .
Theorem 2 If Eψ(εt)=0and assumptions (1) and (2) hold, the most powerful






Let πτ (c,c) denote the limiting power function f o rt h eb e s ti n v a r i a n tt e s ti n d e x e d
by c when the true value of the locally autoregressive parameter is c:
π












where qτ(c)s a t i s ﬁes πτ (0,c)=α. T h em o s tp o w e r f u li n v a r i a n tt e s ta g a i n s tt h e
alternative c has power equal to Πτ(c) ≡ πτ (c,c), the envelope power function.
Consider two estimators for c:
1. (e c,e a1,e a2)=a r g m i n (c,a1,a2)
P
g(∆yt − cyt−1/T − a1 − a2(t − 1)/T), with a1 =
β2 −β1c/T and a2 = −cβ2. These are the usual M-estimators studied by Lucas
(1995), Thompson (2001b), and Hasan and Koenker (1997) (see footnote 2).
8I thank Gary Chamberlain for making me aware of the links between Laplace’s integration
problem and this one.
162. (b c, b β2)=a r g m i n (c,β2)
P
g(∆yt − cyt−1/T − β2 + cβ2(t − 1)/T). This estimator
was suggested by Xiao (2001).
In large samples β1c/T is close to zero. This implies that the three parameters
c, a1 and a2 can be written as just two, since limT→∞ ca1 = −a2. Under correct
speciﬁcation of the errors, b c exploits the parameter restriction and a test that rejects
for small b c dominates one that rejects for small e c. In fact, the test based on b c
is asymptotically admissible, because its limiting power function touches the power
envelope Πτ. The test based on e c is not asymptotically admissible.
Another interesting test is the t-test based on the M-estimator, which rejects
for small values of e t =[
P
b r2
t−1]1/2e c,w h e r eb rt−1 is the residual from a least squares
regression of yt−1 on (1,t/T). This test is not asymptotically admissible, and is






yt−1 − (t − 1)b β2
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3.1 Asymptotic power functions
In order to derive the power functions of the various test statistics, it will prove
useful to provide a limiting representation for the objective function. By Lemma 3.1
of Phillips (1988),
Q(c,φ) ⇒ Q











where Pc,φ (r)=σε (c − c)Wc (r)+φ(1 − cr) is a stochastic process. The following
theorem is proven in the Appendix.
Theorem 3 If Eψ(εt)=0and assumptions (1) and (2) hold, then
1. minb L(c,0,b) − minb L(0,0,b) ⇒ minφ QA (c,φ) − minφ QA (0,φ),
2.
³




b C, b B
´
=a r g m i n (C,B) QA (C,B),
3. b t ⇒ σεb C
r
R ³
Wc (t) − b Bt
´2
dt,
4. b l ⇒− 2
£
min(C,B) QA (C,B) − minB QA (0,B)
¤
,







Dc dSρ + c,w h e r eDc(r)=Wc(r) − 2
R 1
0 (2 − 3s − r(3 −
6s))Wc(s)ds,










17Appendix A.2 provides a closed form expression for minφ QA (c,φ) − minφ QA (0,φ)
in terms of stochastic integrals. Since QA (c,φ) is a nonlinear function of c and φ,t h e
asymptotic representation for b c does not admit an analytic solution in terms of ran-
dom integrals. Appendix A.2 provides a method for simulating from the asymptotic
distribution of b c, b t and b l.
Figure 3 plots the limiting power functions for the various tests in the model
with a time trend. The curves are lower than the corresponding power envelopes for
the model with an intercept only. Power rises as the tails of the error distribution
become thicker; for Gaussian errors 50% power is achieved at −12.5 and for double
exponential errors 50% power is achieved at about −6.0.
Figure 3: Asymptotic power curves for unit root tests in the model with a time trend
(xt =( 1 ,t)). The curves are drawn under the assumption of correct speciﬁcation, so
the g function used to form the test statistics is equal to the negative log-density of
the errors f.

















































Notes: See notes to ﬁgure 1.
Figure 3 shows that the constrained b c and b l tests are asymptotically admissible.
Careful examination of the ﬁgure leads to the conclusion that the constrained b t statis-
tic is not asymptotically admissible. Neither M-test is asymptotically admissible. The
b c test is point optimal when power is high, and the b l test is point optimal when power
is close to one-half. Rothenberg (1984) describes similar results - he notes that in
18standard (non unit root) models with no nuisance parameters, second order asymp-
totic theory predicts that estimator-based tests are optimal when power is high and
likelihood ratio tests are optimal when power is close to 50%.
3.2 Failure of robustness to error misspeciﬁcation
The analysis in the previous section was carried out under the assumption of correct
speciﬁcation, so g = f where g is the function used to form the likelihood function
and e−f is the density of εt. As I discussed in section 2.2, correct speciﬁcation insures
that the centering condition Eψ(εt)=0h o l d s .I fg 6= f then Eψ(εt)m a yn o te q u a l
zero. When Eψ(εt) 6= 0 the test statistics can behave badly.
Proposition 2 Suppose that g is three times diﬀerentiable with bounded third deriva-
tives, and suppose that the errors satisfy assumption (1). If Eψ(εt) 6=0then
1. Under the local alternative γ = c/T, b c
p
→ 0 and b t
p
→ 0. b l is Op(1) but does
not have the distribution given in theorem 3. Therefore power against any local
alternative approaches zero.
2. Under the ﬁxed alternative γ<0, b c
p
→− ∞ , b t
p
→− ∞ ,a n db l
p
→ +∞. Power
against any ﬁxed alternative approaches 1.
3. If g00(x) >B>0 for all x, then under both local and ﬁxed alternatives the best
invariant test statistic minb∈K L(c,0,b)−minb∈K L(0,0,b)
p
→ +∞,w h e r eK is
a compact set. Power against any ﬁxed or local alternative approaches zero.
4. The M-tests based on e c and e t have the same limiting distributions as in theorem
3.9
Since the critical values for b c and b t are always negative, tests which reject for small
b c and b t will have size converging to zero and power against any local alternative also
converging to zero. The b l test has power equal to size for any local alternative, and
its actual size will not match its nominal size, even in large samples. Since the critical
v a l u e sf o rt h eb e s ti n v a r i a n tt e s ta r ea l s on e g a t i v e ,t h eb e s ti n v a r i a n tt e s th a ss i z e
and power approaching zero against both ﬁxed and local alternatives. The M-tests
are robust to asymmetric errors. No matter what the error distribution, the M-tests
have power against local alternatives and are consistent against ﬁxed alternatives.
Thus none of the trend-optimal tests have power against local alternatives, but all
except the best invariant test have power approaching 1 against ﬁxed alternatives. In
a large sample with a local alternative, the b c, b t and b l tests will be dominated by the
robust M-tests. Furthermore, only the M-tests are useful for forming conﬁdence in-
tervals for the local parameter c, since that requires inverting a sequence of tests, each
with power against local alternatives (see Elliott and Stock (2001) for the Gaussian
case).
9T h eM - t e s t sh a v et h es a m el i m i t i n gr e p r e s e n t a t ions as in theorem 3, with the nuisance param-
eters redeﬁned as in footnote 5.
19On the other hand, the b c and b t tests have many desirable properties even when
ψ(εt) 6= 0: in large samples they reject a true null hypothesis with probability less than
any desired size, and they reject a ﬁxed alternative γ<0 with probability approach-
ing 1. While the b l test may get the size wrong, since the statistic is stochastically
bounded both under the null and alternatives, the size distortions may be small. The
magnitude of those distortions will be evaluated by Monte Carlo in section 3.3.
To understand the proposition, recall that the M-estimators (e c,e a1,e a2) minimize

















where e εt = εt − η and η denotes the parameter that solves Eψ(εt − η)=0 . I ft h e
condition Eψ(εt) = 0 fails to hold then e a1
p
→ β2 + η and the “recentered” errors
e εt satisfy Eψ(e εt)=0 . T h u se c has the same limiting distribution as in theorem 3,
with a slight redeﬁnition of the nuisance parameters (see footnote 5). This result was
shown by Thompson (2001b), and it implies that statement #4 of the proposition
will hold. Since there is no free “recentering” parameter in the objective function for
b c, the parameter on the time trend accomplishes the recentering. If Eψ(εt) 6=0t h e n
b b2
p
→ β2 + η and b c
p
→ 0, no matter what the local alternative c.
Sketch of proof of proposition 2.
To establish statement #1 of the proposition, consider the model with the local
alternative γ = c/T.D e ﬁne ϕ =( ϕ1,ϕ 2)
0 =
¡
T 1/2c,T 1/2(b2 − β2 − η)
¢0 and mt =
T−1/2 (−η (t − 1)/T,1)




















A Taylor series expansion, combined with the usual asymptotic arguments (see Lemma





















where ωη =E [ ψ0 (e εt)], e ψt = ψt (e εt)+cωηut−1/T and supϕ∈K |RT(ϕ)|
p
→ 0f o ra n y
compact set K. By the same argument used to prove lemma 2, ϕ is stochastically
bounded. Therefore, by the argmax continuous mapping theorem of van der Vaart
and Wellner (1996) (page 286), b ϕ =a r g m i n ϕ L(ϕ) converges in probability to the














t converges in probability to a nonrandom matrix, and
P
mt e ψt converges to a
vector of mean-zero Gaussian random variables. In large samples b ϕ has a mean zero
Gaussian distribution, which implies that b c
p
→ 0, b t
p
→ 0, and b2
p
→ β2 + η.
20The distribution of b l is obtained by substituting b ϕ back into the likelihood func-
tion. Under the local alternative γ = c/T,w eo b t a i n
b l = −2
·
min

























This is an Op(1) variable, but the limiting distribution diﬀers from the one in theorem
1.
Statement #2 of the proposition says that the b c, b t and b l tests are consistent
against any ﬁxed alternative γ<0. The likelihood function evaluated at (γ,b)m a y
be written
X
g(εt − η − (γ − γ)ut−1 +[ ( b1 − β1)γ − η] − (b2 − β2)(1− γ (t − 1))).
Since ut−1 is stationary under the ﬁxed alternative, is it straightforward to show using





→− ∞ , and an argument based on a Taylor series expansion demonstrates that
b l
p
→ +∞. I omit the proofs to save space.
To show statement #3 of the proposition, deﬁne the parameter ηγ which satisﬁes
Eψ(εt + γut−1 − ηγ)=0 .F o rﬁxed γ<0, εt +γut−1 is a stationary random variable




X g(εt + γut−1 − ηγ)
T
+



















t + γut−1 − ηγ| ≤
|z∗



















If c = 0 this expression is minimized at b2 = β2 + ηγ,s om i n b∈K T−1L(0,0,b)=
T−1 P

























Therefore T−1 {minb∈K L(c,0,b 2) − minb∈K L(c,0,b 2)} ≥ (24)
−2 Bη2
γc2 + op(1), and
the best invariant test converges to +∞ under any ﬁxed alternative. Using the same
a r g u m e n t si ti sa l s op o s s i b l et os h o wt h a tt h eb e s ti n v a r i a n tt e s tc o n v e r g e st o+ ∞
under any local value γ = c/T (including the null c = 0). The proof is omitted to
save space.¥
213.3 Some Monte Carlo results
Table 2 presents rejection frequencies for various tests in the model with a time trend.
The tests are the trend versions of the tests that appeared in Table 1, except that
the b l test appears in Table 2 in place of the b t test. I made this substitution because
the b t test is not asymptotically admissible in the model with a time trend.10
The power losses from using the trend optimal b c andb l tests are small for samples of
100 observations, but get larger for samples of 1000. For the asymmetric log normal
and chi squared error distributions, power against the local alternative c = −10
d e c l i n e sa st h es a m p l es i z eg r o w s . P o w e ra g a i n s tt h eﬁxed alternative γ = −.1
increases with the sample size. This can be seen by comparing the results for the
samples with (T,c)=( 1 0 0 ,−10) against the samples with (T,c)=( 1 0 0 0 ,−100). In
each case γ = −.1. These results are consistent with proposition 2, which states that
power against c = −10 converges to zero as the sample grows and power against
γ = −.1 converges to one.
In the samples of 1000 observations, asymmetric errors cause the NP test to
have low power against both the ﬁxed and local alternative. This is consistent with
proposition 2, which predicts that power against both kinds of alternatives converges
to zero as the sample size grows.
No test dominates the others. The ERS test performs poorly for the Cauchy,
log normal and chi squared errors. The adaptive test does well for the asymmetric
distributions but has very low power with Cauchy errors. The e c tests perform well
for all the error distributions and sample sizes, but are generally dominated by the
trend optimal b c and b l tests for samples of 100.
A Appendix
A.1 Proofs
In this appendix we prove theorems (1)-(3). Throughout the appendix it will prove
useful to make use of the normalized likelihood L(c,b1,φ)=L
¡
c,b1,β 2 + T −1/2φ
¢
− P
g(εt). The remainder term RT(c,b1,φ)i sd e ﬁned to be the diﬀerence between L
and its quadratic approximation Q:
L(c,b1,φ)=Q(c,φ)+RT(c,b1,φ).
A.1.1 Preliminary lemmas
Lemma 1 Let K denote a compact set. If Eψ(εt)=0 , and if assumptions (1) and
(2) hold, then sup(c,b1,φ)∈K |RT(c,b1,φ)|
p
→ 0.
10As was the case for Table 1, the e c tests are Thompson’s (2001a) versions of the tests. In the






rtψ (b εt)], where rt is
the residual from a least squares regression of yt−1 on (1,t), and b εt = ∆yt − e a1,R − e a2,Rt/T with
(e a1,R,e a2,R) = argmin(a1,a2)
P
g(∆yt − a1 − a2t/T). Thompson (2001a)s h o w st h a t




22Table 2: Rejection frequencies for selected tests in the model with a time trend. The
boldface numbers illustrate that, with asymmetric errors, the trend optimal tests lose
power against the local alternative c = −10 as the sample size increases.
e c tests Trend-optimal LAD Trend-optimal t3
cTγ E R SA d a pL A D t 3 N P b c b l NP b c b l
Student’s t errors, 4 degrees of freedom
0 100 0 .048 .023 .030 .028 .033 .030 .028 .068 .055 .061
-10 100 -.1 .300 .180 .254 .279 .290 .306 .341 .555 .487 .561
-10 1000 -.01 .294 .304 .341 .370 .338 .431 .429 .554 .544 .605
-100 1000 -.1 1.00 .991 1.00 1.00 .910 1.00 1.00 1.00 1.00 1.00
Cauchy errors
0 100 0 .024 .009 .038 .043 .001 .001 .001 .004 .006 .006
-10 100 -.1 .181 .155 .984 .897 .988 .976 .991 .957 .999 .980
-10 1000 -.01 .184 .000 1.00 .980 1.00 1.00 1.00 .991 1.00 .997
-100 1000 -.1 .998 .000 1.00 .953 1.00 1.00 1.00 .766 1.00 .991
Log normal errors, centered to have zero mean and unit variance
0 100 0 .036 .011 .028 .020 .022 .020 .019 .045 .045 .050
-10 100 -.1 .275 .623 .577 .610 .457 .692 .619 .873 .811 .877
-10 1000 -.01 .288 0.943 .803 .806 .004 .059 .078 .157 .502 .378
-100 1000 -.1 1.00 .952 1.00 1.00 .027 1.00 1.00 .514 1.00 1.00
Chi-squared errors, centered to have zero mean and unit variance
0 100 0 .043 .008 .030 .020 .032 .028 .030 .048 .055 .055
-10 100 -.1 .290 .704 .477 .519 .288 .628 .480 .807 .765 .829
-10 1000 -.01 .296 1.00 .568 .623 .000 .034 .034 .029 .359 .210
-100 1000 -.1 1.00 1.00 1.00 1.00 .003 .999 .998 .197 1.00 1.00
Notes: The initial condition is u0 =0 . T h et r e n dc o e ﬃcients are (β0,β 1)=( 1 ,1).
“NP” denotes the best invariant test evaluated at c = −6, so the test statistic is
minb L(−6,0,b) − minb L(0,0,b). Critical values are calculated by the method described
in footnote 7. There are 20000 Monte Carlo repetitions.
We will show that RT(c,b1,φ)
p
→ 0p o i n t w i s ei n( c,b1,φ). If L(c,b1,φ) were a con-
vex function of (c,b1,φ) then pointwise convergence would imply uniform convergence
over compact sets (this is shown in lemma 1 of Hjort and Pollard (1993)). However,
even though g(x)i sc o n v e xi nx, L(c,b1,φ) is not a convex function of (c,b1,φ)b e c a u s e
g(εt +( b1 − β1)c/T − zt (c,φ)) is a nonlinear function of the parameters.
A reparameterization allows us to restore the link between pointwise and uniform
convergence. Let wt = T −1/2 ¡
T−1/2,T−1/2ut−1,1,(t − 1)/T
¢0 and θ =( θ1,θ 2,θ 3,θ 4)
0 =
(c(β1 − b1),c − c,φ,−φc)





















23Since g is convex and εt − w0
tθ is a linear function of θ, LR(θ) is a convex function
of θ. Therefore if e RT(θ)
p
→ 0p o i n t w i s ei nθ then the convergence is uniform for
























The equality holds so long as θ satisﬁes the constraint θ4 = −θ3 (θ2 + c). For any
compact set K ⊂ R3,l e te K ⊂ R4 denote a compact set large enough so that if





θ∈ e K, θ4=−θ3(θ2+c)
¯ ¯ ¯e RT(θ)+e RT,2(θ)
¯ ¯ ¯ ≤ sup
θ∈ e K
¯ ¯ ¯e RT(θ)
¯ ¯ ¯+sup
θ∈ e K
¯ ¯ ¯e RT,2(θ)
¯ ¯ ¯.
It is straightforward to show that supθ∈ e K |e RT,2(θ)| → 0 in probability for any compact
set e K. So to prove the theorem it is enough to show that e RT(θ)
p
→ 0p o i n t w i s ei nθ.
The pointwise convergence of e RT(θ) was proven in lemma 1 of Thompson (2001b).¥




=a r g m i n (c,b2) L(c,0,b 2)




b b2 − β2
´
.I fEψ(εt)=0 , and if assumptions (1) and (2) hold, then b c
and b φ are both stochastically bounded.
If L(c,0,φ) were convex in the parameters the argument in section 3 of Pollard
(1991) could be used to show that the estimators (b c, b φ) are stochastically bounded.
However, even though g(x)i sc o n v e xi nx, L(c,0,φ) is not a convex function of (c,φ)
because g(εt − β1c/T − zt (c,φ)) is a nonlinear function of the parameters. We will
pursue a related method of proof.
A reparameterization allows me to apply Pollard’s (1991) arguments to this prob-







Note that this reparameterization diﬀers from the reparameterization in lemma 1
b e c a u s eh e r ew et a k eb1 =0 . F o rs o m ek>0, deﬁne the compact set K =
{(c,φ):|c − c| <k ,
¯ ¯φ + T −1/2β1c
¯ ¯ <k
ª
.F o r a n y ( c,φ) / ∈ K, the corresponding
θ vector is equal to vr where v is a vector with unit length and r is a scalar with
r>k .S i n c e g is convex and εt − w0
tθ is a linear function of θ, LR(θ)i sac o n v e x
function of θ.S ok =( 1− λ)0 + λr for λ = k/r,a n db yt h ec o n v e x i t yo fLR(θ),






































By lemma 3.1 of Phillips (1988),
P
wtw0
t converges in distribution to a positive
deﬁnite matrix with diagonal elements bounded away from zero with probability one.
Therefore there exists  >0 so that infkvk=1 v0 (
P
wtw0
















wtψ(εt)k is stochastically bounded (see Phillips’s (1988) lemma 3.1), we
can choose k large enough so that k2ω /2 − kk
P
wtψ(εt)k > with probability
arbitrarily close to 1. We have that in large samples,
inf
(c,φ)/ ∈K
L(c,0,φ) ≥   + op(1) > 0=L(0,0,0) ≥ inf
c,φ
L(c,0,φ)=L(b c,0, b φ).
So in large samples the estimators b c and b φ must be contained in K.T h u s( b c, b φ)a r e
stochastically bounded and the theorem is proved.¥
A.1.2 Proofs of theorems
Proof of theorem 1.
Notice that L(c,0)−L(0,0) = L(c,0,0)−L(0,0,0), and thatb c =a r g m i n c L(c,0,0).
By lemma 1,
L(c,0,0) = −(c − c)T
−1 X








The asymptotic representation for L(c,0) − L(0,0) follow from the following weak























Since g is convex, L(c,0,0) is convex in c. By slightly modifying the argument in
section 3 of Pollard (1991), it can be shown that the convexity of L(c,0,0) implies








+ c + op(1).







Wc dSρ + c, and the distribution of b t and b l follows
similarly. The representations for e c and e t a r ep r o v i d e di nT h e o r e m1o fT h o m p s o n
(2001b).¥
Proof of theorem 2.






exp{−Q(c,φ)} dφ + op(1). (3)


















where the last equality follows from the change of variables φ =
√
T(b − β2). The
discussion in section 3 indicates that if the approximation in 3 holds, then the best

















The convexity of g implies that for ﬁxed c, L(c,0,φ)i sc o n v e xi nφ. By slightly
modifying the method in section 3 of Pollard (1991), one can use the convexity to
show that minφ L(c,0,φ) is asymptotically equal to minφ Q(c,φ), the quadratic ap-
proximation given in lemma 1. So in large samples minφ L(c,0,φ)−minφ L(0,0,φ)i s
equivalent to the statistic in 4. Thus verifying the condition in 3 is suﬃcient to prove
the theorem.

















exp{−Q(c,φ)} dφ + op(1).
The integral on the right hand side admits an analytic solution. Using that analytic












¯ ¯ ¯ ¯ < 
¸
=1 .
26It remains to show that Ic (k,c) is asymptotically negligible. Since L(c,β1,φ)i s
convex in φ (for ﬁxed c), then if φ>kthen k =( 1− λ)0 + λφ and L(c,β1,k) ≤
(1 − λ)L(c,β1,0) + λL(c,β1,φ)w i t hλ = k/φ. Therefore
(if φ>k )t h e nL(c,β1,φ) ≥
|φ|
k
[L(c,β1,k) − L(c,β1,0)] + L(c,β1,0).
Similarly,
if φ<−k then L(c,β1,φ) ≥
|φ|
k
[L(c,β1,−k) − L(c,β1,0)] + L(c,β1,0).
By lemma 1, for ﬁxed k we have






























By the usual asymptotic arguments, limT→∞ T −1 P
(1 − c(t − 1)/T)
2 = c2/3 − c +









Plugging this bound into the integral, we obtain
I

















Thus, for any  >0, we can choose k large enough so that limT→∞ Pr[Ic (k,c) <  ]=
1. Thus the condition in 3 holds and the theorem is proven.¥
Proof of theorem 3.










Lemma 3.1 of Phillips (1988) implies that Q(c,φ) ⇒ QA(c,φ). Phillips’s (1988)
lemma also implies that argminφ Q(c,φ) is stochastically bounded, and minφ Q(c,φ) ⇒
minφ QA(c,φ) by the argmax continuous mapping theorem of van der Vaart and
Wellner (1996) (page 286). We have derived the limiting representation for the best
invariant test.
The argmax continuous mapping theorem also provides the limiting result for b c.
Notice that
³
b c, b φ
´
=a r g m i n c,φ L(c,0,φ). Since, by lemma 2, b c and b φ are stochastically
bounded, b c and b φ converge weakly to
³
b C, b B
´
=a r g m i n (C,B) QA (C,B). The limiting
distributions of b t and b l follow from a similar argument.
Limiting representations for e c and e t are provided in Theorem 1 of Thompson
(2001b).¥
27A.2 Simulating the asymptotic distributions
Theorem 3 provides asymptotic representatio n sf o rv a r i o u st e s ts t a t i s t i c si nt h em o d e l
with a time trend. In this appendix we describe how to simulate from those distribu-
tions.
















Vc (t,c)=σε (c − c)Wc(s)+
R
(1 − cr){σψdSρ (r) − σεω(c − c)Wc(r)dr}(1 − cs)
ω(1 − c + c2/3)
.
Simulating from this distribution is straightforward.




b b2 − β2
´
converge
weakly to the random variables b C and b B which minimize the stochastic objective
function QA (C,B). I was unable to derive a simple expression for b C and b B.I n s t e a dt h e
variables are expressed implicitly as solutions to the minimization problem. Rewrite
t h eo b j e c t i v ef u n c t i o n :
Q

































whereλ = ωσε/σψ and
A0 =
Z


























QA (C,B) has at least one minimum. Take the derivatives of the function with respect
to C and B:
∂QA (C,B)
∂C











































The values of C and B which minimize QA (C,B) set the partial derivatives to zero.









C2 − A3 − CA4
1 − C + C
2/3
.
28Substitute the solution for B(C)i n t ot h ee q u a t i o n∂QA (C,B)/∂C = 0 to show that
b C is the root of a ﬁfth order polynomial:
0=
£




















































































Notice that since A0, A1, A3 and A4 depend on ρ and λ and on no other nuisance
parameters, the distribution of b C depends only on ρ and λ.
There is no known closed-form solution for the root of a general ﬁfth order poly-
nomial. I simulated from the asymptotic distribution for b C by the following method.
Simulate a draw from the joint distribution of the ﬁve coeﬃcients of the polynomial.
Use a software package (I used Matlab version 5.3) to numerically calculate the roots
of the resulting polynomial. The real root b C which maximizes QA (C,B(C)) is the
simulated draw from the asymptotic distribution of b C. The corresponding draw from

















The stochastic integrals were computed as the realizations of normalized sums of 500
successive draws from a discrete time Gaussian AR(1) process with autoregressive
parameter 1 − c/500.
The simulation procedure was repeated 100,000 times for each value of λ, ρ and
c. The asymptotic critical value for a size 100α% test which rejects for small b c was
calculated as the 100,000αth element of the vector of sorted draws for b C.T h ep o w e r
of the test at the alternative c was calculated as the proportion of draws below the
critical value. A similar procedure was used to calculate the critical value and power
of the test based on the t-statistic.
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