This study presents a performance evaluation of two parallel programming paradigms, OpenMP and messagepassing interface (MPI), for thermohydrodynamic lubrication analysis. In this study the performance of parallel computing in MPI cluster is equivalent to a similarly configured single-system image cluster. For a reasonable parallel efficiency (75%) the experimentally determined minimum execution times for the tasks to be conducted in parallel are approximate 0.5 and 5.0 seconds for OpenMP and MPI parallelism, respectively. It is noted that OpenMP programming allows parallel applications to be developed incrementally and supports fine-grain communication in a very cost effective manner. A computer program written in part to perform two or more tasks simultaneously may well be a computation norm in future tribological study.
INTRODUCTION
Latest applications of parallel computing in tribological study are conducted on cluster of singleprocessor computers [1] [2] [3] [4] . These implementations of parallel computing in lubrication analysis are of coarse-grain type in which relatively large tasks are distributed among network-connected PCs. The common paradigms of parallel computing are message-passing interface (MPI, [5] ) for clusters, single-system image (SSI) clustering [1] [2] [3] [4] , and OpenMP [6] [7] for multiprocessor machines.
The coming Intel's dual-and multi-core processors are designed by including two or more full CPU cores within a single processor [8] . This means the future multi-core processor systems will provide an immediate performance gain to existing parallel-coded applications.
Some of the frequently encountered numerical schemes in tribological study, e.g., numerical integration and relaxation methods, can adopt parallel computing to reduce execution time. In this study, a performance evaluation of MPI and OpenMP programming for a thermohydrodynamic (THD) lubrication analysis in a dual-CPU cluster is presented.
METHODS
In this study the performance of a fluid-film lubricated slider bearing is analyzed. Considering the effect of viscosity variation across the film direction, the lubrication model can be represented by the coupled differential equations, Reynolds equation (1) and energy equation (2). The Reynolds equation was solved iteratively using point successive over relaxation (SOR) method with natural ordering. The integration scheme used for the time dependent energy equation was the alternating direction implicit (ADI) method [9] . The computational bottlenecks in a time step to achieve the slider performance are: (a) the calculation of the integration constants, F 1 , F 2 , and F 3 of Reynolds equation; (b) SOR method; (c) the calculation of the velocity profiles, u, v, and w for energy equation; and (d) ADI scheme. Since ADI scheme is a highly efficient method in sequential computation the parallelization of the ADI routine is not considered in this study.
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The SOR method used to solve Reynolds equation contains a two-dimensional matrix of elements, where each element in the matrix is updated by taking its average along with the four neighboring elements in the grid. This class of algorithm is called relaxed algorithm [7] . In this study the acceptable data race condition for shared variables in parallel computing of SOR method is examined.
RESULTS
In a study for evaluating the cluster efficiency, it was found that for the same hardware configuration the parallel efficiency of MPI cluster is basically identical to that obtained in SSI cluster. It was found that in cluster computing the execution time for each task has to be greater than 5 seconds for reasonable parallel efficiency (larger than 75%). In this study the execution time in a sequential computation for a typical slider analysis is about 1,610 seconds. For a total of 500 time steps in each calculation an average execution time for each time step is less than 3.5 seconds. Thus, the problem is not suitable for cluster computing. Figure 1 shows the speedup and parallel efficiency in using the OpenMP directives to calculate the required constants (F 1 , F 2 , F 3 , u, v, and w) in a dual-CPU computer. For a given number of iterations in the SOR routine, the multiple threads (generated by OpenMP) conducted in parallel can accelerate the process. The acceptable data race condition in parallel computing was verified in implementing the SOR method (Fig. 1) .
The MPI programming can also be used in a multiprocessor computer. In this case the program to be executed is processed concurrently in each CPU. The part of the program being executed is based on the process ID number in MPI. In addition to the extra data storage requirement, the solution obtained in the other process is to be collected by the master process. This communication overhead results in a slower execution (about 5-8%) as compare with a sequential computation.
CONCLUSION
A few numerical schemes for tribological study can be effectively parallelized in coding and executed either in multiprocessor or multicomputer systems. For some other efficient schemes in sequential computation may have little advantage in parallel computing environment. For the latter cases, new schemes should be develop to better utilize the potential of multiprocessor or future multi-core systems.
For fine-grain parallelism OpenMP coding exhibits high parallel efficiency in shared-memory multiprocessor environment. An attractive feature of OpenMP programming is incremental compilation. This is obtained by introducing comment-like directives in the parts of program required to conduct in parallel. The directives are ignored by non-OpenMP compliant compilers. Employing OpenMP programming in MPI or SSI multiprocessor/multi-core clusters for lubrication analysis may greatly reduce the communication overhead as well as raising the effectiveness in each computing node.
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