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CAPITOLO 1
Logica e diritto
1.1 Diritto e intelligenza artificiale
Il continuo sviluppo scientifico e il crescente progresso tecnologico compor-
tano che ogni disciplina, per rimanere viva e attuale, e inserita nel contesto
della societa` civile, deve evolversi e aggiornarsi. Il diritto, in particolare,
non si sottrae a tale assunto: l’enorme crescita dell’automazione nel campo
matematico, e i piu` recenti tentativi di intelligenza artificiale, intesa come
riproduzione formale del ragionamento1, promuovono l’utilizzo di strumenti
informatici applicati al diritto (informatica giuridica) e, nel contempo, com-
portano una sempre piu` massiccia applicazione del diritto all’informatica
(diritto dell’informatica).
Diritto Intelligenza Artificiale
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In questo lavoro si fa riferimento unicamente all’informatica giuridica in senso
stretto, vale a dire l’applicazione di tecniche e metodiche dell’intelligenza
artificiale, e in particolare della logica, al diritto. E` possibile delineare tre
principali settori di applicazione dell’intelligenza artificiale al diritto:
1. archiviazione delle leggi e della giurisprudenza;
1Secondo la definizione comunemente accettata, per intelligenza artificiale si intende
quella disciplina che si propone di realizzare strumenti informatici in grado di compiere
attivita` che, se fossero svolte da uomini, sarebbero attribuite alla loro intelligenza. In
particolare si possono identificare due principali aree di ricerca: (1) compiti del senso
comune, compiti che tutti gli uomini, in generale, sono in grado di affrontare, senza la
necessita` di una preparazione specifica; (2) compiti da esperti, compiti che possono essere
svolti solo da persone dotate di formazione e competenze specifiche; si veda (Rich 1987).
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2. analisi del diritto;
3. sviluppo legislativo.
In questo capitolo tratteremo brevemente questi tre settori, cercando di indi-
viduare quale sia il ruolo della logica in ciascuno di essi. Naturalmente, qua-
lunque approccio al problema e` fortemente influenzato del sistema legislativo
vigente. Ad esempio, in un sistema di common law l’analisi, la previsione e la
soluzione di un certo problema si rifaranno ai principi estrapolati dai costumi
della societa` (morale) e ai precedenti giurisprudenziali, mentre in un sistema
di diritto positivo la ratio decidendi dipendera` in primo luogo dai principi
espressi o desunti dalle leggi, e solo in mancanza di essi dai precedenti e dai
costumi.
Per archiviazione del diritto si intende soprattutto il problema di gestire e
ottimizzare basi di dati giuridici, in maniera da sveltire e facilitare i processi
di ricerca e consultazione, consentendo nello stesso tempo una ricerca a un
ampio novero di utenti. I principali sistemi di gestione di basi di dati, come
ad esempio in Italia il sistema ITALGIURE, sono impostati per una ricerca
testuale delle informazioni o mediante una ricerca per campi (ad esempio,
data di emissione, settore), o mediante confronto di stringhe, trattazione di
sinonimie, thesaurus,. . . o una combinazione di questi. In pratica, la ricerca
consiste nell’esaminare se un dato cercato compare in qualche “scheda” in
possesso della base di dati, e nel fornire le coordinate rilevanti per identificare
sia dove si trova il documento che soddisfa le richieste sia per determinare di
che tipo di documento si tratta.
Nonostante i sistemi automatici di archiviazione (information retrival)
siano di notevole aiuto all’attivita` dei giuristi, siamo ben lontani dal poter
parlare di intelligenza artificiale applicata al diritto. Infatti, se definiamo
intelligenza artificiale quella disciplina che studia come simulare o riprodurre
il ragionamento umano, e intelligenza artificiale applicata ad una materia
quella disciplina che studia come simulare o riprodurre il ragionamento di
un esperto della materia, ci si accorge che i database non costituiscono, a
rigore, oggetto di applicazione dell’intelligenza artificiale giuridica, dato che
riproducono un lavoro che potrebbe essere svolto da qualunque persona in
grado di leggere e comprendere la lingua in cui i documenti sono redatti,
a patto di avere accesso a tutti i documenti. Il compito di questa branca
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dell’informatica giuridica consiste, principalmente, nel definire quali siano le
chiavi di ricerca ed eventuali collegamenti tra le varie chiavi.
Tuttavia, l’enorme sviluppo delle reti telematiche propone nuove soluzioni
e pone nuovi problemi alle basi di dati: l’interazione di piu` basi di dati.
Infatti, e` possibile avere dati immagazzinati in diverse basi di dati con criteri
differenti; tuttavia puo` sorgere la necessita` di svolgere contemporaneamente
delle ricerche su piu` database e interfacciare tra di loro i risultati della ricerca
al fine di determinare anche dati che soddisfano una richiesta concernente un
campo non determinato in nessuno dei database, ma determinato tramite
una definizione in un database virtuale, che viene utilizzato sia per fornire
delle risposte a delle query (standard e non2), sia per determinare se una
query non standard e` effettivamente richiedibile.
In Italia, ad esempio, esistono varie grandi banche di dati giuridici, co-
me il gia` citato sistema ITALGIURE della Corte di Cassazione, volto prin-
cipalmente all’archiviazione della legislazione, della giurisprudenza e della
dottrina; il sistema della camera dei Deputati, destinato all’archiviazione di
informazioni complementari a quelle del sistema della Corte di Cassazione,
in qualche modo interessato alla storia della leggi promulgate; e il sistema del
Senato dove si raccolgono le informazioni volte a ricostruire l’iter parlamenta-
re delle leggi da promulgare. Ognuno di questi sistemi contiene informazioni
in parte differenti e archiviate in maniera differente. Non e` difficile ipotizzare
una richiesta che comporti l’elaborazione di informazioni prese da tutti questi
database. Una siffatta richiesta potrebbe vertere, ad esempio, su di un caso
di interpretazione. Infatti, l’interpretazione richiede di conoscere e di inter-
facciare sia la legislazione, sia la giurisprudenza, sia la dottrina, sia la storia
delle leggi per poter ricostruire l’intento del legislatore; occorre conoscere
inoltre gli eventuali progetti di modifica delle leggi coinvolte per vedere se il
concetto in esame ha subito una evoluzione nella societa` e se la normativa
richiede un corrispondente adeguamento.
La logica ci fornisce strumenti matematici e informatici per questi proble-
mi. Ad esempio, il problema di dati immagazzinati in basi di dati differenti
e con criteri differenti puo` essere trattato con il PROLOG, o altri sistemi
di deduzione basati su integrity constraints3, mentre il problema delle query
2Per “query non standard” intendiamo una interrogazione ad un database rispetto ad
un campo non precedentemente definito.
3(Geneseret 1996)
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non standard puo` essere trattato, una volta che abbiamo risolto il proble-
ma precedente e formalizzato in termini logici la struttura della rete di basi,
applicando il teorema di Beth (1953) sulla definibilita` dei predicati in logica
predicativa e nelle sue estensioni a logiche intensionali4.
Un sistema di information retrival basato su piu` basi di dati relate tra loro
e` gia` un primo esempio di quello che ci si potrebbe aspettare da un cosiddetto
sistema esperto. Un sistema esperto e` un sistema basato sulla conoscenza
che e` in grado di eseguire compiti che richiedono conoscenze specifiche, e che
quindi possono venire svolti solo da esperti o, comunque, da persone dotate
di notevoli competenze. Il concetto di sistema esperto si compone quindi di
due elementi:
1. un elemento strutturale, in ragione del quale il sistema e` basato sulla
conoscenza, cioe` e` composto da una base di dati distinta dal motore
inferenziale;
2. un elemento funzionale, in ragione del quale il sistema deve essere in
grado di fornire prestazioni che richiedano notevoli competenze.
I sistemi esperti devono quindi fornire risposte a quesiti in ragione della
loro base di conoscenza. In sostanza, il punto 2 consiste principalmente
nell’elaborazione e manipolazione dei dati in possesso5.
Si puo` quindi considerare come parte centrale dell’informatica giuridica
lo studio dei ragionamenti (inferenze), suscettibili di essere trattati con me-
todi matematici, che si prestano a essere applicati nel e al diritto: alla sua
analisi, come alla attivita` di consulenza giuridica, alla attivita` processuale,
alla costituzione del diritto, ecc.
In altre parole, il problema si riduce a determinare se un dato e` una
conseguenza di una “base di dati”, ovvero, in termini logici, se una conse-
guenza e` deducibile da un insieme di premesse. La logica e` quella disciplina
che studia i concetti di conseguenza, deducibilita` e simili. Possiamo dun-
que schematizzare i rapporti tra diritto, informatica giuridica e logica come
segue.
4(Fitting 1983)
5Per una definizione piu` precisa ed una panoramica dettagliata dei sistemi esperti
giuridici si vedano ad esempio (Susskind 1987, Sartor 1990, Sartor 1992).
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Bisogna ora determinare quale logica e` adeguata alla rappresentazione della
conoscenza in ambito giuridico; inoltre bisogna determinare quali settori della
logica sono particolarmente rilevanti per il diritto.
1.2 Logica e intelligenza artificiale applicata
al diritto
Uno dei settori dell’intelligenza artificiale applicata alle scienze umane in
costante crescita e` quello delle applicazioni di metodiche dell’intelligenza ar-
tificiale al diritto, e in particolare lo studio delle relazioni fra logica deontica
e informatica6. I cosiddetti sistemi esperti, come si e` gia` detto, sono costituiti
da una base di dati (base di conoscenza) e da un motore inferenziale. La logi-
ca si interessa di determinare quali siano le forme di inferenza valide; la logica
deontica e` quel ramo della logica filosofica che si occupa del ragionamento
normativo, in particolare del ragionamento in cui sono definiti i concetti di
obbligo, permesso, vietato o simili. Si comprende allora come lo studio dei
sistemi deduttivi per le logiche deontiche possa costituire uno dei fondamenti
dell’informatica giuridica in senso stretto sia per l’aspetto legislativo che per
quello giurisprudenziale.
Cio` nonostante, questo campo di ricerca e` stato ed e` in gran parte trascu-
rato7. Infatti, fino al lavoro di Fitch (1966a), le logiche deontiche venivano
6Questo interesse e` dimostrato dall’istituzione di convegni internazionali periodici tra
cui ricordiamo l’ICAIL (International Conference on Artificial Intelligence and Law) e il
∆EON (Deontic logic in computer science).
7Si consideri inoltre che la maggior parte dei paradigmi esistenti si basano sulla pro-
grammazione logica e il PROLOG, senza tener conto che la risoluzione — tecnica inferen-
ziale base del PROLOG — non sempre e` applicabile efficacemente alle logiche intensionali,
non classiche e substrutturali. Su questo punto si veda (D’Agostino and Gabbay 1994);
inoltre non sempre e` possibile fornire forme clausali per tutte le logiche modali (Hughes
and Cresswell 1968).
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trattate in maniera assiomatica. Tuttavia, fare dimostrazioni con il metodo
assiomatico richiede, per dirla con Quine (1959), una buona dose di ingegno,
esperienza e fortuna. Come e` noto, le doti richieste per costruire dimostra-
zioni automatiche in maniera assiomatica, difficilmente sono possedute da un
elaboratore elettronico; di conseguenza il trattamento assiomatico non deter-
mina algoritmi per ottenere dimostrazioni. I sistemi di deduzione naturale
(come quello di Fitch) traggono origine dal calcolo dei sequenti che risulta
equivalente ai tableaux semantici8.
Il problema principale delle logiche modali, e quindi deontiche, consisten-
te nella mancanza di una semantica adeguata, fu risolto da Kripke (1959),
utilizzando tra l’altro i tableaux, aprendo cos`ı la strada all’impiego di stru-
menti semantici per l’analisi delle logiche modali9. Come e` noto, la semantica
kripkeana, la cosiddetta semantica a mondi, possibili, stabilisce una semanti-
ca tarskiana rispetto ad una collezione di mondi possibili (descrizioni di stato
in Carnap (1976), “possibilita`” in Humberstone (1981), o piu` semplicemente
situazioni controfattuali10), e i rapporti intercorrenti tra i vari mondi in que-
stione. Il punto fondamentale per determinare algoritmi che consentano di
trattare con logiche deontiche e` stabilire operazioni che consentano di passare
da un mondo all’altro senza perdere informazioni essenziali per la deduzione
(sistemi deduttivi) o per la refutazione (tableaux).
Ora, come e` possibile usare informazioni semantiche all’interno di dimo-
strazioni sintattiche (linguistiche)? Partendo da un’idea di Fitch (1966b) si
considera un linguaggio oggetto in cui vengono assunte formule indicizzate,
cioe` formule in cui un apposito simbolo (detto indice o etichetta) ci informa
del mondo possibile (da ora in poi semplicemente mondo) in cui la formula
assume un determinato valore di verita`. I primi sistemi di questo genere
sono dovuti a Fitting (1972, 1983) che riprese ed elaboro` in forma sistema-
tica l’idea di Fitch. Successivamente molti autori hanno sviluppato sistemi
tableaux o tipo tableaux per trattare logiche modali. Tutti questi sistemi
trattano particolari logiche. Solo con l’avvento della disciplina dei sistemi
deduttivi indicizzati (LDS da Labelled Deductive Systems) di Gabbay(1996b)
8Si ricordi che i tableaux semantici sono uno strumento che determina automaticamente
la validita`, e vengono comunemente assunti come paradigma di dimostrazione automatica
per le logiche non classiche, cfr. nota 7.
9I primi lavori di logica deontica in cui viene fatto uso di una semantica kripkeana a
mondi possibili sono dovuti a Hanson (1965)
10(Lewis 1986, Kripke 1971)
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e` stato possibile trattare le logiche modali in maniera generale e suscettibile
di numerose applicazioni sia per quanto riguarda l’intelligenza artificiale, sia
per lo sviluppo di nuovi sistemi logici. Forniamo ora una breve descrizione
di questo approccio.
Nei termini di LDS una logica L viene definita come 〈`, S`〉, dove ` e`
una certa relazione di conseguenza logica matematicamente definita da alcu-
ne condizioni minimali11. Il nocciolo di tale questione risiede nel fatto che una
logica non viene piu` rappresentata come l’insieme di formule valide secondo
alcune condizioni, bens`ı con un algoritmo; cos`ı la deduzione naturale per il
calcolo proposizionale differisce dalla deduzione per l’assiomatico, in quanto
sono caratterizzate da algoritmi deduttivi differenti che determinano lo stesso
insieme di conseguenze Cn(L ). Infatti, ad esempio, il calcolo dei sequenti
e le tavole di verita` determinano proposizionalmente lo stesso Cn(L ), ma
non succede lo stesso al livello predicativo. D’altro canto, esistono algoritmi
simili per trattare sistemi logici differenti, cos`ı il calcolo dei sequenti nelle
sue varie sfumature consente di trattare la logica intuizionista, logiche mo-
dali, logiche substrutturali e loro combinazioni12. Si puo` affermare pertanto
che l’intelligenza artificiale deve interessarsi agli algoritmi piu` efficienti e piu`
generali, suscettibili, quindi, di trattare piu` nozioni di conseguenza.
La nozione di conseguenza viene definita nel meta-linguaggio ponendo al-
cune restrizioni sulle coppie ordinate; questo fatto puo` pero` essere rappresen-
tato nel linguaggio stesso, come si e` gia` detto, utilizzando formule indicizzate.
Le restrizioni sulla nozione di conseguenza vengono scaricate sugli indici e,
modificando le operazioni sugli indici, otterremo gli algoritmi desiderati.
Un sistema di deduzione indicizzato (LDS) e` costituito da una tripla ordi-
nata 〈S ,A ,E 〉 doveS e` un linguaggio logico (connettivi, operatori, formule
ben formate), A e` un’algebra degli indici, con le appropriate operazioni, e
E e` la disciplina di indicizzare formule di S rispetto a A , congiuntamente
a regole di deduzione che rispecchiano la propagazione degli indici in accor-
do con la semantica intesa per la logica in questione. In questa prospettiva
11` e` l’insieme delle coppie in (℘(FBF))2 che godono di una qualche relazione; per
una piu` ampia trattazione si vedano (Wo´jcicki 1989, Scott 1974, Gabbay 1976). Ad
esempio, in un sistema assiomatico avremo che le coppie saranno definite in A× ℘(FBF),
dove A e` un insieme di formule dette assiomi e S` e` un algoritmo per determinare Cn(L ) =
Π℘(FBF)(A × ℘(FBF)), che risulta essere S`(A) e che coincide con l’insieme di regole di
deduzione e di inferenza.
12(D’Agostino and Gabbay 1994, D’Agostino, Gabbay and Russo 1996)
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una logica e` una coppia ordinata 〈`, LDS`〉. Come si puo` facilmente intuire,
una coppia ordinata sara` suscettibile di molteplici interpretazioni a seconda
di cosa rappresentano gli indici; infatti una stessa coppia puo` rappresentare
la deduzione naturale, logiche modali, logiche deontiche, logiche temporali,
logiche substrutturali e molte altre13. Uno dei principali vantaggi dei LDS
risiede nel fatto che possono venire definite relazioni di conseguenza e algo-
ritmi sia sulla parte enunciativa che sulla parte indicizzata di una formula,
consentendo: (1) un’analisi estremamente precisa, dettagliata e sensibile del
fenomeno che si vuole trattare; (2) la definizione di “concetti” non altrimenti
esprimibili.
1.3 Logica e diritto
E` noto che tra i filosofi del diritto sono state sollevate notevoli perplessita` e
obiezioni contro l’adeguatezza della logica come strumento per l’analisi e la
chiarificazione concettuale del ragionamento giuridico14. In questo paragrafo
si cerchera` di mostrare che tali obiezioni e perplessita` si basano su un pre-
giudizio e su un totale fraintendimento del ruolo della logica nell’analisi del
ragionamento giuridico.
L’argomento principale per cui la logica non puo` applicarsi al diritto si
basa sul pregiudizio secondo cui la logica si interessa della verita` e falsita`
di enunciati; e` risaputo che le norme non sono ne` vere ne` false, quindi non
possono essere oggetto di analisi da parte della logica15. Al piu` puo` esistere
una logica delle proposizioni normative16.
Questo argomento si dissolve se pensiamo piuttosto alla logica come la
disciplina che studia la nozione di conseguenza e i valori vero / falso come
dicotomia isomorfa a (1,0)17. E` vero che la logica, in quanto linguaggio, usa
e si interessa di proposizioni; queste tuttavia non sono l’oggetto della logica,
13(Gabbay 1996b)
14Per una panoramica e un’esposizione delle principali posizioni si vedano tra gli altri
(Tarello 1974, 443–474) e (Mazzarese 1989).
15Questa posizione e` nota come il dilemma di Jørgensen.
16Questa e` la posizione di Kelsen fino alla seconda edizione della Dottrina pura del
diritto. Una posizione analoga e` sostenuta da (von Wrigth 1989).
17La dicotomia 1,0 e` quella classica della logica bivalente, ma puo` essere utilizzata anche
in logiche a piu` valori interpretando 1 come “essere una conseguenza” e 0 come “non essere
una conseguenza”.
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ma intendono fornire una rappresentazione formale del fenomeno in esame,
per esempio le proprieta` dei numeri, nel caso dell’aritmetica, le proprieta`
delle norme nel caso del ragionamento normativo.
La rappresentazione formale avviene in tre fasi: 1) la prima fase consiste
nella definizione della logica con il suo linguaggio costituito da connettivi,
operatori e altri simboli formali, le regole d’inferenza e i suoi assiomi — le
regole d’inferenza e gli assiomi determineranno l’insieme delle conseguenze.
2) La seconda fase (realizzazione) stabilisce i rapporti tra gli “oggetti” e i
“concetti” del fenomeno in questione e i simboli del linguaggio formale. 3)
La terza e ultima fase (determinazione del modello) assegna dei valori, detti
valori di verita`, alle formule del linguaggio formale.
Abbiamo parlato di valori di verita`. Identifichiamo pure questi valori con
il vero e con il falso, anche se, come vedremo e come abbiamo gia` sottolineato,
l’unica cosa importante e` il loro essere dicotomici. Come vengono assegnati
i valori di verita` alle proposizioni? Rifacendoci alla convenzione T di Tarski.
Una corretta definizione del simbolo Tr, formulata nel metalin-
guaggio e` una “definizione adeguata di verita`” se implica:
(α) tutte le proposizioni della forma
x ∈ Tr se e solo se p
dove “p” deve essere sostituito da un qualunque enunciato
della lingua in esame e “x” da un qualunque nome individua-
le di quell’enunciato, a condizione che questo nome compaia
nel metalinguaggio. (Tarski 1983)
Sia x una lettera proposizionale, “la neve e` bianca” la realizzazione di x, e
sia p l’enunciato che la neve e` bianca. In base alla convenzione T avremo
“la neve e` bianca” e` vero se e solo se la neve e` bianca
La convenzione T vuole stabilire un nesso tra il valore vero e la realta` come
sottolineato dal seguente passaggio.
come esempi caratteristici di concetti semantici possiamo ricor-
dare i concetti di denotazione, soddisfazione, e definizione . . . .
Tra questi concetti va classificato anche quello di verita` — cio`
che di solito non viene ammesso —, almeno nella sua interpre-
tazione classica, seconda la quale “vero” equivale a “corrisponde
alla realta`”. (Tarski 1973)
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Il concetto di “realta`” corrisponde all’universo del discorso del fenomeno che
vogliamo esaminare, pertanto possiamo riformulare la convenzione T come
segue:
il valore di verita` di x e` 1 (vero) se e solo se p e` un elemento
dell’universo del discorso.
dove x e` un elemento del linguaggio logico formalizzato corrispondente alla
traduzione di p.
Le logica non usa “oggetti” dell’universo del discorso ma parla di essi
attraverso proposizioni. L’enunciato “la neve e` bianca” afferma che l’oggetto
(neve) la cui rappresentazione nel linguaggio e` “neve” gode della proprieta`
(bianco) corrispondente al predicato “e` bianca”. Una logica dei sistemi nor-
mativi e` una logica di oggetti chiamati norme18. Un oggetto non e` ne` vero ne`
falso, cos`ı come non lo sono le norme, ma gode o non gode di alcune proprieta`.
La proprieta` rilevante per le norme e` il loro essere sistemicamente valide o
non valide19, ovvero l’essere valide rispetto a un dato sistema normativo, che
corrisponde all’universo del discorso20.
Mostriamo ora che, se la logica si interessa della verita` e falsita` di enun-
ciati, allora non puo` essere applicata neppure alla matematica. Utilizzeremo
a tale scopo l’aritmetica di Peano (PA). L’espressione `PA A significa che A
e` un teorema di PA, ed e` un’espressione metalinguistica, in quanto il simbolo
`PA non e` definito nel linguaggio di PA. Se A e` un teorema di PA allora e`
dimostrabile in PA che A e` un teorema di PA, ma l’espressione `PA`PA A e`
mal formata e non ha senso; tuttavia e` possibile definire in PA un predicato
Pr che significa grossomodo “e` dimostrabile in PA”. Gli oggetti dell’uni-
verso del discorso di PA, che corrispondono alle variabili e costanti di PA,
sono i numeri naturali, quindi per poter applicare il predicato Pr ad A dob-
biamo trasformare A in un numero. Questo e` possibile tramite la funzione
di Go¨delizzazione che associa, in maniera univoca, ad ogni simbolo del lin-
18In questo contesto non ci interesseremo della natura ontologica delle norme.
19Per la nozione di norma sistemicamente valida, si veda (Mazzarese 1989).
20In altre parole una norma e` sistemicamente valida se appartiene al sistema normati-
vo. Partendo da questa considerazione (Bulygin 1982, Alchourro´n e Martino 1989)
propongono di utilizzare la nozione di conseguenza, intesa come insieme chiuso rispetto a
date proprieta`, come punto di partenza per una logica del ragionamento normativo. Co-
me vedremo, in questo lavoro adotteremo una posizione che estende quella assunta dagli
autori appena citati.
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guaggio oggetto s un numero naturale s = psq, detto numero di Go¨del di
s. Dunque `PA A viene rappresentato in PA come PrpAq, inoltre l’espres-
sione `PA PrpAq, che significa: e` dimostrabile in PA che A e` un teorema
di PA, e` rappresentabile nel linguaggio stesso come PrpPrpAqq e cos`ı via.
Come di consueto, identificheremo una logica, o una teoria, con l’insieme di
formule che sono dimostrabili in essa (insieme di conseguenze sintattiche)21.
Data la rappresentabilita` delle formule come numeri, possiamo rappresen-
tare le formule con i numeri di Go¨del ad esse corrispondenti, in particolare
PA = {pAq :`PA A} o in PA stesso come PA = {pAq : pPrpAqq ∈ PA}.
Risulta pertanto che PA ⊂ N. Quindi, ad esempio, data la formula “1+1=2”,
avremo `PA 1 + 1 = 2 e p1 + 1 = 2q ∈ PA. Sia n = p1 + 1 = 2q, n ∈ N e` il
numero di Go¨del di 1 + 1 = 2. Ora n corrisponde alla “realta`” di PA dato
che `PA 1+ 1 = 2 quindi “1 + 1 = 2” e` vero. Ha senso chiedersi se n e` vero?
No, un numero non e` ne` vero ne` falso. Tuttavia n corrisponde alla realta` di
PA.
Se la logica si occupasse dei valori di verita` vero e falso allora non po-
trebbe occuparsi dell’aritmetica di Peano. Ma, dal momento che si occupa
dell’aritmetica di Peano, essa non si occupa dei valori di verita` vero e falso.
Siano p, q e r i numeri di Go¨del di A→ B, A e B; possiamo chiedere se
r e` una conseguenza logica di p e q? S`ı, dal momento che in PA e` possibile
definire un predicato ternarioMp(x, y, z) soddisfatto da quei numeri che sono
i numeri di Go¨del di formule la cui relazione e` quella di essere le permesse e
la conclusione di una inferenza del tipo Modus Ponens. Da questo esempio
si vede come la logica non si interessi dei valori di verita`, ma della nozione
di conseguenza.
L’esempio appena fatto mostra che anche il ragionamento normativo puo`
essere sottoposto a indagini logiche. Resta da determinare quale e` la struttura
logica che si adatta a tale fenomeno, la deduzione di conseguenze giuridiche da
premesse giuridiche22. Per prima cosa definiamo cosa si intende per sistema
21Si noti che non ha senso identificare una logica, o una teoria, con l’insieme delle formu-
le vere secondo l’interpretazione della teoria, altrimenti quale sarebbe il senso di teoremi
di completezza che stabiliscono l’inclusione dell’insieme di conseguenze semantiche (insie-
me delle formule interpretate come vere) rispetto l’insieme delle conseguenze sintattiche
(formule dimostrabili)?
22Per l’uso del concetto di conseguenza come base per lo studio di una logica per il
ragionamento normativo si veda (Alchourro´n e Martino 1989).
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deduttivo: un sistema deduttivo e` costituito da un insieme di enunciati e da
regole d’inferenza, e pertanto puo` essere pensato come una teoria.
Logicamente il diritto e` una teoria, o un insieme di teorie, dunque sara`
composto da un insieme di assiomi logici, e da un insieme di assiomi propri
giuridici23. Tra quest’ultimi dovremo distinguere tra assiomi strutturali e
assiomi propri in senso stretto; gli assiomi strutturali sono i principi espressi
con cui le leggi — gli assiomi propri — vengono processati. Ad esempio, un
assioma strutturale potrebbe essere, nel caso del diritto italiano, l’articolo
12, 2◦ comma delle preleggi in cui si prescrive il ragionamento analogico, e
un assioma proprio un qualunque articolo di un codice o di una legge. A que-
sto punto vale la pena di ricordare la differenza logica tra regola d’inferenza
e regola di deduzione24: una regola d’inferenza determina una relazione di
conseguenza logica, in simboli 〈℘(FBF),FBF〉, indipendentemente da come
sono state ottenute le formule, mentre una regola di deduzione specifica le
condizioni in cui una regola d’inferenza puo` essere applicata. Nonostante
questa distinzione, parleremo di regole d’inferenza per riferirci ad entrambe,
in quanto, nella maggior parte dei sistemi logici, le regole vengono fornite
con i loro criteri di applicazione, anche se la modifica di quest’ultime com-
porta il cambiamento di logica. Vediamo come queste nozioni possono venire
adattate al diritto. L’articolo 192, 1◦ comma del Codice di Procedura Penale
prescrive che i giudici debbano “giustificare” le loro decisioni; inoltre molti
altri articoli dello stesso codice determinano quando le prove sono valide,
e come possono essere utilizzate al fine dell’emissione di una sentenza, ecc.
Alla luce di quanto detto, il diritto penale puo` essere concepito come un si-
stema deduttivo in cui gli articoli del CPP descrivono le regole d’inferenza e
di deduzione mentre gli articoli del Codice Penale sono gli assiomi. Tuttavia,
bisogna tener presente che occorrono anche assiomi logici che regolano il com-
portamento degli assiomi strutturali e degli assiomi propri giuridici. Infatti e`
ovviamente anti-intuitivo negare che l’affermazione “se l’art. X prescrive A,
allora l’art. X prescrive A” non sia valida.
Secondo questa concezione avremo bisogno di stabilire rapporti fra i vari
codici e i vari livelli di autorita` normativi. A tal fine si possono usare modelli
relazionali, o modelli di Kripke, in cui ogni punto del modello rappresenta
una parte a se stante di un ordinamento giuridico. Tuttavia queste parti, in
23Idee simili sono esposte in (Alchourro´n and Bulygin 1971, Ferrajoli 1970).
24(Prawitz 1965)
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quanto parti di un ordinamento normativo, dovranno essere in rapporto tra
di loro. Questi rapporti stabiliranno delle relazioni all’interno del modello.
Queste relazioni possono essere rappresentate tramite una logica modale.
Ad esempio lo studio dei vari gradi di giudizio del diritto italiano mostra
che essi danno origine a una struttura finita, transitiva e irriflessiva, che e` la
struttura della logica della dimostrabilita` GL. Una delle caratteristiche di
questa logica e` quella che nessun sistema (nessuna corte), all’interno di questa
struttura, puo` stabilire la propria correttezza senza diventare incorretta, ma
la correttezza di un sistema (corte) puo` essere stabilita da un sistema (corte)
di ordine superiore25.
Le norme stabiliscono delle situazioni ideali a cui attenersi, e anche in
questo caso possiamo parlare di mondi possibili e dei rapporti fra essi. Quin-
di, ad un primo esame, il diritto puo` venire rappresentato come un insieme
di teorie in relazione tra loro in una struttura relazionale, che danno origine
a loro volta ad altre strutture relazionali. Per rappresentare questo feno-
meno nella sua complessita` possiamo utilizzare sistemi deduttivi indicizzati,
in cui gli indici rappresentano mondi possibili, intesi in molteplici maniere,
sia come semplici elementi di un dato insieme — mondi possibili in senso
stretto —, sia come database strutturati, processi deduttivi che portano alla
formula che essi etichettano, e inoltre, ad esempio, in ambito giuridico pos-
sono rappresentare insiemi di leggi e di interpretazioni dottrinali o l’iter di
un procedimento giuridico.
Spesso abbiamo bisogno di trattare contemporaneamente diversi concetti
intensionali, come ad esempio concetti di credenza, necessita`, obbigatorieta`,
temporali o altri26. Questi, seguendo il “consiglio” di Scott27, possono venire
25(Boolos 1993, Smullyan 1988)
26Un esempio in cui dobbiamo trattare con piu` operatori intensionali e` l’articolo 368 del
codice penale riguardante la calunnia
Chiunque, con denunzia (331s c.p.p.), querela, richiesta o istanza (336s
c.p.p.), anche se anonima o sotto falso nome, diretta all’Autorita` giudiziaria
o un’altra Autorita` che a quella abbia l’obbligo di riferirne, incolpa di un
reato taluno che egli sa essere innocente, ovvero simula a carico di lui tracce
di un reato, e` punito con la reclusione da due a sei anni.
Infatti l’articolo, in quanto “norma”, comporta un obbligo che concerne una conoscenza.
Si noti inoltre i rimandi al CPP, che stabiliscono relazioni tra i due codici, e quindi tra le
punti del modello ad essi corrispondenti.
27(Scott 1970)
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trattati in maniera estensionale mediante l’assegnazione di un diverso opera-
tore logico, dando origine a sistemi “multimodali”. La trattazione semantica
usuale dei sistemi multimodali assegna a ogni operatore un tipo di mondo
possibile, stabilisce relazioni all’interno delle varie classi di mondi, nonche´ tra
mondi appartenenti a classi differenti. I sistemi deduttivi indicizzati offrono
due diverse possibilita` per trattare i sistemi multimodali; la prima si confor-
ma alla trattazione usuale, mentre la seconda consente l’utilizzo di algoritmi
all’interno di un singolo indice, ad esempio nidificandolo, e, pertanto consen-
tono la trattazione temporale di indici che a loro volta rappresentano altre
nozioni temporali28. Un esempio normativo di quanto appena detto consiste
in una norma emanata da una certa autorita` in un certo tempo che prevede
alcune scadenza, e una seconda norma, emanata da un’altra autorita`, pro-
mulgata in un tempo successivo, che deroga la prima, con delle eccezioni per
particolari scadenze. In questo caso avremo bisogno di definire degli indici
per le varie autorita`29 e di studiare i rapporti fra esse, vale a dire se le due
autorita` sono paritetiche o se sono in un rapporto gerarchico, e se lo sono
stabilire quale rapporto gerarchico intercorre fra loro, se l’una sia subordi-
nata all’altra completamente o solo per alcuni aspetti e cos`ı via30; inoltre
dovremo definire indici che descrivano i vari rapporti temporali degli eventi
(emanazione, scadenze, deroga, eccezioni) prescritti dalle norme.
Uno dei vantaggi dei sistemi deduttivi indicizzati risiede nella sua dut-
tilita`, che, tra l’altro, comporta la possibilita` di definire algoritmi differenti
a seconda della parte in esame del fenomeno che si vuole trattare. Si pos-
sono definire regole d’inferenza che si occupano solamente di alcune parti
dell’indice, altre che regolano le relazioni fra parti di indici, altre che fungono
da intermediari tra gli indici e la parte enunciativa e cos`ı via, permettendo
un’analisi dettagliata e sensibile del fenomeno in esame. Inoltre, e` possibile
utilizzare regole d’inferenza differenti, a seconda del loro tipo di indice delle
formule coinvolte. Rifacendoci a quanto abbiamo detto nel paragrafo pre-
28(Finger and Gabbay 1993)
29Per una trattazione in logica deontica del concetto di autorita` si veda (Bailache
1991).
30Per un’analisi dei rapporti gerarchici fra autorita` da punto di vista logico si veda
(Alchourro´n and Makinson 1981, Royakkers 1996).
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cedente, l’importazione nel linguaggio oggetto di informazioni semantiche,
relative ai mondi possibili, comporta che il cambiamento delle condizioni
sugli indici possa essere ottenuto sia modificando relazioni all’interno degli
indici stessi sia utilizzando semantiche differenti.
Stabilite queste premesse, importanti per determinare la struttura logica
del diritto, passiamo ad affrontare uno dei problemi principali: la traduzione
del linguaggio giuridico in un linguaggio logico formalizzato.
Ci si presentano due possibilita`: la prima, sintattica, che consiste nel fis-
sare il significato formale delle possibili diverse interpretazioni in simboli del
linguaggio oggetto differenti31. La seconda sfrutta un approccio sintattico-
semantico e si basa sulla rappresentazione a mondi possibili delle varie in-
terpretazioni. Abbiamo visto che spesso vengono chiamati in gioco concetti
intensionali, inoltre una delle caratteristiche fondamentali e irrinunciabili del
linguaggio giuridico, pur trattandosi di un linguaggio semi-formale, e` la sua
stretta connessione, sancita nel caso dell’ordinamento giuridico italiano dalla
legge stessa, con il linguaggio naturale. Infatti l’art. 12 delle Disposizioni
sulla legge in generale del CC impone all’interprete di aver riguardo innanzi
tutto al
senso . . . fatto palese dal significato proprio delle parole secondo
la connessione di esse e dalla intenzione del legislatore.
Tuttavia, come e` risaputo, il linguaggio naturale risulta per sua stessa natura
ambiguo. Esistono pero` differenti tipi di ambiguita`. Uno dei prototipi di am-
biguita` piu` conosciuti e studiati in ambito logico e di filosofia del linguaggio e`
quello della referenza opaca: un’espressione si riferisce a “oggetti”, individui,
situazioni, azioni, . . . differenti a seconda della circostanza.
Una tipica espressione del genere e` la seguente frase:
I versamenti devono essere effettuati entro l’ultimo giorno del
mese.
Chiaramente, se il mese in questione e` febbraio, l’espressione “ultimo giorno
del mese” non si riferira` allo stessa data, come normalmente avviene per gli
altri mesi, bens`ı a due date differenti non equivoche a seconda che l’anno sia
o no bisestile.
31Un esempio di questo approccio applicato al diritto e` rappresentato dal sistema
NORMALIZER di Allen (1986).
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Riteniamo corretto pensare che la logica modale, in particolare la sua
semantica relazionale a mondi possibili, possa costituire la base per una de-
scrizione formale dei casi in questione. Predicati e nomi possono ricevere
differenti interpretazioni, in differenti mondi possibili ricalcando cos`ı quanto
stabilito dall’articolo 12 sopra citato.
Nel caso in esame, un modello formale solo per la parte temporale della
proposizione ha la seguente struttura;
〈A,M,D, i〉 ,
dove A e` l’insieme degli anni,M e` l’insieme dei mesi, D e` l’insieme dei numeri
naturali da 1 a 31 (le date) e i, l’interpretazione, e` una funzione cos`ı definita:
i(f) :M × A 7→ D ;
in sostanza, i assegna al simbolo di funzione f “ultimo giorno di”, applicata
ad un elemento di M , rispetto a un anno — un elemento di A —, una data.
Quindi:
i(ultimo giorno di(marzo), 1995) = 31
per ogni anno, ma, ad esempio
i(ultimo giorno di(febbraio), 1995) = 28
i(ultimo giorno di(febbraio), 1996) = 29.
La struttura utilizzata per analizzare formalmente questo caso e` una strut-
tura tipica della semantica modale32.
Altri casi di ambiguita` si danno quando il riferimento non e` determinato
univocamente all’interno della stessa situazione. Un caso tipico e` la frase:
Tutti gli uomini amano una donna.
Tale frase si presta a una duplice interpretazione: nella prima si afferma che
ogni uomo ama una particolare donna; la seconda presuppone che c’e` una
donna che e` amata da tutti gli uomini. In questo caso l’ambiguita` deriva
della parola “tutti”, che puo` venire interpretata o come un intero o come
una collezione di singoli ognuno preso individualmente.
32Descrizioni e discussioni dettagliate riguardo le questioni qui accennate si possono
trovare ad esempio in (Cresswell 1985, Cresswell 1990, Cresswell 1994).
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Le due interpretazioni corrispondono alle seguenti rappresentazioni for-
mali:
∀x∃yAxy (1.1)
∃y∀xAxy (1.2)
dove x varia sull’insieme degli uomini, y su quello delle donne e la realizzazio-
ne del predicato “A” e` “. . .ama· · · ”33. E` facile vedere che 1.1 e 1.2 hanno una
differente forza logica, infatti 1.2 implica logicamente 1.1, ma non vicever-
sa34. Nel primo caso la x vincola la y, mentre nel secondo la y vincola la x in
base alla posizione e al tipo dei quantificatori. Normalmente, i quantificatori
e le variabili vengono ritenuti i responsabili di questo tipo di ambiguita` in
quanto, in un certo qual modo, introducono campi di azione non rigidamente
determinati. Mostreremo ora, rifacendoci ad un caso giuridico concreto, co-
me le ambiguita` non dipendono esclusivamente dai quantificatori ma anche
da altri connettivi e operatori logici e linguistici.
Nella sentenza 18/96 della Pretura di Bologna, sezione distaccata di Imo-
la, viene esaminata l’interpretazione dell’articolo 1, 2◦ comma della legge n.
379/1990 che stabilisce
L’indennita` di cui a comma 1 viene corrisposta in misura pari
all’80% di cinque dodicesimi del reddito percepito e denunciato ai
fini fiscali dalla libera professionista nel secondo anno precedente
a quello della domanda.
La questione viene sollevata dall’interpretazione della congiunzione riferita a
reddito percepito e denunciato ai fini fiscali. Secondo la prima interpretazione
la norma deve essere intesa nel senso che il reddito da tener presente e` quello
percepito nel secondo anno che precede quello della domanda, nella misura
denunciata dalla professionista ai fini fiscali nell’anno successivo, secondo le
norme che regolano la denuncia dei redditi. La seconda interpretazione invece
sostiene che il reddito cui si deve fare riferimento e` soltanto quello denunciato
ai fini fiscali nel secondo anno precedente quello della denuncia: cioe` quello
percepito nell’anno precedente. In base a queste interpretazioni si presentano
due differenti indennita`
33Per la nozione di realizzazione si veda, ad esempio (Epstein 1990, Epstein 1994).
34Su questo punto, e per altri esempi del genere, si veda ad esempio (Lemmon 1986).
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Come abbiamo gia` ricordato, l’articolo 12 delle Disposizioni sulla legge in
generale impone in primo luogo una interpretazione della legge in base al sen-
so della formulazione linguistica della norma. L’analisi del testo della norma
mette in risalto come l’espressione temporale “nel secondo anno preceden-
te” sia riferita agli attributi verbali “percepito e denunciato” del sostantivo
“reddito”. I predicati verbali sono uniti da una congiunzione, e quindi ri-
mangono indifferenziati ed indistintamente collegati a “reddito”. Pertanto la
formulazione della norma, in base ad una lettura esterna della congiunzione
risulta essere
reddito = ιx(Percepito(x, y − 2) ∧Denunciato(x, y − 2)) (1.3)
indennita` = f(reddito) (1.4)
e
Pagare(indennita`) (1.5)
Qui Percepito e Denunciato sono predicati a due posti, rispettivamente red-
dito e anno35, la costante indennita` e` invece ottenuta tramite una funzione
f che prende reddito come argomento. Come noto il reddito percepito in
un dato anno deve e puo` essere denunciato nell’anno successivo a quello in
cui e` stato conseguito; e quindi Denunciato(x, y) e Percepito(x, y) saranno
collegati fra loro dalle seguenti relazioni:
Percepito(x, y)→ Denunciato(x, y + 1) (1.6)
Denunciato(x, y)→ Percepito(x, y − 1) (1.7)
E` facile vedere che si tratta quindi di situazioni che si verificano in anni
differenti e che la costante reddito non e` denotante. Il pretore argomenta
quindi che
per tali ragioni l’analisi logico-letterale delle espressioni della leg-
ge non serve ne´ e` sufficiente a risolvere il dubbio, se il reddito da
calcolare per l’indennita`, debba essere quello “percepito” o quello
“denunciato” nel secondo anno precedente.
35Si noti come la costante reddito sia ottenuta tramite operatore ι di Russell; su questo
punto si vedano ad esempio (Epstein 1994, Hughes and Cresswell 1996).
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Pertanto possiamo concludere che affermando che entrambe le interpretazio-
ni, che propongono una lettura interna della congiunzione, sono compatibili
con la formulazione della norma. Nel capitolo 4 torneremo su questo caso, e
lo esamineremo alla luce di quanto esposto in tale capitolo.
La logica deontica puo` in alcuni casi aiutare a formulare norme conformi
alle intenzioni del promulgatore, ad esempio un articolo di un’ordinanza della
Capitaneria di Porto di Fano, prescrive:
E` vietato:
• giocare a pallone e ad altri giochi che possano causare mo-
lestia o danno alle altre persone;
• spogliarsi e depositare il vestiario in spiaggia.
Come va interpretata questa norma? In base all’articolo 12 delle Disposizioni
sulla legge in generale del CC e alla sua forma puo` essere concepita come due
divieti: il primo che vieta il gioco del pallone e altri giochi “molesti”, e il
secondo che vieta di spogliarsi e di depositare gli indumenti in spiaggia.
Vediamo come si puo` formalizzare tale norma. Il primo passo e` quello di
analizzare la nozione di vietato come un operatore che si applica all’intero
enunciato, quindi:
Vietato(giocare a pallone e ad altri giochi che possano causare
molestia o danno alle altre persone).
L’enunciato “giocare a pallone e ad altri giochi che possano causare molestia
o danno alle altre persone” non e` atomico data la presenza della congiunzione
“e”, e pertanto deve venire interpretato come la congiunzione di “giocare a
pallone” e di “giocare ad altri giochi che possono causare molestia o danno alle
altre persone”. La prima di queste congiunzioni e` atomica e la concepiamo
come la realizzazione della lettera proposizionale p, la seconda contiene una
disgiunzione e puo` venire parafrasata come segue
giocare a un gioco che puo` causare molestia ad altre persone o
giocare a un gioco che puo` causare un danno ad altre persone
dove le due parti della disgiunzione sono atomiche36, e le prendiamo, ri-
spettivamente, come realizzazione delle lettere proposizionali q e r. In base
36Questi enunciati, cos`ı come il precedente, possono venire analizzati ulteriormente una
volta che passiamo da una interpretazione proposizionale ad una predicativa, ma per i
presenti scopi l’interpretazione proposizionale e` sufficiente.
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all’assegnamento appena fatto, il primo divieto e` espresso formalmente come
Vietato(p ∧ (q ∨ r)) (1.8)
Ora, se qualche cosa e` vietata, significa che non e` permessa, ma se non e`
permessa e` obbligatorio che non si dia il caso che quella tal cosa; pertanto
1.8 diviene
O¬(p ∧ (q ∨ r)) (1.9)
e, in base a elementari principi logici,
O(¬p ∨ (¬q ∧ ¬r)) (1.10)
Ma l’obbligo non si distribuisce rispetto a una disgiunzione, come mostra
il seguente contro-esempio: supponiamo di essere a un incrocio a T e che
entrambe le strade siano dei sensi unici; in questo caso avremo l’obbligo
disgiuntivo o di girare a destra o di girare a sinistra, ma non l’obbligo di
girare a destra ne´ quello di girare a sinistra, o meglio non il divieto di girare
a destra ne´ quello di girare a sinistra, altrimenti violeremmo in ogni caso la
norma.
In base all’interpretazione appena fatto la norma espressa da 1.8, in as-
senza di altre norme, non implica il divieto di giocare a pallone e il divieto
di giocare ad altri giochi “molesti”, quindi questa norma viene violata uni-
camente da quei virtuosi che giocano a pallone e ad almeno un altro gioco
“molesto” contemporaneamente. Un’analisi simile puo` essere offerta anche
per la seconda parte dell’ordinanza. Molto probabilmente la formulazione
della norma tradisce l’intenzione dell’autorita` emanatrice; ma, in mancan-
za di altri fattori, l’intenzione deve essere ricavata dalla forma delle norme:
infatti, nel caso appena preso in esame, abbiamo ritenuto opportuno consi-
derare la norma come una lista di divieti invece di un singolo divieto in base
alla divisione in due parti della norma stessa.
Schema del presente lavoro
In questo capitolo abbiamo esposto le motivazioni per cui riteniamo che lo
studio della logica ed in particolare della logica modale (enfatizzando inoltre
l’importanza dello sviluppo di adeguate metodologie deduttive) risultino ri-
levanti per lo studio dell’informatica giuridica e la filosofia del diritto. Nel
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capitolo 2 presenteremo i concetti e risultati basilari della logica modale.
Nel successivo capitolo 3 presenteremo un sistema di deduzione per logiche
modali e multi-modali basato su una combinazione di regole dei tableaux
e di deduzione naturale esteso con un formalismo di indici che consente di
combinare in variamente logiche tra loro, fornendo cos`ı uno strumento flessi-
bile e sensibile al fenomeno che si vuole trattare con la loro combinazione; il
capitolo si chiude confrontando il sistema ivi presentato e gli usuali sistemi
tableaux. Nel capitolo 4 mostreremo come il sistemo sviluppato in questo la-
voro puo` essere adattato a particolari tipi di ragionamenti normativi e infine
discuteremo alcuni possibili sviluppi.
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CAPITOLO 2
Logica modale
2.1 Introduzione
La logica modale nasce contemporaneamente alla logica della tradizione oc-
cidentale e, come questa, discende da Aristotele, che per primo ne forn`ı una
trattazione con la sua teoria del sillogismo modale e diede una definizione di
necessario come “cio` che e` e non puo` non essere”.
Le dispute intorno alla concezione delle modalita` si sono susseguite, in
ambito filosofico, fin dall’antichita` portando a teorie modali estremamen-
te complesse durante il medioevo, senza mai sostanzialmente staccarsi, dal
punto di vista deduttivo formale, dalla trattazione sillogistica aristotelica.
Un nuovo impulso allo sviluppo della logica modale fu dato da Leibniz con
l’osservazione delle analogie tra la teoria della quantificazione, nella forma
del quadrato delle opposizioni, e i concetti modali, osservazione che sug-
ger`ı l’identificazione, almeno in parte tuttora valida, di necessario, possibi-
le, impossibile e contingente rispettivamente con l’universale affermativa, la
particolare affermativa, l’universale negativa e la particolare negativa.
Leibniz poneva alla base di tali analogie il suo concetto di “mondi pos-
sibili” come singole entita` individuali e la definizione, ad esso connessa, di
necessario come “cio` che e` vero in ogni mondo possibile”.
Un passo decisivo verso la sistemazione sintattica attuale delle logiche
modali fu fornito dallo sviluppo dei sistemi logistici da parte di Frege e
dai problemi sollevati dalla sostituzione degli equivalenti nei contesti opa-
chi o indiretti (contesti di credenza, conoscenza e necessita`), che riguardano
direttamente le logiche modali nella loro concezione piu` ampia.
Un problema che emerge dai sistemi logistici, benche` noto e trattato sin
dall’antichita`, riguarda l’interpretazione del condizionale e i conseguenti pa-
radossi dell’implicazione materiale, per la cui soluzione Lewis, nella prima
meta` di questo secolo, propose la sostituzione dell’implicazione materiale con
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l’implicazione stretta1, costruendo dei sistemi logistici per tale connettivo (da
qui i famosi sistemi S1− S5.2 Come e` noto, i sistemi di Lewis contengono il
calcolo proposizionale classico, ma non sono costruiti a partire da esso. L’idea
di costruire una logica modale come estensione di un calcolo proposizionale
e` di Go¨del (1933) che costru`ı un sistema equivalente a S4 partendo da una
base proposizionale e aggiungendovi particolari assiomi e una specifica regola
d’inferenza (la necessitazione). Successivamente, Lemmon (1957) costru`ı si-
stemi basati sul calcolo proposizionale e su particolari regole d’inferenza che
sono equivalenti ai sistemi di Lewis. Moltissimi altri sistemi sono stati poi
sviluppati dal punto di vista sintattico.
Rimaneva comunque il problema di formulare una semantica adeguata
per tali sistemi. Qui ci limiteremo ad evidenziare due differenti tradizioni
semantiche: quella algebrica e quella della teoria dei modelli. La prima, ispi-
rata alle algebre booleane e sviluppatasi, sulla scia di ÃLukasiewicz, grazie ai
lavori di Tarski, McKinsey e Jo´nsson3, e` rimasta, almeno fino a tempi re-
centi, abbastanza marginale4. Pertanto il “boom” delle semantiche per le
logiche modali e` dovuto soprattutto all’opera di Kripke5 che si ispira all’idea
leibniziana di mondo possibile. Nella stessa scia si inseriscono i lavori prece-
denti di Carnap6, con la sua teoria delle descrizioni di stato e dei concetti di
vero e logicamente vero, e quelli piu` o meno contemporanei di Kanger7, di
Prior8, con la concezione temporale delle modalita`, di Hintikka9 con i suoi
insiemi modello e la relazione di alternativita`, e di Von Wright con lo svilup-
po delle logiche deontiche10 e la sua concezione “liberale” delle modalita`11.
La tradizione sintattica, che prende origine da Lewis, e le due diverse (ma
unificabili12) tradizioni semantiche sono all’origine della vasta panoramica di
1(Lewis 1918)
2(Lewis and Langford 1932 2◦ed. 1959)
3(McKinsey 1941, McKinsey 1945, McKinsey and Tarski 1944, McKinsey and
Tarski 1948, Jo´nsson and Tarski 1951).
4cfr. (Bull and Segerberg 1984) p.10
5(Kripke 1959, Kripke 1963, Kripke 1965)
6(Carnap 1976)
7(Kanger 1957a, Kanger 1957b, Kanger 1957c, Kanger 1971)
8(Prior 1957)
9(Hintikka 1957, Hintikka 1963, Hintikka 1967)
10(von Wrigth 1951a)
11(von Wrigth 1951b)
12A tale proposito si vedano (Goldblatt 1976, Goldblatt 1977, Bull and
Segerberg 1984).
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logiche modali oggi esistenti.
2.2 Le logiche modali
Per “logiche modali” intendiamo le logiche in cui sono presenti gli operato-
ri di necessita` e di possibilita` o operatori che esibiscono un comportamento
analogo (deontici, epistemici, quantificazionali13. . . ) o operatori non vero-
funzionali o intensionali14. Un motivo immediato per l’uso del plurale di-
scende direttamente dall’interpretazione che viene associata a tali operatori
e dal fatto che essi siano o no interdefinibili. Ad esempio, interpretando
“necessario” come “obbligatorio”, un ovvio principio, come quello espresso
dalla formula 2α → α (se qualcosa e` necessario allora e`) non risulta piu`
valido (se qualcosa e` obbligatorio allora viene fatto, risulta ovviamente falso
nel mondo attuale). Per ovviare agli inconvenienti dei cosiddetti paradossi
dell’interpretazione sono stati costruiti sistemi modali che differeriscono per
le loro caratteristiche sintattiche15.
Se le modalita` venivano tradizionalmente interpretate come interdefinibi-
li, non e` detto che questa sia l’unica interpretazione possibile; infatti, sono
stati proposti sistemi modali senza tale interdefinibilita`16 e sistemi con piu`
operatori di necessita` e di possibilita` corrispondenti a diverse concezioni delle
modalita` (sistemi multi-modali), ad esempio: sistemi deontico-temporali17 —
con interazioni tra modalita` logiche e modalita` temporali18—, sistemi aletico-
deontici — con interazioni tra modalita` deontiche e modalita` logiche19 —,
sistemi con piu` modalita` epistemiche20 e cos`ı via.
Vogliamo inoltre menzionare le cosiddette logiche dinamiche21 che consi-
stono in una generalizzazione della logica modale a logiche dell’azione, o piu`
precisamente a logiche di processi; infatti ogni azione o processo p da` origine
a una classe di modalita` [p]A e 〈p〉A, interpretate rispettivamente come: A si
13cfr. (Montague 1974, von Wrigth 1951b).
14Vedi (Gabbay 1976, Gabbay 1994)
15Per una panoramica dei sistemi modali vedi (Lemmon 1957,Hughes and Cresswell
1968, Hughes and Cresswell 1984, Segerberg 1971, Chellas 1980, Fitting 1983).
16(Hughes and Cresswell 1968) pp. 345–347; (Prior 1957) pp. 41–54.
17(Chellas 1980, Thomason 1981, von Wrigth 1983, van Eck 1981).
18(Thomason 1984)
19(Kanger 1971, Anderson 1958).
20Si veda per esempio (Halpern and Moses 1992).
21Testi introduttivi alle logiche dinamiche sono (Harel 1984, Goldblatt 1992).
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verifica dopo ogni esecuzione del processo p e A si verifica dopo qualche ese-
cuzione del processo A. Le logiche dinamiche si sono rilevate particolarmente
feconde in applicazioni di tipo deontico/normativo22.
Un ultimo punto che merita di essere citato riguarda la costruzione delle
logiche modali a partire da altri calcoli. Benche` le logiche modali “standard”
si basino sul calcolo proposizionale classico, sono possibili logiche modali
ottenute come estensioni del calcolo intuizionista23, di logiche substrutturali24
o di logiche polivalenti25, o come una combinazione di queste26.
2.3 Preliminari
Sia L un linguaggio costituito da:
1. un insieme numerabile di lettere proposizionali;
2. i connettivi logici ¬ (non), → (se . . . allora · · · ), ∧ (e), ∨ (o inclusivo),
≡ (se e solo se);
3. parentesi ), (.
Per le estensioni modali di L avremo inoltre:
4. gli operatori modali 2 (necessario) e 3 (possibile)27.
Sia FBF l’insieme delle formule ben formate di L cos`ı definito:
1. se p e` una lettera proposizionale allora p ∈ FBF;
2. se A ∈ FBF allora ¬A ∈ FBF;
3. se A,B ∈ FBF allora A→ B ∈ FBF;
4. se A,B ∈ FBF allora A ∧B ∈ FBF;
22Esempi di applicazioni di logiche dinamiche al ragionamento deontico/normativo so-
no (Meyer 1987, Meyer 1988, Dignum, Meyer and Wieringa 1994, Royakkers
and Dignum 1994).
23(Fitch 1948, Prawitz 1965, Fisher-Servi 1981, Simpson 1994, Gabbay 1996a)
24(Cha 1993, D’Agostino, Gabbay and Russo 1996)
25(Prior 1957, Segerberg 1967, Osterman 1988, Morikawa 1989, Ginsberg 1990)
26(Gabbay 1996c)
27La presenza di entrambi gli operatori modali e` ridondante in quanto assumeremo,
come di consueto, la loro interdefinabilita`.
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5. se A,B ∈ FBF allora A ∨B ∈ FBF;
6. se A,B ∈ FBF allora A ≡ B ∈ FBF.
Per le estensioni modali di L avremo inoltre:
7. se A ∈ FBF allora 2A ∈ FBF;
8. se A ∈ FBF allora 3A ∈ FBF.
Definizione 2.1.
20A = A,2nA = 22n−1A
Assumiamo il seguente insieme A di schemi di assiomi per il calcolo propo-
sizionale classico28 (PC)
A1) A→ (B → A)
A2) (A→ (B → C))→ ((A→ B)→ (A→ C))
A3) (¬B → ¬A)→ ((¬B → A)→ B)
dove → e ¬ sono gli unici connettivi primitivi. I rimanenti connettivi sono
introdotti per definizione:
A ∧B =df ¬(A→ ¬B)
A ∨B =df ¬A→ B
A ≡ B =df (A→ B) ∧ (B → A)
Assumiamo come unica regola d’inferenza il Modus Ponens:
A→ B,A
B
(MP)
Definizione 2.2. Una deduzione in PC e` una sequenza finita di formule
B0, B1, . . . Bn, tale che per ogni Bi, 0 ≤ i ≤ n, o Bi ∈ A, o Bi e` ottenuta da
formule precedenti Bj, Bk, j, k < i, mediante MP.
Una deduzione di A da un insieme di formule D in PC una sequenza
finita di formule B0, B1, . . . , Bn, tale che A = Bn e per ogni Bi, 0 ≤ i ≤ n,
o Bi ∈ A, o Bi ∈ D o Bi e` ottenuta da formule precedenti Bj, Bk, j, k < i,
mediante MP.
28L’assiomatizzazione qui utilizzata e` quella esposta in (Mendelson 1972).
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Per questo sistema e` possibile dimostrare il seguente
Teorema 2.1. (Teorema di deduzione) Se D e` un insieme di fbf e A,B ∈
FBF D,A ` B ⇐⇒ D ` A→ B29.
L’assiomatizzazione qui proposta non e` la sola30, cos`ı come la logica
proposizionale classica non e` l’unica logica proposizionale31.
2.4 Le logiche modali
Considereremo le logiche modali come estensioni di calcoli proposizionali ot-
tenute mediante l’aggiunta di assiomi e regole di inferenza o regole deduttive.
Forniamo una lista di alcuni degli assiomi modali piu` noti.
K 2(A→ B)→ (2A→ 2B)
D 2A→ 3A
T 2A→ A
4 2A→ 22A
B A→ 23A
5 3A→ 23A
W 2(2A→ A)→ 2A
G 32A→ 23A
G(k,l,m,n) 3k2lA→ 2m3nA con k, l,m, n che appartengono ai naturali.
M. 23A→ 32A
H (3A ∧B)→ (3(A ∧B) ∨ (A ∧3B) ∨3(B ∧3A))
Ban A ≡ 2A
V 2A
29Per la dimostrazione vedi (Mendelson 1972) pp. 46–47.
30Per altre assiomatizzazioni vedi (Mendelson 1972).
31Per una panoramica dei vari tipi di logica proposizionale con discussione delle loro
varie motivazioni vedi ed esempio (Wo´jcicki 1989, Epstein 1990).
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L’assiomaG(k,l,m,n) costituisce una generalizzazione di vari assiomi a seconda
dei valori che si attribuiscono a k, l,m, n (cos`ı, per esempio, G(0,1,0,0) = T,
G(1,0,1,1) = E, G(0,0,1,1) = B.32)
Le regole di inferenza che introduciamo per la logica modale sono la regola
di regolarita`:
` A→ B
` 2A→ 2B (RR)
e la necessitazione: ` A
` 2A (Nec)
Definizione 2.3. Chiameremo regolari i sistemi che contengono K, sono
chiusi rispetto alla sostituzione uniforme (SU) e hanno come regola d’infe-
renza RR, e normali i sistemi che contengono K e sono chiusi rispetto a SU,
Modus Ponens e Necessitazione.
Ogni sistema normale e` regolare, in quanto RR e` derivabile dalla Neces-
sitazione:
1. A→ B Ipotesi
2.2(A→ B) 1 Nec
3.2(A→ B)→ (2A→ 2B) K
4.2A→ 2B 2, 3 MP
Com’e` noto, le varie combinazioni di assiomi determinano sistemi modali
distinti. Seguendo Lemmon identificheremo i sistemi modali in base ai nomi
dei loro assiomi. Se X1, . . . ,Xn sono gli assiomi che caratterizzano il sistema,
il sistema sara` chiamato CX1 · · ·Xn, se e` regolare, KX1 · · ·Xn se e` normale.
Forniamo una lista di alcune abbreviazioni per i sistemi modali piu` comuni
nella letteratura.
• KT = T noto anche come M
• KT4 = S4
• KT4B = KT45 = S5
• KD = T deontico
32Il vantaggio di questa formulazione e` principalmente semantico, in quanto ci permette
di includere in una unica classe le relazioni che corrispondono ai vari assiomi, cfr. (Chellas
1980, Hughes and Cresswell 1984).
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• KD4 = S4 deontico
• KD45 = S5 deontico
• KTB = B, il sistema brouweriano
• K4W = KW = GL, il sistema di Go¨del-Lo¨b
• KT4M = S4.1
• KT4G = S4.2
• KT4H = S4.3
• KBan = KT4BM = PC il sistema banale Ban
• KV=il sistema V erum
Mostriamo, a titolo di esempio, come B sia derivabile in KT45 e 5 sia
derivabile in KT4B.
`KT4E A→ 32A
1.2A→ A T
2.22A→ 2A 1 SU 2A/A
3. A→ 3A 2 PC e def 3
4.3A→ 23A E
5. (A→ 3A)→ ((3A→ 32A)→ (A→ 32A)) Tautologia
6. A→ 32A 3, 4, 5 2 MP
`KT4B 3A→ 23A
1.2A→ 22A 4
2.2¬A→ 22¬A 1 SU ¬A/A
3.33A→ 3A 2 PC e def 3
4. A→ 23A B
5.3A→ 233A 4 SU 3A/A
6. A→ 3A duale di T
7.3A→ 33A 6 SU 3A/A
8.3A ≡ 33A 3, 7 PC e def ≡
9.3A→ 23A 5 SE 33A/3A
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Mostriamo, allo stesso modo, come Ban sia dimostrabile in KT4BM
`KT4BM A→ 2A
1. A→ 3A duale di T
2.3A→ 23A 5
3.23A→ 32A M
4.32A→ 2A duale di 5
5. A→ 2A 1, 2, 3, 4 PC
Mostriamo inoltre come in KBan ogni formula modale collassi nella parte
proposizionale della formula stessa
`KBan A ≡ 3A
1. (2A→ A) ∧ (A→ 2A) Ban def ≡
2. A→ 2A 1 PC
3. ¬2¬A→ ¬¬A 2 PC SU¬A/A
4.3A→ A 3 def 3
Pertanto in Ban otteniamo gli assiomi T, B, 4, 5, M tramite ripetute
applicazioni della regola di sostituzione degli equivalenti (SE) a A→ A.33
2.5 Semantica a mondi possibili
Il problema di formulare una semantica per i sistemi modali presentati nel
precedente capitolo viene risolto con la cos`ı detta “semantica a mondi pos-
sibili”, che si e` dimostrata uno strumento di analisi estremamente potente e
flessibile34 soprattutto dal punto di vista filosofico; infatti le semantiche al-
gebriche risultano estremamente utili nell’indagine di proprieta` matematiche
delle logiche35, ma, data la mancanza di interpretazione rispetto fenomeni
non puramente matematici, non ci consentono indagini in altri campi.
33Per una discussione di un maggior numero di logiche modali e delle loro relazioni
sintattiche vedi (Gore´, Heuerding and Heinle 1995).
34Ricordiamo che la semantica a mondi possibili non e` l’unica semantica che e` stata
proposta per le logiche modali; ad esempio, sono state proposte semantiche ad intorni
(Neighborhood Semantic) vedi (Segerberg 1971), e semantiche algebriche che prendono
lo spunto dai lavori di McKinsey, Tarski, Jo´nsson (vedi sezione 2.1). Questi tre tipi di
semantica sono in stretta connessione tra di loro. Cfr. (Goldblatt 1976, Goldblatt
1977, Bull and Segerberg 1984).
35Si vedano (Kracht 1996, Zakharyaschev, Wolter and Chagrov 1996).
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Il concetto fondamentale delle semantiche a mondi possibili e` quello di
“modelli di Kripke”: triple ordinate 〈W,R, v〉 doveW e` un insieme non vuoto
di elementi che chiameremo “mondi possibili” (o semplicemente mondi), R e`
una arbitraria relazione binaria definita su W , detta relazione di accessibilita`
o di alternanza, e v e` una funzione di valutazione da FBF ×W 7→ {T, F}
definita nel seguente modo:
• v : FBF×W 7→ {T, F}
1. v(α,w) = T ⇐⇒ v(¬α,w) = F
2. v(¬α,w) = T ⇐⇒ v(α,w) = F
3. v(α→ β, w) = T ⇐⇒ v(α,w) = F o v(β, w) = T
4. v(2α,w) = T ⇐⇒ ∀x ∈ W : wRx, v(α, x) = T
5. v(α,W ) = T ⇐⇒ ∀w ∈ Wv(α,w) = T.
Come e` noto e` possibile definire diverse logiche in base alle proprieta` formali
di R. In generale, una relazione in W 2 e`:
• seriale se ∀x∃y(xRy);
• riflessiva se ∀x(xRx);
• irriflessiva se ∀x¬xRx;
• transitiva se ∀x, y, z(xRy ∧ yRz → xRz);
• simmetrica se ∀x, y(xRy → yRx);
• euclidea se ∀x, y, z(xRy ∧ xRz → yRz ∧ zRy);
• una relazione di equivalenza, se e` riflessiva, transitiva e simmetrica, o
seriale, transitiva ed euclidea;
• banale se ∀x, y(xRy → x = y);
• atomica se ∀x, y, z(xRy ∧ xRz → y = z);
• convergente se ∀x, y, w(xRy ∧ xRw → ∃z(yRz ∧ wRz));
• connessa se ∀x, y, z(xRy ∧ xRz → yRz ∨ zRy).
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In base alla definizione della valutazione in funzione di R, si possono stabilire
facilmente i rapporti che intercorrono tra gli assiomi caratteristici dei vari
sistemi modali e le condizioni corrispondenti sulla relazione di accessibilita`
R:
K nessuna condizione
D R seriale
T R riflessiva
B R simmetrica
S4 R riflessiva e transitiva
S5 R relazione di equivalenza
Ban R banale
GL R e` una catena finita irriflessiva e transitiva
V erum R impone che ogni mondo sia un punto terminale36
S4.1 R riflessiva transitiva e atomica
S4.2 R riflessiva transitiva e convergente
S4.3 R riflessiva transitiva e connessa
Pertanto, e` possibile mostrare, con una ovvia applicazione delle clausole della
definizione della funzione di valutazione, che ogni assioma e` corretto rispet-
to alla classe di modelli che soddisfano la corrispondente condizione sulla
relazione di accessibilita`. Lo stesso vale per le regole d’inferenza, con la
conseguente dimostrazione di correttezza per i sistemi elencati.
2.5.1 Modelli canonici
Un modello e` determinato quando specifichiamo:
1. i mondi che appartengono a W
36Un punto terminale e` un mondo che non e` in relazione di accessibilita` con nessun
altro, neppure con se stesso.
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2. le coppie di mondi che appartengono alla relazione R
3. le condizioni sulla funzione di valutazione.
Definizione 2.4. Una formula α e` vera in un mondo w (w |=L α) sse
v(α,w) = T .
Una formula α e` valida in un modello (M |=L α) sse e` vera in tutti i
mondi del modello.
Una formula α e` valida rispetto a una classe di modelli (C |=L α) sse e`
valida in tutti i modelli appartenenti a tale classe.
Definizione 2.5. Una Logica L e` completa rispetto a una classe di modelli
C sse ∀α ∈ FBF tale che |=L α esiste un modello 〈W,R, v〉 appartenente a C
tale v(α,w) = T .
Definizione 2.6. Una formula α e` consistente rispetto ad una logica L (α e`
L-consistente) sse 6`L ¬α.
Un insieme di formule e` L-consistente sse non esiste un suo sottoinsieme
finito {α1, . . . , αn} tale che `L ¬(α1 ∧ · · · ∧ αn).
Definizione 2.7. Un insieme D di fbf e` massimale sse ∀α , o α ∈ D o ¬α ∈ D.
Un insieme e consistente massimale sse e` consistente ed e` massimale.
Lemma 2.2. Sia D un insieme L-consistente massimale. Le seguenti sono
proprieta` degli insiemi L-consistenti massimali:
1. ∀α ∈ FBF un solo elemento di {α,¬α} appartiene a D;
2. α ∨ β ∈ D ⇐⇒ o α ∈ D o β ∈ D;
3. α ∧ β ∈ D ⇐⇒ α, β ∈ D;
4. α→ β ∈ D ⇐⇒ o ¬α ∈ D o β ∈ D;
5. se `L α allora α ∈ D;
6. se α, α→ β ∈ D allora β ∈ D37.
Lemma 2.3. (Lemma di Lindembaum) Ogni insieme L-consistente puo` essere
esteso a un insieme L-consistente massimale.
37Per la dimostrazione si veda (Hughes and Cresswell 1984), trad. it. pp. 17–18.
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Definizione 2.8.
L2(D) = {α : 2α ∈ D}
Lemma 2.4. (Lemma di Makinson) Per ogni logica normale L e ogni insieme
D L-consistente contenente una formula ¬α, l’insieme L2(D) ∪ {¬α} e` L-
consistente.
Dimostrazione. Dimostriamo la conversa. Supponiamo che L2(D)∪{¬α} non
sia L-consistente. Esistera` allora un sottoinsieme finito B = {β1, . . . , βn} di
L2(D) tale che:
`L ¬(β1 ∧ · · · ∧ βn ∧ ¬α)
quindi per PC
`L (β1 ∧ · · · ∧ βn)→ α
da cui con una applicazione di RR otteniamo
`L 2(β1 ∧ · · · ∧ βn)→ 2α
e per SE 2(β1 ∧ · · · ∧ βn)/(2β1 ∧ · · · ∧2βn)
`L (2β1 ∧ · · · ∧2βn)→ 2α
e infine per PC
`L ¬(2β1 ∧ · · · ∧2βn ∧ ¬2α)
L’insieme {β1, . . . , βn,¬2α} non e` L-consistente ed e` un sottoinsieme di D,
pertanto D non e` L-consistente.
Corollario 2.5. Per ogni logica normale L e ogni insieme D L-consistente
contenente una formula 3α, L2(D) ∪ {α} e` L-consistente.
Dopo questi preliminari siamo pronti a fornire la definizione di modello
canonico:
Definizione 2.9. Un modello canonico per una logica L e` una tripla ordinata
〈W,R, v〉 tale che
1. W = {w : w e` un insieme L consistente massimale};
2. ∀w, x ∈ W,wRx ⇐⇒ L2(w) ⊆ x;
3. v e` definita nel seguente modo:
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a. ∀p, dove p e` una lettera proposizionale, ∀w ∈ W, p ∈ w ⇐⇒
v(p, w) = T
b. v(α,w) = T ⇐⇒ v(¬α,w) = F
c. v(¬α,w) = T ⇐⇒ v(α,w) = F
d. v(α→ β, w) = T ⇐⇒ v(α,w) = F o v(β, w) = T
e. v(2α,w) = T ⇐⇒ ∀x ∈ W : wRx, v(α, x) = T .
Queste condizioni determinano in maniera completa un modello per una
logica L soddisfacendo i requisiti richiesti a una tripla ordinata 〈W,R, v〉 per
essere un modello di Kripke.
Teorema 2.6. SiaM = 〈W,R, v〉 il modello canonico per L normale. Allora
∀α ∈ FBF,∀w ∈ W, v(α,w) = T ⇐⇒ α ∈ w.
Dimostrazione. Dimostreremo il teorema per induzione sulla lunghezza della
formula.
Per n = 0.
α e` una lettera proposizionale, quindi il teorema e` dimostrato per la clausola
3a. della definizione di modello canonico.
Per n > 0.
Distinguiamo tre casi:
1. α = ¬β
2. α = β → γ
3. α = 2β
Caso 1.
Dalle clausole 3b. e 3c. avremo
v(β,w) = T ⇐⇒ v(¬β, w) = F (2.1)
v(¬β, w) = T ⇐⇒ v(β, w) = F (2.2)
con β che ricade sotto l’ipotesi induttiva, e quindi, supponendo che β ∈ w,
β ∈ w ⇐⇒ v(β,w) = T (2.3)
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ma
β ∈ w ⇐⇒ ¬β 6∈ w (2.4)
dunque da 2.1, 2.3 e 2.4 otteniamo
v(¬β,w) = F ⇐⇒ ¬β 6∈ w .
Analogamente, supponendo che ¬β ∈ w, da 2.2, 2.3 e 2.4 sostituendo ¬β a
β nelle ultime due otteniamo
v(¬β,w) = T ⇐⇒ ¬β ∈ w .
Caso 2.
Per la clausola 3d. della funzione di valutazione abbiamo
v(β → γ, w) = T ⇐⇒ o v(β, w) = F o v(γ, w) = T ;
dalla proprieta` 4. degli insiemi massimali (lemma 2.2) e dall’ipotesi induttiva
otteniamo pertanto
v(β → γ, w) = T ⇐⇒ (β → γ) ∈ w .
Caso 3.
Supponiamo che 2β ∈ w. Dalla definizione di R avremo:
∀x,wRxβ ∈ x
e dall’ipotesi induttiva e dalla clausola 3.e della funzione di valutazione
v(2β, w) = T ⇐⇒ 2β ∈ w .
Supponiamo che 2β 6∈ w; allora dalla massimalita` di w seguira` 2β ∈ w, e
quindi per il lemma 2.4 L2(w) ∪ {2β} e` L-consistente.
Per il lemma di Lindembaum esiste un x ∈ W tale che L2(w) ∪ {2β} ⊆ w;
quindi
a. L2(w) ⊆ x;
b. 2β ∈ x.
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Il punto a. comporta che wRx, per la definizione di R. Dall’ipotesi induttiva,
dal punto 1. del teorema e dal punto b. sopra consegue che v(β, x) = F , e
quindi
v(β, w) = F ⇐⇒ β 6∈ w
Corollario 2.7. Sia M il modello canonico per L; allora
M |=L α ⇐⇒ `L α
Dimostrazione ⇐. Se `L α per il lemma 2.2 α appartiene a ogni mondo
di W , quindi per il teorema 2.6 e la definizione di validita` in un modello
M |=L α.
Dimostrazione ⇒. Supponiamo che 6`L α; quindi ¬α e` L-consistente; allora
per qualche w ∈ W ¬α ∈ w, dunque v(α,w) = F e pertanto M 6|=L α
Dato questo corollario, per dimostrare la completezza di una logica mo-
dale dobbiamo mostrare che la relazione nel modello canonico per il sistema
in questione soddisfa determinate condizioni38.
Diciamo che una logica L e` canonica quando la struttura del modello
canonico per L e` una struttura per L. Si vede facilmente che ogni logica
canonica e` completa, ma non viceversa (GL, ad esempio, non e` canonica ma
e` completa39).
A titolo di esempio, dimostriamo la completezza di KG(k,l,m,n), da cui,
come abbiamo visto, si ricavano la maggior parte delle logiche elencate in
questo capitolo.
Definizione 2.10.
wRnwn ⇐⇒ wRw1, w1Rw2, . . . , wn−1Rwn
L2(w)n = {α : 2nα ∈ w}
Lemma 2.8. wRnwn ⇐⇒ L2(w)n ⊆ wn
Dimostrazione. La dimostrazione e` per induzione su n, e la base e` la defini-
zione di R nei modelli canonici.
38Condizioni sulla relazione di accessibilita` per vari sistemi sono esposte all’inizio del
presente capitolo.
39Vedi ad esempio (Boolos 1979, Hughes and Cresswell 1984).
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Teorema 2.9. KG(k,l,m,n) e` completa rispetto alla classe dei modelli in cui
R soddisfa la seguente condizione:
∀w, x, y ∈ W (wRkx ∧ wRmy)→ z ∈ W (xRlz ∧ yRnz)
Dimostrazione. Assumiamo che valga ∀w, x, y ∈ W (wRkx ∧ wRmy). Dob-
biamo dimostrare che L2(x)l ∪ L2(y)n e` KG(k,l,m,n)-consistente; infatti se lo
fosse potrebbe essere esteso a un insieme KG(k,l,m,n)-consistente massimale z
tale che:
• L2(x)l ⊆ z
• L2(y)n ⊆ z
dando cos`ı il risultato desiderato.
Supponiamo dunque che non sia KG(k,l,m,n)-consistente; allora per qual-
che formula 2lαi ∈ x e 2nβj ∈ y
`KG(k,l,m,n) ¬(αi ∧ βj)
Per PC abbiamo
`KG(k,l,m,n) αi → ¬βj
Con n applicazioni di Necessitazione, RR e interdefinibilita` degli operatori
modali otteniamo
`KG(k,l,m,n) 3nαi → ¬2nβj .
Dato che 2lαi ∈ x, avremo 3k2lαi ∈ w e quindi 2m3nαi ∈ w da cui
3nαi ∈ y; risulta infine che ¬2nβj ∈ y contrariamente alla consistenza di
quest’ultimo. Pertanto e` KG(k,l,m,n)-consistente.
Ci apprestiamo ora a dimostrare un teorema, che utilizzeremo in seguito,
per la cui enunciazione e dimostrazione ci serviranno le seguenti definizioni:
Definizione 2.11. Due mondi wi, wk si dicono distinguibili se esiste una fbf
α tale che v(α,wi) 6= v(α,wk).
Un modello si dice distinguibile quando per ogni coppia di mondi wi, wk ∈
W , wi e` distinguibile da wk.
Teorema 2.10. Sia dato un qualunque modello M = 〈W,R, v〉 e sia M ′ =
〈W ′, R′, v′〉 il modello distinguibile di M costruito nel seguente modo:
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• W ′ = {[w] : wi ∈ W,w ≈ wi ⇐⇒ ∀αv(α,w) = v(α,wi)}
• ∀w,wi ∈ W,wR′wi ⇐⇒ wk ∈ [wi], wRwk
• v′(p, [w]) = v(p, w) e w ∈ [w];
allora |=M α ⇐⇒ |=M ′ α
Dimostrazione. Dimostriamo il teorema per induzione sulla lunghezza della
formula, omettendo i casi dei connettivi proposizionali. Supponiamo che
v(α,w) = F ; allora
v(α,w) = F ⇐⇒ wi, wRwiv(α,wi) = F
e, dato che α cade sotto l’ipotesi di induzione,
v(α,wi) = F ⇐⇒ v′(α,wk) = F
con wi ≈ wk, pertanto avremo che wR′wk, e quindi
v′(α,w) = F
Inversamente, supponiamo che v′(α,w) = F ; allora
v′(α,w) = F ⇐⇒ wi, wR′wi, v′(α,wi) = F
e dall’ipotesi induttiva
v′(α,wi) = F ⇐⇒ v(α,wi) = F.
wR′wi ma l’ipotesi induttiva non ci garantisce che wRwi; essa ci garantisce
solamente che wRwk con wi ≈ wk, ma v(α,wi) = v(α,wk), e pertanto
v(α,wi) = F ⇐⇒ v(α,w) = F
Il teorema appena dimostrato presenta notevoli conseguenze dal punto di
vista formale e filosofico; infatti esso afferma che ogni modello e` equivalente
a un modello in cui i mondi sono tutti distinti tra loro, riducendo la logica
modale da logica intensionale a logica estensionale. Infatti, il punto cruciale
della valutazione di formule rispetto a mondi e` dato dall’appartenenza al
mondo, e i mondi rappresentano insiemi di lettere proposizionali e, come
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tali, sono sottoposti alle “leggi dell’estensione” (ricordiamo che due insiemi
sono lo stesso insieme se hanno gli stessi elementi)40.
2.6 Logiche multimodali
In questo paragrafo considereremo come logiche multi modali quelle logiche,
con piu` modalita`, in cui vi sono interrelazioni tra le varie modalita`. Presen-
teremo quindi, come caso di studio, solamente alcune logiche particolari, che
risulteranno utili per una formalizzazione del ragionamento giuridico.
Definizione 2.12. Siano:
• W e` un insieme non vuoto, (l’insieme dei mondi possibili),
• Σi ⊆ W, (1 ≤ i ≤ m),
• Ri, (1 ≤ i ≤ n) e` una relazione binaria, detta relazione di accessibilita`,
su W ,
• υ e` una funzione da S ×W a {T, F} dove S e` l’insieme delle formule
del linguaggio
Un modello di Kripke esteso per una logica L e` una struttura,
〈W,R1 . . . Rn, υ〉 ;
un modello di Kripke con cluster per una logica L e` una struttura
〈W,Σ1, . . .Σm, υ〉 ;
infine unmodello di Kripke esteso con cluster per una logica L e` una struttura
〈W,Σ1, . . . ,Σm, R1, . . . , Rn, υ〉 .
Utilizzeremo l’espressione L-modello per indicare indifferentemente uno
qualunque dei tre tipi di modello per la logica L. L’appropriata nozione di
L-modello per la logica L e` ottenuta imponendo delle condizioni alle varie
relazioni di accessibilita` e ai vari elementi della struttura.
40Per ulteriori aspetti della semantica per le logiche modali si vedano: (Lemmon
and Scott 1977, Hughes and Cresswell 1968, Hughes and Cresswell 1984,
Segerberg 1971, Bowen 1979, Gabbay 1976, Chellas 1980, van Benthem 1984).
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Le logiche MM
Con logiche MM denoteremo tutte quelle logiche che sono ottenute com-
binando, o fondendo, tra loro piu` logiche modali senza assiomi o regole
d’inferenza che stabiliscono rapporti fra le varie modalita`.
Siano L1, . . . , Ln n logiche con operatori modali distinti e siano A
i
1, . . . , A
i
m
e <i1, . . . ,<ik, 1 ≤ i ≤ n gli assiomi e le regole d’inferenza della logica Li;
MM = L1, . . . , Ln risulta quindi da:⋃
1≤i≤n
Ai1, . . . , A
i
m
e ⋃
1≤i≤n
<i1, . . . ,<ik .
Supponiamo di voler combinare tra loro due logiche modali, diciamo una
modalita` epistemica 21 di tipo D45 e una deontica 22 di tipo D; una logica
siffatta, chiamiamola ED, e` in grado di esprimere e formalizzare concetti
concernenti la conoscenza di obblighi (se un’agente sa che A e` obbligatorio,
allora crede che A sia anche permesso) e obblighi di conoscenza (esempi di
obblighi di conoscenza sono gli avvisi di garanzia, o piu` in generale le notifi-
cazioni e i famosi “Miranda warnings” del diritto statunitense). Similmente
si possono combinare logiche temporali e logiche deontiche per rappresentare
anche l’aspetto temporale del diritto.
Semanticamente le logiche MM sono caratterizzate da modelli di Kripke
estesi dove ogni Ri e` la relazione di accessibilita` che caratterizza la rispettiva
logica Li. La completezza e altre proprieta` semantiche del sistema risultante
dipenderanno dall’essere godute singolarmente dai sistemi componenti41.
La logica S5A
La logica modale S5A e` ottenuta aggiungendo al linguaggio della logica mo-
dale monadica un operatore di attualita` 4 con il significato inteso che la
formula vale nel mondo attuale. Questa logica e` stata sviluppata da Meyer
and van der Hoek (1992) allo scopo di rappresentare la conoscenza di un osser-
vatore onnisciente esterno che ragiona sulle conoscenze di un osservatore non
monotonico. Infatti questo osservatore e` in grado di stabilire se un’asserzione
41Su questo punto si veda (Gabbay 1996c, Kracht 1995, Kracht and Wolter 1991,
Wolter 1997).
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e` certa o necessaria, possibile, e se e` vera nel mondo attuale; inoltre, questa
logica, puo` rappresentare la conoscenza diretta di un osservatore interno42.
L’insieme delle formule ben formate di S5A consiste in (i) tutte le formule
ben formate modali (ii) tutte le formule della forma 4A dove A stessa e` una
fbf. S5 e` assiomatizzata come segue:
1. tutti gli assiomi di S5
2. 4(A ∧B) ≡ (4A ∧4B);
3. 4¬A ≡ ¬4A;
4. 2A→4A;
5. 4A→ 24A .
La semantica per S5A sara` quindi nei termini di un modello misto S5-D45,
S5A-modello, 〈W,R,A, υ〉 dove W e` un insieme non vuoto di mondi, R e`
una relazione di equivalenza su W , A e` una funzione costante in W tale che
A ⊆ R, ∃!a ∈ W : ∀w ∈ W,wAa ;
υ e` l’usuale funzione di valutazione con la seguente clausola addizionale:
υ(4A,w) = T ⇐⇒ ∀a ∈ W : wAa, υ(A, a) = T .
E` facile vedere che A risulta seriale, transitiva ed euclidea.
Teorema 2.11. S5A e` caratterizzata dalla classe degli S5A-modelli43.
La logica S5P(n)
Similmente alla logica S5A del paragrafo precedente S5P(n) e` una estensione
di S5 intesa a rappresentare le conoscenze e credenze di un osservatore inter-
no. A tal fine vengono introdotti nel linguaggio n operatori modali P1, . . . , Pn
che indicano che una formula vale in un insiemi di mondi “preferiti”. L’insie-
me di formule di questa logica e` ottenuto dall’insieme di formula di S5 con
l’aggiunta delle formule del tipo PiA, (1 ≤ i ≤ n). S5P(n) e` assiomatizzata
dagli assiomi di S5 piu` i seguenti:
42(Meyer and van der Hoeck 1992)
43Per la dimostrazione si veda (Meyer and van der Hoeck 1992).
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1. 2PiA ≡ PiA;
2. ¬Pi⊥ → (PiPjA ≡ PjA);
3. ¬Pi⊥ → (Pi2A ≡ 2A);
4. 2A→ PiA(1 ≤ i ≤ n).
La semantica per S5P(n) viene data nei termini di un modello misto del
tipo S5-K45 (in breve S5P(n)-modelli) 〈W,Σ1, . . . ,Σn, R,R1, . . . , Rn, υ〉 dove
Σi ⊂ W , sono sottoinsiemi (anche vuoti) di mondi preferiti; Ri = Σ×Σi ⊂ R
sono relazioni binarie transitive ed euclidee in Σi; e R e` una relazione di
equivalenza inW υ e` l’usuale funzione di valutazione con la seguente clausola
addizionale:
υ(PiA,w) = T ⇐⇒ ∀x ∈ Σi : wRix, υ(A, x) = T.
Teorema 2.12. S5P(n) e` caratterizzata dalla classe degli S5P(n)-modelli
44.
La logica H
La logica modale H, sviluppata da Schwind e Siegel (1993, 1994) per trat-
tare la nozione epistemica di ipotesi e quindi per trattare il ragionamento
per default, e` ottenuta aggiungendo l’operatore modale [H]. L’insieme di
formule di Hinclude tutte le formule modali piu` le formule delle forma [H]A.
L’operatore d’“ipotesi” H e` definito come il duale di [H]. In questa acce-
zione HA significa che A e` un’ipotesi (di conseguenza [H]A significa che ¬A
non e` un’ipotesi). Questa logica e` assiomatizzata con gli assiomi e le regole
d’inferenza di T , per quanto riguarda 2, e dai seguenti assiomi:
1. 2A→ [H]A
2. [H](A→ B)→ ([H]A→ [H]B).
H risulta pertanto una logica multimodale di tipo K/T dove gli operatori
2 e il suo duale 3 si comportano come modalita` di tipo T , mentre l’operatore
d’ipotesi H e il suo duale [H] si comportano come modalita` di tipo K. In
base a queste considerazioni la semantica per H risultera` in un modello del
tipo (H-modello)
〈W,R1, R2, υ〉
44Per la dimostrazione si veda (Meyer and van der Hoeck 1992).
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in cui W e` un insieme non vuoto di mondi; R2 ⊂ W ×W e` una relazione
binaria riflessiva inW , R1 ⊂ W ×W e` una relazione binaria inW e R1 ⊂ R2;
υ e` l’usuale funzione di valutazione con le seguenti due clausole aggiuntive
per [H] e 2:
υ([H]A, u) = T ⇐⇒ ∀z ∈ W : uR1z, υ(A, z) = T,
υ(2A, u) = T ⇐⇒ ∀z ∈ W : uR2z, υ(A, z) = T.
Teorema 2.13. He` caratterizzata dalla classe dei H-modelli45.
La logica JP
Questa logica e` stata sviluppata da Jones e Po¨rn46 al fine di avere un sistema
che permettesse sia l’inferenza fattuale (factual detachment) che l’inferen-
za deontica (deontic detachment); inoltre consente di definire diversi tipi di
obbligo — obbligo ideale e obbligo sub-ideale — ovviando cos`ı all’inconve-
niente del collasso dell’obbligo sulla necessita` logica del sistema in questione
(necessita` deontica).
In particolare JP e` in grado di trattare sia situazioni ideali sia situazio-
ni ideali, situazioni cioe` in cui viene ammesso un certo grado di violazione
rispetto a quello che si considera il modello ideale. Infatti, come e` messo in
luce da Kelsen
La scienza giuridica, descrivendo la validita` di un ordinamento
giuridico, non asserisce che cosa accade regolarmente, ma che cosa
deve accadere secondo un certo ordinamento giuridico (Kelsen
1989, 458).
Formalmente JP e` una logica multimodale normale formata a partire da
una logica deontica almeno di tipo D, ma non di tipo T con l’aggiunta,
accanto agli usuali operatori deontici Oi e Pi, degli operatori Os e Ps. Oi e Pi
mantengono la loro usuale lettura, vale a dire OiA (PiA), rispetto al mondo
w significa: A vale in tutti i mondi (almeno un mondo) che sono (e`) una
versione ideale di w, o equivalentemente A e` obbligatorio (permesso) nelle
situazioni che sono ideali rispetto il mondo dato. OsA (PsA), rispetto a un
45Per la dimostrazione si veda (Siegel and Schwind 1993, Schwind and Siegel
1994).
46(Jones and Po¨rn 1985, Jones and Po¨rn 1986)
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mondo w, significa: A vale in tutti i mondi (almeno un mondo) che sono (e`)
una versione sub-ideale di w, o equivalentemente A e` obbligatorio (permesso)
nelle situazioni che sono subideali rispetto al mondo dato.
JP ci consente di definire le seguenti nozioni:
• NDA =df (OiA ∧ OsA) (Necessita` deontica)
• OTA =df (OiA ∧ Ps¬A) (Dovere)
Gli operatori Oi, Pi, Os e Ps si comportano come normali modalita` di tipo
D. Un modello M per JP e` quindi una struttura
M = 〈W,Ri, Rs, υ〉
doveW e` un insieme non vuoto di mondi, Ri, Rs ⊆ W×W sono due relazioni
binarie seriali (non riflessive) in W , che vengono iterpretate come: wRiv = v
e` una versione ideale di w, e wRsv = v e` una version sub-ideale di w, soggette
alle seguenti condizioni
C1: Ri ∩Rs = ∅
C2: {〈w,w〉 : w ∈ W} ⊆ Ri ∪Rs47
vale a dire che non esiste alcun mondo (situazione) che sia allo stesso tempo
una versione ideale e una versione sub-ideale di un’altro mondo e che ogni
mondo o e` una versione ideale di se stesso o e` una versione sub-ideale di se
stesso; da ora in poi utilizzeremo le espressioni mondo ideale (sub-ideale) al
posto di mondo ideale (sub-ideale) rispetto a un dato mondo.
La funzione di valutazione v e` caratterizzata dalle seguenti clausole per
gli operatori deontici:
v(OiA, v) = T ⇔ ∀v ∈ W : wRiv → v(A, v) = T
47Questa condizione e` stata abbandonata in (Jones 1991); in questo modo un mon-
do puo` essere sia una versione ideale sia una versione sub-ideale di se stesso. Riteniamo
tuttavia che una migliore soluzione sia quella di parametrizzare l’idealita` e la subidealita`
rispetto l’“oggetto d’interesse” (subject matter), si veda (Epstein 1990). Infatti una se-
zione del Codice di Procedura Penale e` dedicata ai reati connessi, in particolare in un
procedimento penale prove ottenute in altri procedimenti possono venire prese in conside-
razione solamente se vengono giudicate rilevanti per (o connesse con) il procedimento in
questione. Difficilmente un’infrazione per divieto di sosta verra` presa in considerazione in
un procedimento per omicidio.
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v(OsA, v) = T ⇔ ∀v ∈ W : wRsv → v(A, v) = T
Vale a dire, una formula OiA e` vera se e solo se A e` vera in tutti i mondi
che sono una versione ideale del mondo attuale; analogamente OsA e` vera
solamente se A e` vera in tutti i mondi che sono una versione ideale del mondo
attuale.
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CAPITOLO 3
Sistemi deduttivi indicizzati
3.1 Introduzione
Nel capitolo 1, in particolare nella sezione 1.3, abbiamo argomentato che
la logica si applica al diritto, e quindi all’informatica giuridica, in quanto
studio della nozione di conseguenza e di dimostrazione, e abbiamo sostenuto
che un sistema deduttivo indicizzato puo` fornire risposta alle esigenze che
si presentano in tali campi. In questo capitolo presenteremo un sistema
deduttivo indicizzato (KEM) per le logiche modali, e quindi per le logiche
deontiche, che, come vedremo, soddisfa i seguenti criteri:
1. Modularita`;
2. Flessibilita`;
3. Componibilita`;
4. Efficienza;
5. Naturalezza.
KEM e` un sistema di dimostrazione ad albero per le logiche modali, nello
spirito dei LDS, che sfrutta una base proposizionale (KE) piu` efficiente dei
tableaux1 e un sistema di indici per simulare il comportamento della relazione
di accessibilita` rispetto ai mondi possibili. Il “nocciolo inferenziale” di KEM
e` caratterizzato dalla combinazione di due regole strutturali, PB (principio
di bivalenza) e PNC (principio di non contraddizione), con un insieme di
regole di tableaux e deduzione naturale. La disciplina di indicizzazione E
fornisce i criteri per propagare gli indici in funzione delle regole utilizzate e,
insieme all’algebra degli indici A , permette di simulare il comportamento e
la struttura dei mondi nel modello.
1(D’Agostino 1990, D’Agostino and Mondadori 1994)
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Come abbiamo visto, un LDS e` costituito dalla tripla 〈S ,A ,E 〉 dove
S e` un linguaggio logico (connettivi, operatori, formule ben formate), A e`
un’algebra degli indici con le appropriate operazioni, e E e` la disciplina di
indicizzare formule di S rispetto a A , congiuntamente a regole di deduzione
che rispecchiano la propagazione degli indici in accordo con la semantica in-
tesa per la logica in questione. Nelle sezioni 3.2 e 3.3 introdurremo l’algebra
degli indici A di KEM , quindi nella sezione 3.4 presenteremo E . Dopo aver
definito i caratteri basilari del sistema deduttivo indicizzato KEM passe-
remo (sezione 3.5) a mostrare come ottenere diverse logiche modali, deon-
tiche e multimodali come coppie ordinate 〈`, LDS`〉, specificando le regole
di inferenza (`) e le operazioni sull’algebra (LDS`) che le caratterizzano.
Presenteremo quindi delle proprieta` delle operazioni dell’algebra degli indi-
ci (sezione 3.6) che ci serviranno per definire una procedura di ricerca per
la dimostrazione automatica (sezione 3.8) e per dimostrare (sezione 3.7) la
correttezza e completezza delle caratterizzazioni via KEM .
3.2 Linguaggio degli indici
Estendiamo il linguaggio della logica modale con i seguenti insiemi non vuoti:
• ΦiC = {wi1, wi2, . . . } (0 ≤ i ≤ n) insieme degli indici costanti di tipo i;
• ΦiV = {W i1,W i2, . . . } (0 ≤ i ≤ n) insieme degli indici variabili di tipo i.
Gli insiemi rispettivamente di indici costanti e variabili saranno cos`ı ottenuti:
ΦC =
⋃
i
ΦiC
ΦV =
⋃
i
ΦiV .
Da questi due insiemi costruiamo ricorsivamente l’insieme degli indici nel
seguente modo:
= =
⋃
1≤i
=i con =i :
=1 = ΦC ∪ ΦV ;
=2 = =1 × ΦC ;
=n+1 = =1 ×=n, (n > 1).
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Un indice cos`ı definito e` o un indice costante, o un indice variabile, o un
indice composto. Possiamo concepire un indice costante come un mondo
possibile dato in un modello di Kripke; un indice variabile, invece, denotera`
un qualunque mondo (tutti i mondi) in un modello di Kripke; infine, un
indice composto (k′, k) rappresentera` il mondo (i mondi) denotato (denotati)
da k′, e indichera` inoltre il mondo (i mondi), k, dai quali k′ e` accessibile.
In seguito utilizzeremo wn e Wm per indicare sia elementi di ΦC e di ΦV ,
senza interessarci del loro tipo, sia elementi di Φ0C e Φ
0
V ; il contesto in cui
appariranno chiarira` il loro uso.
Esempio 3.1. L’indice (W1, w1) rappresenta il percorso che ci conduce all’in-
sieme di mondi W1 accessibili da w1; l’indice (w2, (W1, w1))) rappresenta il
percorso che ci porta al mondo w2 accessibile da tutti i mondi accessibili da
w1, cioe`, w2 e` accessibile dal percorso (W1, w1).
Data una n-upla x1, . . . , xn utilizzeremo Π
i
n(x1, . . . , xn) per denotare la fun-
zione di proiezione rispetto l’i-esimo elemento dell’n-upla; cos`ı, per esempio,
Π1n(x1, . . . , xn) = x1 e Π
n
n(x1, . . . , xn) = xn.
D’ora in poi utilizzeremo le lettere i, j, k, . . . per indicare indici qualsiasi,
e ip, jq, kr, . . . per indici qualsiasi di tipo p, q, r, . . . .
Definizione 3.1. Per ogni indice i ∈ =, h(i) = Π1n(i); b(i) = Πnn(i);
chiameremo h(i) la testa di i, e b(i) il corpo di i.
Si noti che le nozioni di testa e di corpo sono ricorsive. Se b(i) denota il
corpo di i, b(b(i)) denotera` il corpo di b(i) (il corpo del corpo di i), b(b(b(i)))
il corpo di b(b(i)) (il corpo del corpo del corpo di i); e cos`ı via.
Esempio 3.2. Dato l’indice i = (w4, (W3, (w3, (W2, w1)))), abbiamo
b(i) = (W3, (w3, (W2, w1))),
b(b(i)) = (w3, (W2, w1)),
b(b(b(i))) = (W2, w1),
b(b(b(b(i)))) = w1.
Definizione 3.2. Chiameremo ogni b(i), b(b(i)), ecc., segmento di i e lo
denoteremo con s(i).
Ovviamente, per come sono costruiti gli indici e per la definizione di
corpo, ogni segmento e` un indice.
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Definizione 3.3. Sia L un insieme di indici. Diciamo che L′ e` la mappa di
L se
L′ = {i ∈ = : i = s(j), j ∈ L}
Definizione 3.4. Definiamo la lunghezza di un indice i, l(i), come il numero
di indici costanti e di indici variabili che lo compongono; formalmente l(i) =
n ⇔ i ∈ =n. Utilizzeremo sn(i) per denotare il segmento di i di lunghezza
n, vale a dire: sn(i) = s(i) tale che l(s(i)) = n; hn(i) indichera` la testa del
segmento di i di lunghezza n, cioe` h(sn(i)).
Definizione 3.5. Per ogni indice i, 1≤n≤ l(i), definiamo il controsegmento-n
di i come:
cn(i) = h(i)× (· · · × (hk(i)× (· · · × (hn+1(i), w0))))(n < k < l(i))
dove w0 e` un indice “dummy”.
Il controsegmento-n di un indice evidenzia cio` che rimane di un indice
dopo aver eliminato il segmento di lunghezza n. w0 e` un indice “segnaposto”
che verra` sostituito dall’indice appropriato laddove verra` applicata la nozione
di controsegmento. Ad esempio, nella stessa definizione di controsegmento,
w0 = s
n(i). Segue inoltre che se n = l(i), allora cn(i) = i = sn(i) e, di
conseguenza, in questo caso w0 = i.
Esempio 3.3. Dato l’indice i = (w4, (W3, (w3, (W2, w1)))), in base alle defini-
zioni appena date, la sua lunghezza l(i) e` 5, il suo segmento di lunghezza 3
e` s3(i) = (w3, (W2, w1), e il controsegmento-3 e` c
3(i) = (w4, (W3, w0)), dove
w0 = (w3, (W2, w1).
Per chiarire ulteriormente la nozione di controsegmento, che verra` usata
frequentemente nel prosieguo del presente lavoro, forniamo l’elenco compa-
rativo dei segmenti di i (colonna di sinistra) con i relativi controsegmenti
(colonna di destra)
s1(i) = w1 c
1(i) = (w4, (W3, (w3, (W2, w0))))
s2(i) = (W2, w1) c
2(i) = (w4, (W3, (w3, w0)))
s3(i) = (w3, (W2, w1)) c
3(i) = (w4, (W3, w0))
s4(i) = (W3, (w3, (W2, w1))) c
4(i) = (w4, w0)
infine
s5(i) = i c5(i) = w0
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Definizione 3.6. Un indice i e` ristretto se h(i) ∈ ΦC , altrimenti e` non
ristretto.
Definizione 3.7. Un indice i e` m-preferito se e solo se i ∈ =m dove
=m = {i ∈ = : h(i) e` wmj o Wmj , 1 ≤ m ≤ n} .
Definizione 3.8. Un indice i e` m-puro se e solo se ogni suo segmento e`
m-preferito.
Abbiamo anticipato che indici ristretti, come ad esempio (w4, (W3, w1)),
rappresentano un dato mondo, piu` precisamente il mondo denotato dalla te-
sta, mentre il corpo rappresenta il percorso di accessibilita` fra i mondi per
arrivare a tale mondo. Un indice non ristretto, (W2, w1), invece, sta per un
qualunque mondo accessibile dai suoi predecessori. E` importante notare che
nelle logiche che non contengono l’assioma D (e che quindi sono non seriali)
indici non ristretti possono non denotare alcun mondo. Le unificazioni che
definiremo del paragrafo 3.3 ci informano quando due indici denotano un
mondo in comune, o meglio (lemma 3.6), se l’intersezione degli insiemi di
mondi che essi denotano non e` vuota; questo e` possibile se tutti i simboli di
mondi sono denotanti. Tuttavia il risultato di unificazione conterra` delle va-
riabili di cui non sappiamo se denotano o meno l’insieme vuoto. Utilizzeremo
la notazione W ′n per indicare che l’indice di mondo variabile Wn e` denotan-
te. Estendiamo la notazione anche agli indici costanti tenendo presente che
wn = w
′
n dato che in ogni caso una costante e` denotante.
Definizione 3.9. Un simbolo di mondo e` denotante se e solo se appartiene
all’insieme Den = ΦC ∪ {W ′n : W ′n ∈ ΦV }.
Definizione 3.10. Un indice i e` m-ground (0 ≤ m ≤ n) se e solo se
∀s(i) : h(s(i)) 6∈ ΦmV ;
m-debolmente ground (0 ≤ m ≤ n) se e solo se ∃hp(i) : hp(i) ∈ ΦmV , allora
∃sj(i), j < p : hj(i) ∈ =m1 ∩Den; ground se e solo se e` m-ground per ogni m.
Definizione 3.11. Un indice i e` p, q-convergente in m se e solo se
∃sn(i) : hn(i) ∈ =m1 ∩Den, hn−p(i) ∈ ΦmV e hn−p−q(i) ∈ =m1 ∩Den .
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Un indice i e` p, q-strettamente convergente in m se e solo se e` p, q-convergente
in m e i controsegmenti cn−p(sn(i)) e cn−p−q(sn−p−1(i)) sono ground. Infine i
e` convergente se e solo se e` p, q-convergente per p, q = 1.2
Esempio 3.4. L’indice i = (W n4 , (w
m
3 , (w
k
2 , (W
m
1 , w
m
1 )))) e` 2, 1-convergente in
m; infatti b(i) e` ristretto e m-preferito, inoltre s2(i) = c2(b(i)) e` non ristretto
e m-preferito; s1(i) = c3(b(i)) e` ristretto e anch’esso m-preferito. Si noti
inoltre che i due controsegmenti in questione sono ground rendendo cos`ı i
2, 1-strettamente convergente.
Definizione 3.12. Dati due insiemi di indici L,L′ due indici i ∈ L e k ∈ L′
sono simili se
1. l(i) = l(k); e
2. hn(i) ∈ Φ∗ ⇐⇒ hn(k) ∈ Φ∗
Dati due insiemi di indici L,L′ due indici i ∈ L e k ∈ L′ sono strutturalmente
isomorfi se
1. sono simili, e
2. e date le coppie di indici simili i, k e i′, k′
hn(i) = hm(i′) ⇐⇒ hn(k) = hm(k′)
Abbiamo anticipato che indici ristretti, come ad esempio (w4, (W3, w1)),
rappresentano un dato mondo, piu` precisamente il mondo denotato dalla te-
sta, mentre il corpo rappresenta il percorso di accessibilita` fra i mondi per
arrivare al mondo denotato dalla testa. Un indice non ristretto, (W2, w1), in-
vece, sta per un qualunque mondo accessibile dai suoi predecessori. E` impor-
tante notare che nelle logiche che non contengono l’assioma D (e che quindi
sono non seriali) indici non ristretti possono non denotare alcun mondo.
2Si puo` estendere la definizione di p, q-convergenza anche al caso in cui i mondi “rile-
vanti” sono di tipo differente; nella stessa maniera si puo` tenere conto dei tipi di mondo
nei sotto percorsi che conducono ai mondi rilevanti.
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La maniera in cui abbiamo costruito gli indici a partire dagli insiemi delle
costanti e delle variabili impedisce che espressioni come, ad esempio,
i = (w2, (w1,W1)),
j = (W2, w2, (W1, w1)),
j′ = ((W2, w2), (W1, w1)),
k = (w2,W2, (W1, w1)),
k′ = ((w2,W2), (W1, w1))
siano indici: la prima non e` un indice, dato che s1(i) = W1,
3 mentre la defini-
zione di un indice richiede che il segmento iniziale di un indice di lunghezza
superiore ad 1 sia una costante; j e k non sono indici dato che non sono
coppie ordinate, mentre j′ e k′, pur essendo coppie ordinate, non sono indici
dato che h(j′), h(k′) 6∈ =1; j e k inoltre sarebbero di lettura ambigua una vol-
ta interpretati: se denotano, rispettivamente, “tutti i mondi accessibili dal
mondo w2, accessibile a sua volta da tutti i mondi accessibili da w1”, e “il
mondo w2 accessibile da tutti i mondi accessibili da tutti i mondi a loro volta
accessibili da w1” la loro lettura corrisponde a quella intesa per gli indici e
quindi la loro formulazione corretta e`
j = (W2, (w2, (W1, w1)))
e
k = (w2, (W2, (W1, w1))) ;
tuttavia essi possono venire letti differentemente, vale a dire “tutti i mon-
di accessibili da w1, (W1, w1) accedono a tutti i mondi accessibili da w2,
(W2, w2)” e “tutti i mondi accessibili da w1, (W1, w1) accedono a w2, siccome
w2 e` un mondo a cui tutti i mondi accedono”. Questa ultima lettura cor-
risponde rispettivamente alla lettura di j′ e di k′. Dato che lavoreremo con
logiche modali “standard”, non avremo bisogno di tali indici. Infatti Russo
(1996) ha dimostrato che una logica modale indicizzata con configurazione
3Un indice siffatto significherebbe in effetti che un dato mondo e` accessibile da tutti i
mondi del modello. La principale causa di esclusione di un indice del genere risiede nel
fatto che KEM e` un metodo di dimostrazione per refutazione, e che per dimostrare che
una formula e` una contraddizione in un qualche sistema modale, e` sufficiente mostrare
che non esiste un mondo, in un modello caratterizzante il sistema in questione, in cui la
formula e` vera.
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iniziale di un singolo mondo e` equivalente al rispettivo sistema hilbertiano.
Indici composti come j′ e k′ risultano utili, e fondamentali, quando si trattano
logiche ottenute combinando logiche a livelli differenti4.
Dicendo che un indice i e` m-ristretto intendiamo che il mondo denotato
dalla testa dell’indice o e` un mondo di tipo m o e` accessibile dal corpo in
virtu` della relazione di accessibilita` Rm, dove i tipi di mondi e le relazioni di
accessibilita` saranno in funzione della logica e del modello in questione. Per
esempio, l’indice (wm2 , w1) potrebbe significare che il mondo w2 e` accessibile
in virtu` della relazione Rm da w1.
Un indice m-ground, ad esempio k = (W n1 , (w
m
2 , w1)), ci dice che l’indice
non contiene istanze di segmenti m-preferiti non ristretti; si noti che k non e`
n-ground per la presenza diW n1 , mentre e` p-ground dato che non ci sono istan-
ze di indici variabili di tipo p. La nozione di indice m-debolmente ground,
come, ad esempio, l’indice k = (Wm2 , (W
n
1 , (w
m
2 , w1))), e` intesa significare che
la classe di mondi di tipo m non e` vuota5.
La nozione di indice p, q-convergente e` intesa a determinare se un percorso
di accessibilita` ha qualche passaggio obbligato, o, altrimenti, se tutti i mondi
visibili in p passi da un dato mondo convergono in q passi in un singolo
mondo.
3.3 Unificazioni
Nel corso delle dimostrazioni dovremo manipolare, oltre alle unita` dichia-
rative, anche gli indici. L’indice corrisponde alla struttura semantica del-
la logica in questione; avremo bisogno quindi di uno strumento di calcolo
che ci permetta di stabilire quando due indici denotano uno stesso mondo.
Chiameremo unificazione l’operazione che ci permette di determinare se le
4Sulla combinazione di logiche si veda (D’Agostino and Gabbay 1996, Gabbay
1996c, Gabbay 1996b).
5In questo lavoro tratteremo unicamente la nozione di indice post m-debolmente
ground. Tuttavia, tale nozione puo` essere facilmente modificata in quella di pre m-
debolmente ground. La prima significa che se in una data posizione in un indice, in una
catena di mondi in relazione di accessibilita` tra loro, compare un indice m-preferito, da tal
punto in poi saremo sicuri che tutte le occorrenze successive di indici di tipo m saranno
denotanti. D’altra parte, la nozione di pre m debolmente ground ci garantisce che fino ad
un certo punto tutte le occorrenze di indici di tipo m saranno denotanti. Ovviamente tali
nozioni sono strettamente correlate con le relazioni di accessibilita` corrispondenti.
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denotazioni dei due indici hanno un mondo in comune. Ovviamente, tale
operazione dipendera` dalle caratteristiche della logica considerata. Infatti,
come abbiamo visto, la logica modale e` modulare, nel senso che ogni as-
sioma caratteristico determina una condizione particolare sulla relazione di
accessibilita`, cos`ı che combinando diversamente gli assiomi otteniamo diverse
logiche caratterizzate semanticamente dall’unione delle condizioni sulle rela-
zioni caratteristiche associate ai vari assiomi6. Di conseguenza, costruiremo
una unificazione per ogni assioma. Chiameremo queste unificazioni unifica-
zioni “alte” e le indicheremo con σA, dove A e` il nome dell’assioma. Dopo
aver costruito le unificazioni alte potremo combinarle tra loro in una unica
unificazione, corrispondente alla relazione d’accessibilita` che caratterizza la
logica ottenuta combinando i rispettivi assiomi. Chiameremo queste ultime
unificazioni unificazioni “basse” e le simbolizzeremo con σL, dove L e` il nome
della logica.
Definizione 3.13. (Sostituzione di mondi) Definiamo la sostituzione di mon-
di come una funzione θ : ΦC × ΦV 7→ = nel seguente modo:
θ(i) =
i i ∈ ΦCj ∈ =k i ∈ ΦkV
Definizione 3.14. (Sostituzione di indici) Definiamo la sostituzione di indici
come una sequenza di funzioni cos`ı definita: ρ : = 7→ = tale che
ρ1(i) = θ1(i) i ∈ =1
ρ2(i) = (θ2(h(i)), ρ1(b(i)) i ∈ =2
ρn(i) = (θn(h(i)), ρn−1(b(i))) i ∈ =n
A partire dalla sostituzione ρ costruiamo l’unificazione σ (σ-unificazione),
l’unificazione in base alla quale poi costruiremo tutte le unificazioni alte, come
segue:
Definizione 3.15. ∀i, k ∈ =
(i, k)σ = ρ(i) ⇐⇒ ∃ρ : ρ(i) = ρ(k)
6(Chellas 1980)
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in particolare stabiliamo che, se l = (i, k)σ, allora
hn(l) =

hn(k) hn(k) ∈ Den
hn(i)′ k ∈ ΦV
hn(k)′ i ∈ ΦV , l(k) > 1
hn(i)′ altrimenti
In questo modo cogliamo la natura “molteplice” degli indici variabili. Infatti,
secondo l’interpretazione che ne abbiamo dato, essi rappresentano un insieme
di mondi; quindi due indici come (W1, (w2, w1)) e (w3, (W1, w1)) unificano.
Qui W1 rappresenta un insieme di mondi, l’insieme di mondi “visibili” da
w1 che coincide con insieme di mondi visibili da w2; dall’unificazione sap-
piamo che w2 e w3 sono elementi di questo insieme. Se avessimo concepito
l’unificazione come semplice sostituzione i due indici non avrebbero unificato
dato che avremmo dovuto sostituire uniformemente W1 o con w2 o con w3,
ottenendo due indici differenti.
Utilizzeremo la notazione (i, k)σ per indicare sia che i e k σ-unificano, sia
il risultato della loro unificazione.
Nel paragrafo 3.5 definiremo formalmente le unificazioni alte corrispon-
denti ai vari assiomi (σA-unificazioni), a partire dalle quali otterremo l’u-
nificazione composta σA1···An che verra` utilizzata per costruire l’unificazione
della logica L = A1 · · ·An (σL-unificazione).
Definizione 3.16. ∀i, k ∈ =
(i, k)σA1···An =

(i, k)σA1 se C1
...
...
(i, k)σAn se Cn
dove C1, . . . , Cn sono condizioni che variano da logica a logica
7.
Definizione 3.17. ∀i, k ∈ =
(i, k)σL =
(cn(i), cm(k))σA1···An(i, k)σA1···An
dove w0 = (s
n(i), sm(k))σL e A1 · · ·An sono i nomi degli assiomi che caratte-
rizzano L.
7Le varie condizioni C1, . . . , Cn verranno fornite nel paragrafo 3.5.
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Tuttavia, per alcune logiche daremo delle σL-unificazioni specializzate che
non ricalcano lo schema generale esposto nella definizione 3.17.
3.4 Regole di inferenza
Classificheremo le regole di inferenza di KEM a seconda del loro significato
e del loro comportamento. Esse saranno quindi classificate come strutturali,
se prescindono dal “significato” degli operatori e connettivi che compaiono
nelle premesse, altrimenti come non strutturali. Le regole non strutturali
rispecchieranno il “significato” degli operatori e connettivi coinvolti, mentre
quelle strutturali rispecchieranno condizioni particolari che caratterizzano la
semantica della logica in questione8.
In seguito utilizzeremo una particolare notazione, conosciuta come nota-
zione uniforme9, che raggruppa classi di formule a seconda del loro compor-
tamento vero-funzionale. Per prima cosa scriveremo una formula con il suo
valore di verita` nel seguente modo: se il valore di verita` della formula A = V
indicheremo questo fatto con TA, se il valore di A e` falso scriveremo FA.
Inoltre, dato che ci interessiamo al calcolo proposizionale classico, avremo
che T¬A = FA e F¬A = TA.
Classificheremo le formule in: formule di tipo α — che sono le formule
che si comportano come congiunzioni vere —, e formule di tipo β — che sono
equivalenti a disgiunzioni vere.
Abbiamo cos`ı la classificazione rappresentata dalle seguenti tavole:
α α1 α2
TA ∧B TA TB
FA ∨B FA FB
FA→ B TA FB
F¬A TA TA
β β1 β2
FA ∧B FA FB
TA ∨B TA TB
TA→ B FA TB
T¬A FA FA
α1, α2, β1, β2 sono le componenti della formula data; esse compaiono con il
valore per cui la formula data assume il valore T o F . Con XC , la comple-
mentare o coniugata di X, indicheremo la formula ottenuta da X cambiando
il segno, vale a dire cambiando T in F e F in T , per cui se X = TA allora
XC = FA.
8(Dosˇen 1993, Gabbay 1996b, Prawitz 1965, D’Agostino and Gabbay 1994)
9(Smullyan 1968b)
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Uno dei vantaggi di questa notazione e` quello di essere economica; infatti
la sua adozione ci consentira` di scrivere solamente regole per le formule di
tipo α e di tipo β al posto delle regole per la congiunzione, disgiunzione,
implicazione.
Forniamo ora alcune relazioni intercorrenti tra le formule di tipo α e di
tipo β:
α = βC α1 = β
C
1 α2 = β
C
2
β = αC β1 = α
C
1 β2 = α
C
2 .
Esempio 3.5. Se α = TA∧B allora α1 = TA e α2 = TB, quindi αC = FA∧B
da cui αC1 = FA e α
C
2 = FB; d’altra parte sappiamo che FA ∧ B e` di tipo
β; quindi le sue componenti saranno β1 = FA e β2 = FB cos`ı che α1 = β
C
1
e α2 = β
C
2 .
Estendiamo la notazione uniforme alle formule modalizzate generalizzan-
do la notazione uniforme per le logiche modali10.
νi ν0
T2iA TA
F3iA FA
pii pi0
F2i FA
T3iA TA
Estendiamo la definizione di formule complementari alle formule modalizzate
come riportato nella seguente tabella:
X XC
T2iA F2iA T3i¬A
F3iA T3iA F2i¬A
F2iA T2iA F3i¬A
T3iA F3iA T2i¬A
Una formula di tipo νi avra` come complementari le formule pii tali che pi0 e`
complementare di ν0; analogamente, le complementari di una formula di tipo
pii saranno le formule di tipo νi tali che il loro ν0 e` complementare a pi0.
Forniamo anche per le formule di tipo ν e pi le relazioni che intercorrono
tra esse:
ν = piC ν0 = pi
C
0
pi = νC pi0 = ν
C
0 .
10Per una esposizione della notazione uniforme in logica modale si veda (Fitting 1983).
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Le regole di inferenza saranno definite per formule segnate indicizzate cos`ı
definite:
Definizione 3.18. Una formula segnata indicizzata (LS-formula) e` un’e-
spressione della forma SA, i in cui S ∈ {T, F}, A e` una fbf modale e i ∈ =.
Chiameremo SA unita` dichiarativa e i indice.
Possiamo interpretare una LS-formula come una informazione sul valore
(segno) di una formula nel mondo denotato dall’indice.
Definizione 3.19. Due LS-formule, X, i e Y, k sono σL-complementari se
Y = XC e (i, k)σL.
In seguito dimostreremo (vedi teorema 3.6) che, se due indici σL-unificano,
l’intersezione delle loro denotazioni non e` vuota; questo comporta che due for-
mule σL-complementari comportano una contraddizione nel mondo comune
ai due indici.
Uno dei vantaggi di operare con LS-formule consiste nel poter fare in-
ferenze o solo sulle unita` dichiarative o solo sulla parte indicizzata, o su
entrambe. Cos`ı, ad esempio, potremmo inferire la chiusura di un ramo per-
che´ otteniamo due formule σL-complementari, oppure perche´ otteniamo un
indice (un mondo) che non puo` esistere data una certa configurazione del
modello11.
3.4.1 Regole strutturali
Le due regole strutturali basilari che utilizzeremo, e che varranno per tutte
le logiche che considereremo nel presente lavoro, sono formulate come segue.
X, i XC , i
[i ristretto] (PB)
Questa regola corrisponde al principio del terzo escluso, o principio di biva-
lenza, da cui prende il nome, ed e` il corrispettivo semantico del taglio12. Essa
afferma che una formula o e` vera o e` falsa nel mondo associato all’indice i.
E` importante notare che PB e` una regola a 0-premesse ed e` l’unica regola di
ramificazione di KEM .
X, i
XC , k
× [(i, k)σL] (PNC)
11(Russo 1996)
12(D’Agostino and Mondadori 1994)
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Questa regola prende il nome dal principio di non contraddizione e com-
porta la chiusura di un ramo ogni qualvolta abbiamo due formule σL-
complementari, cioe` quando in un mondo abbiamo una formula e la sua
negazione.
Esempio 3.6.
1.T2A, (w2, w1)
2.T2A, (w2, w1) 3.F2A, (w2, w1)
×
In questo esempio la formula 1 si suppone data; dato che PB e` una regola
a 0 premesse possiamo applicarla a ogni passo di una dimostrazione. La
applichiamo al passo 2, 3 rispetto alla formula 2A e indice (w2, w1); a questo
punto nel ramo di destra abbiamo due formule σL-complementari e possiamo
quindi chiudere il ramo con una applicazione di PNC.
Altre regole strutturali verranno utilizzate per rappresentare particolari
condizione caratterizzanti semanticamente alcune logiche.
3.4.2 Regole non strutturali
Le regole non strutturali descrivono il comportamento e il significato degli
operatori e connettivi coinvolti. Esse sono definite come segue.
α, k
α1, k
α, k
α2, k
(α)
Le regole α (o α-regole) corrispondono alle regole lineari dei tableaux e
alla eliminazione della congiunzione della deduzione naturale13; l’indice ri-
mane immutato nel passaggio dalla premessa alla conclusione in quanto la
congiunzione viene valutata localmente.
Un esempio di applicazione della regola α e` il seguente:
FA ∨2B, (W1, w1)
FA, (W1, w1)
(3.1)
In 3.1 l’unita` dichiarativa della premessa α, k = FA ∨ 2B, (W1, w1) e` una
formula di tipo α, quindi possiamo applicare la regola α rispetto il primo
13Piu` precisamente alla eliminazione di un connettivo che all’interno della formula
segnata si comporta semanticamente come la congiunzione.
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componente, α1, ottenendo cos`ı FA, (W1, w1).
β, j
βC1 , k
β2, (j, k)σL
[(j, k)σL]
β, j
βC2 , k
β1, (j, k)σL
[(j, k)σL] (β)
Le regole β (o β-regole) non hanno un corrispettivo nei tableaux ma corri-
spondono a ben noti schemi inferenziali come il modus ponens, modus tollens,
e sillogismo disgiuntivo. Nella deduzione naturale questi schemi corrispon-
dono alla eliminazione del condizionale14. Il fatto di essere una regola a 2
premesse, e il comportamento dei connettivi, comporta che gli indici delle
due premesse devono σL-unificare, vale a dire bisogna che esista un mondo
rispetto al quale possiamo applicare la regola d’inferenza localmente. Ad
esempio in
F3A ∧B, (w3, (W1, w1))
T3A, (W2, (w2, w1))
FB, (w3, (w2, w1))
(3.2)
gli indici (w3, (W1, w1)) e (W2, (w2, w1)) σ-unificano con la sostituzione ρ :
W1 7→ w2,W2 7→ w3; quindi possiamo applicare la regola β localmente
rispetto all’indice (w3, (w2, w1)) ottenendo FB, (w3, (w2, w1)).
νi, k
ν0, (k′, k)
[k′ nuovo e k′ ∈ ΦiV ] (νi)
Le regole νi (o νi-regole) corrispondono alla eliminazione del necessario dei ta-
bleaux e della deduzione naturale, e simulano esattamente il comportamento
semantico degli operatori modali coinvolti. Ad esempio
T2(A→ B), (W2, (w2, w1))
TA→ B, (W3, (W2, (w2, w1))) (3.3)
Nell’inferenza 3.3 abbiamo eliminato 2 e abbiamo esteso l’indice dell’ante-
cedente con un indice variabile nuovo, W3, dove “nuovo” significa che non
appare nei passi precedenti della dimostrazione.
pii, k
pi0, (k′, k)
[k′ nuovo e k′ ∈ ΦiC ] (pii)
Analogamente alle regole νi, le regole pii (o pii-regole) corrispondono all’e-
liminazione del possibile, e simulano il comportamento semantico di T3iA
14Vedi nota 13.
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e F2iA, richiedendo che l’eliminazione dell’operatore comporti l’estensio-
ne dell’indice con un indice costante che non appare precedentemente nella
dimostrazione, come esemplificato in 3.4.
F2(A→ B), (W2, (w2, w1))
FA→ B, (w3, (W2, (w2, w1))) (3.4)
3.5 Caratterizzazione delle logiche via KEM
In questo paragrafo forniremo una caratterizzazione delle logiche modali via
il sistema KEM . Una logica verra` caratterizzata da un insieme di regole
di inferenza e da unificazioni; nel paragrafo 3.7 mostreremo che la carat-
terizzazione qui offerta da` origine a sistemi deduttivamente equivalenti ai
rispettivi sistemi hilbertiani e nel paragrafo 3.6 mostreremo alcune proprieta`
delle σL-unificazioni.
A seconda della lunghezza degli indici otterremo unificazioni che potranno
essere differenti pur utilizzando lo stesso schema. Per distinguere questi casi
utilizzeremo la seguente notazione: sia i ∈ =1 e k ∈ =
(i; k) =
i× k se h(k) 6= ik se h(k) = i
In pratica se i = w2 e k = (W1, w1), allora (i; k) = (w2, (W1, w1)); se i = w2
e k = (w2, w1), allora (i; k) = (w2, w1).
3.5.1 Logiche modali
Tutte le logiche dei paragrafi successivi sono caratterizzate dalle regole α, β,
νi, pii, PNC e PB, e si differenziano per le σL-unificazioni.
La logica K
La logica K e` la piu` piccola logica modale normale ed e` caratterizzata dall’as-
sioma K. Per la caratterizzazione via KEM , la logica K impone la seguente
restrizione su PB: l’indice rispetto al quale PB si applica deve essere gia`
presente nella dimostrazione15.
15Questa condizione vale per tutte le logiche che non contengono l’assioma D.
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Le unificazioni caratteristiche saranno:
(i, k)σK = (i, k)σ (σK)
dove ∀n > 1, hn(i) o hn(k) ∈ Den.
Esempio 3.7. Gli indici
(W2, (w2, w1)) (w3, (W1, w1))
σK-unificano in (w3, (w2, w1)), dato che
(W2, w3)σ = w3 (w2,W1)σ = w1 (w1, w1)σ = w1;
infatti, in tutti i casi almeno uno dei due simboli e` una costante. Gli indici
(W3, (w3, (W1, w1))) (W
′
4, (W2, (w2, w1)))
σK-unificano, dato che le teste sono due variabili con W ′4 ∈ Den, inoltre
((w3, (W1, w1)), (W2, (w2, w1)))σ
K .
Per K non abbiamo bisogno di definire una unificazione alta composta
dato che k e` caratterizzata da un unico assioma modale, inoltre l’unificazione
alta e quella bassa coincidono.
(i, k)σK = (i, k)σ
K (σK)
Intuitivamente: gli indici denotano mondi possibili con i “percorsi di acces-
sibilita`” attraverso i quali e` possibile arrivarvi. Come abbiamo visto, K non
e` caratterizzata da nessuna relazione di accessibilita` particolare, quindi si
puo` dire che non esistono “scorciatoie” per passare da un mondo all’altro,
cosa che viene simulata dalla σK-unificazione. Essa infatti controlla, passo
a passo, che due percorsi siano lo stesso percorso; inoltre si assicura, con la
condizione che almeno una delle due teste sia una costante, che non arri-
viamo in un vicolo cieco, dato che la denotazione di due indici non ristretti
puo` essere vuota: le assunzioni sul modello non garantiscono che ogni mondo
“veda” degli altri mondi.
Si noti che l’identita` di due indici non e` una condizione sufficiente per ga-
rantire la loro σK-unificazione. Infatti, per esempio, (W1, w1) non σ
K-unifica
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con se stesso, dato che (W1,W1) non contiene nessuna costante. Questo fatto
prova inoltre che nessuna formula della forma 3A e` un teorema di K:
1. F3(A→ A) w1
2. FA→ A (W1, w1)
3. TA (W1, w1)
4. FA (W1, w1)
Esempio 3.8. Forniamo di seguito la dimostrazione della formula 2(A →
B)→ (2A→ 2B)
1. F2(A→ B)→ (2A→ 2B) w1
2. T2(A→ B) w1
3. F2A→ 2B w1
4. T (A→ B) (W1, w1)
5. T2A w1
6. F2B w1
7. TA (W2, w1)
8. FB (w2, w1)
9. FA (w2, w1)
10.× (w2, w1)
I passi (1)–(8) non comportano particolari difficolta`, corrispondendo ai passi
ottenibili con le usuali regole di espansione dei tableaux. Notiamo a questo
punto che l’unica formula che non abbiamo ancora analizzato e` una formula di
tipo β, (4), e abbiamo le coniugate delle sue componenti ((7) e (8)); per poter
applicare una regola β dobbiamo controllare che i loro indici σK-unificano con
l’indice di (4). L’unificazione degli indici di (4) e (7) fallisce, proviamo quindi
a vedere se la seconda coppia di indici σK-unifica. Cio` avviene e possiamo
cos`ı applicare la regola β al passo (9). A questo punto tutte le formule sono
state analizzate; notiamo che ci sono due formule complementari, (7) e (9);
per poter inferire la chiusura dell’albero dobbiamo controllare che i loro indici
σK-unifichino. I loro indici σK-unificano e pertanto l’albero e` chiuso.
La logica D
D e` ottenuta da K aggiungendo l’assioma D che, come abbiamo visto, com-
porta la serialita` del modello. Dobbiamo pertanto definire una unificazione
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che, in regime di serialita`, ci dica quando l’intersezione delle denotazioni di
due indici non e` vuota.
(i, k)σD = (i, k)σ (σD)
E` facile verificare che la σK-unificazione (e quindi σK) e` una restrizione del-
la σD-unificazione, pertanto la σKD coincide con σD e, in virtu` di questa
proprieta` abbiamo16:
(i, k)σD =
(i, k)σD(cn(i), cm(k))σD (σD)
con w0 = (s
n(i), sm(k))σD.
Esempio 3.9. Gli indici
i = (w2, (W2, w1)) j = (W3, (W1, w1))
σD-unificano su
(w2, (W
′
1, w1)) = ρ(i) = ρ(j)
con la sostituzione
ρ =W1 7→ W1,
W2 7→ W1,
W3 7→ w2 .
Possiamo ripetere per D la spiegazione intuitiva dell’unificazione data per
K, tenendo comunque presente che non avremo mai “vicoli ciechi” data la
serialita` del modello e, quindi, possiamo sempre unificare due variabili17.
Esempio 3.10. Forniamo di seguito la dimostrazione dell’assioma D.
1. F2A→ 3A w1
2. T2A w1
3. F3A w1
4. TA (W1, w1)
5. FA (W2, w1)
6.× (W2, w1)
La σD-chiusura del ramo segue immediatamente da (4) e (5) che sono
formule σD-complementari, in quanto i loro indici σD-unificano.
16Per tutte leKD logiche considereremo la σK-unificazione inclusa nella σD-unificazione
e pertanto la ometteremo.
17Per la stessa ragione tralasceremo di apporre ′ ai simboli di mondo variabile che
compaiono in indici che sono il risultato di σL, per le logiche L che contengono D.
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La logica T
T e` ottenuta da K aggiungendo l’assioma T che caratterizza semanticamente
la riflessivita`. Si trattera` quindi di definire un’unificazione appropriata a
simulare tale relazione. Come e` noto, la riflessivita` implica la serialita`; ci
serviremo quindi di σD come unificazione base.
(i, k)σT =

(sl(k)(i), k)σ l(i) > l(k), e
∀m ≥ l(k), (im, h(k))σ = (h(i), h(k))σ
(i, sl(i)(k))σ l(k) > l(i), e
∀m ≥ l(i), (h(i), km)σ = (h(i), h(k))σ
(σT )
su questa base siamo in grado di definire
(i, k)σDT =
(i, k)σD l(i) = l(k)(i, k)σT l(i) 6= l(k) (σDT )
In accordo con la definizione 3.17 l’unificazione per la logica T e`:
(i, k)σT =
(cn(i), cm(k))σDT(i, k)σDT (σT )
dove w0 = (s
n(i), sm(k))σT .
σT intende simulare la riflessivita` verificando che tutti i mondi, in una
particolare sequenza all’interno di un indice (o parte di esso), siano “riduci-
bili” a un singolo mondo: il mondo denotato dall’indice (o parte di esso) con
cui il primo indice deve unificare.
Esempio 3.11. Gli indici
i = (w3, (W1, w1))) k = (w3, (W2, (w2, w1)))
σT -unificano in (w3, (w2, w1)), dato che
((W1, w1), (w2, w1))σ
D (W2, w3)σ = (w3, w3)σ .
Si puo` spiegare intuitivamente il risultato appena mostrato come segue: w3
e` uno dei mondi visibili da (w2, w1), ma ogni mondo visibile da quest’ultimo
accede a w3; possiamo quindi, in virtu` della riflessivita`, ridurre i due passi a
w3 a un singolo passo.
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Si noti che e` possibile ottenere lo stesso risultato in maniera differente, con
una piu` cospicua partecipazione della riflessivita`, dato che (c2(i), c3(k))σD
con
w0 = (w2, w1) = ((W1, w1), (W2, (w2, w1))σT ;
infatti
(w1, w1)σ
D (W1,W2)σ = (W1, w2)σ = w2 .
Intuitivamente, il mondo w3 e` accessibile via il percorso denotato da s(k) =
(W2, (w2, w1)) che, dopo l’“eliminazione” di W2, risulta denotare lo stesso
mondo denotato da s(i). Il passo da w2 a W2 e` irrilevante in virtu` della
riflessivita`: w2 e` uno tra tutti i mondi accessibili da se stesso; pertanto
possiamo sceglierlo come rappresentante di tale insieme.
Esempio 3.12. Forniamo ora una dimostrazione dell’assioma T:
1. F2A→ A w1
2. T2A w1
3. FA w1
4. A (W1, w1)
5.× w1
La σT -chiusura segue immediatamente dalla σT -complementarieta` di (3) e
(4), dato che i loro indici σT -unificano.
Le logiche K4, D4, S4
Tratteremo ora la transitivita`, che e` la condizione semantica sulla relazione di
accessibilita` corrispondente all’assioma 4. Le logiche qui studiate sono otte-
nute rispettivamente da K, D e T con l’aggiunta di tale assioma. Definiremo
ora un’unificazione corrispondente alla transitivita`:
(i, k)σ4 =

cl(i)(k) l(k) > l(i), h(i) ∈ ΦV e
w0 = (i, s
l(i)(k))σ
cl(k)(i) l(i) > l(k), h(k) ∈ ΦV e
w0 = (s
l(k)(i), k)σ
(σ4)
Questa unificazione simula la transitivita` verificando che l’indice piu` corto
unifichi con un segmento del piu` lungo, vale a dire che il piu` corto “identifi-
chi” un mondo nel percorso denotato dall’altro. Inoltre il piu` corto denota
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un insieme di mondi: tutti i mondi accessibili dal mondo denotato dal suo
segmento. In base alla definizione di unificazione anche il segmento coincide
con un mondo del percorso dell’indice piu` lungo. Per la transitivita` ogni
mondo visto da un mondo visto a sua volta da un altro e` visto da quest’ulti-
mo; pertanto possiamo rendere esplicito il percorso (i mondi) eccedente nel
piu` lungo come l’insieme dei mondi visti dal segmento del piu` corto.
Esempio 3.13. Gli indici
i = (W3, (w2, w1)) k = (w5, (w4, (w3, (W2, w1))))
σ4-unificano in (w5, (w4, (w3, (w2, w1)))) dato che s
l(i)(k) = (w3, (W2, w1)) e i
σ-unificano.
Dopo aver visto come trattare la transitivita`, possiamo definire le varie
σA1···An-unificazioni per le logiche in questione. Iniziamo con la σK4.
La transitivita`, a differenza della riflessivita`, non implica la serialita`; per-
tanto, dovremo imporre delle condizioni che ci garantiscano che la denota-
zione degli indici variabili non e` vuota. Queste condizioni verranno imposte
in base al comportamento di σ4, alle proprieta` semantiche della transitivita`
e alla struttura degli indici.
(i, k)σK4 =

(i, k)σK l(i) = l(k)
(i, k)σ4 l(i) > l(k), (sl(k)(i), k)σK e
∀n ≥ l(k), hn(i) ∈ Den, o
sl(k)(i) o k e` p, q-convergente
(i, k)σ4 l(k) > l(i), (i, sl(i)(k))σK e
∀n ≥ l(i), hn(k) ∈ Den, o
i o sl(i)(k) e` p, q-convergente
(σK4)
Le condizioni chiamate in causa sono, da un lato, la proprieta` di esse-
re ground da parte degli appropriati controsegmenti, che non necessita di
particolari spiegazioni, e, dall’altro, la p, q-convergenza di uno degli indi-
ci che servono a determinare w0. Un indice convergente, come ad esempio
i = (w3, (w2, (W1, w1))), ci informa che un dato mondo e` visto da tutti gli
altri mondi; nel caso di i il mondo denotato da w2 e` visto da tutti i mondi
accessibili da w1. In regime di transitivita` i mondi visti in un particolare
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indice, rispetto a un particolare mondo, sono tutti quelli che appaiono nel
controsegmento dell’indice che ha come origine il segmento denotante il mon-
do in questione. Quello che resta da mostrare e` che w1 vede effettivamente
qualche mondo, ma questo viene garantito da σK .
Esempio 3.14. Gli indici
i = (W4, (w4, (W3, (W2, w1)))) k = (W1, (w3, (w2, w1)))
σK4-unificano. Infatti (w4, (W3, (W2, w1))) e k σ
K-unificano e il primo e` 2, 1-
convergente. w4 denota un mondo visto da un qualunque mondo visto a
sua volta da un qualunque mondo accessibile da w1; le denotazioni di W1,
W2 e W3 non sono vuote, contenendo rispettivamente w4, w2 e w3. Inoltre,
per la transitivita`, W1 ⊆ W3 ⊆ W2. Dobbiamo assicurarci che W4 non sia
vuoto; cio` segue dal fatto che w4 vede se stesso. Per stabilire quest’ultimo
fatto basta notare che sia W2 e W3 contengono w4, ma W3 denota i mondi
accessibili da un dato mondo in W2. Il risultato della σ
K4-unificazione tra i
e k e` quindi (W4, (w4, (w3, (w2, w1)))).
Passiamo ora a mostrare la σA1···An-unificazione per D4 e S4.
(i, k)σD4 =
(i, k)σD l(i) = l(k)(i, k)σ4 l(i) 6= l(k) (σD4)
(i, k)σDT4 =

(i, k)σD l(i) = l(k)
(i, k)σT h(shortest{i, k}) ∈ ΦC
(i, k)σ4 h(shortest{i, k}) ∈ ΦV
(σDT4)
Queste ultime sono la combinazione delle σA-unificazioni corrispondenti agli
assiomi caratteristici.
A questo punto le σL-unificazioni seguono dalla definizione 3.17
(i, k)σK4 =
(cn(i), cm(k))σK4(i, k)σK4 (σK4)
con w0 = (s
n(i), sm(k))σK4.
Esempio 3.15. Gli indici
i = (W2, (w3, (w2, w1))) k = (w5, (w4, (W1, w1)))
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σK4-unificano; infatti (c
3(i), c2(k))σK4 dato che
c3(i) = (W2, w0) c
2(k) = (w5, (w4, w0)) ;
inoltre
s3(i) = (w3, (w2, w1)) s
2(k) = (W1, w1)
σK4-unificano dato che i due segmenti σ
K4-unificano e quindi σK4-unificano
in (w3, (w2, w1). Dunque
(i, k)σK4 = (w5, (w4, (w3, (w2, w1))))
Per la σK4-unificazione la condizione di convergenza e` richiesta o per s
n(i)
o per sm(k) presi singolarmente e non per la loro unificazione. E` possibile
infatti che uno dei due sia convergente ma non lo sia w0: infatti gli indici
(W2, (w2, (W1, w1))) (W4, (W3, (w3, w1)))
sono entrambi convergenti ma la loro σK4-unificazione (w4, (w2, (w3, w1)))
non lo e`. Inoltre, data la ricorsivita` dell’unificazione, dovremo verificare la
stessa proprieta` anche per l’origine di w0 e cos`ı via. Si noti che la convergenza
di una unificazione maggiormente nidificata implica la convergenza di tutte
quelle meno nidificate ma non viceversa, dato che, in base alla definizione
stessa di convergenza (definizione 3.11), un indice e` convergente se lo e` un
suo segmento. Come abbiamo appena visto, una unificazione puo` nascondere
una convergenza, il che avviene principalmente quando, in una unificazione,
siamo costretti a spezzare l’indice convergente in due parti proprio nel punto
da cui deduciamo la convergenza.
Analizziamo il seguente caso: i due indici
i = (W1, (w4, (w3, (w2, w1)))) k = (W4, (w5, (W3, (W2, w1))))
σK4-unificano. Vediamone il perche´. I due indici chiaramente non σ
K- ne`
σ4-unificano, quindi non σK4-unificano e la loro unificazione risulta dalla
combinazione ricorsiva di σK4-unificazioni. Infatti
(w4, (w3, (w2, w1))) (W3, (W2, w1))
σK4-unificano in
w0 = (w4, (w3, (w2, w1))) ,
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ma quest’ultimo indice non e` convergente, cos`ı come non lo sono (W1, w0)
e (W4, (w5, w0)). Sembrerebbe quindi che non possiamo unificare i contro-
segmenti per la loro non convergenza; tuttavia (w5, (W3, (W2, w1))) e` conver-
gente e questo ci assicura che w2 accede a se stesso, rendendo non vuota la
denotazione di W5 e permettendoci cos`ı l’unificazione dei due indici.
Le unificazioni per le altre due logiche presentano meno problemi a motivo
della loro serialita`.
(i, k)σD4 =
(cn(i), cm(k))σD4(i, k)σD4 (σD4)
con w0 = (s
n(i), sm(k))σD4.
La σD4 include la σK4 dato che quest’ultima ha la stessa struttura della
prima ma con delle ulteriori restrizioni. Pertanto ogni coppia di indici che
σK4-unifica σD4-unifica ma non viceversa: ad esempio gli indici (W2, (w2, w1))
e (W1, w1) σD4-unificano ma non σK4-unificano.
(i, k)σS4 =
(cn(i), cm(k))σDT4(i, k)σDT4 (σS4)
con w0 = (s
n(i), sm(k))σS4.
Esempio 3.16. In questo esempio forniamo una coppia di indici che σS4-
unificano ma non σD4-unificano. Gli indici in questione sono:
i = (W2, (w2, (W1, w1))) k = (w4, (w3, (w2, w1))) .
E` facile notare che qualunque espansione di (W1, w1) risulta inutile al fine di
una σD4-unificazione per la mancanza di variabili in k. L’unico elemento di k
che puo` unificare con l’occorrenza w2 in i e` w2 stesso, ma in qualunque ten-
tativo di σD4-unificazione questa occorrenza sarebbe associata a W1. L’unica
maniera per unificare i due indici e` quella di vedere se e` possibile “contrar-
re” (w2, (W1, w1)) in (W2, w1) e quindi espandere W2. La contrazione risulta
da σDT e l’espansione da σ4. Esistono due possibilita` per σS4-unificare i e
k che conducono allo stesso risultato. Nel primo caso avremo le seguenti
unificazioni:
((W2, w0), (w4, (w3, w0)))σ
4
con
w0 = ((w2, w
′
0), (w2, w
′
0))σS4
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dove
w′0 = ((W1, w1), w1)σS4 ;
in particolare w0 e` ottenuto tramite una σ
D-unificazione e w′0 tramite una
σT . Nel secondo caso avremo:
((W2, w0), (w4, (w3, w0)))σ
4
dove
w0 = ((w2, (W1, w1), (w2, w1))σS4
ottenuta via una σT -unificazione.
Esempio 3.17. Forniamo ora la dimostrazione in K4 dell’assioma 4.
1. F2A→ 22A w1
2. T2A w1
3. F22A w1
4. TA (W1, w1)
5. F2A (w2, w1)
6. FA (w3, (w2, w1))
7.× (w3, (w2, w1))
La σK4-chiusura segue immediatamente dalla σK4-complementarieta` di (4) e
(6). Infatti i loro indici σK4-unificano banalmente per σ
4 rendendo in questo
modo (4) e (6) anche σD4- e σS4-complementari.
Le logiche KB, DB, B
In questo paragrafo esamineremo le varie unificazioni per trattare la simme-
tria; le unificazioni in questione ci permetteranno di caratterizzare le logiche
KB, DB e B.
(i, k)σB=

(sl(i)−2n(i), k)σ se h(i) ∈ ΦV e
(h(i), h(k))σ = (hl(i)−2n(i), h(k))σ, 1 ≤ n ≤ V
(i, sl(k)−2n(k))σ se h(k) ∈ ΦV e
(h(i), h(k))σ = (h(i), hl(k)−2n(k))σ, 1 ≤ n ≤ V
(σB)
Dove V = l(i)−m, con m tale che ∀p,m ≤ p ≤ l(i), hp(i) ∈ ΦV .
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L’idea base della σB-unificazione consiste nel confrontare due simboli di
mondo distanti fra loro un numero pari di passi. Indici come (W1, (w2, w1))
e w1 costituiscono una semplice istanza di tale unificazione; infatti, la si
puo` spiegare verificando, dato un certo mondo all’interno di un indice, se
i(l) mondi(o) da cui si accede al mondo dato e i(l) mondi(o) visti(o) da
quest’ultimo coincidono. In regime di simmetria il mondo w1 e` uno dei mondi
visti da w2 (W1), dato che esso stesso vede w2.
Dopo aver esaminato l’idea di fondo della unificazione per la simmetria
passiamo ad esaminare la sua implementazione. Per prima cosa dobbiamo
tener presente che i passaggi di simmetria possono essere reiterati. Sono
possibili due differenti tipi di reiterazione: il primo consiste nel fare prima
un “passo in avanti” e poi un “passo all’indietro” e quindi ripetere questo
procedimento piu` volte, oppure si possono fare n passi in avanti e quindi tor-
nare indietro di altrettanti passi. Un passo in avanti puo` venire formalizzato
come un mondo costante, mentre un passo all’indietro e` simbolizzato da una
variabile. Si ricordi che una variabile viene interpretata come un insieme di
mondi: l’insieme di mondi visti da un particolare mondo, tra cui, tra l’altro
tutti i mondi che vedono quest’ultimo. Il processo di reiterazione n passi
avanti n passi indietro viene implementato nella σB-unificazione appena de-
finita, mentre l’altra reiterazione viene colta dalle varie σXB-unificazione che
ci apprestiamo a definire18.
Abbiamo appena visto il comportamento e le motivazioni di σB. Passia-
mo ora a definire le varie σA1···An per le logiche simmetriche considerate nel
presente paragrafo.
La simmetria non implica la serialita`, pertanto dobbiamo fornire una
condizione simile alla convergenza di K4 per determinare quando le variabili
sono denotanti. Tuttavia e` facile mostrare che la simmetria implica la quasi
18I due tipi di cicli che abbiamo appena descritto corrispondono alle formule A →
2k3kA e A → (23)kA che sono teoremi di tutte le B-logiche. Tuttavia i due cicli
hanno cause differenti il primo e` dovuto alla necessitazione e il secondo alla forma stessa
dell’assioma B in cui l’antecedente risulta essere parte del conseguente. Infatti nel primo
caso basta prendere B = 3A quindi avremo la seguente istanza di B 3A→ 233A, a cui
possiamo applicare la necessitazione ottenendo via PC e K 23A → (23)2A, abbiamo
anche A → 23A, quindi per l’assioma A2 abbiamo A → (23)2A. Possiamo ripetere lo
stesso ragionamento fino a ottenere il risultato voluto. Per l’altra formula invece basta
porre B = 23A, e applicare l’assioma A2 come nell’altro caso.
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serialita`19. La quasi serialita` garantisce che nessuna catena di mondi contiene
un punto terminale, quindi se possiamo fare il primo passo potremmo sempre
continuare a farne altri. L’unificazione che corrisponde alla quasi serialita` e`
la seguente:
(i, k)σO = (c2(i), c2(k))σD (σO)
con w0 = (s
2(i), s2(i))σK .
In base alla definizione appena data coppie di indici come
(W1, (w2, w1)) (W3, (W2, w1))
σO-ma non σK-unificano.
(i, k)σKB =
(i, k)σB h2(i) o h2(k) ∈ ΦC(i, k)σO (σKB)
D’altra parte se un mondo, w1, e` visto da un altro mondo, diciamo w2,
l’insieme di mondi visti dal primo sicuramente non e` vuoto, dato che contiene
almeno il mondo w2; inoltre ogni mondo visto da w1 vedra` lo stesso w1,
rendendo non vuoto l’insieme di mondi che vede, e cos`ı via.
(i, k)σDB =
(i, k)σB(i, k)σD (σDB)
(i, k)σDTB =

(i, k)σB
(i, k)σD
(i, k)σT
(σDTB)
Esempio 3.18. Le unificazioni appena definite ci consentono di trattare alcuni
casi interessanti, ma non altri: gli indici
i = (W3, (W2, (w2, (W1, w1)))) k = (W4, (w3, w1)) (3.5)
σKB-unificano dato che i contiene due variabili successive e quindi vengono
date due possibilita` di fare passi indietro: o un passo indietro rispetto a b(i)
o due passi indietro rispetto a b(b(i)); la seconda alternativa richiederebbe
la σ-unificazione di w1 = s
l(i)−2n(i), n = 2 e k che fallisce, mentre la prima
19Una relazione R e` quasi seriale quando ∀x∀y(xRy → ∃zyRz).
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comporta la σ-unificazione di (w2, (W1, w1)) e k, che ha successo. Tuttavia
le unificazioni alte non ci permettono di trattare con casi del genere di
i = (W3, (w4, (W2, (w3, (W1, (w2, w1)))))) k = w1 (3.6)
Le unificazioni alte si prendono cura di casi di ricorsione del primo tipo
mentre le unificazioni basse di quelli del secondo (cfr. nota 18).
(i, k)σKB =
(cn(i), cm(k))σKB(i, k)σKB (σKB)
con w0 = (s
n(i), sm(k))σKB.
Esempio 3.19. Nell’esempio precedente abbiamo visto due coppie di indici.
La prima (3.5) σKB-unificava, e quindi a fortiori σKB-unifica, mentre la secon-
da (3.6) non σKB-unificava. In questo esempio mostriamo una differente σKB-
unificazione per la prima coppia e una per la seconda applicando in maniera
ricorsiva σKB. Per la prima coppia notiamo che ((W4, (w3, w1)), w1)σKB;
poniamo il risultato di tale unificazione uguale a w0, quindi
c1((W3, (W2, (w2, (W1, w1))))) = (W3, (W2, (w2, (W1, w0))))
c3((W4, (w3, w1)))) = w0
a questo punto sl(c
3(i))−2n(c3(i)) = w0 per n = 2, ma (W3, w0)σ = (w0, w0)σ,
pertanto i due indici unificano in w1. La seconda coppia di indici σKB-unifica,
infatti possiamo scomporre l’unificazione in questo modo
((W3, (w4, w0)), w1)σ
KB
dove
w0 = ((W2, (w2, w
′
0)), w1)σKB
ma a sua volta
w′0 = ((W1, (w2, w1)), w1)σKB
dato che
((W1, (w2, w1)), w1)σ
KB = w1
per una semplice σB-unificazione.
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La prima coppia di indici corrisponde alla formula A → 2n3nA, e la
coppia di indici in 3.6 corrisponde a A→ (23)kA, come dimostra il seguente
albero
FA→ (23)kA w1
TA w1
F (23)kA w1
F3(23)k−1A (w2, w1)
F (23)k−1A (W1, (w2, w1))
...
FA (Wk, (wk+1, (· · · , (W1, (w2, w1))))
× w1
In questo albero abbiamo che gli indici delle formule complementari σKB-
unificano in quanto possiamo ripetere k volte il ragionamento che abbiamo
fatto nell’esempio 3.19 a proposito degli indici in 3.6.
Forniamo ora l’unificazione che caratterizza DB
(i, k)σDB =
(cn(i), cm(k))σDB(i, k)σDB (σDB)
con w0 = (s
n(i), sm(k))σDB.
Esempio 3.20. Gli indici
(W2, (w2, (W1, w1))) (W3, (w3, (W1, w1)))
σDB- ma non σKB-unificano dato che entrambi i segmenti di lunghezza due
sono non ristretti. In questo caso scomponiamo l’unificazione come segue:
((W3, (w3, w0)), w0)σ
DB
con
w0 = ((W2, (w2, (W1, w1)), (W1, w1))σDB .
La seguente e` l’unificazione che caratterizza B.
(i, k)σB =
(cn(i), cm(k))σDTB(i, k)σDTB (σB)
con w0 = (s
n(i), sm(k))σB.
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Esempio 3.21. In questo esempio mostriamo una applicazione di σB. Gli
indici
(W3, (w3, (W2, (w2, w1)))) (W1, w1)
σB-unificano dal momento che
((W3, (w3, w0)), w0)σ
DTB
in quanto σB-unificano,
w0 = ((W2, (w2, w1)), (W1, w1))σB
dato che i due segmenti σT -unificano.
Esempio 3.22. La seguente e` una dimostrazione in KB dell’assioma caratte-
ristico B.
1. FA→ 23A w1
2. TA w1
3. F23A w1
4. F3A (w2, w1)
5. FA (W1, (w2, w1))
6.× w1
La σKB-chiusura segue immediatamente dalla σKB-complementarieta` di (2)
e (6) dato che i loro indici σKB-unificano.
Le logiche K5, D5
Anche per queste logiche forniamo una unificazione che corrisponde all’as-
sioma caratteristico 5, ma, a differenza delle altre logiche, definiremo le cor-
rispondenti unificazioni senza passare per σK5 e σD5 in quanto queste corri-
spondono alle rispettive σL. Come abbiamo visto la relazione di accessibilita`
corrispondente all’assioma 5 e` l’euclideicita`, vale a dire che se un mondo ve-
de due mondi distinti questi saranno in mutua relazione di accessibilita`. Se
w1Rw2 e w1Rw3 allora w2Rw3 e w3Rw2; supponiamo inoltre che w2Rw4 ma
per l’euclideicita` avremo w3Rw4 e w4Rw3. In base a questa caratteristica
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definiamo l’unificazione per 5.
(i, k)σ5 =

((h(i), h(k))σ; c1(s2(i))) l(i) > 2, l(k) > 1, h(i) ∈ ΦV , o
h(i) = h(k) ∈ ΦC
(i, k)σ l(i) = l(k) = 2
((h(i), h(k))σ; c1(s2(i))) l(k) > 2, l(i) > 1, h(k) ∈ ΦV , o
h(i) = h(k) ∈ ΦC
(σ5)
dove w0 = (s
1(i), s1(k))σ. Le σL saranno quindi
(i, k)σK5 =
(i, k)σ5 h2(i) o h2(k) ∈ Den(i, k)σO (σK5)
Esempio 3.23. Gli indici (W2, (w2, w1)) e (w2, w1) σK5-unificano in (w2, w1);
gli indici i = (W2, (W1, w1)) e k = (w2, w1) unificano in (w2, (W
′
1, w1)) e
quest’ultimo σK5-unifica sia con i dato che W
′
1 ∈ Den sia con k dato che
hanno la stessa testa.
L’unificazione per D5 e` la seguente
(i, k)σD5 =
(i, k)σ5(i, k)σD (σD5)
Esempio 3.24. La seguente e` una dimostrazione in K5 della formula 3A→
23A.
1. F3A→ 23A w1
2. T3A w1
3. F23A w1
4. TA (w2, w1)
5. F3A (w3, w1)
6. FA (W1, (w3, w1))
7.× (w2, (w3, w1))
La σK5-chiusura segue immediatamente da (4) e (6) che sono σK5-complemen-
tari, in quanto i loro indici σK5-unificano in virtu` di (W1, w2)σ
K e (w1, w1)σ
K .
Le logiche K45, D45
Sebbene sia possibile definire le unificazioni per le logiche di questo para-
grafo in conformita` alle definizioni 3.16 e 3.17, a partire da σ4 e σ5 come
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loro semplice combinazione, preferiamo definirle in base alla loro particolare
struttura semantica piuttosto che alla modularita` sintattica a cui ci siamo
rifatti finora.
K45 e D45 associano a ogni mondo una classe di equivalenza, la classe
di equivalenza dei mondi visti da un particolare mondo — il mondo a cui
la classe e` associata. Per la transitivita` ogni mondo visto da un mondo in
una classe di equivalenza appartiene a tale classe, dato che e` visto dal mondo
che determina la classe. In K45, per la mancanza della serialita`, la classe
associata a un particolare mondo puo` essere vuota; inoltre, per l’assenza
della riflessivita`, il mondo che determina la classe puo` non appartenere a
detta classe.
In base a queste proprieta` semantiche definiamo la σ45 unificazioni come
segue:
(i, k)σ45 = ((h(i), h(k))σ, (s1(i), s1(k))σ), l(i), l(k) > 1 (σ45)
da cui otteniamo20
(i, k)σK45 =
(i, k)σ45 h2(i) o h2(k) ∈ Den(i, k)σK (σK45)
dove la clausola h2(i) o h2(k) ∈ ΦC garantisce che la classe di equivalenza
associata non e` vuota.
(i, k)σD45 =
(i, k)σ45(i, k)σD (σD45)
La clausola (s1(i), s1(k))σ in σ45 sta a significare che gli indici si riferiscono
alla stessa classe di equivalenza.
Esempio 3.25. Gli indici
(W2, (w2, w1)) (W3, (w4, (w3, w1))
σK45- e σD45-unificano; infatti le loro teste, W2 e W3, unificano cos`ı come i
loro segmenti di lunghezza uno, e inoltre i segmenti di lunghezza due, (w2, w1)
e (w3, w1), sono ristretti. Viceversa,
(w2, (W2, w1)) (W3, (w3, (W1, w1))
20Anche per queste logiche valgono le considerazioni riguardo le unificazioni che abbiamo
fatto a proposito di K45 e D45.
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σD45-unificano ma non σK45-unificano dato che i loro segmenti di lunghezza
due non sono ristretti.
Teorema 3.1. Se σ4∗5 e` l’unificazione ottenuta tramite la definizione 3.16
da σ4 e da σ5, allora ∀i, k ∈ =(i, k)σ4∗5 ⇔ (i, k)σ45. Inoltre se (i, k)σ45 = l
e (i, k)σ4∗5 = l′, allora (l, l′)σ45 = (l, l′)σ4∗5 = l.
Dimostrazione. Per prima cosa notiamo che se l(i), l(k) > 2, allora se (i, k)σ4
allora (i, k)σ5, dato che σ4 richiede che la testa del piu` corto, diciamo i, sia
una variabile, quindi (h(i), h(k))σ, e che (b(i), sl(b(i))(k))σ; da quest’ultima,
per la definizione ricorsiva dell’unificazione, ricaviamo (s1(i), s1(k))σ, cos`ı
abbiamo le condizioni richieste a due indici per σ5-unificare. Un’analisi delle
condizioni di σ5 mostra che esse sono delle restrizioni di quelle di σ45, che
risultano tuttavia equivalenti quando le lunghezze degli indici sono maggiori
di 2. Ci rimane da esaminare un ultimo caso, vale a dire quando h(i) ∈ ΦV ,
h(k) ∈ ΦC e l(i) = 2. Ma in questo caso possiamo applicare σ4.
La seconda proprieta` enunciata nel teorema deriva immediatamente da
quella appena dimostrata.
Come conseguenza immediata abbiamo che ogniqualvolta due indici σ4- o
σK5-unificano essi σK45-unificano; analogamente se i due indici σD5-unificano
allora σD45-unificano.
La logica K4B = K5B
K4B coincide con K5B 21 e quindi contiene gli assiomi 4 e B. Essa pertan-
to risulta molto simile a K45 con, in piu`, le proprieta` derivanti dalla sim-
metria. Le condizioni che caratterizzano K4B comportano che ogni mon-
do appartiene alla classe di equivalenza a esso associata o che e` un punto
terminale.
Similmente a quanto abbiamo fatto per K45 e D45 definiamo una unifi-
cazione apposita per tale logica invece di combinare le varie unificazione per
i vari assiomi. Per la peculiarita` della logica definiamo cosa significa per due
indici unificare dato un insieme di indici e non il concetto di σK4B-unificazione
tout court.
Dato un insieme di indici L due indici i, k ∈ L σ4B-unificano in L se:
(i, k)σL4B = ((h(i), h(k))σ; (s
1(i), s1(k))σ) (σL4B)
21Si veda (Chellas 1980).
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se e solo se ∃j : j ∈ L, h2(j) ∈ Den e (s1(i), s1(j))σ o (s1(k), s1(j))σ.
Di conseguenza avremo
(i, k)σLK4B =
(i, k)σL4B l(i), l(k) 6= 1(i, k)σK l(i) = l(k) = 1 (σLK4B)
Esempio 3.26. Gli indici
i = (W2, (W1, (w2, w1))) k = (w4, (w3, w1))
σK4B-unificano su (w4, w1) dato che (W2, w4)σ, (w1, w1)σ e h
2(i) = w2 ∈ Den.
Gli indici (W1, w1) e w1 da soli non σK4B-unificano, dato che non sappiamo se
la classe di equivalenza associata a w1 e vuota; tuttavia se aggiungiamo, per
esempio, l’indice (w2, w1) allora i due indici unificano in w1 dato che siamo
sicuri che la classe associata a w1 non e` vuota e quindi che w1 appartiene a
tale classe.
1. F3322(A→ 2B)→ (A→ 222B) w1
2. T3322(A→ 2B) w1
3. FA→ 222B w1
4. T322(A→ 2B) (w2, w1)
5. T22(A→ 2B) (w3, (w2, w1))
6. T2(A→ 2B) (W1, (w3, (w2, w1)))
7. TA→ 2B (W2, (W1, (w3, (w2, w1))))
8. TA w1
9. F222B w1
10. F22B (w4, w1)
11. F2B (w5, (w4, w1))
12. FB (w6, (w5, (w4, w1)))
13. T2B w1
14. TB (W3, w1)
15.× (w6, w1)
E` possibile dimostrare questa formula usando σB e σ4, infatti gli indici di 7
e 8 σB-unificano in w1, pertanto otteniamo T2B,w1 e gli indici delle formu-
le complementari in 12 e 14 σ4-unificano permettendoci quindi di chiudere
l’albero.
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1. F322A→ 22A w1
2. T322A w1
3. F22A w1
4. T22A (w2, w1)
5. T2A (W1, (w2, w1))
6. TA (W2, (W1, (w2, w1)))
7. F2A (w3, w1)
8. FA (w4, (w3, w1))
9.×
Nella prima dimostrazione abbiamo usato due differenti unificazioni; nella
seconda possiamo comporle con il metodo con cui abbiamo definito le unifi-
cazioni basse (definizione 3.17). Infatti gli indici di 6 e 8 oltre a σK5-unificare
σ4B-unificano come segue:
((W2, w0), (w4, (w3, w0))σ
4
con
w0 = ((W1, (w2, w1)), w1)σ
B .
Nella dimostrazione seguente dovremo fare un uso essenziale della unifi-
cazione definita rispetto a insieme di indici, dato che non abbiamo altri mezzi
per determinare la chiusura dell’albero in questione.
1. FA→ (3B → 3A) w1
2. TA w1
3. F3B → 3A w1
4. T3B w1
5. F3A w1
6. TB (w2, w1)
7. FA (W1, w1)
8.×
La logica S5
E` possibile caratterizzare semanticamente S5 in due differenti maniere: nella
prima la relazione di accessibilita` e` una relazione di equivalenza, nella se-
conda la relazione di accessibilita` e` universale. Queste due caratterizzazioni
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risultano equivalenti se abbiamo un singolo operatore modale (con il suo dua-
le) ma se abbiamo piu` modalita` o configurazioni di mondi le formule valide
differiscono. Tuttavia, se vogliamo controllare la validita` di formule rispetto
a S5 le due risultano equivalenti. Infatti, dato che usiamo un metodo per
refutazione, cerchiamo di costruire un contromodello a partire da un singolo
mondo e analizzeremo unicamente il modello generato a partire da questo (si
ricordi che al fine della valutazione di una formula i mondi che vengono chia-
mati in causa sono tutti e soli quelli che appartengono al modello generato);
ora i mondi che appartengono al modello generato sono in relazione di acces-
sibilita` con il mondo generante e quindi appartengono tutti alla stessa classe
di equivalenza, ma la relazione tra gli elementi di una classe di equivalenza e`
una relazione universale.
Dopo aver esaminato le motivazioni per cui abbiamo due differenti rap-
presentazioni semantiche, forniamo le rispettive unificazioni.
(i, k)σ≡S5 = ((h(i), h(k))σ; (s
1(i), s1(k))σ) (σ≡S5)
Per i modelli in cui R e` una relazione di equivalenza e
(i, k)σUS5 = (h(i), h(k))σ (σ
U
S5)
per i modelli in cui R e` una relazione universale. Tuttavia σUS5 comporta o un
cambiamento del formato degli indici, o un cambiamento del formato delle
regole, infatti nel corso di una dimostrazione possiamo avere una formula
del genere di T2A,W1, dove W1 e` stato ottenuto mediante una unificazione,
ma non possiamo applicare alcuna regola d’inferenza in quanto otterremo
un’espressione che non e` un indice, Pertanto o modifichiamo le regole come
segue
ν, i
ν0,Wn
[Wn nuovo]
pi, i
pi0, wn
[wn nuovo]
oppure consentiamo ad espressioni come (wn,W1) di essere indici.
Per i motivi che abbiamo appena esposto identificheremo σS5 con σ
≡
S5
(i, k)σS5 = (i, k)σ
≡
S5 (σS5)
Le logiche KF , DF
Queste logiche sono ottenute rispettivamente da K e D con l’aggiunta del-
l’assioma F=3A → 2A, che caratterizza semanticamente la proprieta` di
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una relazione di essere parzialmente funzionale22. KF identifica la classe di
modelli in cui la relazione di accessibilita` e` una funzione parziale e DF quelli
in cui la relazione e` una funzione totale.
Le unificazioni per queste logiche sono:
(i, k)σF =
i l(i) = l(k) = 2, h(i) ∈ Denk l(i) = l(k) = 2, h(k) ∈ Den con s1(i) = s1(k) (σF )
Di conseguenza definiamo
(i, k)σDF =
(i, k)σF(i, k)σD (σDF )
Non abbiamo bisogno di σKF dato che e` facile verificare che σF contiene
implicitamente σK ; infatti qualunque coppia di indici (k, i) e (j, i) σF -unifica
se almeno uno dei due e` ristretto e i e` ground. Tuttavia, nella definizione
ricorsiva di σKF chiediamo che i stesso sia il risultato di una σ
F -unificazione,
ottenendo quindi che ((k′, k), (j′, j))σF se almeno uno di due e` ristretto e i
loro corpi σF -unificano, il che accade se almeno uno dei due e` ristretto e a
loro volta i loro corpi σF -unificano.
(i, k)σKF =
(cl(i)−1(i), cl(k)−1(k))σF(i, k)σF (σKF )
con w0 = (s
l(i)−1(i), sl(k)−1(k))σKF .
Per DF abbiamo
(i, k)σDF =
(cl(i)−1(i), cl(k)−1(k))σDF(i, k)σDF (σDF )
con w0 = (s
l(i)−1(i), sl(k)−1(k))σDF , che ci consente comunque di unificare due
indici se sono della stessa lunghezza.
Mostriamo a titolo di esempio come derivare l’assioma F.
1. F3A→ 2A w1
2. T3A w1
3. F2A w1
4. TA (w2, w1)
5. FA (w3, w1)
6.× (w2, w1)
22Una relazione e` parzialmente funzionale se ∀x, y, z(xRy ∧ xRz → y = z).
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La logica Verum
Cos`ı come KF e DF la logica V erum non e` contenuta in S5, ed e` assiomatiz-
zata come K piu` l’assioma V=2A. Semanticamente V erum caratterizza la
classe dei modelli in cui ogni punto e` un punto terminale, vale a dire nessun
mondo accede ad altri mondi. Utilizziamo questa caratteristica per formulare
una regola d’inferenza, in particolare una regola di chiusura (regola Verum),
che caratterizza la trattazione di questa logica via KEM .
X, i
× [h(i) ∈ ΦC e l(i) = 2] (RV)
Perche´ possiamo inferire la chiusura di un ramo se nel ramo compare un indice
ristretto di lunghezza 2? Semplicemente perche´ un siffatto indice afferma
che esiste un mondo accessibile dal mondo corrispondente al mondo iniziale,
contrariamente a quanto stabilito dalla semantica. Tuttavia potremmo aver
bisogno di utilizzare delle regole che richiedono un’unificazione, ad esempio
una regola β, quindi stabiliamo che l’unificazione per V erum sia l’unificazione
per K.
Mostriamo una derivazione dell’assioma V
1. F2A w1
2. FA (w2, w1)
3.×
e una dimostrazione in cui facciamo uso di una unificazione
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1. FA→ ((A→ 3B)→ C) w1
2. TA w1
3. F (A→ 3B)→ C w1
4. TA→ 3B w1
5. FC w1
6. T3B w1
7. TB (w2, w1)
8.×
6 e` ottenuto da 2 e 4 tramite una β regola, e da 6 otteniamo l’indice con-
traddittorio tramite una pi regola.
3.5.2 Logiche deontiche
In questa sezione analizzeremo alcune logiche deontiche. Nella prima parte
consideriamo le logiche conosciute con il nome di sistemi di Smiley-Hanson23,
in particolare mostreremo come adattare le unificazioni esposte nel paragra-
fo 3.5.1 agli assiomi M e UB, corrispettivi deontici degli assiomi T e B.
(Si tenga presente che molte dei sistemi di Smiley-Hanson sono la variante
deontica delle logiche modali esposte nella sezione precedente.)
Logiche con l’assioma 2(2A→ A)
L’assiomaM=2(2A→ A) caratterizza la classe di modelli in cui la relazione
di accessibilita` e` quasi riflessiva24.
Se interpretiamo la relazione di accessibilita` come un’ordinamento dei
mondi secondo il loro grado di perfezione deontica, vale a dire se xRy allora
il mondo y e` deonticamente migliore del mondo x, l’assioma M ha alcune
conseguenza. Una di queste conseguenze e` che ogni mondo deonticamente
accessibile da un mondo dato e` deonticamente perfetto, vale a dire che qui
ogni obbligo e` rispettato, ma questo comporta che un mondo in cui vi sono
delle violazioni non puo` essere un mondo deonticamente perfetto, da cui si
deduce che in una catena di mondi un mondo che ammette delle violazioni
e` il mondo deonticamente peggiore; tuttavia in alcuni casi non e` detto che
il mondo deonticamente peggiore sia il peggiore, basta pensare a sistemi
23Per una esposizione dei sistemi di Smiley-Hanson si veda (A˚qvist 1985, A˚qvist 1984).
24Una relazione e` quasi riflessiva se ∀x, y(xRy → yRy), per la dimostrazione del teorema
di completezza si veda (A˚qvist 1985).
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normativi con leggi ingiuste o inique, in cui potrebbe essere auspicabile che
alcuni obblighi non venissero rispettati.
Le logiche OM , DM
OM e DM sono ottenuti rispettivamente da K e D con l’aggiunta dell’as-
sioma M.
Semanticamente, OM e` caratterizza dalla quasi riflessivita`, a cui corri-
spondono la seguenti unificazioni:
(i, k)σOM =
(i, k)σT e (s2(i), s2(k))σO(i, k)σO (σOM)
che ci consente di definire
(i, k)σOM =

(cn(i), cm(k))σOM
(cn(i), cm(k))σT n,m > 2
(i, k)σOM
(σOM)
w0 = (s
n(i), sm(k))σOM .
Si noti in primo luogo che la quasi riflessivita` implica la quasi serialita`,
per cui possiamo usare la σO al posto della σK ; in secondo luogo utilizziamo
la σT nella definizione della σOM per controsegmento di lunghezza superiore a
2; questo e` possibile dato che per un qualunque mondo accessibile in almeno
2 passi da un altro mondo e` riflessivo, cioe` vede se stesso. In maniera simile
otteniamo
(i, k)σDM =
(i, k)σT e (s2(i), s2(k))σD(i, k)σD (σDM)
e di conseguenza
(i, k)σDM =

(cn(i), cm(k))σDM
(cn(i), cm(k))σT n,m > 2
(i, k)σDM
(σDM)
con w0 = (s
n(i), sm(k))σDM .
Anche in questo caso valgono le osservazioni fatte a proposito della logica
OM .
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E` interessante notare che gli indici
(W2, (w3, (W1, w1))) (w4, (W1, w1))
σDM -unificano, ma gli indici
(W2, (w3, (w2, w1))) (w4, (w2, w1))
non unificano. La prima coppia di indici corrisponde alla formula 3(3A →
23A) mentre la seconda e` il corrispettivo, in indici, di 2(3A → 23A).
Questo fatto mostra che una struttura normativa modellata rispetto questa
logica, pur richiedendo l’idealita` deontica, ammette “cluster” di alternative
deonticamente equivalenti ma ammette altres`ı molteplici alternative.
Le logiche OS4, DS4
Queste logiche sono ottenute da OM e DM tramite l’aggiunta dell’assioma
4, e sono il corrispettivo deontico delle logiche D4 e S4. Le unificazioni alta
sara` quindi la combinazione delle unificazioni alte corrispondenti a M e alla
transitivita`.
Per prima cosa definiamo la σOS4
(i, k)σOS4 =

(i, k)σO l(i) = l(k)
(i, k)σT h(shortest{i, k}) ∈ ΦC e
(s2(i), s2(k))σO
(i, k)σ4 h(shortest{i, k}) ∈ ΦV e
(s2(i), s2(k))σO
(σOS4)
da cui otteniamo
(i, k)σOS4 =

(cn(i), cm(k))σOS4
(cn(i), cm(k))σS4 n,m > 2
(i, k)σOS4
(σOS4)
con w0 = (s
n(i), sm(k))σOS4.
Analogamente per DS4 avremo
(i, k)σDS4 =

(i, k)σD l(i) = l(k)
(i, k)σT h(shortest{i, k}) ∈ ΦC e
(s2(i), s2(k))σD
(i, k)σ4 h(shortest{i, k}) ∈ ΦV
(σDS4)
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e quindi
(i, k)σDS4 =

(cn(i), cm(k))σDS4
(cn(i), cm(k))σS4 n,m > 2
(i, k)σDS4
(σDS4)
con w0 = (s
n(i), sm(k))σDS4.
Si noti che la quasi-riflessivita` non incide sulla transitivita`.
La logica OMB
OMB e` il corrispettivo deontico della logica B, e quindi e` ottenuto da OM
con l’aggiunta dell’assioma B. Nei termini di una rappresentazione in mondi
possibili questa logica e` caratterizzata da classi di mondi in relazione di
similarita` e punti terminali
(i, k)σOMB =
(i, k)σOM(i, k)σKB (σOMB)
siamo cos`ı in grado di definire
(i, k)σOMB

(cn(i), cm(k))σOMB
(cn(i), cm(k))σTB max{n,m} > 2
(i, k)σOMB
(σOMB)
con w0 = (s
n(i), sm(k))σOMB.
Esempio 3.27. In base alla definizione della σOMB gli indici
(W2, (W1, (w2, w1))) w1
σOMB-unificano dato che
c3(W2, (W1, (w2, w1))) = (W2, w1) w1
σTB-unificano anche se usualmente non σOMB-unificano. Questo e` giustifi-
cato dal fatto che w1 e (W1, (w2, w1)) σOMB e che e` il risultato della loro
unificazione.
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Esempio 3.28. Forniamo ora la dimostrazione dell’assioma M.
1. F2(2A→ A) w1
2. F2A→ A (w2, w1)
3. T2A (w2, w1)
4. FA (w2, w1)
5. TA (W1, (w2, w1))
6.× (w2, w1)
La dimostrazione ricalca la dimostrazione dell’assioma T, tranne per il fatto
che al primo passo applichiamo una regola pi, che inserisce l’indice (w2, w1),
che possiamo σXM -unificare con (W1, (w2, w1)).
Logiche con l’assioma 2(A→ 23A)
L’assioma UB=2(A→ 23A) caratterizza la classe di modelli la cui relazio-
ne di accessibilita` e` quasi simmetrica25.
Le logiche KUB, OUB, DUB
La logica KUB e` il corrispettivo deontico di KB ed e` ottenuta da K con
l’aggiunta dell’assioma UB, mentre DUB e` ottenuta aggiungendolo a D.
OUB invece corrisponde a K piu` gli assiomi O=2(2A→ 3A) e UB.
Per ottenere la σKUB-unificazione dovremo ripetere quanto fatto per l’as-
sioma M, ma partendo dall’unificazione per KB.
(i, k)σKUB =

(c2(i), c2(k))σB con w0 = (s
2(i), s2(k))σO
h3(i) o k3(k) ∈ Den
(c2(i), c2(k))σO con w0 = (s
2(i), s2(k))σK
(σKUB)
La condizione che uno dei segmenti di lunghezza 3 sia ristretto e` analoga
a quella che abbiamo imposto per KB, tenendo presente che la quasi sim-
metria non implica la quasi serialita` ma una quasi quasi serialita`, quindi la
condizione stessa.
Dopo aver definito la σKUB-unificazione possiamo definire la corrispettiva
25Una relazione e` quasi simmetrica se ∀x, y(xRy → ∀z(yRz → zRy)); per la
dimostrazione del teorema di completezza si veda (A˚qvist 1985)
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unificazione bassa σKUB.
(i, k)σKUB =

(cn(i), cm(k))σKUB
(cn(i), cm(k))σKB n,m > 2
(i, k)σKUB
(σKUB)
con w0 = (s
n(i), sm(k))σKUB.
Esempio 3.29. Gli indici
i = (W4, (w3, (W3, (w2, w1)))) k = (W2, (W1, w1))
non σKUB unificano i quanto i loro segmenti di lunghezza 3 sono non ristretti.
Al contrario gli indici
i′ = (W3, (W2, (W1, (w3, (w2, w1))))) k′ = (W4, w1)
unificano in KUB; infatti k′ e (W1, (w3, (w2, w1))) σKUB-unificano in quan-
to σKB-unificano e soddisfano la condizione imposta, a questo punto w0 =
(w2, w1), ma (s
4(i′), w0)σDB; si tenga presente che in questo caso la condizio-
ne imposta sulla σKB e` globale, si riferisce cioe` agli indice nella loro totalita`
e non solamente ai controsegmenti.
A differenza del caso precedente non dobbiamo imporre condizioni che
garantiscano la denotazione degli indici di una certa lunghezza critica, dato
che essa e` garantita dall’assunzione dell’assioma O. Pertanto avremo
(i, k)σOUB =
(c2(i), c2(k))σB con w0 = (s2(i), s2(k))σO(i, k)σO (σOUB)
e cos`ı possiamo in grado di definire
(i, k)σOUB =

(cn(i), cm(k))σOUB
(cn(i), cm(k))σDB n,m > 2
(i, k)σOUB
(σOUB)
con w0 = (s
n(i), sm(k))σOUB.
(i, k)σDUB =
(c2(i), c2(k))σB con w0 = (s2(i), s2(k))σD(i, k)σD (σDUB)
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siamo cos`ı in grado di definire
(i, k)σDUB =

(cn(i), cm(k))σDUB
(cn(i), cm(k))σDB n,m > 2
(i, k)σDUB
(σDUB)
con w0 = (s
n(i), sm(k))σDUB.
Le logiche OMUB, DMUB
Queste logiche sono ottenute, rispettivamente, da K e da D con l’aggiunta
degli assiomi M e UB; caratterizzeranno quindi i modelli in cui la relazione
e` di quasi-similarita` (quasi simmetria e quasi riflessivita`). Esse si differen-
ziano per il fatto che OMUB ammette punti terminali. E` anche possibile
ottenerle aggiungendo l’assioma UB alle logiche OM e DM o aggiungendo
l’assioma M alle logiche OUM e DUB, Le unificazioni corrispondenti sono
la combinazione delle unificazioni per le logiche da cui sono ottenute, quindi:
(i, k)σOMUB =
(i, k)σOM(i, k)σOUB (σOMUB)
pertanto siamo in grado di definire
(i, k)σOMUB =

(cn(i), cm(k))σOMUB
(cn(i), cm(k))σTB n,m > 2
(i, k)σOMUB
(σOMUB)
con w0 = (s
n(i), sm(k))σOMUB.
In maniera analoga avremo
(i, k)σDMUB =
(i, k)σDM(i, k)σDUB (σDMUB)
e
(i, k)σDMUB =

(cn(i), cm(k))σDMUB
(cn(i), cm(k))σTB n,m > 2
(i, k)σDMUB
(σDMUB)
con w0 = (s
n(i), sm(k))σDMUB
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Esempio 3.30. Forniamo a titolo di esempio la dimostrazione dell’assioma
UB.
1. F2(A→ 23A) w1
2. FA→ 23A (w2, w1)
3. TA (w2, w1)
4. F23A (w2, w1)
5. F3A (w3, (w2, w1))
6. FA (W1, (w3, (w2, w1)))
Anche in questo caso la dimostrazione ricalca quella dell’assioma modale
corrispondente all’assioma UB, cioe` B, cosiche´ valgono le osservazioni fat-
te a proposito della dimostrazione per M. Si noti che gli indici (w2, w1) e
(W1, (w3, (w2, w1))) unificano in tutte le XUB-logiche rendendo le formule
(3) e (6) σL-complementari per tutte queste logiche.
In base agli esempi di logiche che abbiamo presentato in maniera siste-
matica in questa sezione e` facile estendere il criterio con cui abbiamo definito
le unificazioni anche al caso degli assiomi che hanno la seguente forma
2n(L)
dove L=D, T, 4, B, 5, F e V.
Logiche deontiche aletiche
L’obbligo delle logiche deontiche appena esaminate coincide con il necessario
del sistema. E` possibile definire l’obbligo in maniera differente come una
gradazione del necessario26, in particolare come:
OA =df 2(Q→ A)
dove Q e` una costante proposizionale detta costante di idealizzazione27. L’as-
sioma che governa il comportamento della costante Q e` il seguente:
3Q (Q)
Per tener conto della nuova costante il modello sara` cos`ı composto:
〈W,R,O, υ〉
26(Kanger 1971, Anderson 1958)
27(A˚qvist 1984, A˚qvist 1985, Galvan 1991)
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doveO ⊆ W , l’insieme dei mondi ottimali, e aggiungiamo la seguente clausola
alla valutazione:
υ(Q,wi) = V ⇐⇒ wi ∈ O .
Infine R e` O-seriale (∀w ∈ W,∃y ∈ O : wRy). Le Q-logiche saranno
caratterizzate in KEM dalla seguente regola d’inferenza:
FQ, i
× [i non ristretto, l(i) > 1] (QPNC)
Per alcune logiche non abbiamo fornito le σA1···An-unificazioni ma siamo
passati direttamente alle loro σL; per tali logiche stipuliamo che σ
A1···An = σL.
3.5.3 Logiche multi modali
In questo paragrafo mostreremo come adattare le unificazioni esposte nei
paragrafi precedenti alle logiche multimodali; in particolare mostreremo le
unificazioni per logiche trattate nel paragrafo 2.6 e analizzeremo come si
possano rappresentare i rapporti fra le modalita` attraverso gli indici.
Le logiche MM
In questa sezione mostreremo come combinare tra loro logiche modali (MM)
senza principi ponte, vale a dire, senza assiomi o regole che stabiliscono i
rapporti tra le modalita` e quindi presenteremo la forma generale di tali uni-
ficazioni. Cos`ı come una logica L = MM e` ottenuta per combinazione delle
varie L1, . . . , Lk che la compongono, l’unificazione sara` la combinazione delle
varie σA
l
1···Alm , 1 ≤ l ≤ k che compongono la logica.
(i, k)σMM =
(cn(i), cm(k))σA
l
1,...,A
l
m
(i, k)σA
l
1,...,A
l
m
1 ≤ l ≤ k (σMM)
con w0 = (s
n(i), sm(k))σMM , se c
n(i), cn(k) sono l-puri, 1 ≤ l ≤ k.
Supponiamo, come gia` abbiamo visto, di voler combinare tra loro due lo-
giche modali, diciamo una modalita` epistemica 21 di tipo D45 e una deontica
22 di tipo D; una logica siffatta, chiamiamola ED, e` in grado di esprimere
e formalizzare concetti concernenti la conoscenza di obblighi (se un’agente
sa che A e` obbligatorio, allora crede che A sia anche permesso) e obblighi
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di conoscenza (un esempio di un obbligo di conoscenza e` rappresentato dagli
avvisi di garanzia e il gia` ricordato articolo 368 del codice penale).
Utilizzeremo rispettivamente e1, e2, . . . e E1, E2, . . . per denotare Φ
1
C e
Φ1V , e d1, d2, . . . e D1, D2, . . . per denotare Φ
2
C e Φ
2
V . L’unificazione per ED
e` definita come
(i, k)σED =

(cn(i), cm(k))σD
14151
(i, k)σD
14151
(cn(i), cm(k))σD
2
(i, k)σD
2
(3.7)
con w0 = (s
n(i), sm(k))σMM , se c
n(i), cn(k) sono k-puri, k ∈ {1, 2}.
In base a questa definizione gli indici
i = (E2, (e1, (D1, w1))) j = (e2, (d1, w1))
σED-unificano. Infatti
c2(i) = (E2, (e1, w0) c
2(j) = (e2, w0)
σD
14151-unificano, e w0 = ((D1, w1), (d1, w1))σ
D2 . Tuttavia se al posto di i
avessimo avuto i′ = (E2, (d2, (e1, (D1, w1))), allora questo non unificherebbe
con j dato che c2(i′) non e` 2-puro.
La logica S5A
Per trattare questa logica aggiungiamo l’indice costante a all’insieme degli
indici costanti. Come abbiamo visto questa logica e` ottenuta per combina-
zione di logiche di tipo S5 e D45 per cui abbiamo dato delle unificazioni che
non rispecchiano la definizione 3.17; pertanto possiamo definire l’unificazione
come segue:
(i, k)σS5A = (i, k)σS5 (σS5A)
Aggiungiamo una regola di inferenza per l’operatore 4
S4A, i
SA, (a, i)
(4)
Questa regola coglie il comportamento funzionale dell’operatore4, e rispetta
l’unicita` del mondo attuale.
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Mostriamo le dimostrazioni in KEM degli assiomi caratteristici di S5A.
1. F2A→4A w1
2. T2A w1
3. F4A w1
4. TA (W1, w1)
5. FA (a, w1)
6.× (a, w1)
Questo assioma afferma che l’attualita` e` una specie di necessita` e che il
mondo attuale e` accessibile da ogni mondo, infatti possiamo fare unificare i
due indici.
1. F4¬A ≡ ¬4A w1
2. T4¬A w1
4. F¬4A w1
5. T4A w1
6. FA (a, w1)
7. TA (a, w1)
8.× (a, w1)
3. F4¬A w1
9. T¬4A w1
10. F4A w1
11. FA (a, w1)
12. TA (a, w1)
13.× (a, w1)
Questo assioma asserisce la funzionalita` dell’operatore 4, che, per quanto
riguarda la sua rappresentazione inKEM e` garantita dal formato della regola
d’inferenza che riguarda l’operatore di attualita`, qui applicata ai passi 6 e
11.
1. F4A→ 24A w1
2. T4A w1
3. F24A w1
4. TA (a, w1)
5. F4A (w2, w1)
6. FA (a, (w2, w1))
7.× (a, w1)
Questo assioma stabilisce l’unicita` del mondo attuale, infatti, a differenza
delle altre unificazioni, ma similmente alla σS5-unificazione, non ci interessa
il percorso ma solamente il punto di arrivo.
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La logica S5P(n)
S5P(n) semanticamente e` caratterizzata da modelli di Kripke estesi con clu-
ster dove le relazioni di accessibilita` sono (i) una relazione di equivalenza, per
l’operatore 2, (ii) relazioni euclidee e transitive per gli operatori Pi; inoltre
questi ultimi determinano cluster di mondi preferiti. Avremo bisogno quindi
dei seguenti insiemi di indici:
• Φ0V = {W1,W2, . . .} e Φ0C = {w1, w2, . . .} per gli indici variabili e
costanti corrispondenti all’operatore 2;
• ΦkV = {W k1 ,W k2 , . . .} e ΦkC = {wk1 , wk2 , . . .} per gli indici variabili e
costanti corrispondenti all’operatore Pk.
Al fine di ottenere l’unificazione che tenga conto del rapporto di inclusione
delle relazioni di accessibilita` del modello introduciamo la sostituzione di
mondi θ+ cos`ı definita:
θ+(i) =
j ∈ = i ∈ Φ0Vθ(i) altrimenti
Analogamente a come abbiamo definito la sostituzione di indici e l’unifi-
cazione a partire dalla sostituzione di mondi θ definiamo la corrispondente
sostituzione di indici ρ+ come
ρ+ = ρ[θ+/θ]
dove [θ+/θ] denota la sostituzione uniforme di θ+ al posto di θ, e la corri-
spondente l’unificazione σ+ come
σ+ = σ[ρ+/ρ] .
Anche per S5P(n), date le sue caratteristiche semantiche, definiremo diretta-
mente un’unificazione bassa senza passare per le unificazioni alte.
(i, k)σS5P(n) = ((h(i), h(k))σ
+; (s1(i), s1(k))σ+) sse
i, o k e` i-ground,1 ≤ i ≤ n, o
∃s(i), s(k) : h(s(i)), h(s(k)) ∈ Φi, e
(s(i), s(k))σS5P(n) .
(σS5P(n))
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Esempio 3.31. Gli indici
(w21, (W
1
3 , w1)) (W
2
2 , (w
3
1, (w
1
1, w1)))
σS5P(n)-unificano dato che le teste unificano e esistono dei segmenti che sod-
disfano l’ultima condizione; infatti il primo indice non e` 3-ground, mentre
il secondo non e` 2-ground, ma ci sono dei segmenti che σS5P(n)-unificano, ed
esattamente
((W 13 , w1), (w
3
1, (w
1
1, w1)))σ
S5P(n) .
Forniamo ora, a titolo di esempio, le dimostrazioni in KEM degli assiomi
di S5P(n).
1. F2A→ PiA w1
2. T2A w1
3. FPiA w1
4. TA (W1, w1)
5. FA (wi2, w1)
6.× (wi2, w1)
Questo assioma, che non necessita spiegazioni, stabilisce che i mondi preferiti
sono un sottoinsieme dei mondi accessibili da un dato mondo.
1. F2PiA ≡ PiA w1
2. TPiA→ 2PiA w1
4. F2PiA→ PiA w1
5. T2PiA w1
6. FPiA w1
7. TPiA (W1, w1)
8. FA (wi2, w1)
9. TA (W i2, (W1, w1))
10.× (wi2, w1)
3. FPiA→ 2PiA w1
11. T2PiA→ PiA w1
12. TPiA w1
13. F2PiA w1
14. FPiA (w2, w1)
15. TA (W i3, w1)
16. FA (wi3, (w2, w1))
17.× (wi3, w1)
Questo assioma, congiuntamente al prossimo, afferma la non dipendenza dei
mondi preferiti dal mondo in cui la preferenza viene effettuata. Vale a dire
che i mondi preferiti di un dato tipo non sono in funzione dei vari mondi,
ma vengono stabiliti una volta per tutte nel modello. Per quanto riguarda
la dimostrazione basti notare che in entrambi i rami uno degli indici delle
formule complementari e` ground.
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1. F¬Pi⊥ → (PiPjA ≡ PjA) w1
2. T¬Pi⊥ w1
3. FPiPjA ≡ PjA w1
4. FPi⊥ w1
5. F⊥ (wi2, w1)
6. TPiPjA w1
8. FPjA w1
9. TPjA (W
i
1, w1)
10. TA (W j2 , (W
i
1, w1))
11. FA (wj3, w1)
12.× (wj3, w1)
7. FPiPjA w1
13. TPjA w1
14. FPjA (w
i
4, w1)
15. FA (wj5, (w
i
4, w1))
16. TA (W j3 , w1)
17.× (wj5, w1)
La differenza con l’assioma precedente riguarda il trattamento dei mondi
preferiti. Infatti tali insiemi, in particolare l’insieme dei mondi di tipo i,
potrebbero essere vuoti, e pertanto gli indici (W j2 , (W
i
1, w1)) e (w
j
3, w1) non
unificherebbero, ma la non vuotezza della denotazione degli indici di tipo i
viene garantita dall’indice ristretto (wi2, w1). Per la motivazione e i dettagli
tecnici di questo tipo di dimostrazione si veda il paragrafo 3.8.
1. F¬Pi⊥ → (Pi2A ≡ 2A) w1
2. T¬Pi⊥ w1
3. FPi2A ≡ 2A w1
4. FPi⊥ w1
5. F⊥ (wi2, w1)
6. TPi2A w1
8. F2A w1
9. T2A (W i1, w1)
10. TA (W2, (W
i
1, w1))
11. FA (w3, w1)
12.× (w3, w1)
7. FPi2A w1
13. T2A w1
14. F2A (wi4, w1)
15. FA (w5, (w
i
4, w1))
16. TA (W3, w1)
17.× (w5, w1)
La spiegazione di questa dimostrazione e` sostanzialmente identica a quella
della dimostrazione precedente.
La logica H
Per poter trattare con questa logica, istanza di una logica multimodale con
il principio ponte 21A → 22A, dovremo definire gli insiemi di indici appro-
priati. Differentemente da S5P(n) gli indici non corrisponderanno a elementi
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di cluster di mondi preferiti, ma a mondi accessibili tramite una delle due
relazioni di accessibilita` definite nel modello. Pertanto avremo i seguenti
insiemi di indici:
• Φ2V = {W1,W2, . . .}, e Φ2C = {w1, w2, . . .};
• ΦHV = {H1, H2, . . .}, e ΦHC = {h1, h2, . . .}.
I mondi di tipo Φ2 corrispondono ai mondi accessibili tramite R1, connessa
alla modalita` 2, e quelli di tipo ΦH a quelli accessibili tramite la relazione R2
connessa alla modalita` d’ipotesi H. Le unificazioni dovranno tener presente
la condizione di inclusione delle relazioni, e quindi utilizzeremo l’unificazione
σ+.
(i, k)σH =(cl(b(i))(i), cl(b(k))(k))σ+ ⇐⇒
o h(i) o h(k) ∈ Den, oppure
h(i), h(k) ∈ Φ2V
(σH)
dove w0 = (b(i), b(k))σ
H.
Esempio 3.32. Dati gli indici
i = (W1, (H1, w1)) j = (W2, (h1, w1)) k = (w2, (W3, w1))
avremo che (i, j)σH e (j, k)σH ma i e k non σH-unificano dato che entrambi
i segmenti di lunghezza due sono non ristretti e uno e h-preferito.
Inoltre avremo bisogno di un’altra sostituzione, θ2, che “isoli” il compor-
tamenti dei mondi di tipo Φ2.
θ2(i) =
j ∈ =− i ∈ Φ2Vi i ∈ ΦC
dove =− e` l’insieme di indici costruiti a partire da Φ2V e ΦC . In sostanza
θ2 esclude dalla sostituzione gli indici variabili di tipo H. A partire da ρ2
otteniamo ρ2 = ρ[θ2/θ] e σ
2 = σ[ρ2/ρ].
(i, k)σT =

(sl(k)(i), k)σH l(i) > l(k), e
∀m ≥ l(k), (im, h(k))σ2 = (h(i), h(k))σ2
(i, sl(i)(k))σH l(k) > l(i), e
∀m ≥ l(i), (h(i), km)σ2 = (h(i), h(k))σ2
(σT )
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Esempio 3.33. Gli indici
(W2, (h1, w1)) (W1, w1)
σT -unificano in (h1, w1) in quanto (w1, w1)σH e
(W2,W1)σ
2 = (h1,W1)σ
2 = h1 .
Gli indici
i = (W2, (H1, (W1, w1))) k = (h1, w1)
non unificano in quanto nella parte eccedente di i compare una variabile di
tipo H e quindi non e` possibile eseguire σ2 rispetto a H1.
Siamo pronti per definire l’unificazione alta composta per H.
(i, k)σHT =
(i, k)σH(i, k)σT (σHT )
da cui si ottiene l’unificazione bassa appropriata per la logica H
(i, k)σH =
(cn(i), cm(k))σHT(i, k)σHT (σH)
con w0 = (s
n(i), sm(k))σH.
Esempio 3.34. Come abbiamo visto nell’esempio precedente gli indici
i = (W2, (H1, (W1, w1))) k = (h1, w1)
non σT -unificano e tanto meno σH-unificano, ma e` possibile farli σH-unificare
dato che possiamo scomporre l’unificazione come segue: (c3(i), c2(k))σT con
w0 = (s
3(i), k)σH; quest’ultimo e` possibile in quanto (c2(s3(i)), c1(k))σH e
quindi σH e il loro w0 = (s2(i), s1(k))σT .
Esempio 3.35. Forniamo senza ulteriori commenti le dimostrazioni in KEM
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degli assiomi di H.
1. F [H](A→ B)→ ([H]A→ [H]B) w1
2. T [H](A→ B) w1
3. F [H]A→ [H]B w1
4. TA→ B (H1, w1)
5. T [H]A w1
6. F [H]B w1
7. TA (H2, w1)
8. FB (h1, w1)
9. FA (h2, w1)
10.× (h2, w1)
Per questa dimostrazioni possiamo ripetere le considerazioni fatte a proposito
della dimostrazione dell’assioma K.
1. F2A→ [H]A w1
2. T2A w1
3. F [H]A w1
4. TA (W1, w1)
5. FA (h1, w1)
6.× (h1, w1)
Gli indici delle formule complementari 3 e 4 σH-unificano dato che per ogni
coppia di segmenti di lunghezza uguale la testa di uno dei due e` denotante.
La logica JP
Per trattare questa logica con KEM abbiamo bisogno di distinguere tre tipi
di indici:
• Universali ΦW = {W1,W2, . . . } e Φw = {w1, w2, . . . };
• Ideali ΦD = {D1, D2, . . . } e Φd = {d1, d2, . . . };
• Subideali ΦS = {S1, S2, . . . } e Φs = {s1, s2, . . . };
I mondi universali denotano mondi su cui non abbiamo informazioni suffi-
cienti per determinare se sono mondi ideali o mondi subideali, di conseguenza
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l’insieme di mondi costanti e dei mondi variabili sono cos`ı definiti:
ΦV = ΦW ∪ ΦD ∪ ΦS e
ΦC = Φw ∪ Φd ∪ Φs .
Per poter definire le unificazioni appropriate a questa logica dobbiamo de-
finire una sostituzione θ# che si comporta come θ+ per quanto riguarda i
mondi universali e le costanti
θ#ΦW = θ
+ΦW
θ#ΦC = θ
+ΦC
mentre per i mondi ideali e subideali si comporta nel seguente modo
θ# : ΦS → Φs
: ΦD → Φd
dove
Φd = {ir ∈ ΦC : r = d} Φs = {ir ∈ ΦC : r = s}
Φd,Φs denotano, rispettivamente, i mondi che sono una versione ideale,
subideale di se stessi.
A partire dalla sostituzione θ# possiamo definire la sostituzione ρ# =
ρ[θ#/θ+] e l’unificazione σ# = σ[ρ#/ρ+] che ci permettono di definire le
unificazioni alte appropriate.
(i, k)σR =

(sl(k)(i), k)σ+ l(i) > l(k), h(k) ∈ ΦC e
∀m > l(k), (im, h(k))σ# = (il(k), h(k))σ+
(i, sl(i)(k))σ+ l(k) > l(i), h(i) ∈ ΦC e
∀m > l(i), (h(i), km)σ# = (h(i), kl(i))σ+
(σR)
Esempio 3.36. Gli indici
(D1, (w
d
2, w1)) (w
d
2, w1)
σR-unificano dato che
wd2 = (D1, w
i
2)σ
# = (wd2, w
d
2)σ
+
e banalmente (w1, w1)σ
+.
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Siamo ora in grado di definire l’unificazione alta composta che caratterizza
JP
(i, k)σJP =
(i, k)σ+(i, k)σR (σJP )
da cui si ottiene
(i, k)σJP =
(cn(i), cm(k))σJP(i, k)σJP (σJP )
dove w0 = (c
n(i), cn(k))σJP .
Esempio 3.37. Un complesso esempio di σJP -unificazione e` fornito dagli indici
(ds2, (D2, (W1, (D1, w
d
1)))) (S1, (W2, (s
d
2, w
d
1)))
dove
((ds2, w0), (S1, (W2, w0))σJP
dato che
(ds2, S1)σ
# = (ds2,W2)σ
+ = ds2
e
w0 = ((D2, (W1, w
′
0)), (s
i
2, w
′
0))σJP ,
infatti
(D2, s
d
2)σ
# = (W1, s
d
2)σ
+ = sd2
inoltre
w′0 = ((D1, w
d
1), w
d
1)σJP .
L’unificazione che abbiamo definito, da sola, non e` sufficiente per carat-
terizzare JP , e, pertanto, abbiamo bisogno di regole d’inferenza che rispec-
chiano le definizioni dei vari operatori e le particolari condizioni (C1 e C2)
che completano la caratterizzazione semantica di questa logica.
Le regole di questa logica, a parte le regole standard di KEM , sono, per
l’operatore ND
TNDA, i
TA, (Wn, i)
[con Wn nuovo] (TND)
La verita` di una formula deonticamente necessaria implica che la formula
necessitata vale in tutti i mondi accessibili siano essi ideali o subideali, e
quando e` falso avremo
FNDA, i
FOiA ∧ OsA, i (FND)
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Non abbiamo bisogno di una regola particolare per l’operatore OT dato che
essa si conforma esattamente come la sua definizione.
Le regole strutturali di JP sono:
X, (D, j)
X, (S, k)
X, (Wn, (j, k)σDL)
[(j, k)σJP ] (TND)
che ci permette di stabilire quando una proprieta` vale in tutti i mondi ac-
cessibili a partire da un dato mondo. Lo scopo principale di questa regola e`
quello di garantire la riflessivita` rispetto j e k, cioe` ogni mondo o e` una ver-
sione ideale o una versione subideale di se stesso. Infatti, come dimostreremo
nel teorema 3.2, una proprieta` generale degli indici afferma
(j, k)σJP ⇒ ((j, k)σJP , j)σJP e ((j, k)σJP , k)σJP .
La Regola di Riflessivita` (RR), invece ci permette di stabilire quando in
mondo e` una versione ideale o una versione subideale di se stesso
ν{i,s}, j
νC0 , k
ν{i,s},mr
νC0 ,m
r
[m = (j, k)σJP ] (RR)
dove
ir = is if ν{i,s} = TO
iA (FPiA)
ir = id if ν{i,s} = TO
sA (FPsA)
e
ix = i : h(i) ∈ Φx, (x ∈ {d, s})
Ovviamente ogni ΦrX ⊆ ΦX .
Definizione 3.20. Un indice e` x-riflessivo se e` della forma ix, (x ∈ {d, s})
Oltre l’usuale regola di chiusura (PNC) e il principio di bivalenza (PB)
per la parte enunciativa delle formule introduciamo le corrispettive regole per
gli indici LPNC e LPB
j ∈ Φd
j ∈ Φs
×
(LPNC)
Questa regola afferma che nessun mondo puo` essere allo stesso tempo una
versione ideale e una versione subideale di se stesso, mentre
X, jd X, js
[j ristretto] (LPB)
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stabilisce che un mondo e` una versione ideale o subideale di se stesso.
Di seguito forniamo, come esempio, alcune dimostrazioni di teoremi di
JP .
1. F (Oi(A ∧B) ∧ Os(C ∧D))→ (A ∨ C) w1
2. TOi(A ∧B) ∧ Os(C ∧D) w1
3. FA ∨ C w1
4. TOi(A ∧B) w1
5. TOs(C ∧D) w1
6. FA w1
7. FC w1
8. TA ∧B (D1, w1)
9. TC ∧D (S1.w1)
10. TA (D1, w1)
11. TB (D1, w1)
12. TC (S1.w1)
13. TD (S1.w1)
14. T wd1
16.×
15. F ws1
17.×
Nel ramo di sinistra la chiusura segue da TA, (D1, w1), FA,w1 e w
i
1, dopo aver
assunto, via la versione concernente gli indici di PB, che w1 e` una versione
ideale di se stesso, cioe`, wd1; pertanto sostituiamo, in tale ramo, tutte le
occorrenze di w1 con w
d
1 ottenendo cos`ı D1, w
d
1 e w
d
1 che σJP -unificano; d’altra
parte nel ramo di destra abbiamo TC, (S1, w1), FC,w1 e w
s
1, possiamo quindi,
anche in questo caso, applicare la procedura che abbiamo usato nell’altro
ramo.
1. F (OsA ∧ ¬A)→ Ps¬A w1
2. TOsA ∧ ¬A w1
3. FPs¬A w1
4. TOsA w1
5. FA w1
6. TOsA ws1
7. FA ws1
8. TA (S1, w
s
1)
9. ×
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I passi che conducono ai passi (1)-(5) sono immediati. (6)-(7) derivano tra-
mite l’applicazione delle regola di riflessivita`, dato che il mondo denotato
da w1 e` una versione subideale di se stesso. La chiusura dell’albero segue
immediatamente da (7) e (8), dato che sono σJP -complementari (i loro indici
σJP -unificano dato che (S1, w
s
1)σ
#).
1. FOiA→ (OsB → (¬A→ B)) w1
2. TOiA w1
3. FOsB → (¬A→ B) w1
4. TOsB w1
5. F¬A→ B w1
6. FA w1
7. FB w1
8. ws1
9. wd1
10. ×
Qui i passi (8) e (9) sono ottenuti, rispettivamente da (2), (6) e (4), (7)
tramite RR e la chiusura del ramo viene inferita per LPNC dato che w1
risulta essere sia una versione ideale sia una versione subideale di se stesso.
3.6 Proprieta` degli indici e delle unificazioni
In questa sezione esamineremo delle proprieta` dell’algebra degli indici che ri-
sulteranno utili nelle sezioni successive quando proveremo la completezza e la
correttezza diKEM rispetto alle logiche appena presentate nella sezione pre-
cedente e per dimostrare alcune peculiarieta` della procedura di dimostrazione
automatica che forniremo nella sezione 3.8.
Definizione 3.21. Diciamo che i estende k (i¥k) sse esiste un s(i) tale che
1. s(i) = k, o
2. (s(i), k)σL;
e che i estende immediatamente k sse i¥ k e s(i) = b(i).
Nel paragrafo precedente abbiamo fornito le σL-unificazioni per le logiche
L che trattiamo in questo lavoro. In particolare abbiamo definito cosa signi-
fica per una coppia di indici unificare. Adesso estendiamo la nozione a una
coppia di indici rispetto a un insieme di indici.
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Definizione 3.22. Dato un insieme di indici L diciamo che (i, k)σLL se:
1. (i, k)σL, o
2. ∃j ∈ L tale che:
• (j, sn(i))σL,
• (j, sm(k))σL, e
• (cn(i), cm(k))σL, con w0 = j.
Fatto 1. Enunciamo senza dimostrare, data la loro ovvieta`, una lista di pro-
prieta` degli indici e delle unificazioni. Da ora in poi utilizzeremo L per
denotare una qualunque delle logiche esposte nella sezione 3.5.
1. ∀i, j ∈ ΦC , (i, j)σL ⇐⇒ i = j;
2. ∀i, j ∈ =, i = j ⇒ (i, k)σL = (j, k)σL;
3. ∀i, j ∈ =, (i, k)σD = (j, k)σD ⇒ (i, j)σD;
4. ∀i, j ∈ =, (i, j)σL = (j, i)σL
5. se i e` ground, l = (i, j)σK ⇒ l = i;
6. ∀i, j ∈ =, (i, j)σK = l⇒ (i, l)σK = (j, l)σK = l;
7. Se i ∈ ΦC e k ∈ ΦV allora (i, k)σ = i;
8. Se i, k sono non ristretti e (i, k)σ = l allora anche l e` non ristretto.
9. ∀i ∈ = (i, i)σ = i.
10. Se (i, k)σL e le coppie i, i
′ e k, k′ sono strutturalmente isomorfi allora
(i′, k′)σL.
In maniera analoga forniamo una lista dei rapporti fra le varie unificazioni
Fatto 2. Se L1 ⊂ L2 allora (i, k)σL1 ⇒ (i, k)σL2 .28
Teorema 3.2. Se (i, j)σL = l allora (i, l)σL, e (j, l)σL.
28Per le relazioni di inclusione delle varie logiche si vedano, per esempio, (Chellas
1980, Hughes and Cresswell 1968, Hughes and Cresswell 1984).
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Dimostrazione. La dimostrazione e` divisa in due parti; nella prima proveremo
il teorema per le logiche la cui σL segue lo schema delle definizioni 3.16 e 3.17.
La struttura della σL-unificazione ci permette di dimostrare la proprieta` per
per induzione sul numero di applicazione della σA1···An in una σL-unificazione.
Sia n tale numero. Se n = 1 allora dovremo dimostrare la proprieta` per
σA1···An , vale a dire
(i, k)σA1···An = l⇒ (i, l)σA1···An , (k, l)σA1···An . (3.8)
Nella seconda parte prenderemo in esame le logiche che hanno una definizione
particolare della σL-unificazione.
Ricordiamo la definizione generale delle σA1···An-unificazioni
(i, k)σA1···An =

(i, k)σA1 C1
...
...
(i, k)σAn Cn
e quella delle σL-unificazioni
(i, k)σL =
(cn(i), cm(k))σA1···An(i, k)σA1···An
dove w0 = (s
n(i), sm(k))σL.
Dimostreremo la proprieta` 3.8 per induzione sulla lunghezza degli indici29.
Se min{l(i), l(k)} = 1 allora assumeremo che l(i) = 1 (la dimostrazione per
l(k) = 1 e` simile, basta sostituire k al posto di i e viceversa).
1) i e` una costante (i ∈ ΦC). Se l(k) = 1, allora possiamo applicare σK ; in
ogni caso per le proprieta` 1, 5, 6
l = (i, k)σK = i
ma per le stesse proprieta` (i, i)σK and (i, k)σK . Sappiamo dal fatto 2 che
la σK-unificazione e` inclusa in tutte le altre, pertanto questo caso risultera`
29Da ora in poi, al fine di accorciare le dimostrazioni, quando dovremo considerare indici
di lunghezza differente assumeremo che il primo sia il piu` corto. Questo e` possibile grazie
alla simmetria delle unificazioni, vedi proprieta` 4, pertanto il caso tralasciato verrebbe
trattato in maniera analoga al caso realmente trattato.
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dimostrato per tutte le unificazioni30. Se l(k) > 1 dobbiamo considerare
le unificazioni per le logiche la cui caratterizzazione semantica contiene la
riflessivita` o la simmetria.
Vediamo prima il caso in cui A1 · · ·An contiene T : se (i, k)σT , allora
l = (i, k)σT = (i, s1(k))σ = i
quindi (i, i)σ e (i, k)σT . Analogamente per T e R sostituendo a σ e σT
rispettivamente σH, σT per T e σ+, σR per R.
Se A1 · · ·An contiene B avremo: (i, k)σB, da cui segue l = (i, k)σB =
(i, s1(k))σ = i, pertanto (i, i)σK e (i, k)σB. Se A1 · · ·An = KB allora avremo
che h2(k) per ipotesi. E` importante notare che anche in questo caso e` stato
sufficiente provare il caso rispetto a K.
2) Se i ∈ ΦV allora per le unificazione che contengono D, e per la definizione
stessa di σ l’indice i unifica con qualunque indice e il risultato dell’unificazione
sara` uguale a quest’ultimo (i, k)σD = k = l, quindi (i, k)σD e (k, k)σD per la
proprieta` 9 e il fatto che σ e σD coincidono.
Consideriamo ora il caso di X = K,H: affinche´ i e k σX-unificano e`
necessario che ∀n, n ≤ l(k) o hn(i) o hn(k) sia in Den, risulta pertanto
dall’ipotesi che (i, k)σX che k e` ground, quindi l = k (per la proprieta` 5) e
(k, k)σX (per la proprieta` 6).
Supponiamo ora che min{l(i), l(k)} = n > 1, e che la proprieta` espressa
da 3.8 valga fino a indici di lunghezza n. Avremo i seguenti casi:
σA1···An = σK , σD, σO, σ+, σH
Sia σX = σD, σ+. Se l(i) = l(k) allora
(i, k)σX = l l(l) = l(i) = l(k) ;
per l’ipotesi induttiva
(b(i), b(l))σX (b(k), b(l))σX ,
(h(i), h(l))σX (h(k), h(l))σX ;
30Si noti che σK e` un caso particolare di σ, e quindi anche di σ+ e σH.
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pertanto (i, l)σX e (k, l)σX . La dimostrazione per K e H segue dal fatto che
l contiene solo elementi denotanti, in particolare avremo
hn(l) =
hn(i) hn(i) ∈ Denhn(k) hn(k) ∈ Den
vale a dire che ogni elemento di i e k o e` un elemento denotante che occorre
nello stesso posto in cui occorre in l o e` una variabile, ma se e` una variabile
nel corrispondente posto di l avremo un elemento denotante, quindi in ogni
caso (i, l)σK e (k, l)σK , e (i, l)σH e (k, l)σH. Il caso di O deriva direttamente
dai casi per D e per K, infatti σO e` una combinazione delle unificazioni σD
e σK .
A1 · · ·An = DT
Se l(i) < l(k) e (i, k)σT = l, allora per ipotesi induttiva
(b(i), b(l))σD (sl(b(i))(k), b(l))σD
Per la definizione di σT sappiamo che
ln = (h(i), h(k))σ = (h(i), hl(i)(k))σ)
quindi (i, l)σD e (k, l)σT . Il caso in cui l(i) = l(k) e` il caso appena esaminato
per D.
A1 · · ·An = K4, D4, DT4
Se l(i) < l(k) e h(i) ∈ ΦV , allora (i, k)σ4 = cl(i)(k) dove w0 = (i, sl(i)(k))σ.
Per l’ipotesi induttiva e la definizione di σ4 abbiamo
(i, sl(i)(l))σ (sl(i)(k), sl(i)(l))σ
e quindi (i, l)σ4 e (k, l)σK per σK4, e σD per gli altri casi. Si noti che per
σK4 e` sufficiente notare che i, e k soddisfacevano le condizioni richieste e che
tutte le variabili in l sono denotanti, dato che soddisfano anche in questo
caso le suddette condizioni. L’altra clausola di σD4 e` corrisponde al caso di
D, mentre per σDT4 abbiamo anche il caso appena dimostrato per T .
A1 · · ·An = KB,DB,DTB
Se l(i) < l(k) e (i, k)σB = l, per l’ipotesi induttiva
(b(i), b(l))σD (sl(b(i))(k), b(l))σD
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quindi per la definizione di σB, abbiamo
h(l) = (h(i), h(k))σ = (h(i), hl(i)−2n(i))σ) ;
pertanto (i, l)σD e (k, l)σB. Per completare la dimostrazione del caso dob-
biamo esaminare i casi per D per quanto riguarda σDB, e per σDTB anche il
caso per T , che abbiamo gia` dimostrato. La dimostrazione per KB e` identica
tranne che (i, l)σO e (k, l)σB dove o h2(k) o h2(k) ∈ Den. Per la definizione
di σKB l = (i, sl(i)(k))σ, pertanto l(l) = l(i) > 1 e
h2(l) =
h2(i) h2(i) ∈ Denh2(k) h2(k) ∈ Den .
In ogni caso una delle teste di lunghezza due e` denotante e quindi gli indici
unificano.
A1 · · ·An = F e A1 · · ·An = DF
il caso di F segue immediatamente dalla definizione, e una volta combinata
con il caso di D otteniamo la dimostrazione per DF
A1 · · ·An = HT , JP
Supponiamo che (i, k)σHT = l, per come e` costruita tale unificazione avremo
che 1) (i, k)σH = l o 2) (i, k)σT = l. Nel primo caso i, k e l avranno la stessa
lunghezza, inoltre
hn(l) =

hn(i) se hn(i) ∈ ΦC , e hn(k) = hn(i) o hn(k) ∈ Φ2V
hn(k) se hn(k) ∈ ΦC , e hn(i) = hn(k) or hn(i) ∈ Φ2V
hn(i) hn(i), hn(k) ∈ Φ2V
Per induzione abbiamo
(b(i), b(k))σH (b(i), b(k))σH
e per costruzione
(h(i), h(l))σ+ (h(k), h(l))σ+ ,
quindi in ogni caso (i, l)σH e (k, l)σH.
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Nel secondo caso invece, assumiamo come di consueto che i e` il piu` corto,
di conseguenza abbiamo che l(l) = l(i). Per l’ipotesi induttiva e il fatto che
(i, k)σT avremo
(b(i), b(l))σH (bl(b(l))(k), b(l))σH .
Inoltre
∀m ≤ l(i), h(l) = (h(i), km)σ2 .
Dato che sono indici di lunghezza 1 possiamo applicare il lemma e quindi
(h(i), h(l))σ+,31 pertanto (i, l)σH e dunque (i, l)σHT . D’altra parte si puo`
estendere la proprieta` 6 anche a σ2, da cui segue
∀m ≤ l(l), (h(l), km)σ2 = (h(l), h(k))σ2 ,
dunque (k, l)σT e quindi (i, k)σHT .
La dimostrazione per JP ricalca quella per HT tranne per avere σ# al
posto di σ2 e di richiedere σ+ al posto di σH.
Abbiamo cos`ı provato la base induttiva per per la prima parte del teorema.
Assumiamo ora che il lemma valga fino all’n-esima applicazione di σA1···An .
Per la definizione di σL,
(sn(i), sm(k))σL = w0 = s
l(l) (cn(i), cm(k)j)σA1···An = cl(l) ,
ma, per l’ipotesi induttiva
(sn(i), sl(l))σL (s
m(k), sl(l))σL .
Per la proprieta` che abbiamo appena provato per σA1···An
(cn(i), cl(l))σA1···An (cm(k), cl(l))σA1···An
che implica (i, l)σL e (k, l)σL.
L = K5, D5
Per ipotesi (i, k)σK5 = l, quindi o (i, k)σ
O o (i, k)σ5. Abbiamo gia` provato
il teorema per σO, quindi consideriamo solamente il caso in cui i due indici
31E` facile vedere che se due indici σ2-unificano σ+-unificano, in quanto una unificazione
e` la restrizione dell’altra; inoltre si puo` provare il lemma per σ2 ripetendo gli stessi passi
fatti per σ.
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σ5-unificano; questo implica che uno dei segmenti di lunghezza due e` in Den.
Supponiamo che sia h2(i) (il caso in cui h2(k) ∈ Den e` analogo). Abbiamo
da esaminare i seguenti casi: se h2(i) 6= h(i) ∈ ΦV , allora h(l) = h(k) se
k e` ristretto, altrimenti h(l) = h(i); nel primo caso (i, l)σ5-unificano dato
che i soddisfa le condizioni dell’unificazione, e (k, l)σ5 dato che le due teste
coincidono. Se h(i) ∈ ΦC o l(i) = 2 allora, affinche´ (i, k)σK5, h2(k) 6= h(k) ∈
ΦV , e possiamo ripetere il ragionamento fatto nel caso precedente con k al
posto di i. La dimostrazione per σD5 e` la stessa di quella per σK5 tranne che
non dobbiamo preoccuparci di come sono i segmenti di lunghezza 2.
L = K45, D45
Per ipotesi (i, k)σK45, pertanto uno dei segmenti di lunghezza 2 e` denotante
e h(l) = (h(i), h(k))σ; ma questo significa che o h(l) = h(i) o h(l) = h(k),
inoltre dato che e` il risultato di una unificazione e` denotante. Se h(l) ∈ ΦC
allora abbiamo le seguenti possibilita`: 1) h(l) = h(i) = h(k), in questo caso
il lemma vale banalmente; 2) se h(i) 6= h(k) e h(i) = h(l) (il caso in cui
h(k) = h(l) e` analogo), allora (h(i), h(l))σ ma affinche´ (i, k)σK45 h(k) ∈
ΦV e pertanto anche in questo caso (k, l)σK45. Se h(l) ∈ ΦV significa che
h(i), h(k) ∈ ΦV , ma l(l) = 2 e h(l) ∈ Den e pertanto (i, l)σK45 e (k, l)σK45.
La dimostrazione per D45 e` identica tranne che possiamo trascurare il
fatto che h(l) ∈ Den.
L = K4B, S5, S5A
Per S5 se min{l(i), l(k)} = 1 abbiamo (i, k)σS5 sse (h(i), h(k))σ, da cui, se i
e` ristretto
(i, k)σS5 = h(i) = l
e quindi (i, l)σS5, vale a dire (h(i), h(i))σ possiamo ripetere lo stesso ragio-
namento se k e` ristretto. se i non e` ristretto
(i, k)σS5 = h(k) = l
pertanto per gli stessi motivi del caso precedente (k, l)σS5 e (i, l)σS5. Se
min{l(i), l(k)} > 1, avremo che
(i, k)σS5 = ((h(i), h(k))σ; (s
1(i), s1(k))σ)
e possiamo ripetere il ragionamento appena fatto. Infatti (s1(i), s1(k))σ im-
plica che s1(i) e s1(k) devono essere la stessa costante, quindi il risultato
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della loro unificazione e` sempre la stessa costante; ci rimane da controllare le
varie possibilita` per le teste, ma sono le stesse che abbiamo gia` esaminato.
Per K4B basta notare che se (i, k)σLK4B allora in L c’e` un indice il cui
segmento di lunghezza 2 e` denotante; per il resto S5 e K4B sono identiche.
S5A estende S5 unicamente per il fatto che l’indice a ∈ ΦC , quindi per
la definizione di ρ, abbiamo che ρ(a) = a come qualunque altra costante.
Le unificazioni per le logiche OM , DM , OS4, DS4, OMB, KUB, OUB,
DUB, OMUB, DMUB sono ottenute come combinazione di casi particolari
di O, D, T , B e 4, imponendo condizioni sugli indici, in particolare sulla loro
lunghezza. Tuttavia tali restrizioni sono soddisfatte in maniera necessaria e
sufficiente dal risultato dell’unificazione di i e k e pertanto il teorema vale
anche per esse.
Dal teorema 3.2 appena dimostrato otteniamo i seguenti
Corollario 3.3. Sia L = {i, j, k, l} un insieme di indici; se (i, j)σLL = l e
(k, l)σLL, allora (i, k)σ
L
L e (j, k)σ
L
L
Dimostrazione. L’indice l stesso e` un indice L per cui (i, k)σLL and (j, k)σLL .
Corollario 3.4. Sia L = {i, j, k} un insieme di indici; se (i, j)σL, (k, j)σL
e (i, k)σL, allora ((i, k)σL, j)σ
L
L
Dimostrazione. Dalla definizione 3.22 dobbiamo mostrare un indice tale che
unifichi con (i, k)σL e j, ma dal teorema 3.2 sappiamo che i e k unificano con
entrambi.
Questo corollario afferma che quando due indici di una collezione uni-
ficano ed entrambi unificano con un terzo allora quest’ultimo unifica con il
risultato dell’unificazione della coppia di indici; questo significa che se pensia-
mo gli indici come dei mondi con i percorsi che portano a essi, allora possiamo
concepire l’unificazione come la strada che conduce a uno dei mondi denotato
da entrambi gli indici (con possibili deviazioni).
Corollario 3.5. Sia L un insieme di indici. Se i = (Wn, j) e i′ = (wn, j)
con wn che non occorre altrove in L, sono in L, allora
∀k ∈ L, (i′, k)σL ⇒ (i, k)σLL
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Dimostrazione. Se h(k) ∈ ΦC allora, dato che wn non occorre in L, h(k) 6= wn
L = KF,F dove e` richiesto che (j, b(k))σL, ma, per KF una delle due teste
e` in Den e b(i) = j. Per le logiche che non richiedono che una delle due teste
sia denotante (i, k)σL banalmente. Per le altre l’indice i
′ e` un indice adatto
affinche´ (i, k)σLL .
3.7 Correttezza e completezza di KEM
In questo paragrafo dimostreremo che le regole e le unificazioni che abbiamo
dato per le logiche nel paragrafo 3.5 sono adeguate a caratterizzarle. In
particolare dimostreremo che la versione in KEM delle varie logiche modali
che abbiamo esaminato e` equivalente alla corrispettiva versione hilbertiana.
A tal fine la dimostrazione e` divisa in due parti. 1) Gli assiomi e le regole
d’inferenza della versione assiomatica di L sono derivabili in KEM ; dato che
KEM gode della proprieta` della sotto dimostrazione32 possiamo simulare
qualunque dimostrazione ottenibile con il metodo assiomatico. 2) Le regole
di inferenza di KEM sono corrette per la semantica per il rispettiva logica
modale. Da 1) e 2) otteniamo il risultato desiderato.
Sia
F = 〈W,Σ1, . . .Σm, R1, . . . , Rn〉
una struttura di Kripke estesa con cluster e sia M = 〈F , υ〉 un modello di
Kripke esteso con le seguenti condizioni:
• W = ΦC ;
• Σi ⊆ W , 1 ≤ i ≤ m;
• ogni Ri, 1 ≤ i ≤ n e` una relazione binaria in W ;
• v e` la funzione di valutazione.33
32La proprieta` della sotto dimostrazione afferma che se esiste una dimostrazione per A,
allora questa puo` essere usata all’interno di una qualunque altra dimostrazione.
33Chiaramente, a seconda della logica considerata Ri sara` una determinata condizione
e le condizioni su v saranno quelle appropriate, cfr. cap 2.
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Sia g una funzione da = a ℘(W) cos`ı definita:
g(i) =

h(i) = {h(i)} h(i) ∈ ΦC
h(i) = {wi ∈ W : g∗(b(i))Bl(b(i)),l(i)wi} h(i) ∈ ΦV
h(i) = {wi ∈ W : g∗(b(i))Bl(b(i)),l(i)wi} 6= ∅ h(i) ∈ ΦV ∩Den
i =W i ∈ ΦV
Dove g∗ e` una funzione di scelta in g(i) e Bm,m+1 = Rk, 1 ≤ k ≤ n, se
im+1 ∈ =k1. In particolare, se i e` ristretto e l(i) > 1 avremo
g(i) = {h(i)} ⊆ {wi ∈ W : g∗(b(i))Bl(b(i)),l(i)wi} .
Sia r una funzione da = a ⋃1≤k≤nRk cos`ı definita:
r(i) =
∅ if l(i) = 1g∗(i1)B1,2g(i2), . . . , g∗(in−1)Bn−1,ng(h(i)) if l(i) = n > 1
Sia f una funzione dall’insieme delle LS-formule a v cos`ı definita:
f(SA, i) =def v(A,wj) = S
per tutti i wj ∈ g(i).
Lemma 3.6. Per ogni i, k ∈ = se (i, k)σL, allora g(i) ∩ g(k) 6= ∅.
Dimostrazione. Anche questa dimostrazione, come la dimostrazione del teo-
rema 3.2, e` divisa in due parti. Nella prima considereremo le logiche la cui
unificazione caratteristica rispecchia lo schema della definizione 3.17, e nella
seconda prenderemo in considerazione le altre unificazioni.
La dimostrazione e` per induzione sul numero di applicazioni di σA1···An in
σL. Abbiamo bisogno quindi di dimostrare la seguente proprieta`
∀i, k ∈ =, (i, k)σL ⇒ g(i) ∩ g(k) 6= ∅ (3.9)
che dimostreremo per induzione sulla lunghezza degli indici.
Se min{l(i), l(k)} = 1, allora almeno uno tra i e k e` o una costante o una
variabile; per la definizione di unificazione avremo quindi i seguenti cinque
casi: i e k sono:
i) due costanti; o
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ii) una variabile e una costante, o
iii) due variabili, o
iv) una variabile e un indice, o
v) una costante e un indice.34
Caso i) Due costanti unificano se e solo se sono la stessa costante, quindi
i = k; pertanto, dalla definizione di g, g(i) = g(k),e dato che W non e` vuoto
per definizione g(i) ∩ g(k) 6= ∅.
Caso ii) se i (resp. k) e` una variabile e k (resp. i) e` una costante, allora
g(i) =W e g(k) ∈ ℘(W) e anche in questo caso g(i) ∩ g(k) 6= ∅.
Caso iii) Per questo caso e` sufficiente notare che W non e` vuoto e che le
variabili sono applicate su esso.
Caso iv) Per le logiche seriali basta notare cheW non e` vuoto e che g assegna
alla variabile W e all’indice un mondo (un insieme di mondi) in W . Per le
logiche non seriali in generale una variabile σL-unifica con un indice se l’indice
contiene una costante in ogni posto in cui e` richiesta una σK-unificazione.
Dato che i due σL-unificano la denotazione dell’indice e` vuoto e pertanto g
assegna all’indice un mondo (un insieme di mondi) in W .
Caso v) Questo caso contempla tutte le σA1···An-unificazioni che contengono
σT , o σB o σT o σR. Come di consueto assumeremo, per economia, che
l(i) = 1 e l(k) = n > 1 (il caso in cui l(k) = 1 e l(i) = n > 1 e` analogo).
Se (i, k)σT , allora per ogni h(s(k)) tale che l(s(k)) > 1 o h(s(k)) ∈ ΦV , o
h(s(k)) = i; quindi
r(k) = iRk2, . . . , kn−1Rkn
Se k2 ∈ ΦV , allora k2 denota l’insieme di mondi accessibili da w1; se k2 ∈ ΦC ,
allora i = k, ma, per la riflessivita` i ⊆ k2, quindi possiamo prendere i stesso
come rappresentante dell’insieme di mondi denotato k2, che implica iRk3.
Ripetiamo lo stesso ragionamento fino a quando non arriviamo a iRkn: se
kn ∈ ΦC , allora i = kn e quindi denotano lo stesso mondo; se kn ∈ ΦV , allora
34I casi ii), iii), e iv) non si presentano nel corso di dimostrazioni in KEM ; in ogni
caso essi sono utili per trattare casi nel passo induttivo della dimostrazione, e nella
dimostrazione del caso v).
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quest’ultimo denota l’insieme di mondi accessibili da i; ma i appartiene a
tale insieme per la riflessivita`, quindi, in ogni caso, g(i) ∩ g(k) 6= ∅.
Se (i, k)σDB o (i, k)σKB, allora
h(k) ∈ ΦV (i, h(k))σ = (i, s1(k))σ
con hp(k) ∈ ΦV ,∀p > m = ((n − 1)/2) + 1, inoltre per KB avremo che
h2(k) ∈ Den, questo e la serialita` per DB garantiscono che tutti gli elementi
sono denotanti, infatti, come abbiamo gia` ricordato la simmetria implica la
quasi serialita`. La relazione di R determinata da k e` cos`ı descritta
r(k) = k1Rk2, . . . , km−1Rkm, kmRkm+1, km+1Rkm+2, . . . , kn−1Rkn
k1 = i, e, per la condizione imposta dall’unificazione avremo che km+1 denota
l’insieme di mondi accessibili da km; per la simmetria kmRkm−1; quindi
k1Rk2, . . . , km−1Rkm+2, . . . , kn−1Rkn .
Possiamo ripetere lo stesso ragionamento fintanto che arriviamo a
iRk2, k2Rkn
dove kn denota l’insieme di mondi accessibili da k2, ma per simmetria k2Ri
dunque i e` un mondo accessibile da k2, quindi g(i) ∩ g(k) 6= ∅.
Se (i, k)σT , allora per ogni h(s(k)) tale che l(s(k)) > 1 o h(s(k)) ∈ Φ2V , o
h(s(k)) = i; quindi
r(k) = iB1,2k
2, . . . , kn−1Bn−1,nkn
Inoltre avremo xR1y ⇒ xR2y. A questo punto possiamo ripetere il ragiona-
mento fatto per T .
Se (i, k)σR, allora per ogni h(s(k)) tale che l(s(k)) > 1 o h(s(k)) ∈ ΦW ,
o h(s(k)) ∈ ΦD se i ∈ Φd o h(s(k)) ∈ ΦS se i ∈ Φd o h(s(k)) = i; quindi
r(k) = iB1,2k
2, . . . , kn−1Bn−1,nkn
e
iRii i ∈ Φd
iRsi i ∈ Φd
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Inoltre avremo xRi,sy ⇒ xRy. A questo punto possiamo ripetere il ragiona-
mento fatto per T .
Per il passo induttivo avremo min{l(i), l(k)} = n > 1. assumiamo indut-
tivamente che il lemma valga sino a indici di lunghezza n; se l(i) = l(k)
scriveremo rispettivamente i e k come (h(i), b(i)) e (h(k), b(k)). Se (i, k)σD,
per la definizione di σD abbiamo (b(i), b(k))σD per cui il lemma vale indut-
tivamente; sia wj uno dei mondi che appartengono a g(b(i))∩ g(b(k)) quindi
wjRh(i) e wjRh(k). Ci rimane da analizzare che tipo di indici sono h(i) e
h(k), e abbiamo di nuovo i casi i), ii), e iii). I casi i) e ii) sono identici alla
base induttiva, mentre per il caso iii) h(i) e h(k) denotano l’insieme di mon-
di accessibili da wj, ma, per la serialita` associata a D questo insieme non e`
vuoto. Lo stesso dicasi per σO.
Se (i, k)σK ripetiamo il ragionamento fatto fatto per D tenendo presente
che il caso iii) si presenta unicamente se h(i) o h(k) ∈ Den, ma in tale caso
l’insieme dei mondi visti da wj nuovamente non e` vuoto, per la definizione
di g.
Se (i, k)σF , (i, k)σDF , allora l(i) = l(k) = 2, (s1(i), s1(k))σ che ricade
sotto l’ipotesi induttiva; sia w il mondo condiviso. Per la definizione di r
avremo
wRi2 wRk2
dove i2 e k2 appartengono all’, o sono l’insieme di mondi visti da w. Dato
che R e` funzionale avremo che g(i2) = g(k2). Nel caso di DF questo insieme
non e` vuoto per la serialita`, mentre nel caso di F e` richiesto che o h(i)
o h(k) ∈ Den quindi per costruzione l’insieme non e` vuoto. In ogni caso
g(i) ∩ g(k) 6= ∅.
Se (i, k)σ+, o (i, k)σH allora potremo ripetere la dimostrazione fatta a
proposito di σD e σK ; infatti σ+ e` la versione multimodale di σD tenendo
presente la condizione xRjy ⇒ xRy, 1 ≤ j ≤ n, vale a dire che l’insieme
di mondi accessibili da un mondo dato tramite la relazione Rj e` un sottoin-
sieme di quello dei mondi visti tramite la relazione R, inoltre Rj e` seriale.
σH risulta dalla combinazione delle condizioni di σK per quanto riguarda i
mondi accessibili tramite la relazione R1 (non seriale) e l’unificazione σ
+ per
la relazione R2 che e` seriale, inoltre anche in questo caso i rapporti tra le
unificazioni sono stabiliti dalla seguente xR1y ⇒ xR2y.
Se l(i) 6= l(k), assumeremo che l(i) < l(k) (il caso l(k) < l(i) e` analogo)
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Se (i, k)σT e h(i) ∈ ΦC allora per la definizione di σT avremo che
(i, k)σT = (cl(i)(i), cl(i)(k))σT
dove w0 = (i, s
l(i)(k))σD; quindi per ipotesi induttiva g(i) ∩ g(sl(i)(k)) 6=
∅; sia wj uno dei mondi condivisi. A questo punto possiamo ripetere il
ragionamento fatto per la base induttiva per il caso di T e otteniamo risultato
desiderato.
Se h(i) ∈ ΦV , allora
∀kn, n ≤ l(i), (h(i), h(k))σ = (h(i), kn)σ
che significa g(i) ∩ g(sn(k)) 6= ∅, e in particolare g(i) ∩ g(sl(i)(k)) 6= ∅, dato
che per ipotesi induttiva e la definizione di σT , (b(i), sl(b(i))(k))σD.
Se (i, k)σD4, (i, k)σK4 allora h(i) ∈ ΦV e (b(i), sl(i)−1(k))σD, per il quale
vale l’ipotesi induttiva; sia wj uno dei mondi in comune. Inoltre avremo
wjRi
n
wjRk
n, knRkn+1, . . .
in denota l’insieme di tutti i mondi accessibili da wj; per transitivita` ∀m >
n, g(hm(k)) ⊆ in. Nel caso di D4 avremo che im 6= ∅ in virtu` della serialita` e
quindi g(i) ∩ g(k) 6= ∅. Per K4 avremo i seguenti due casi 1) ∀m > n, kn ∈
Den e quindi per costruzione g(km) 6= ∅; 2) o i o sl(i)(k) e` p, q-convergente,
ma questo, in regime di transitivita`, significa che
∃p < n : hp ∈ ΦV , e ∀wp ∈ g(hp)∃wq : wpRwq
g(hp) e` l’insieme di mondi visti da g∗(hp−1), ma per questo insieme se esiste
allora e` un insieme di mondi in cui la relazione di accessibilita` e` transitiva
e seriale. L’esistenza di tale insieme e` garantita per induzione dal fatto che
(b(i), sl(i)−1(k))σK . Dunque in ogni caso g(i) ∩ g(k) 6= ∅.
Se (i, k)σB e l(i) ≤ l(k) allora h(k) ∈ ΦV e (i, sl(i)(k)))σ, che ricade sotto
l’ipotesi induttiva; sia wj un mondo che appartiene alla loro intersezione. A
questo punto possiamo ripetere il ragionamento che abbiamo fatto al caso v)
della base induttiva per B e KB ottenendo g(i) ∩ g(k) 6= ∅.
Se (i, k)σT e h(i) ∈ ΦC allora per la definizione di σT avremo che
(i, k)σT = (cl(i)(i), cl(i)(k))σT
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dove w0 = (i, s
l(i)(k))σH; possiamo combinare le dimostrazioni appena fatta
per i casi precedenti per ottenere il risultato desiderato.
Se h(i) ∈ Φ2V , allora
∀kn, n ≤ l(i), (h(i), h(k))σ2 = (h(i), kn)σ2
Per ipotesi induttiva e la definizione di σT , (b(i), sl(b(i))(k))σH, sia wj uno dei
mondi condivisi; avremo
wjBn−1,ng(h(i))
wjBn1,ng(h
l(i)(k)), . . .
ora g(i) ∩ g(sn(k)) 6= ∅, dato che
g(h(i)) = {wn : wjRwn} hl(i)(k) 6∈ ΦHV xR1y ⇒ xR2y
Inoltre (h(i), h(k))σ2 = (h(i), kn)σ2 quindi g(i) ∩ g(k) 6= ∅.
Se (i, k)σR e h(i) ∈ ΦC allora per la definizione di σR avremo che
(i, k)σR = (cl(i)(i), cl(i)(k))σR
dove w0 = (i, s
l(i)(k))σ+; possiamo quindi ripetere il ragionamento fatto per
i casi precedenti e per la base induttiva della stessa unificazione.
Se h(i) ∈ ΦV , allora
∀kn, n ≤ l(i), (h(i), h(k))σ+ = (h(i), kn)σ#
Per ipotesi induttiva e la definizione di σR, (b(i), sl(b(i))(k))σ+, sia wj uno dei
mondi condivisi; possiamo ripetere il ragionamento fatto per la base induttiva
per T , inoltre
∀m > l(i), (h(i), km)σ# = (h(i), kl(i))σ+
che significa g(i)∩g(sn(k)) 6= ∅, e in particolare g(i)∩g(sl(i)(k)) 6= ∅. Dunque
g(i) ∩ g(k) 6= ∅.
Tutte le altre logiche esposte nel paragrafo 3.5, e la cui σL-unificazione ri-
specchia la definizione 3.17 possono venire dimostrate come combinazioni o
casi particolari delle unificazioni che abbiamo appena dimostrato. In parti-
colare per le unificazione delle logiche del paragrafo 3.5.2 notiamo che sono
ottenute dagli assiomi M e UB che caratterizzano semanticamente la quasi-
riflessivita` e la quasi-simmetria. Queste relazioni sono delle restrizioni della
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riflessivita` e della simmetria. Le unificazioni corrispondenti tengono conto di
queste restrizioni imponendo delle condizioni sulla lunghezza degli indici, e
quindi sul numero di passi prima di poter applicare liberamente la relazione.
Abbiamo cos`ı dimostrato la proprieta` 3.9. Se σL consiste in un singolo
passo di σA1···An , allora
(i, k)σL = (i, k)σ
A1···An
quindi dalla proprieta` 3.9 otteniamo g(i) ∩ g(k) 6= ∅.
Assumiamo induttivamente che il lemma valga fino all’n-esima applica-
zione di σA1···An . Se σL consiste in n+ 1 applicazioni di σA1···An-unificazioni,
allora
(i, k)σL = (c
i(i), ck(k))σA1···An
dove (si(i), sk(k))σL, contiene n applicazioni di σ
A1···An , e quindi ricade sotto
l’ipotesi induttiva. Possiamo a questo punto ripetere il ragionamento che
abbiamo fatto per dimostrare 3.9 rispetto a
(ci(i), ck(k))σA1···An
provando cos`ı che g(i) ∩ g(k) 6= ∅.
Adesso dimostriamo il teorema per quelle logiche che hanno una definizione
particolare della σL.
Se (i, k)σ5 allora assumiamo che l(i) > 2. In base alla euclideicita` avremo
una relazione di equivalenza tra i mondi visti da un mondo e i mondi visti da
mondi visti da quest’ultimi35. Questa unificazione richiede che (s1(i), s1(k))σ,
che soddisfa le condizioni del teorema; sia quindi w0 il mondo condiviso. Dai
percorsi di i e k otteniamo
w0Ri
2, . . . , g(h(b(i)))Rg(h(i))
w0Rk
2, . . . , g(h(b(k)))Rg(h(k))
In base alla euclideicita` questi si riducono a
w0Ri
2, i2Rg(h(i))
w0Rk
2, k2Rg(h(k))
35Si veda la spiegazione a pagina 77.
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Ora
g(i) = {wn : w0Rwn, } ∪ {wm : wnRwm}
e analogamente per g(k) se h(k) ∈ ΦV , altrimenti e` un sottoinsieme dell’in-
sieme sopra definito. Ci rimane da mostrare che l’insieme g(i) non e` vuoto,
ma questo viene garantito dalla serialita` per σD5 e, per σK5 per costruzione
dato che o h2(i) o h2(k) ∈ Den. Il caso in cui h(i) = h(k) segue dal caso i)
della base induttiva della prima parte.
Per σ45 avremo che ogni mondo determina una classe di equivalenza, la clas-
se di equivalenza dei mondi che vede. Anche in questo caso abbiamo che
l’unificazione richiede (s1(i), s1(k))σ, che soddisfa le condizioni del teorema;
sia quindi w0 il mondo condiviso. Dai percorsi di i e k otteniamo
w0Rg(h(i))
w0Rg(h(k))
Assumiamo che h(i) ∈ ΦV , allora g(i) = {wn : w0Rwn} da cui se h(k) ∈ ΦV
otteniamo lo stesso insieme altrimenti e` un suo sottoinsieme non vuoto. Per
D45 avremo che g(i) ∩ g(k) 6= ∅ per la serialita`, mentre per K45 segue dal
fatto che h2(i) o h2(k) ∈ Den.
Se (i, k)σS5, consideriamo il caso in cui h(i) e` una variabile. Anche in que-
sto caso abbiamo che l’unificazione richiede (s1(i), s1(k))σ, condizione che
assicura che si tratta della stessa classe di equivalenza e inoltre soddisfa le
condizioni del teorema; sia quindi w0 il mondo condiviso. In base alle carat-
teristiche semantiche di questa logica g(h(i)) = [w0], dove [w0] e` la classe di
equivalenza secondo R di w0. D’altra parte se h(k) ∈ ΦV , allora h(k) denota
la stessa classe, altrimenti un elemento di essa. Per S5A basta notare che a
e` aggiunta all’insieme di costanti e denota l’unico mondo attuale, inoltre e`
accessibile da ogni mondo.
K4B, come abbiamo mostrato, e` caratterizzata dai modelli che conten-
gono punti terminali e classi di equivalenza. Dobbiamo accertarci quindi che
i e k denotino o lo stesso mondo, il che avviene quando i = k ∈ ΦC o quan-
do (s1(i), s1(k))σ e la classe di equivalenza non e` vuota. Questo e` ottenuto
verificando che nel modello generato dagli indici c’e` un mondo accessibile da
i1 o k1, vale a dire se c’e` un indice j che estende uno di questi e h2(j) ∈ Den.
Per S5P(n) notiamo che la struttura dell’unificazione e` quella delle altre lo-
giche che contengono 5 tranne per il fatto che usa σ+ al posto di σ. Inoltre
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vengono rispettate alcune condizioni che garantiscono che gli indici di tipo
n sono denotanti. Esaminiamole: supponiamo che i sia n-ground, allora
avremo la seguente relazione
. . . g(im)Rng(w
n
m+1), . . . , g(i
p)Rng(W
n
p+1), . . .
ma, in base alle condizioni semantiche di S5P(n)
g(wnm+1) = {wnm+1} ⊆ Σn
ma questo significa che Σn 6= ∅, ma g(W np+1) = Σn, quindi possiamo sempre
applicare una funzione di scelta, cosa che non potremmo fare se Σn = ∅.
Se i e k non sono n-ground dobbiamo vedere se ci sono dei loro segmen-
ti n-preferiti che σS5P(n)-unificano. Se ci sono possiamo ripetere lo stesso
ragionamento, e quindi Σn 6= ∅.
Dalla dimostrazione del lemma segue il seguente corollario.
Corollario 3.7. ∀i, k ∈ =, se (i, k)σL, allora g((i, k)σL) = g(i) ∩ g(k).
Lemma 3.8. ∀i, k ∈ =, se f(X, i) e (i, k)σL, allora f(X, (i, k)σL).
Dimostrazione. Supponiamo che il lemma non valga; pertanto
v(A,wj) = S v(A,wh) = S
C (3.10)
per tutti i wj ∈ g(i) e wh ∈ g(k). Per il lemma 3.6 abbiamo
g(i) ∩ g(k) 6= ∅ ; (3.11)
il corollario 3.7 e semplici considerazioni insiemistiche comportano
g((i, k)σL) ⊆ g(i) . (3.12)
Ma 3.10, 3.11 e 3.12 implicano che esiste un mondo wm ∈ g((i, k)σL) tale che
v(A,wm) = S v(A,wm) = S
C
da cui otteniamo una contraddizione.
Nel capitolo 2, teoremi 2.9, 2.11, 2.12, abbiamo dimostrato
|=L A ⇐⇒ `L A ;
dobbiamo quindi dimostrare da una parte che le regole di KEM sono am-
missibili nei rispettivi calcoli assiomatici e dall’altra che gli assiomi, il modus
ponens e la necessitazione sono derivabili in KEM
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Teorema 3.9. `L A⇒`KEM(L) A.
Dimostrazione. Dimostriamo per prima cosa che gli assiomi proposizionali
sono derivabili in KEM .
1. FA→ (B → A) w1
2. TA w1
3. FB → A w1
4. TB w1
5. FA w1
6.× w1
In questa dimostrazione abbiamo fatto uso solamente delle regole α e di PNC.
1. F (A→ (B → C))→ ((A→ B)→ (A→ C)) w1
2. TA→ (B → C) w1
3. F (A→ B)→ (A→ C) w1
4. TA→ B w1
5. FA→ C w1
6. TA w1
7. FC w1
8. TB → C w1
9. TB w1
10. TC w1
11.× w1
Si noti che abbiamo applicato una β regola due volte utilizzando sempre A
come premessa minore.
1. F (¬A→ B)→ ((¬A→ ¬B)→ A) w1
2. T¬A→ B w1
3. F (¬A→ B)→ A w1
4. T¬A→ B w1
5. FA w1
6. TB w1
7. T¬B w1
8.× w1
Anche in questo caso abbiamo applicato due volte una regola β rispetto FA
dato che in entrambe le β-formule occorreva ¬A. Per quanto riguarda le
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unificazioni si noti che in ogni caso gli indici che unificavano erano sempre w1
e che σL-unifica con se stesso per tutte le logiche che abbiamo considerato.
Abbiamo dato le dimostrazioni in KEM degli assiomi caratteristici mo-
dali nel corso dei paragrafi dedicati alla caratterizzazione via KEM (para-
grafi 3.5) di tali logiche. Mostriamo ora come il modus ponens e la necessi-
tazione siano derivabili in KEM . Per il modus ponens avremo che se `S A
e `S A → B allora `S B, dove S e` un calcolo. In particolare supponiamo
che S = KEM avremo quindi una dimostrazione in KEM sia di A che di
A→ B; quindi gli alberi per FA (che chiameremo T1) e FA→ B (T2) sono
chiusi. Il seguente albero e` una dimostrazione di B.
TA→ B w1
FA w1
T1
FA→ B w1
T2
³³³³³
PPPPP
FB w1
In questa dimostrazione si e` fatto un uso essenziale di PB. L’albero risultante
non e` analitico; tuttavia D’Agostino e Mondadori (1994) hanno dimostrato
che KE puo` essere ristretto, mantenendo la completezza, ad un uso analitico
di PB, tale cioe` che tutte le formule a cui PB si applica sono sotto formule
delle formule che compaiono nell’albero. Mostriamo ora come la necessita-
zione sia derivabile in KEM . La regola di necessitazione stabilisce che se `S
allora `S 2A. Anche in questo caso sia T l’albero chiuso per FA, i.
1. F2A w1
2. FA (w2, w1)
3. T
Dobbiamo distinguere due casi il primo rispetto V erum, in cui l’albero per
F2A chiude per la regola che caratterizza tale logica; infatti abbiamo un
indice ristretto che estende w1 e quindi possiamo inferire la chiusura. Per
tutte le altre logiche basta notare che possiamo porre (w2, w1) = w0 e quindi
ottenere un albero T ′ isomorfo a T . Si noti infine che la dimostrazione della
regola di necessitazione e` analitica.
Ci rimane da dimostrare che le regole di KEM sono corrette rispetto i
modelli per le logiche in questione.
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Teorema 3.10. `KEM(L) A⇒ |=L A.
Dimostrazione. Le regole α e PB sono ovviamente corrette in M. Sia i
l’indice rispetto al quale vengono applicate.
Per le α-regole supponiamo che α = TA ∧ B e α1 = TA, gli altri casi
sono pressoche´ identici; supponiamo inoltre che non sia corretta, quindi α, i
e αCn , i, n = 1, 2. Se wj ∈ g(i), in base alla definizione di f avremo che
a) v(A ∧B,wj) = T b) v(A,wj) = F
ma per le usuali clausole di valutazione proposizionale
v(A ∧B,wj) = T ⇐⇒ v(A,wj) = T, e v(B,wj) = T
quindi
v(A,wj) = T
che contraddice b).
Per PB abbiamo che una ramificazione in un tableaux corrisponde ad
una disgiunzione, quindi supporre che PB non sia corretta equivale a dire
che abbiamo congiuntamente le due clausole dei due rami. Se wj ∈ g(i),
allora per la definizione di f
v(A,wj) = T e v(A,wj) = F
che chiaramente sono contraddittorie.
Per le regole β e PNC per ipotesi (i, k)σL quindi per il lemma 3.2,
(i, (i, k)σL)σL (k, (i, k)σL)σL .
Per il lemma 3.8, le formule coinvolte avranno lo stesso valore in g(i), g(k)
e in g((i, k)σL) che, per il lemma 3.6, hanno almeno un mondo in comune,
diciamo wn; supponiamo che le regole non valgano avremo quindi, nel caso
delle β-regole,
f(β,wn) f(β
C
1 , wn) f(β
C
2 , wn)
ma
f(β,wn) ⇐⇒ f(β1, wn), o f(β2, wn)
da cui segue una contraddizione.
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Per PNC avremo direttamente una contraddizione da
v(A,wn) = S v(A,wn) = S
C .
Per le regole νi supponiamo che νi = T2iA; per la definizione di f avremo
∀wj ∈ g(k), v(2iA,wj) = T
inoltre
r(k′, k) = . . . , g∗(k)Rig(k′)
ma
v(2iA,wj) = T ⇐⇒ ∀wm : wjRiwm, v(A,wm) = T
e
(∀wm : wjRiwm, v(A,wm) = T ) = f(ν0, k′)
con k′ non ristretto.
Per le regole pii supponiamo che non valga; sia pii = T3iA, e sia wj ∈ g(k),
quindi avremo
v(3iA,wj) = T
d’altra parte per assurdo avremo
∀wk ∈ g((k′, k)), v(A,wk) = F
ma g((k′, k)) e` l’insieme di mondi accessibili via Ri da wj, quindi, per la
clausola di valutazione della logica modale avremo
v(2i¬A,wj) = T
che equivale a
v(3iA,wj) = F
provocando quindi una contraddizione.
Per RV supponiamo per assurdo che non valga; avremo quindi che g(i) =
{wi : g∗(s1(i))R} 6= ∅ dato che h2(i) ∈ Den, questo significa che ∃w : s1(i)Rw,
ma V erum e` caratterizzata dalla classe di modelli in cui tutti i mondi sono
punti terminali, ma s1(i) non lo e` quindi abbiamo una contraddizione.
Per QPNC avremo che, secondo f ,
∀wn : g∗(b(i))Rwn, v(Q,w) = F
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ma questo significa che
¬∃wn : g∗(b(i))Rwn, v(Q,w) = T
contrariamente alla O-serialita` imposta sul modello.
Per TND basta notare che e` una regola di tipo ν per l’operatore ND. Mentre
FND corrisponde alla riscrittura nei termini che definiscono l’operatore ND.
Per TND sappiamo dal lemma 3.2 e dal lemma 3.6 che g(i), g(j) e g((i, j)σJP )
hanno un mondo in comune, diciamo wn. Avremo, se X = TA (il caso
X = FA e` analogo, basta sostituire ¬A ad A,
∀wd ∈ g((D, i)), v(A,wd) = T ∀ws ∈ g((S, j)), v(A,ws) = T
questo comporta
∀wd : wnRiwd, v(A,wd) = T ∀ws : wnRs, v(A,ws) = T
da cui otteniamo, per le clausole della valutazione
v(OiA,wn) = T v(O
sA,wn) = T .
Dall’equivalenza di OiA ∧ OsA ≡ NDA abbiamo
v(NDA,wn) = T
che corrisponde a TNDA, (i, j)σJP . Ci rimane da applicare la regola TND e
otteniamo il risultato voluto.
Per RR assumiamo che ν{i,s} = O
iA (di nuovo gli altri casi sono analoghi).
Supponiamo per assurdo che la regola non valga. L’insieme dei mondi acces-
sibili da un dato mondo e` partizionato in due classi disgiunte, quelli che sono
una versione ideale e quelli che sono una versione subideale dal mondo da cui
sono visti. Inoltre ogni mondo e` una versione ideale o una versione subideale
di se stesso, vale a dire o wRiw o wRsw ma non entrambi. Un indice i
d
significa che i e` una versione ideale di se stesso, g(i)Rig(i); e i
s che i e` una
versione subideale di se stesso, g(i)Rsg(i). Avremo quindi che nessun mondo
in g(m) non e` una versione subideale di se stesso, pertanto ogni mondo in
g(m) e` una versione ideale di se stesso. Per i lemma 3.6, 3.2 abbiamo che
le denotazioni di i, j e m hanno almeno un mondo in comune, chiamiamolo
wn, dal lemma 3.8 dalle ipotesi sappiamo che
v(OiA,wn) = T v(A,wn) = F ,
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ma la prima stabilisce che
∀w : wnRiw, v(A,w) = T
quindi non si da il caso che wnRiwn, e pertanto wn e` una versione subideale
di se stesso contrariamente a quanto supposto.
Per LPNC sappiamo dalla condizione C1 che nessun mondo e` contempora-
neamente una versione ideale e subideale di se stesso. Supponendo che la
regola non valga avremo che
g(i)Rig(i) g(i)Rsg(i)
ma
∀w(wRiw ⇐⇒ ¬wRsw)
e quindi abbiamo una contraddizione.
Per LPB basta notare che e` il duale di LPNC.
Dai teoremi 2.9, 2.11, 2.12, 3.9, e 3.10 otteniamo
Teorema 3.11. `KEM(L) A ⇐⇒ |=L A.
3.8 Procedura di dimostrazione
KEM e` un sistema per refutazione: una dimostrazione di una formula A in
una logica L consiste in un tentativo fallito di costruzione di un contromo-
dello per A, assumendo che A sia falsa in un certo modello per L Infatti un
tentativo di dimostrazione che ha successo produce una contraddizione nel
contromodello. In questo paragrafo mostreremo un algoritmo per costruire
dimostrazioni in KEM che fornisce una procedura di dimostrazione per le
logiche in questione, e che e` facilmente implementabile in PROLOG36.
Da ora in avanti con l’espressione KEM -albero intenderemo un albero
binario generato dalle regole d’inferenza di KEM37.
36Per l’implementazione in PROLOG di KEM si vedano (Artosi, Cattabriga and
Governatori 1995, Cattabriga 1996).
37Per le varie nozioni connesse alla nozione di albero binario e per le loro proprieta` si
veda (Smullyan 1968b).
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Definizione 3.23. Un ramo τ di un KEM -albero e` σL-chiuso se il ramo
termina con una applicazione di PNC, RV, QPNC, LPNC. Un KEM -albero
T e` σL-chiuso se tutti i suoi rami sono σL-chiusi. Infine, una L-dimostrazione
di una formula A e` un KEM -albero σL-chiuso la cui origine e` FA, i, dove i
e` un indice ground.
Definizione 3.24. Sia τ un ramo di un KEM -albero. Una LS-formula X, i
e` E-analizzata in τ se si presenta una delle seguenti condizioni:
1. X e` di tipo α, α1, i e α2, i occorrono entrambe in τ ;
2. X e` di tipo β e si verifica una della seguenti condizioni:
(a) se βC1 , k occorre in τ e (i, k)σL, allora anche β2, (i, k)σL occorre in
τ ,
(b) se βC2 , k occorre in τ e (i, k)σL, allora anche β1, (i, k)σL occorre in
τ ;
3. X e` di tipo νi e ν0, (m, i) occorre in τ per un certo m ∈ ΦV che non
ricorre precedentemente in τ ;
4. X e` di tipo pii e pi0, (m, i) occorre in τ per un certo m ∈ ΦC che non
ricorre precedentemente in τ .
Definizione 3.25. Una formula A, i e` PB-analizzata in un ramo τ se AC , k∈
τ , allora non si da il caso che (i, k)σLτL ; dove Lτ e` la mappa degli indici che
occorrono in τ .
Definizione 3.26. Sia τ un ramo di un KEM -albero. Una LS-formula di
tipo β, β, i e` soddisfatta in τ se per ogni indice k presente nel ramo τ e che
σL-unifica con i, o β1, k o β2, k e` in τ .
Una LS-formula di tipo β e` analizzata in un ramo τ se e` o E-analizzata
o e` soddisfatta.
Definizione 3.27. Un ramo τ di un KEM -albero e` E-completo se ogni
LS-formula che compare in esso e` E-analizzata; un ramo τ e` completo se e`
E-completo, tutte le formule di tipo β sono analizzate o non possono essere
analizzate, e non ci sono formule che non sono PB-analizzate.
Un KEM -albero e` completo se tutti i rami sono completi.
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La seguente procedura inizia dall’albero la cui origine e` FA, i, dove A e`
la formula da dimostrare, e i e` un indice ground, quindi vengono applicate
le regole di KEM , in ragione della logica in esame, fino a che l’albero o e`
chiuso o e` completo.
I passi che utilizzeremo per costruire un KEM -albero sono descritti nella
seguente procedura.
Procedura 3.1.
(i) si sceglie un ramo aperto non completo τ . se τ non e` E-completo, allora
(ii) si applicano le regole ad una premessa finche´ τ diventa E-completo.
(iii) Se il ramo risultante τ ′ non e` ne´ completo ne´ chiuso, allora si applicano
le regole a due premesse τ fintanto che il ramo non risulta E-completo.
(iv) Se il ramo risultante τ ′ non e` ne´ completo ne´ chiuso, allora si scelga una
β-formula non ancora analizzata nel ramo, e si applica PB in modo
tale da aprire due rami contenenti rispettivamente β1, i
′ e βC1 , i
′ (o,
equivalentemente β2, i
′ e βC2 , i
′), dove i = i′ se i e` ristretto, oppure
(i, i′)σL, o i′ e` ottenuto da i instanziando h(i) su una costante che non
occorre nell’albero38.
(v) se il ramo non e` ne´ chiuso ne´ E-completo dato che c’e` almeno una
coppia di formule (A, i e AC , k) che non sono PB-analizzate. Control-
liamo se nel ramo esiste un indice j ristretto tale che (i, j)σL, (k, j)σL
e ((i, j)σL, (k, j)σL)σL. Se un tale indice esiste o puo` essere costruito a
partire dagli indici che compaiono nel ramo e dalla σL, allora il ramo e`
chiuso, altrimenti il ramo e` completo.
Sia Lτ l’insieme degli indici che occorrono in τ ; un indice k e` costruito
a partire da Lτ se: ∃i, j ∈ Lτ tale che k = cn(i) dove w0 = j se
• (sn(i), j)σL, e
• j e` l’indice di una formula di tipo β rispetto cui e` stato applicato
PB.
(vi) si ripete la procedura in ogni ramo generato da PB.
38Quest’ultima condizione non si applica alle K-logiche.
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La procedura di dimostrazione per il caso modale differisce da quella per
il proposizionale per il trattamento delle β-formule. Infatti la presenza di
uno dei componenti di una β-formule, anche con l’appropriato indice, non
e` una condizione sufficiente per poter dire che la formula e` analizzata nel
ramo, altrimenti informazioni preziose sulla struttura del modello potrebbero
andare perse, come mostra il seguente esempio in S4.
A w1
...
β (W1, w1)
βC1 (w2, w1)
β2 (w3, w1)
ψ (w4, (w2, w2))
ψC (W2, (w3, w1))
...
dove β2 = νψ
C ; questo albero non e` chiuso dato che non ci sono formule σS4
complementari, a meno di non applicare “intelligentemente” PB. Tuttavia se
la condizione classica sulle formule di tipo β venisse rimpiazzata da quella
modale l’albero avrebbe il seguente svolgimento:
A w1
...
β (W1, w1)
βC1 (w2, w1)
β2 (w3, w1)
β2 (w2, w1)
ψ (w4, (w2, w2))
ψC (W2, (w3, w1))
ψC (W3, (w2, w1))
×
che implica direttamente la chiusura dell’albero.
Un esempio concreto di questa applicazione risulta nella dimostrazione in
S4 della formula 2(2(A → B) → C) → 2(2(A → B) → 2C), valida in
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ogni logica che contiene l’assioma 4.39
1. F2(2(A→ B)→ C)→ 2(2(A→ B)→ 2C) w1
2. T2(2(A→ B)→ C) w1
3. F2(2(A→ B)→ 2C) w1
4. T2(A→ B)→ C (W1, w1)
5. F2(A→ B)→ 2C (w2, w1)
6. T2(A→ B) (w2, w1)
7. F2C (w2, w1)
8. FC (w3, (w2, w1))
9. TA→ B (W2, (w2, w1))
10. TC (w2, w1)
11. F2(A→ B) (w3, (w2, w1))
12. FA→ B (w4, (w3, (w2, w1)))
13.× (w4, (w3, (w2, w1))
Infatti se invece di tener presente la condizione ci fossimo fermati al passo
7, dove abbiamo entrambi i componenti di 2, l’albero non sarebbe risultato
chiuso contrariamente a quanto avviene.
Stabiliamo inoltre che una applicazione di PB soddisfa le β-formula ri-
spetto a cui e` applicato.
Nota 1. E` noto che la perdita dell’analiticita` e` dovuta alla perdita della pro-
prieta` della sotto formula (debole)40, e non alla presenza di un taglio ristretto
alle sotto formule. In caso contrario ogni sistema di tableau risulterebbe non
analitico dato che dalla formula ¬(A → B) otteniamo due rami contenenti
rispettivamente ¬A e B, ma, ovviamente, ¬A non e` una sotto formula im-
mediata (forte) di ¬(A→ B). Inoltre un uso intelligente e regolato del taglio
puo` ridurre drasticamente la complessita` delle dimostrazioni41. Infine puo`
essere usato come condizione di chiusura in un contesto modale indicizzato.
Infatti il passo (v) della procedura appena data, chiamato “PB modale”,
consiste nell’uso di PB rispetto alle formule complementari e un indice che
unifica con entrambi gli indici delle formule complementari, permettendo cos`ı
di chiudere il ramo.
39Si veda (Chellas 1980).
40Su questo punto si vedano (Smullyan 1968a, Fitting 1988).
41(Boolos 1984, D’Agostino and Mondadori 1994)
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3.8.1 Alberi canonici
La procedura che abbiamo definito nel paragrafo precedente puo` provocare
dei loop a causa delle β-regole. Infatti e` possibile avere in un ramo una
formula β, i i cui componenti sono β1 e β2; inoltre nel ramo abbiamo, per
esempio, βC1 , e β2 = #β
C
1 e` una funzione modale di β
C
1 . Supponiamo inoltre
di avere una unificazione cos`ı definita:
∀i, k ∈ =, (i, k)σ∗ = k ⇐⇒ i = s(k) ;
supponiamo che k ¤ i allora possiamo applicare le β-regola rispetto β, i e
βC1 , k ottenendo β2, k; ma β2 e` una funzione modale di β
C
1 , pertanto dopo
averla analizzata otteniamo βC1 , j con j¤k; se j¤k allora i = s(j) e possiamo
applicare di nuovo la β-regola rispetto β, i e βC1 , j ottenendo β2, j rispetto la
quale possiamo ripetere il ragionamento appena fatto e cos`ı via.
Per ovviare al problema appena esposto introduciamo gli alberi canonici,
vale a dire alberi in cui non si puo` applicare una β-regola rispetto una formula
di tipo β come premessa maggiore e una formula che dipende da essa come
premessa minore.
Definizione 3.28.
• Ogni formula dipende da se stessa.
• Una formula B dipenda da A se e` ottenuta da A o da formule che
dipendono da quest’ultima mediante una applicazione delle regole α,
νi e pii;
• Una formula C dipende da A,B se e` ottenuta mediante una applica-
zione di una regola β con A,B come premesse;
• se C dipende da A,B allora C dipende singolarmente da A e da B.
Definizione 3.29. Un KEM -albero e` canonico se e` costruito secondo la
procedura 3.1 e viene utilizzata la seguente versione delle regole β:
β, j
βCn , k
β3−n, (j, k)σL
[(j, k)σL, n = 1, 2]
dove βCn non dipende da β.
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3.8.2 Terminazione degli alberi canonici
Gli alberi canonici godono di due importanti proprieta`: 1) ogni albero cano-
nico termina — dato che ogni formula ha un numero finito di sotto formule
e che il numero degli indici in un KEM albero per un a formula A e` limi-
tato dal numero degli operatori modali che compaiono in A — e 2) per ogni
KEM -albero chiuso esiste un KEM -albero canonico.
Sia φ una funzione che elimina gli operatori modali da una data formula;
in particolare:
φA = A se A e` atomica
φ¬A = ¬φA
φ(A→ B) = φA→ φB
φ(A ∧B) = φA ∧ φB
φ(A ∨B) = φA ∨ φB
φ2A = φA
φ3A = φA
Lemma 3.12. 6`KE φA ⇒ 6`KEM(L) A
Dimostrazione. Il teorema 3.7 afferma che per ogni L, `L A ⇔ `KEM(L) A;
dalle relazioni che intercorrono fra le varie logiche modali42 abbiamo `L A ⇒
`Ban A, ma, dato cheBan collassa in PC, che e` equivalente aKE,43 ci rimane
da mostrare come l’equivalenza A ≡ φA, vale in Ban. La funzione φ elimina
da A tutte le occorrenze di operatori modali, ma in Ban abbiamo
`Ban 2A ≡ A e `Ban 3A ≡ A
quindi `Ban φA ⇔ `KE φA da cui otteniamo facilmente il risultato deside-
rato.
42Si veda, ad esempio, (Chellas 1980).
43Si veda (D’Agostino and Mondadori 1994).
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Questo lemma fornisce un primo controllo di terminazione per gli alberi
canonici; infatti in un albero canonico dobbiamo controllare se ci sono formu-
le proposizionalmente complementari e, in caso positivo, bisogna verificare
che, nell’albero, non esiste un indice che unifica con entrambi gli indici del-
le formule proposizionalmente complementari, e che gli indici risultanti da
queste unificazioni unificano tra loro. Se un siffatto indice esiste il ramo e`
chiuso, dato che e` stato possibile trovare un mondo contraddittorio. D’altra
parte se non ci sono formule complementari non ci saranno neppure formule
σL-complementari.
Definizione 3.30. La complessita` di una LS-formula e` data dal numero di
simboli che la compongono.
Teorema 3.13. Ogni KEM -albero canonico termina.
Dimostrazione. Mostriamo che ad ogni passo la procedura produce un nu-
mero finito di nuove LS-formule, dove con “nuove” intendiamo che l’indice
non e` stato usato in precedenza rispetto alla formula segnata a cui si applica.
Inoltre la complessita` delle formule prodotte e` minore di quelle delle formule
da cui sono ottenute.
La procedura per gli alberi canonici termina quando:
1. l’albero e` chiuso;
2. tutte le LS-formule hanno complessita` e` maggiore di 1;
3. tutte le formule di tipo β sono state analizzate, o non possono essere
analizzate;
4. tutte le formule sono PB-analizzate.
Dimostreremo il teorema per induzione sulla lunghezza della dimostrazione.
Il punto fondamentale della dimostrazione risiede nel fatto che una volta che
una formula di tipo α, ν e pi e` stata utilizzata essa non viene piu` presa in
considerazione per la generazione di nuove formule. Lo stesso vale per coppie
di formule a cui e` possibile applicare una β-regola. Gli indici delle formule
vengono considerati per veder se e` possibile unificarli per applicare un passo
di chiusura.
Al passo 0 la regola α produce due nuove LS-formule e le regole νi, and
pii producono una nuova LS-formula; la complessita` delle formule ottenute e`
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minore di quella della formula a cui sono state applicate; PB produce 2 rami
e in ognuno di essi una LS-formula di complessita` minore.
All’n-esimo passo una regola α produce al massimo due nuove LS-formule
di complessita` minore, e le regole νi, pii producono una nuova LS-formula di
complessita` minore; una regola β produce al massimo m nuove LS-formule
di complessita` minore, dove m e` il numero di LS-formule che sono la com-
plementare di una sotto formula immediata di una formula di tipo β, il cui
indice σL-unifica con quello della formula di tipo β, per induzione m e` finito;
infine PB produce 2 rami e in ognuno di essi una LS-formula di complessita`
minore.
Se non ci sono formule complementari, in virtu` del lemma 3.12, l’albero
e` completo. Se ci sono dobbiamo vedere se sono PB-analizzate. A tal scopo
dobbiamo cercare se esiste o e` possibile costruire un indice ristretto che unifica
con entrambi gli indici delle formule complementari, ma il numero degli indici
ristretti che occorrono in un ramo e` finito cos`ı come il numero di indici di
formule a cui e` stato applicato PB, dato che sono al massimo uguali al numero
di LS-formule che compaiono nell’albero che abbiamo visto essere finito.
Utilizzeremo T e C per denotare rispettivamente un KEM -albero e un
KEM -albero canonico. Inoltre utilizzeremo `KEM A per indicare che esiste
un KEM -albero chiuso per AC ; analogamente `KEMc A significa che esiste
un KEM -albero canonico chiuso per AC .
Teorema 3.14. `KEMc A ⇐⇒ `KEM A
⇒. La direzione da sinistra verso destra e` ovvia, dato che un KEM -albero
canonico e` un KEM -albero e che tutti i passi non essenziali possono essere
tranquillamente eliminati.
⇐. Supponiamo che il teorema non valga, avremo quindi 6`KEMc A e `KEM
A. Dal lemma 3.12 e dalle proprieta` di KE,44 sappiamo che, nel corso della
dimostrazione di A, PB viene applicata solamente a sotto formule delle for-
mule date; pertanto tutte le occorrenze non essenziali di PB possono essere
eliminate.
Le formule di tipo α, νi o pii sono trattate nello stesso modo in T e C.
Le differenze tra un KEM -albero canonico e un KEM -albero risiedono nel
trattamento delle formule di tipo β. Infatti gli alberi canonici richiedono
44Si veda (D’Agostino and Mondadori 1994)
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che nessuna formula che dipende da una β-formula puo` essere usata con
quest’ultima in una regola β. In un KEM -albero possiamo avere
...
β i (3.13)
βC1 j (3.14)
β2 k, k = (i, j)σL (3.15)
...
[φ(β2), ψ(β
C
1 )] l (3.16)
ψ(βC1 ) m,m = (k, l)σL (3.17)
...
βC1 n, n¥m (3.18)
β2 o, o = (i, n)σL (3.19)
...
βC2 p (3.20)
dove φ(β2) e` una formula che dipende da β2 e ψ(β
C
1 ) e` una funzione modale
di βC1 ; e per ipotesi β2, o e β
C
2 , p sono σL-complementari, ma β2, k e β
C
2 , p non
lo sono.
Il corrispondente albero canonico non ha β2, o (3.19) dato che le sue re-
gole impediscono di applicare una β regola rispetto β, i e β1C , n. Ma control-
la che l’albero chiuda verificando che tutte lo formule siano PB-analizzate.
Mostriamo ora che anche l’albero canonico e` chiuso.
Sia L l’insieme di indici che compaiono nel ramo. Dal corollario 3.3
sappiamo che (i, p)σLL dato che (o, p)σL e (i, n)σL = o; per lo stesso motivo
avremo anche (p, n)σLL . Dato che i e p σL-unificano possiamo applicare una
β regola rispetto β, i e βC2 , p ottenendo β1, (i, p)σL. Le formule β
C
1 , p e β1, n
non sono PB-analizzate, ma dal corollario 3.4 sappiamo che (i, p)σL, n)σ
L
L
dato che (i, n)σL, (i, p)σ
L, e (n, p)σLL , pertanto possiamo chiudere l’albero
in conformita` con il passo v della procedura 3.1. Si noti che questo passo
corrisponde ad un’applicazione di PB rispetto a β1 e β
C
1 dove l’indice cui si
applica e` l’indice tale tale per cui ((i, p)σLL , n)σ
L
L .
Ci rimane ora da esaminare il caso di PB, infatti se abbiamo una formula
di tipo β il cui indice e` non ristretto possiamo avere differenti indici rispetto
cui applicare PB, e nell’albero canonico potremmo aver scelto quello sbaglia-
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to; ricordiamo a tal proposito che una applicazione di PB soddisfa le formule
rispetto cui viene applicata. In un KEM albero possiamo applicarla rispetto
tutti gli indici. Sia i l’indice della β formula rispetto cui e` stata applicata
PB, e sia l l’indice rispetto cui PB e` stata applicata in T e l′ quello in C,
con i 6= l, i 6= l′; questo e` possibile se i e` non ristretto. Siano j e j′ gli indici
delle formule σL-complementari X e X
C in T , assumiamo senza perdita di
generalita` che X, j e XC , j′ dipendono dall’applicazione di PB, in caso con-
trario i motivi della differenza tra i due alberi andrebbero ricercati altrove
(vedi caso precedente). Per il lemma 3.12 avremo in C avremo X, k e XC , k′
con k e k′ che non σL-unificano. Per le proprieta` dei KEM -alberi, data la
struttura delle regole di inferenza e delle regole di deduzione definite nella
procedura 3.1 avremo che ck(k), cj(j) da una parte e ck
′
(k′), cj
′
(j′) dall’altra
sono strutturalmente isomorfi, inoltre avremo che 1) (cj(j), cj
′
(j′))σL da cui
segue per la proprieta` 10 (ck(k), ck
′
(k′))σL; 2) sj(j), sj
′
(j′) σL-unificano con
l; 3) sk(k) e sk
′
(k′) σL-unificano con l′. Ma (i, l′)σL, e, ovviamente, per la
struttura di i questo σLL-unifica con qualunque indice che σL-unifica con l
′
(corollario 3.5); dunque sk(k) e sk
′
(k′) σL-unificano con i, pertanto e` possibile
costruire un indice rispetto il quale X, k e XC , k′ non sono PB-analizzate,
quindi l’albero e` chiuso.
3.8.3 Considerazioni sugli alberi canonici
Senza la condizione che proibisce di usare una regola β rispetto una formula
di tipo β e una formula che dipende da essa, e` possibile che nel corso del-
la dimostrazioni vengano duplicate inutilmente delle formule; per prevenire
questo fatto bisogna elaborare delle strategie che riconoscono dei cicli45.
Mostriamo come la condizione operi provando a refutare in S4 l’assioma di
Lo¨b; questa formula impone una relazione di carattere finito, ma la finitezza
in una struttura transitiva e riflessiva corrisponde a dei cicli.
1. F2(2A→ A)→ 2A w1
2. T2(2A→ A) w1
3. F2A w1
4. T2A→ A (W1, w1)
5. FA (w2, w1)
6. F2A (w2, w1)
7. FA (w3, (w2, w1))
45Si vedano ad esempio (Kripke 1963, Hughes and Cresswell 1968, Fitting 1983,
Demri 1995).
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Se non avessimo applicato la condizione sulle regole β rispetto T2A →
A, (W1, w1) e FA, (w3, (w2, w1)) avremmo ottenuto F2A, (w3, (w2, w1)); ma
da questa avremmo derivato la premessa minore della stessa regola β; quindi
avremmo dovuto applicarla di nuovo derivando F2A, (w4, (w3, (w2, w1))) e
cos`ı di seguito.
Analogamente, per quanto visto per S4, e` possibile ottenere questo tipo
di loop in altre logiche. Ad esempio, in B abbiamo
1. F (A→ 23A)→ 23¬A w1
2. TA→ 23A w1
3. F23¬A w1
4. F3¬A (w2, w1)
5. TA (W1, (w2, w1))
6. T23A w1
7. T3A (w3, w1)
8. TA (W2, (w3, w1))
A questo punto potremmo ripetere il ragionamento fatto nel caso dell’assioma
di Lo¨b.
Il passo v della procedura di dimostrazione controlla che tutte le formule
siano PB-analizzate. Il procedimento per cui se c’e` una coppia di formule
possiamo chiudere il ramo corrisponde sostanzialmente ad una applicazione
di PB rispetto alle due formule, una complementare dell’altra, con l’indi-
ce rispetto al quale entrambi i loro indici unificano. In questo modo ot-
teniamo due rami ognuno dei quali chiude dato che abbiamo due formule
σL-complementari.
Ad esempio esaminiamo la seguente dimostrazione in K.
1. T (3B ∧2A ∧2¬A) w1
2. T3B w1
3. T2A w1
4. T2¬A w1
5. TB (w2, w1)
6. TA (W1, w1)
7. FA (W2, w1)
8. TA (w2, w1)
10.×
9. FA (w2, w1)
11.×
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Dopo aver visto un caso in cui l’indice era gia` presente nell’albero mo-
striamo un caso, in S4, in cui l’indice viene costruito.
1. F3((2(A ∨3¬B) ∨2B) ∧ (C ∨D)) ∨3¬C w1
2. F3((2(A ∨3¬B) ∨2B) ∧ (C ∨D)) w1
3. F3¬C w1
4. F (2(A ∨3¬B) ∨2B) ∧ (C ∨D) (W2, w1)
5. TC (W3, w1)
6. T2(A ∨3¬B) ∨2B w1
8. FC ∨D w1
9. FC w1
10.×
7. F2(A ∨3¬B) ∨2B w1
11. F2(A ∨3¬B) w1
12. F2B w1
13. FA ∨3¬B (w2, w1)
14. FB (w3, w1)
15. F3¬B (w2, w1)
16. TB (W4, (w2, w1))
17.× (w3, (w2, w1))
Possiamo applicare PB rispetto w1 dato che ((W2, w1), w1)σ
T ; per la stessa
ragione chiudiamo il ramo di sinistra.
Nel ramo di destra abbiamo
i = (w3, w1) j = (W4, (w2, w1))
che da soli non σS4-unificano; tuttavia abbiamo l’indice (W2, w1) che e` un
indice di una formula a cui e` stato applicato PB e che unifica con w1, quindi
possiamo rimpiazzare in i w1 con (W2, w1) e otteniamo (w3, (W2, w1)) che e`
un indice costruito secondo le prescrizioni del passo v e che σL-unifica con i e
j. A questo punto possiamo chiudere il ramo ripetendo le osservazioni fatte
nel precedente esempio.
Le condizioni che determinano quando una stringa di simboli di mondi e`
un indice non proibiscono ripetizioni di simboli all’interno di un indice. Le
regole di inferenza di KEM che generano indici sono quelle in cui operia-
mo unificazioni o analizziamo una formula modale (νi, pii). Tuttavia queste
ultime introducono sempre degli indici nuovi. Sembrerebbe quindi che non
possiamo avere piu` occorrenze di uno stesso simbolo di mondo in un indice
nel corso di dimostrazioni, e che pertanto avremmo potuto limitarci a tali
casi nelle definizioni delle varie unificazioni.
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Nella prossima dimostrazione mostriamo come sia possibile generare in
KEM un indice che contiene piu` occorrenze dello stesso simbolo di mondi.
Forniamo un siffatto albero per T
1. F2(¬A→ 2(¬A→ 2(¬A→ A)))→ 3332A w1
2. T2(¬A→ 2(¬A→ 2(¬A→ A))) w1
3. F3332A w1
4. T¬A→ 2(¬A→ 2(¬A→ A)) (W2, w1)
5. F332A (W3, w1)
6. F32A (W4, (W3, w1))
7. F2A (W5, (W4, (W3, w1)))
8. FA (w2, (W5, (W4, (W3, w1))))
9. T2(¬A→ 2(¬A→ A)) (w2, w1)
10. T¬A→ 2(¬A→ A) (W6, (w2, w1))
11. T2(¬A→ A) (w2, (w2, w1))
12. T¬A→ A (W7, (w2, (w2, w1)))
13. TA (w2, (w2, (w2, w1)))
14.×
Questo albero mostra come la monotonicita` alfabetica di Gent (1993) sia ne-
cessaria solamente per le regole che introducono dei simboli di mondo nuovi.
Si noti inoltre che una formula (FA) puo` essere utilizzata come premessa
minore di una regola β liberamente, e che puo` essere usata anche rispetto
a formule che dipendono da essa, ad esempio 10 e 12. La regola β viene
applicata in quanto
((W2, w1), (w2, (W5, (W4, (W3, w1)))))σT
dato che ((W2, w1), (W3, w1))σD e
(W2, w2)σ = (W2,W5)σ = (W2,W4)σ = (W2,W3)σ = w2
3.9 Confronto con altri metodi di dimostra-
zione
Diversamente da quanto avviene con i sistemi basati sulla risoluzione (sia
clausali che non clausali), e in generale con i “metodi di traduzione”46, KEM
46(Abadi and Manna 1986, Auffray and Enjalbert 1992, Ohlbach 1991)
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lavora sull’intero linguaggio, evitando cos`ı di dover pre processare le formu-
le. Inoltre lo schema degli indici rende il sistema flessibile consentendogli di
trattare virtualmente ogni logica che e` rappresentabile semanticamente con
i modelli di Kripke. Si consideri ad esempio il trattamento della logica di
Jones e Po¨rn JP , dove le regole specifiche trattano non solo la parte enun-
ciativa delle formule ma anche gli indici in base alla loro struttura e relazioni
con la parte enunciativa. Ad esempio, in questa logica abbiamo una regola
addizionale di chiusura (LPNC)
i ∈ Φd, i ∈ Φs
×
che afferma che non esiste nessun mondo che e` allo stesso tempo una versione
ideale e sub-ideale di se stesso. Questo e` possibile grazie ad un’altra regola
(RR) che ci permette di stabilire quando un mondo e` una versione ideale
(o sub-ideale) di se stesso. La rappresentazione via regole delle particolarita`
semantiche dei mondi si completa con altre due regole LPB e TND. La prima
di queste
is id
corrisponde alla partizione dei mondi accessibili in ideali e in sub-ideali, e,
nel caso in questione, e` il corrispettivo del principio di bivalenza classico.
L’ultima regola
X, (D, i)
X, (S, j)
X, (W, (i, j)σJP
ci permette di determinare che qualche cosa vale universalmente dalla con-
giunzione della validita` rispetto tutti i mondi di tutte le partizioni.
In questa prospettiva KEM e` simile ai metodi che usano sequenti o ta-
bleaux47. Tuttavia esso presenta diversi vantaggi rispetto alla maggior parte
dei sistemi di dimostrazione automatica basati sui sequenti o sui tableaux:
Come e` risaputo, i tableaux, pur venendo considerati come uno dei pa-
radigmi per la dimostrazione automatica non sono adeguati per un tratta-
mento computazionale in quanto, per la loro stessa natura, comportano delle
ridondanze, e quindi un aumento della complessita`, dove per complessita` si
intende il numero dei passi necessari in una dimostrazione per un dato al-
goritmo. La maggiore efficienza di KE risulta dal fatto che ogni albero di
47(Fitting 1983, Fitting 1988, Catach 1991, Massacci 1994, Gore´ 1995)
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un tableaux puo` venire simulato da un albero di KE, ma non viceversa48;
questo fatto deriva dall’assunzione essenziale di PB e di regole simili a quel-
le della deduzione naturale; queste regole, per la completezza dei tableaux
non sono primitive e non sono derivabili per transitivita` di dimostrazioni.
Esse inoltre eliminano le ridondanze; perdipiu` la particolare struttura degli
indici di KEM consente, a differenza dei sistemi che usano prefissi di ti-
po lineare49, la completa permutabilita` delle regole, in particolare di quelle
che coinvolgono gli operatori intensionali, consentendo l’utilizzo 1) di spazi
di ricerca ridotti 2) di procedure non uniformi50. Entrambi comportano la
possibilita` di sviluppare procedure di dimostrazione efficienti, tra cui vale la
pena di menzionare l’eliminazione di duplicazioni inessenziali di formule e
della conseguente mancanza di loop (cicli) nelle dimostrazioni (cfr. sezione
precedente). Nella maggioranza dei sistemi, formule come 32(A → 23A)
comportano dei loop, a differenza di quanto avviene con KEM come mostra
il seguente albero in S4.
1. F32(A→ 23A) w1
2. F2(A→ 23A) (W1, w1)
3. FA→ 23A (w2, (W1, w1))
4. TA (w2, (W1, w1))
5. F23A (w2, (W1, w1))
6. F3A (w3, (w2, (W1, w1)))
7. FA (W2, (w3, (w2, (W1, w1))))
8.× (w2, (w3, (w2, (W1, w1))))
Come si vede dalla struttura degli indici che compaiono nella dimostrazio-
ne, tutti i metodi che usano indici di tipo costante (stringhe non strutturate
che rappresentano sequenze di singoli mondi) devono fornire dei metodi per
trasferire le informazioni contenute nell’indice (W1, w1) in tutti i mondi che
rappresenta. Questo normalmente avviene duplicando le formule che sono
indicizzate con un indice corrispondente. I sistemi che come KEM usano
variabili e unificazioni di stringhe51 devono fronteggiare il problema che le
variabili rappresentano insiemi di mondi e che quindi possono avere piu` uni-
ficatori ma non un unificatore generale. Questo problema viene affrontato
48(D’Agostino and Mondadori 1994)
49(Fitting 1983, Massacci 1994)
50Sui vantaggi dell’utilizzo di procedure non uniformi si veda (Demri 1995).
51Ad esempio (Ohlbach 1991, Wallen 1990, Pitt and Cunningham 1996).
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o duplicando la variabile nella stringa52 o nuovamente duplicando la formu-
la. Il sistema di indici piu` simile a quello di KEM e` quello di Jackson e
Reichgelt (1989) che tuttavia non forniscono delle unificazioni e si appellano
a ragionamenti “esterni” chiamando in causa esplicitamente la relazione di
accessibilita`. Cio` comporta, da un lato, che essi non riescono a provare la
completezza per le logiche non seriali, dall’altro una notevole difficolta` nel
trattare logiche la cui caratterizzazione semantica non e` esprimibile al primo
ordine.
Un ulteriore vantaggio di KEM consiste nel fornire una rappresentazione
esatta del modello generato a partire da una formula. Questo fatto consente
da una parte un’analisi dettagliate del fenomeno che si vuole studiare, e
dall’altra si presta ad estensioni a nuove logiche studiando le relazioni tra i
mondi attraverso lo studio della struttura degli indici e delle unificazioni.
52(Ohlbach 1991)
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CAPITOLO 4
Applicazioni al ragionamento
normativo
4.1 Una logica deontica non monotonica
4.1.1 Introduzione
Uno dei settori di crescente interesse nel campo dello studio delle norme e dei
sistemi normativi riguarda l’applicazione del ragionamento non-monotonico,
e in particolare del ragionamento “defeasible”. Metodi di ragionamento “ri-
trattabile”1 si sono mostrati utili nel trattamento di molti aspetti del ra-
gionamento normativo. Sono stati proposti diversi metodi e “framework”
per formalizzare il ragionamento ritrattabile deontico2. Tuttavia, nonostante
l’interesse per l’argomento non ne sono stati proposti trattamenti computa-
zionali; questo puo` essere parzialmente imputato al fatto che, in generale,
il ragionamento non-monotonico non si presta ad un trattamento computa-
zionale; d’altra parte si e` sostenuto che gli approcci computazionali alla ri-
trattabilita` deontica che usano i metodi della programmazione logica non si
adattano alle tecniche inferenziali usate dai sistemi di deduzione delle logiche
non-classiche
In questo capitolo mostreremo come adattare KEM alla trattazione del
ragionamento normativo ritrattabile con un approccio non basato ne´ sul pa-
radigma della programmazione logica ne´ sull’esistente formalismo del ragio-
namento non-monotonico ma su un sistema di logica modale (epistemica)
sviluppato da Meyer e van der Hoek (1992) per trattare il ragionamento
non-monotonico in un contesto monotonico. Inoltre estenderemo l’approccio
1In questo lavoro tradurremo defeasible con ritrattabile in quanto, a nostro avviso, tale
termine piu` si adatta al significato dell’espressione inglese defeasible reasoning in ambito
deontico/normativo.
2Si vedano ad esempio (Asher and Bonevac 1996, Horty 1994, Jones 1991,
McCarty 1994, Prakken 1996, Ryu and Lee 1991, Sartor 1991).
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di Meyer e van der Hoek combinando, in un approccio multimodale, la logica
da essi sviluppata con la logica deontica di Jones e Po¨rn (1985, 1986).
Le motivazioni sottostanti a questo approccio consistono nel proporre un
linguaggio modale sufficientemente ricco per modellare differenti tipi di ri-
trattabilita` deontica — in particolare, per rappresentare preferenze di norme
in maniera tale da essere facilmente trattabili all’interno di KEM .
4.2 Rappresentazione dei default in S5P(n)
Meyer e van der Hoek (1992) hanno proposto di trattare il ragionamento per
default mediante la traduzione dei default usuali in formule di S5P(n). In par-
ticolare i default di Reiter (1980) A:B
C
vengono tradotti come A∧3B → PiC,
intendendo: “se A e` vero e B e` considerato possibile, allora C e` preferito”.
Analogamente, i default normali diventano A ∧3B → PiB, e i default mul-
tipli A1 ∧ 3B1 → P1C1, A2 ∧ 3B2 → P2C2. . . dove P1 e P2 sono operatori
di preferenza che possono venire associati allo stesso insieme di mondi o a
insiemi differenti. Meyer e van der Hoek estendono quindi questa rappre-
sentazione con un meccanismo di revisione delle credenze per ritrattare le
argomentazioni.
In questo capitolo, proporremo un approccio diverso, vale a dire analiz-
zeremo i default e quindi gli assegneremo degli indici secondo le seguenti
definizioni.
Definizione 4.1. Una base di conoscenza e` una coppia ordinata 〈F, d〉 dove
F e` l’insieme dei fatti e D e` un insieme di default normali A:B
B
.
Ogni default A:B
B
in D viene tradotto nella formula
2(A→ B)
che abbrevieremo in A⇒ B.
Sia D′ l’insieme di tutte le formule che sono la traduzione dei default
in D e siano S1, . . . , Sn tutti i sottoinsiemi massimali di D
′ consistenti con
l’insieme dei fatti F (formalmente Si ∪ F 6` ⊥ e per nessun Sj, Si ⊆ Sj).
L’idea chiave e` quella di introdurre un operatore di preferenza Pi nel con-
seguente di ogni formula in Si 6= D′, ottenendo A ⇒ PiB per ogni formula
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A ⇒ B in Si. La base di conoscenza risultante e` 〈F,DM〉, dove DM de-
nota l’insieme delle formule modali ottenute da D′ dopo aver assegnato le
preferenze.
Come risultato di questa traduzione otteniamo che:
1. i default inclusi in un insieme Si avranno la stessa preferenza, mentre
i default inclusi in insiemi differenti hanno preferenze differenti (ovvia-
mente, i default che sono inclusi in tutti gli insiemi riceveranno tutte
le preferenze);
2. si prevengono le inconsistenze, dato che ai default in conflitto vengono
assegnate preferenze differenti3.
Banalmente, se F ∪ D′ e` consistente allora DM = D′. Si noti che la no-
stra traduzione non ha bisogno della parte “giustificativa” del defaut, che
veniva modalizzata come 3B da Meyer e van der Hoek (1992), dato che il
meccanismo per assegnare le preferenze risolve le eventuali inconsistenze.
La traduzione proposta ci consente di eseguire inferenze cosiddette “scet-
tiche” come, ad esempio, la seguente.
Esempio 4.1. La base di conoscenza consiste in〈
{p, q},
{p : r
r
,
r : w
w
,
q : ¬w
¬w
}〉
p, q, p⇒ P{1,2}r, r ⇒ P1w, q ⇒ P2¬w.
E` facile vedere che queste premesse implicano P1w e P2(¬w). La ritrattabilita`
e` ottenuta revisionando gli indici dopo aver modificato la base di conoscenza.
Supponiamo di aggiungere alla base il fatto w producendo la base〈
{p, q, w},
{p : r
r
,
r : w
w
,
q : ¬w
¬w
}〉
Da questa base otteniamo un solo insieme di default la cui conclusione e`
consistente con i fatti, e precisamente{p : r
r
,
r : w
w
}
.
Pertanto il risultato della traduzione sara` semplicemente
p, q, w, p⇒ r, r ⇒ w .
3Questo approccio ricorda il trattamento dei default priorizzati di Brewka (1989, 1990).
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Si noti che il modello che abbiamo proposto puo` venir esteso con un mec-
canismo per ordinare i default singoli — e/o insiemi di default — sulla base
di una relazione d’ordine sui default singoli4. In questo lavoro, tuttavia, non
ci occuperemo di meccanismi del genere, dato che il ragionamento normativo
riflette spesso l’uso di combinazioni di tali meccanismi, che talvolta possono
essere in conflitto fra loro.
Consideriamo un altro esempio, questa volta prettamente giuridico, che
ricalca l’articolo 54 del Codice Penale, per mostrare il funzionamento del
metodo.
Esempio 4.2. Agire per legittima difesa.
La seguente base di conoscenza contiene due regole in conflitto tra loro, la
prima delle quali stabilisce che chi commette un torto e` responsabile, e la
seconda afferma che chi agisce per legittima difesa non e` responsabile.
1a. Giovanni ha commesso un torto.
2a. Giovanni ha agito per legittima difesa.
3a. Giovanni ha ecceduto nella legittima difesa.
4a. Chi commette un torto e` responsabile.
5a. Chi agisce per legittima difesa non e` responsabile.
6a. Chi eccede nella legittima difesa e` responsabile.
Questa situazione, astraendo dagli individui, viene rappresentata dalla se-
guente base di conoscenza:
1b. t
2b. d
3b. e
4b.
t : r
r
5b.
d : ¬r
¬r
4Per un approccio che sfrutta una combinazione di controllo di consistenza e procedure
di ordinamento si veda (Brewka 1989, Brewka 1990).
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6b.
e : r
r
.
La traduzione modale e`
1c. t
2c. d
3c. e
4c. t⇒ P1r
5c. d⇒ P2¬r
6c. e→ P1r
Si vede immediatamente che essa implica senza contraddizioni le conclusioni
P1r e P2¬r.
Se e` presente solamente il fatto 1a., allora ci sara` un’unica preferenza che
stabilisce la responsabilita`; se e presente anche il fatto 2a, allora avremo due
stati di preferenza, uno che stabilisce la responsabilita` e l’altro che la nega,
esattamente come si verifica quando sono presenti tutti i tre fatti. Stabilen-
do un ordine tra i default corrispondenti alle regole basato sulla specificita`,
otterremo nel primo caso, che Giovanni e` responsabile, nel secondo che non
e` responsabile, ma che e` di nuovo responsabile nel terzo.
4.3 Una logica multimodale per il ragiona-
mento normativo ritrattabile
L’idea di trattare il ragionamento normativo ritrattabile mediante una com-
binazione di una logica deontica e di un meccanismo per il ragionamento
non monotonico gia` esistenti e` stata avanzata da McCarty (1994) e Prak-
ken (1996). Alla luce di questa proposta combineremo la logica S5P(n) con la
logica JP ottenendo cos`ı un formalismo in grado trattare regole ritrattabili
nell’ambito del ragionamento normativo.
E` immediato riconoscere che il sistema risultante e` una logica multimodale
di tipo KD/K45/S5 con gli operatori modali 2,3, P1 . . . Pn, O
i,Pi,Os Ps.
Chiameremo questa logica DDL (da defeasible deontic logic). Un modello
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per DDL e` quindi un modello esteso che include le caratteristiche dei modelli
delle logiche che compongono DDL, vale a dire
〈W,Σ1, . . .Σn, R,Ri, Rs, R1, · · · , Rn, υ〉
dove Σ1, . . .Σn, R,Ri, Rs e Rj, (1 ≤ j ≤ n) sono come in precedenza. Que-
sto implica che abbiamo una struttura in cui sono presenti differenti tipi di
mondi, cioe`:
• mondi possibili generici;
• mondi preferiti di n specie;
• mondi deontici, divisi a loro volta in5
{
mondi deonticamente ideali
mondi deonticamente subideali
rispettivamente corrispondenti agli operatori modali 2, Pj,ND,O
i,Os.
Il linguaggio di DDL permette di trattare casi concernenti la ritratta-
bilita` deontica o solamente caratteristiche di JP . Per esempio il famoso
paradosso di Chisholm (1963) puo` essere risolta facendo uso solamente delle
caratteristiche di JP .
Esempio 4.3. Paradosso di Chisholm o paradosso dell’obbligo contrario al
dovere (contrary-to-duty imperative).
1. Giovanni non deve mettere incinta Arabella.
2. Non aver messo incinta Arabella impegna Giovanni a non sposarla.
3. Aver messo incinta Arabella impegna Giovanni a sposarla.
4. Giovanni ha messo incinta Arabella.
Sono state proposte molte formalizzazioni di questo celebre paradosso6.
Qui utilizzeremo una versione in termini di default.
1a. OT¬A
2a.
¬A : OT¬B
OT¬B
5Ricordiamo che con mondo ideale intendiamo mondo ideale rispetto ad un dato mondo.
6Si veda (A˚qvist 1985).
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3a.
A : OTB
OTB
4a. A
Di conseguenza, la nostra traduzione di F ∪D′ diventa
1b. OT¬A
2b. ¬A⇒ (OT¬B)
3b. A⇒ OTB
4b. A
che corrisponde sostanzialmente alla formalizzazione proposta da Jones e
Po¨rn (1986). In questo caso si derivano sia OTB che O
iOT¬B (vale a dire
che tutte le situazioni contemplano l’obbligo OT¬B, anche se nella situazione
attuale, che e` una situazione sub-ideale rispetto a se stessa, abbiamo OTB).
Si noti che i condizionali deontici vengono tradotti in 2(A → OTB),
ricordando in questo modo la proposta di Anderson (1956) di rappresentare
logicamente queste espressioni come 2(A → OB)7. E` facile verificare che
(1a)–(4a) formano un insieme consistente e non ridondante come richiesto, e
che quindi (1b)–(4b) rappresentano una traduzione adeguata di tale insieme;
la consistenza dell’insieme originario non comporta alcuna preferenza.
Consideriamo ora il seguente esempio.
Esempio 4.4. Agire in due sistemi normativi differenti.
1a. Se Mustafa` e` mussulmano puo` essere poligamo.
2a. Se Mustafa` e` italiano, non puo` essere poligamo.
3a. Mustafa` e` un mussulmano italiano.
Questo insieme viene rappresentato mediante default come segue:
1b.
m : Pip
Pip
2b.
i : ¬Pip
¬Pip
7Si veda (A˚qvist 1985) per una discussione a proposito.
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3b. m ∧ i.
La corrispondente traduzione modale e`:
1c. m⇒ P1Pip
2c. i⇒ P2¬Pip
3c. m ∧ i.
Da questa possiamo derivare rispetto alla preferenza P1 (che stabilisce la
priorita` delle prescrizioni religiose) che Mustafa` puo` essere poligamo (P1P
ip),
mentre rispetto la preferenza P2 (che stabilisce una priorita` delle prescrizioni
del diritto italiano) non puo` esserlo (P2¬Pip).
Esaminiamo infine un esempio di situazione in cui dobbiamo risolvere un
conflitto e quindi scegliere tra due preferenze distinte.
Esempio 4.5. Un problema di galateo (Horty 1994).
1a. Si deve mangiare con coltello e forchetta.
2a. Gli asparagi non si mangiano con coltello e forchetta.
3a. Giovanni sta mangiando degli asparagi.
Forniamo direttamente la corrispondente traduzione modale.
1b. e⇒ P1OTf
2b. e ∧ a⇒ P2OT¬f
3b. e ∧ a.
In questo caso dobbiamo utilizzare una procedura per comparare le due pre-
ferenze. Si vede immediatamente che dobbiamo scegliere la preferenza P2
data la sua maggior specificita` rispetto P1.
Negli esempi precedenti abbiamo visto come funziona il metodo che ab-
biamo sviluppato per assegnare preferenze in maniera da risolvere casi di
norme tra loro incompatibili. Tuttavia questi casi non sono gli unici casi
di contraddittorio che si presentano in ambito giuridico, anzi sono una mi-
noranza. I giudici sono chiamati a dirimere un contenzioso e ad esprimere
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un giudizio o su due norme tra loro incompatibili, o su due diverse versioni
del fatto storico — e quindi ricostruirlo secondo la sua corrispondenza alla
realta` —, o, come nel caso che andremo ad esaminare, su interpretazioni
incompatibili di una stessa norma.
A tal proposito riprendiamo l’esempio che abbiamo discusso nel paragra-
fo 1.3 con la sentenza 18/96. Come abbiamo visto il secondo comma dell’ar-
ticolo 1 della legge n. 379/1990 si presta a due interpretazioni incompatibili
tra loro: una prevede che venga pagata l’indennita`1; e l’altra l’indennita`2,
tuttavia indennita`1 e indennita`2 sono relate tra loro come segue:
Pagare(indennita`1) ≡ ¬Pagare(indennita`2) (4.1)
Possiamo quindi completare la rappresentazione formale del caso in esame
come segue:
Fatti
• reddito1 = ιxPercepito(x, a− 2)
• reddito2 = ιxDenunciato(x, a− 2)
• indennita` = f(reddito)
• OT(Pagare(indennita`))
Prima interpretazione Secondo questa interpretazione della norma avre-
mo che il reddito da considerare al fine del calcolo dell’indennita` e` quello
percepito nel secondo anno precedente.
indennita`1 = f(reddito1) (I1)
Da cui segue
I1 ⇒ OT(Pagare(indennita`1))
Seconda interpretazione In questo caso si sostiene che il reddito rilevante
e` quello denunciato nel secondo anno precedente, pertanto
indennita`2 = f(reddito2) (I2)
Da cui segue
I2 ⇒ OT(Pagare(indennita`2))
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Si vede facilmente che le due interpretazioni sono incompatibili tra di loro, e
sono due possibili letture della norma. Infatti date le due interpretazioni I1
e I2 si derivano
OTPagare(indennita`1) (4.2)
e
OTPagare(indennita`2) (4.3)
Da 4.2 e da 4.1 si ottiene OT¬Pagare(indennita`2) che e` contraddittoria
rispetto 4.3. Analogamente da 4.3 si ottiene OT¬Pagare(indennita`1) che
contraddice 4.3.
In questo caso le due preferenze corrispondono a due differenti interpreta-
zioni della stessa norma e non a due differenti norme di cui e` possibile stabilire
una gerarchia con uno dei tanti criteri riconosciuti nel diritto (lex posterior,
lex superior, specificita`, ecc.). Il pretore, dopo aver constato che l’analisi
logico-linguistica della formulazione letterale della norma da` origine a questa
duplice interpretazione e non e` possibile risolverla in tale maniera, si appella,
per risolvere il contenzioso, nuovamente all’articolo 12 delle Disposizioni in
generale sulla legge del CC, in particolare al 2◦ comma, che prescrive il ragio-
namento analogico, o rispetto ad altri casi o norme che regolano circostanze
in qualche modo simili.
4.4 KEM per DDL
Nei paragrafi precedenti abbiamo introdotto la logica DDL e abbiamo mo-
strato come sia possibile esprimere in essa la ritrattabilita` deontica. In questo
paragrafo mostreremo come adattare il sistema KEM a questa logica e pre-
senteremo un algoritmo che permette di trattare e stabilire gli insiemi di
preferenze.
Abbiamo visto come in DDL siano presenti diversi tipi di mondi possibili
corrispondenti a piu` modalita`; ma, come ormai sappiamo, i vari tipi di mondi
e quindi le varie modalita` corrisponderanno a indici differenti. Introduciamo
dunque gli insiemi di indici appropriati:
• ΦW = {W1,W2, . . .} e Φw = {w1, w2, . . .} per mondi in generale, ovvero
mondi per cui non abbiamo informazioni sufficienti per determinarne il
tipo.
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• ΦD = {D1, D2, . . .} e Φd = {d1, d2, . . .} per i mondi che sono versioni
deonticamente ideali.
• ΦS = {S1, S2, . . .} e Φs = {s1, s2, . . .} per i mondi che sono versioni
subideali.
• ΦnP = {P n1 , P n2 , . . .} e Φnp = {pn1 , pn2 , . . .} per i mondi che sono n-preferiti.
Ci rimangono da definire le unificazioni che caratterizzano DDL (le regole
d’inferenza sono le stesse di JP e S5P(n)).
(i, k)σDDL =
(i, k)σS5P(n)(i, k)σJP (σDDL)
e quindi
(i, k)σDDL =
(cn(i), cm(k))σDDL(i, k)σDDL (σDDL)
dove w0 = (s
n(i), sm(k))σDDL. Qui valgono le spiegazioni intuitive fornite
nei paragrafi dedicati a S5P(n) e a JP .
4.4.1 Trattamento delle preferenze
In questo paragrafo forniremo un algoritmo che usa KEM per risolvere i
conflitti (o contraddizioni) rifacendosi a quanto descritto nel paragrafo 4.2. I
sistemi tableaux, oltre a essere sistemi di dimostrazione automatica, vengono
utilizzati anche come generatori di modelli. Come si ricordera`, una dimostra-
zione via tableaux consiste nella verifica che non esiste un contromodello per
la formula (o insieme di formule) che deve essere dimostrata.
Nel seguito utilizzeremo il fatto che l’insieme delle formule di un ramo
τ di un albero in KEM e` consistente (ha un modello) se il ramo e` aperto,
altrimenti e` inconsistente (non ha un modello). Lo scopo della procedura
e` quello di ottenere un insieme di formule — corrispondenti a regole e a
fatti — consistente. Per prima cosa sottoponiamo l’insieme a un test di
consistenza: esaminiamo, con un albero diKEM , l’insieme dato; se l’albero e`
aperto l’insieme e` consistente, se l’albero e` chiuso risolviamo le contraddizioni
assegnando un operatore di preferenza differente a ogni conseguente di un
default che implica una contraddizione. Per determinare quali siano i default
che comportano contraddizioni dobbiamo tenere traccia delle dipendenze tra
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le varie formule conformemente alla definizione 3.28. Durante la costruzione
del modello terremo traccia solamente delle dipendenze dalle premesse, cioe`
non considereremo le dipendenze da formule intermedie. Per risolvere coppie
di formule complementari, e quindi assegnare le preferenze di conseguenza,
saranno rilevanti solamente le premesse che le implicano essenzialmente, e
quindi saranno le uniche a venire prese in considerazione.
Siano A e B due formule complementari di un ramo chiuso τ ; siano
CA e CB, rispettivamente, gli insiemi delle premesse da cui dipendono A e
B; sia D(CA ∪ CB) l’insieme dei default in CA ∪ CB. Si noti che l’insieme
dei default D(CA ∪ CB), che chiameremo insieme colpevole, e` il responsabile
dell’inconsistenza, dato che abbiamo assunto l’insieme delle premesse come
consistente.
Definizione 4.2. Un insieme S ⊆ D e` libero da conflitti se e solo se non
contiene nessun insieme colpevole.
Utilizzeremo KEM per trovare tutti gli insiemi D(CA ∪ CB) ⊆ D e le
informazioni ricavate nello sviluppo dell’albero saranno usate per costruire
tutti gli insiemi massimali di default S liberi da conflitti. Infine assegneremo
le preferenze in modo tale che tutte le formule in un insieme massimale libero
da conflitti S abbiano la stessa preferenza.
Esempio 4.6. Forniamo un esempio della procedura per stabilire i sottoinsie-
mi consistenti e assegnare le preferenze.
Sia 〈F,D〉 una base di conoscenza dove F = {p} e D = {p → q, p →
r, p→ s, p→ (¬q ∨ ¬r) ∧ ¬s}.
1. T q 1
2. T r 2
3. T s 3
4. T (¬q ∨ ¬r) ∧ ¬s 4
5. T¬q ∨ ¬r 4
6. Fs 4
7. F q 2, 4
8. F r 1, 4
Nella colonna di destra abbiamo riportato le dipendenze (per ragioni di spazio
abbiamo eliminato tutte le dipendenze inutili). Dall’analisi delle dipendenze
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associate alle inconsistenze otteniamo i seguenti insiemi inconsistenti di de-
fault: {1, 2, 4} e {3, 4}. Con un semplice calcolo combinatorio otteniamo i
seguenti insiemi massimali consistenti {1, 2, 3}, {1, 4} e {2, 4} a cui vengono
assegnate le preferenze come segue:
P1 ; {1, 2, 3}
P2 ; {1, 4}
P3 ; {2, 4}.
Vale la pena di ricordare che l’abilita` di KEM a determinare gli in-
siemi inconsistenti e` dovuta principalmente alle sue regole d’inferenza, e in
particolare a PB e alle regole β.
Dopo aver assegnato le preferenze possiamo interrogare la base di cono-
scenza chiedendo se una formula X e` una conseguenza di detta base, sem-
plicemente svolgendo una dimostrazione in KEM per l’insieme di formule
consistente nelle premesse e XC . In pratica procederemo attaccando la di-
mostrazione di XC alla fine dell’albero che abbiamo sviluppato per determi-
nare le preferenze, dopo aver sostituito i conseguenti dei default con la loro
versione “preferenziale”8.
4.5 Conclusioni
In questa lavoro abbiamo visto come la logica risulti utile per una formaliz-
zazione del ragionamento normativo, e abbiamo sostenuto che questa forma-
lizzazione costituisce il primo passo verso un sistema di intelligenza artificiale
per il ragionamento normativo. In particolare, abbiamo visto come i sistemi
deduttivi indicizzati risultano fondamentali per la formalizzazione in quanto
consentono trattazioni analitiche del soggetto nei termini di una divisione
analitica e di una gerarchizzazione degli argomenti. Il vantaggio dell’analiti-
cita` permette di dividere un “problema” nelle sue componenti e di risolverele
con gli strumenti piu` adeguati. E` importante sottolineare che questi sistemi
permettono di definire nuove logiche piu` adatte a trattare con il fenomeno
in esame. Negli esempi che abbiamo fornito abbiamo mostrato come usa-
re i sistemi deduttivi indicizzati in relazione ad alcuni tipi di ragionamento
8Cio` e` possibile dal momento che KEM gode della proprieta` della sotto dimostrazione,
si veda il paragrafo 3.7.
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normativo: in particolare abbiamo fornito un modello che consente di trat-
tare alcuni tipi di incompatibilita` in ambito normativo e il problema della
ritrattabilita` deontica.
Il fenomeno del ragionamento normativo e` estremamente complesso e non
era nostra intenzione fornirne un modello complessivo. Tuttavia e` possibile
ritenere che gli strumenti concettuali e tecnici forniti dalla logica modale e
dai LDS, nella forma che abbiamo esposto in questo lavoro, possano venire
estesi a frammenti sempre piu` significativi di ragionamento normativo. A
tal proposito vogliamo brevemente accennare alcuni possibili sviluppi. Nella
sezione 1.3 abbiamo menzionato la necessita` di una logica che contempli vari
gradi gerarchici sia tra le norme stesse, sia tra le varie autorita` e soggetti.
A tal fine e` possibile usare logiche multimodali gerarchiche, generalizzando
quanto esposto nelle sezioni 2.6 e 3.5.3, imponendo restrizioni da una par-
te sull’ordine in cui le modalita` possono venire nidificate, e dall’altra sulle
applicazioni delle σA
l
1···Aln corrispondenti alle logiche che formano il sistema
multimodale usato per rappresentare, ad esempio, i rapporti fra norme prima-
rie e norme secondarie. L’altro aspetto menzionato, concernente le gerarchie,
riguarda le autorita` e i soggetti; per questi dobbiamo introdurre la nozione
di individuo e quindi passare dalla logica (modale) proposizionale alla lo-
gica (modale) predicativa. Come e` noto9, i principali problemi della logica
modale predicativa risiedono nel trattamento degli individui rispetto al cam-
biamento del domino di quantificazione relativamente alla situazione (mondo
possibile). Questo problema viene risolto dai sistemi deduttivi indicizzati che
abbiamo presentato nel capitolo 3 una volta che indicizziamo a loro volta gli
indici con i nomi per gli individui10. A questo punto si possono integrare e
combinare tra loro metodiche per trattare autorita` e agenti11 e i metodi che
abbiamo qui sviluppato. L’idea di indicizzare a loro volta gli indici si mostra
proficua, dal momento che, possiamo indicizzare gli indici rispetto a formule,
ad esempio (wA2 , w1), puo` venire interpretato come uno dei mondi nella sfera
dei mondi di w1 dove A e` vera. Questa rappresentazione corrisponde alla
9Si vedano ad esempio (Hughes and Cresswell 1968, Hughes and Cresswell
1996).
10A tal proposito si vedano (Artosi, Benassi, Governatori and Rotolo 1996,
Artosi, Benassi, Governatori and Rotolo 1997).
11Si vedano ad esempio (Bailache 1991, Krogh and Herrestad 1996, Lomuscio
and Colombetti 1996).
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semantica dei condizionali controfattuali12 che si sono rivelati estremamente
fecondi nell’analisi del ragionamento normativo13. Il vantaggio del sistema
che abbiamo sviluppato consiste nel poter fondere tra loro, anche a livelli dif-
ferenti, diversi tipi di logiche: le logiche che si possono ritenere le piu` adatte
a trattare ciascuno dei settori del fenomeno che vogliamo trattare.
12(Lewis 1986)
13Si vedano (Hansson 1969, Alchourro´n 1993, Lewis 1986, Jones 1991, Makinson
1993).
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