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第1章  
 
序論 
1.1 研究の背景 
鉄道は，日本において重要な公共交通機関の一つである．平成 28年度における鉄道旅客
数量は 246.0 億人 [1]と，平成 19 年度からほぼ横這いの数字であり，今後も安定して多量
の利用が予想される．このように，鉄道は広く利用されており，その運行において，安全対
策は重要である．  
鉄道における人身事故発生の原因として，「歩きスマホ」がある．歩きスマホとは，歩き
ながらスマートフォン（スマホ）の画面を注視し，操作をする行為である．近年，スマート
フォンの普及にともない，歩きスマホが増加している．2014 年 12 月に電気通信事業者協
会によって行われた調査 [2]では，歩きスマホが以前と比べて増えていると認識している人
は全体の 85.5%である． 
また，電気通信事業者協会の調査 [2]では，歩きスマホの危険性が表れた複数のデータが
報告されている．調査の回答者のうち，自分が歩きスマホをしていて他人にぶつかった経験
がある人は 4.5%，ぶつかりそうになった経験がある人は 33.7%である．更に，ぶつかりそ
うになった，あるいは実際にぶつかった場所として，20.5%の人が駅のホームと回答してい
る．同様に，歩きスマホをしている人にぶつかられた，ぶつかられそうになった経験がある
と回答した人は全体の 68.3%であり，その場所として駅のホームと回答した人は 24.6%で
ある． 
その他，歩きスマホをしている歩行者の視野調査 [3]では，周囲の環境認識が全くできて
おらず，人によっては蛇行してしまうケースがあることを確認している．また，国土交通省
の報告では，2014年度には32人がスマホ・携帯電話使用中にホームから転落している [4]． 
以上のように，歩きスマホが他の歩行者との衝突やホームからの転落につながる事例が
ある．これらは，鉄道車両との接触のような命にかかわる重大事故に発展する可能性があり，
駅ホームでの歩きスマホは危険であるといえる． 
 こういったホームからの転落事故を防ぐための対策として，ホームドアの設置が進めら
れている．ホームドアとは，駅のホームと線路の境界に設置される柵であり，車両のドアに
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合わせて開閉される扉を持つ．ホームドアが設置された駅の数は 2006年度末の時点で 318
であったが，2016年度末の時点では 686と，10年で倍増している [5]．しかし，日本には
2017年 7月の時点で 9256の駅があり [6]，ホームドアが設置されている駅の数は全体の 1
割に満たない．利用客の多い主要な駅を中心に設置が進められているものの，一駅あたり数
億円といった多大な設置費用や大規模な工事の必要性から，2016年 3月の時点で，利用客
10 万人以上の駅への普及率は 3 割にとどまっている [7]．このように，ホームドアによる
安全対策はコストが大きく，普及が十分に進んでいないという問題点がある．また，歩きス
マホによる歩行者どうしの衝突を防ぐことはできない． 
 以上のような背景から，本研究では動画からの歩きスマホ検出をめざす． 
1.2 本研究の目的 
 駅ホームにおける安全対策として，監視カメラの映像から歩きスマホをしている人物を
自動検出するアルゴリズムは有効である．阪神電気鉄道株式会社と KDDI 株式会社による
「阪神×au 歩きスマホ防止キャンペーン」 [8]では，実際に駅にて歩きスマホをしている
人物に対してアナウンスで注意を行い，歩きスマホを止めさせるといった内容の啓発動画
が公開された．これは実際の事例をもとに再現して撮影された動画であり，アナウンスによ
る注意は有効であると思われる．歩きスマホ検出は，検出された人物に対し指向性を持った
スピーカーを用いたアナウンスにて注意を与えることで，歩きスマホを止めさせるといっ
た使い方が考えられる． 
 また，監視カメラを用いたシステムはホームドアの設置と比較してコストが軽く，早く普
及させることが可能である．ホームドアの設置がなされていない駅における線路への転落
事故防止や，歩行者どうしの衝突防止のために，監視カメラからの歩きスマホ検出が有効と
予想される． 
 以上のように，駅ホームにおける安全確保のための有効性が考えられることから，本研究
では，動画から歩きスマホをしている人物を検出する手法の実現を目的としている．本論文
では，姿勢情報によるスマホ使用姿勢検出，歩行検出，把持物体認識の 3ステップによる歩
きスマホ検出手法について述べる． 
  
1.3 本論文の構成 
 以下に本章以降の構成を示す． 
第1章 本章であり，研究の背景及び目的について述べている． 
第2章 関連研究について述べる．まず，姿勢推定のアルゴリズムである Convolutional 
Pose Machines [9]及び Realtime Multi-Person Pose Estimation [10]の概要を述
べる．次に，画像や動画から人物の行動認識を行う研究について述べる．最後に，
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歩きスマホ認識に関する研究について述べる． 
第3章 姿勢情報から，静止画における人物のスマートフォン使用姿勢を検出する手法に
ついて述べる． 
第4章 歩きスマホ検出のため，姿勢情報を用いて人物の歩行を検出する手法について述
べる． 
第5章 歩きスマホ検出の Precision 向上のため，把持物体認識を行う手法について述べ
る． 
第6章 第 3 章から第 5 章の内容をふまえ，動画から歩きスマホをしている人物を検出す
る手法について述べる． 
第7章 本研究のまとめを行う． 
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第2章  
 
関連研究 
2.1 まえがき 
 本章では，本研究の関連研究について述べる． 
 本章の構成としては，まず，本研究で使用した姿勢推定のアルゴリズムとして，
Convolutional Pose Machines及び Realtime Multi-Person Pose Estimationについて述べ
る．次に，人物行動認識の研究について述べる．最後に，歩きスマホに関する研究について
述べる． 
 
2.2 Convolutional Pose Machines 
 Convolutional Pose Machines (CPMs) [9]は，静止画から人物の姿勢を推定するアルゴリ
ズムである． CPMsは，人物の肩，肘，足首などといった身体的な部位について，画像に
おけるピクセル位置を得る．人体の P個の部位を想定した場合，そのp番目の部位のピクセ
ル位置は，𝒀𝒑 ∈ 𝐙 ∈ ℝ
2と表せる．ここで，𝐙は画像における全ての座標(𝑢, 𝑣)の集合である．
CPMsの目的は，P個全ての部位に対してその画像上の座標𝒀 = (𝒀1, … , 𝒀𝑃)を推定すること
である．CPMsはこれを Convolutional Neural Network (CNN)を階層的に積み上げること
で実現している． 
 CPMs のアルゴリズムは，複数のステージよって構成される．各ステージ𝑡 ∈ 1,… , 𝑇にお
いて，CNNによる推定器𝑔𝑡は，各部位 pと背景に対し，各𝐳 ∈ 𝐙について，𝒀𝒑 = 𝐳である確
からしさを推定し，𝒃𝑡 ∈ ℝ
𝑤×ℎ×(𝑃+1)と表せる belief map (confidence mapとも呼ばれる)を
作成する．ここで，w画像の幅，hは画像の高さである．このとき，ステージ 1においては
z周辺の画像局所特徴のみをもとに推定を行うが，ステージ 2以降においては，前のステー
ジにおいて作成された belief mapを追加の情報として用い，推定を行う． 
 CPMs の入力と出力の例を図 2-1 に示す．左の画像を入力すると，人物の各部位の画像
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におけるピクセル座標が得られる．右図の各黒点は，得られた部位の座標を描画したもので
ある． 
 CPMsは，一つの入力画像に対して，1人の人物の姿勢推定を行う．一度の処理で複数の
人物の姿勢を推定することはできない． 
 
2.3 Realtime Multi-Person Pose Estimation 
 Realtime Multi-Person Pose Estimation [10]は，CPMsを発展させた手法である．CPMs
が一度の処理で 1 人の人物のみの姿勢推定を行うのに対し，Realtime Multi-Person Pose 
Estimationは複数の人物の姿勢推定が可能である． 
 Realtime Multi-Person Pose Estimationでは，一つのステージで二つのCNNを用いる．
一方の CNN は，CPMs と同様に belief map の推定を行う．もう一方の CNN は，Part 
Affinity Fields (PAFs)の推定を行う．PAFsは，画像上での部位どうしの関連（位置と方向
性）を，二次元ベクトル場の集合として表現したものである．各ステージでは，前ステージ
にて得られた belief mapと PAFsの両方を各 CNNに追加情報として入力し，推定を行う． 
 複数の人物の姿勢を推定する場合，部位の位置を推定するだけでは，それがどの人物の部
位なのか見分けがつかない．部位どうしの関連を同時に推定し，部位の接続を行うことで，
複数人物の姿勢推定が可能となる． 
 
INPUT OUTPUT 
図 2-1: CPMsの入力と出力の例 
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2.4 人物行動認識 
 映像から人物の行動を認識するアルゴリズムとして，Two-Stream Convolutional 
Networks [11]がある．これは，2 つの CNN を並行して動かし，最後にその出力を統合し
て動画における人物の行動を認識する．2 つの CNN は，それぞれ RGB 画像とオプティカ
ルフローを入力とする．RGB 画像を入力とする CNN は，動画の現フレームにおける画像
特徴を抽出する．それに対して，オプティカルフローを入力とする CNNは，複数フレーム
での動きの特徴を抽出する．これらを統合することで，画像特徴と動きの特徴から人物の行
動を認識するのである． 
 また，Two-Stream Convolutional Networksに対して，より局所的な特徴を利用しよう
とした手法が Deep lOcal Video Features (DOVF) [12]である．DOVFは，CNNの中間層
から特徴抽出し，Fisher Vectors (FV)などのグローバル特徴にエンコードすることで，局所
的な特徴の利用を検討している．DOVFは，人物行動の動画データセットである HMDB51 
[13]及びUCF101 [14]にて実験を行い，Two-Stream Convolutional Networks より良い性
能を示している． 
 このように，動画に対してディープラーニングを用いて行動認識を行う研究はいくつか
ある．しかし，これらの研究は，動画へのラベル付けを目的としたものである．動画におけ
る各人物に対しての行動認識ではないため，歩きスマホ検出にそのまま適用できるもので
はない． 
 また，姿勢推定アルゴリズムを用いて人物の行動を解析する手法もいくつか存在する．工
藤ら [15]は，人物の姿勢を推定する CNNから抽出した姿勢特徴を LSTM [16]に入力する
ことで人物の行動認識をする手法を提案している．一原ら [17]は，Realtime Multi-Person 
Pose Estimation によって得られた姿勢情報を，SVMまたはニューラルネットワークを用
いて分類することで，人物の行動認識を行う手法を検討している．黒瀬ら [18]は，テニス
のストロークを対象とし，Convolutional Pose Machines による姿勢特徴をもとにクラスタ
リングを行い，評価する手法を提案している． 
 
2.5 歩きスマホ認識・検出 
 ここでは，人物の歩きスマホ検出・認識に関する研究を紹介する． 
 人物の歩きスマホを検出する手法として，持っているスマートフォンのセンサを活用し
たものがある．根岸 [15]は，スマートフォンの加速度センサの値を取得し，閾値によって
歩行検知を行うアプリケーションを用いた実験を行っている．名坂ら [20]は，スマートフ
ォンの加速度センサの情報と，カメラ映像から算出したオプティカルフローを用い，使用者
の歩きスマホを検出する手法を提案している．また，KDDIから歩きスマホ注意アプリ [17]
が公開されるなど，実用化されたアプリケーションも存在する． 
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 しかし，使用者の歩きスマホを検出して警告を表示するアプリケーションは，使用者に不
満を与え，使用を中止させてしまう可能性が高い．それに対して，スマートフォンのセンサ
の情報から周囲の危険度を予測し，警告の頻度を減らす研究がなされている．野田口ら [22]
は，スマートフォンのカメラから前方の障害物を検出し，スマートフォン使用者に提示する
ことで，衝突を回避する手法を提案している．同じく，平川ら [23]は，スマートフォンの
カメラと加速度センサから，衝突が起こりそうな状況が生じた場合のみ使用者に警告する
手法を提案している． 
 このように，スマートフォンのセンサを用いた歩きスマホ検出手法はいくつか提案され
ているが，スマートフォンへの導入は任意である．使用者の不満を減らす手法も提案されて
いるが，依然として普及率は高くない．駅ホームにおける歩きスマホ検出を考えた場合，
各々のスマートフォンのセンサ情報を用いることは難しいといえる．よって，監視カメラな
どの駅に設置されたセンサを用いた歩きスマホ検出が必要となる． 
 カメラの映像を用いた歩きスマホ認識・検出手法はいくつか存在する．皆本ら [20]は，
盲導犬ロボットへの搭載を目的とし，カメラ映像からの歩きスマホ検出手法を提案してい
る．実験から，HOG [21]とパーティクルフィルタを用いた手法が最も良いことを確認して
いる．本手法は，歩行者の手の位置を追跡するパーティクルフィルタの停滞時間とパーティ
クルフィルタの重心による判定に加え，歩行者の全身画像の HOG特徴量を SVM [22]によ
って分類した結果を統合し判断する．実験にて，適合率，再現率ともに 90%という優れた
結果を確認した．しかし，盲導犬ロボットへの搭載を目的としていることから，人物の正面
向きの映像のみを対象とした手法であるため，あらゆる方向の人物が想定される監視カメ
ラの映像に適用することは難しい． 
 新村ら [23]は，車載カメラの映像からの歩きスマホ検出をめざし，HOG特徴量による歩
きスマホ認識手法を提案している．本手法は，人物の全身画像のHOG特徴量を SVMによ
って分類し，歩きスマホ認識を行っている．実験では，人物の正面向き，右向き，左向きの
画像を用意し，それぞれ学習と認識を行っている．その結果，正面向きでは 88.8%, 右向き
では 73.2%と高い正解率が得られたが，右向きでは 40.9%と正解率が低かった．この結果
について，データセットの人物は右手にスマートフォンを持っていたため，右手が身体に隠
れてしまいカメラから見えにくくなっていたことを原因としてあげている． 
 
2.6 むすび 
 本章では，本研究に関連する各研究について述べた． 本研究の目的に最も合ったものと
して，新村らのHOGと SVMによる手法 [23]が挙げられる．次章では，姿勢推定によるス
マホ使用姿勢検出手法について述べ，HOGと SVMによる手法との比較を行う． 
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第3章  
 
姿勢情報によるスマホ使用姿勢検出 
3.1 まえがき 
 本章では，歩きスマホ認識手法として， 姿勢情報をもとに人物がスマートフォンを使用
している姿勢をとっているかを判別する手法について述べる． 
 本章の構成としては，まず，姿勢推定について述べる．その後，得られた姿勢情報の処理
方法として，部位座標による分類手法と関節角度による分類手法について述べる．その後，
実験と結果をもとにした考察を述べる．最後に，本章のまとめを行う． 
 
3.2 姿勢推定 
 スマホ使用姿勢検出の第一段階として，姿勢推定を行う．姿勢推定のアルゴリズムとして，
Realtime Multi-Person Pose Estimation [10]を用いる．Realtime Multi-Person Pose 
Estimation はその実装を公開 [24]している．同時に，MPII Human Pose dataset (以下
MPI) [25]による学習済みモデル (以下 MPI モデル )と   COCO  2016  keypoints  
challenge dataset (以下 COCO) [26]による学習済みモデル(以下 COCOモデル)が公開され
ている．本章ではMPIモデルを用いる． 
 MPIモデルによって推定されるのは，15の部位の画像におけるピクセル座標である．同
様に，COCOモデルでは 18の部位の座標が得られる．表 3.1にMPIモデルと COCOモデ
ルで得られる部位の一覧を示す． 
 MPI モデルにより対象の人物の姿勢推定を行い，姿勢情報𝒀 = (𝒀1, … , 𝒀15)を得る．ただ
し，𝒀𝑝 = (𝑢𝑝, 𝑣𝑝)は表 3-1中の番号 pにあたる部位の画像におけるピクセル座標であり，𝑢𝑝
はその𝑥座標，𝑣𝑝はその𝑦座標を表す．得られた𝒀を特徴ベクトルへと変換処理し，SVM に
入力することによって人物がスマートフォンを使用しているかを分類する．次節以降，変換
処理の手法について述べる． 
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3.3 部位座標を特徴とした分類 
 本節では，姿勢推定によって得られた部位座標を正規化して SVMで分類する手法につい
て述べる．用いる姿勢情報は，MPIモデルで得られたChestを除く 14の部位の座標𝒀1 ~ 𝒀14
である． 
 姿勢推定によって得られた部位座標は，画像上のピクセル座標であるから，サンプルごと
に基準位置及びスケールが異なる．そこで，部位座標に対し，位置正規化とスケール正規化
を行う． 
 基準位置については，首の位置が基準となるように処理を行う．各部位座標𝒀𝑝 = (𝑢𝑝, 𝑣𝑝)
に対し， 
 𝒀𝒑
′ = (𝒖𝒑 − 𝒖𝟐, 𝒗𝒑 − 𝒗𝟐) (3.1) 
とすることで，位置正規化された座標𝒀𝑝
′ = (𝑢𝑝
′, 𝑣𝑝
′)を得る． 
 スケール正規化は，右尻と左尻の中間座標と首の間の長さを姿勢情報のスケール𝑠とし，
これが 1となるように正規化を行う．𝑠は，  
表 3-1: Realtime Multi-Person Pose Estimation によって推定される部位 
番号 MPIモデルで推定される部位 COCOモデルで推定される部位 
1 Head (頭) Nose (鼻) 
2 Neck (首) Neck (首) 
3 RShoulder (右肩) RShoulder (右肩) 
4 RElbow (右肘) RElbow (右肘) 
5 RWrist (右手首) RWrist (右手首) 
6 LShoulder (左肩) LShoulder (左肩) 
7 LElbow (左肘) LElbow (左肘) 
8 LWrist (左手首) LWrist (左手首) 
9 RHip (左尻) RHip (左尻) 
10 RKnee (左膝) RKnee (左膝) 
11 RAnkle (左足首) RAnkle (左足首) 
12 LHip (左尻) LHip (左尻) 
13 LKnee (左膝) LKnee (左膝) 
14 LAnkle (左足首) LAnkle (左足首) 
15 Chest (腰) REye (右目) 
16 
 
LEye (左目) 
17 REar (右耳) 
18 LEar (左耳) 
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によって得られる．これを用い，  
により，スケール正規化を行う． 
 図 3-1の入力に対して得られた姿勢情報を正規化した例を表 3-2に示す．スケール正規
化された部位座標𝒀′′を SVMにて学習・分類することで，人物がスマートフォンを使用し
ているかを推定する． 
 
 
図 3-1: 入力画像 
 
表 3-2: 正規化された部位座標の例 
部位 
元データ𝒀 位置正規化𝒀′ スケール正規化𝒀′′ 
𝑢 𝑣 𝑢′ 𝑣′ 𝑢′′ 𝑣′′ 
Head (頭) 2511.36 205.586 -46.81 -240.791 -0.08398 -0.43198 
Neck (首) 2558.17 446.377 0 0 0 0 
RShoulder (右肩) 2446.74 545.972 -111.43 99.595 -0.19991 0.178675 
RElbow (右肘) 2370.89 774.547 -187.28 328.17 -0.33598 0.588741 
RWrist (右手首) 2365.11 680.922 -193.06 234.545 -0.34635 0.420776 
LShoulder (左肩) 2727.85 551.856 169.68 105.479 0.304408 0.189231 
LElbow (左肘) 2733.57 792.324 175.4 345.947 0.31467 0.620633 
LWrist (左手首) 2669.18 956.502 111.01 510.125 0.199153 0.91517 
RHip (左尻) 2458.46 1003.54 -99.71 557.163 -0.17888 0.999557 
RKnee (左膝) 2446.75 1303.18 -111.42 856.803 -0.19989 1.537114 
 𝒔 = √(𝒖𝟐′ −
𝒖𝟗′ + 𝒖𝟏𝟐′
𝟐
)
𝟐
+ (𝒗𝟐′ −
𝒗𝟗′ + 𝒗𝟏𝟐′
𝟐
)
𝟐
 (3.2) 
 𝒀𝒑
′′ = (
𝒖𝒑
′
𝒔
,
𝒗𝒑
′
𝒔
) (3.3) 
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RAnkle (左足首) 2417.72 1613.89 -140.45 1167.513 -0.25197 2.094532 
LHip (左尻) 2628.24 1003.64 70.07 557.263 0.125706 0.999736 
LKnee (左膝) 2645.94 1291.36 87.77 844.983 0.15746 1.515909 
LAnkle (左足首) 2686.66 1567.32 128.49 1120.943 0.230513 2.010985 
 
3.4 関節角度を特徴とした分類 
 本節では，関節角度を特徴とし，SVMにて分類する手法について述べる．関節角度によ
る分類手法として，手法 aと手法 bの二つを提案する． 
 まず，姿勢推定によって得られた部位座標から，関節角度を求める．求める関節角度と，
表 3-2の𝒀から算出された関節角度の例を表 3-3に示す．関節角度は，対象となる関節位置
の部位座標𝒀𝑙と，隣接する 2 つの部位の座標𝒀𝑚, 𝒀𝑛から計算される．まず，二次元ベクト
ル𝑨 = 𝒀𝒍𝒀𝒎⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑩 = 𝒀𝒍𝒀𝒏⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗を定義する．このとき， 𝒀𝒎𝒀𝒍𝒀𝒏のなす角𝑟𝑙は， 
によって求められる．求められた関節角度を SVMに入力することで，人物がスマートフォ
ンを使用しているかを推定する． 
 
表 3-3: 手法と用いる関節角度 
手法 a 手法 b 
関節位置 求める角 
関節角
度𝑟の例 
関節位置 求める角 
関節角
度𝑟の例 
右肘 右手首-右肘-右肩 0.382 右肘 右手首-右肘-右肩 0.382 
右肩 右肘-右肩-左肩 -1.870 右肩 右肘-右肩-首 -2.621 
左肩 右肩-左肩-左肘 -1.616 首（右側） 右肩-首-頭 2.108 
左肘 左肩-左肘-左手首 -2.744 首（左側） 頭-首-左肩 2.319 
 
左肩 首-左肩-左肘 -2.151 
左肘 左肩-左肘-左手首 -2.744 
 
 関節角度を特徴とした分類は，上半身の部位のみを用いている．このことから，全身の部
位座標を特徴とした分類と比較して，隠れなどの要因により下半身の部位座標を推定でき
ない場合に強いと考えられる． 
 
 𝒓𝒍 = 𝒂𝒓𝒄𝒕𝒂𝒏(
𝑨 × 𝑩
𝑨 ∙ 𝑩
) (3.4) 
12 
 
 
 
3.5 実験 
3.5.1 従来手法との比較実験 
 部位座標による手法，関節角度による手法 a, b と，従来手法による比較実験を行う．従
来手法として，HOG+SVMによる手法と CNNによる手法を用いる． 
 データセットとして，16 人の人物による歩行動画から，フレームを静止画像として抽出
して用いる．歩行動画は，人物が 45°毎に 8 つの方向に向かって歩く様子を撮影したもの
である．人物 1 人につき，歩きスマホをしている動画と通常の歩行の動画の 2 系列を撮影
した．図 3-2 に撮影された動画のフレームの例を示す．また，図 3-3 にフレームに対する
姿勢推定の結果の例を示す．各動画から，人物の歩く方向 1 つにつき 3 枚のフレームを抽
出する．歩きスマホをしている動画から抽出された画像は“スマホ使用”クラス，通常の歩
行の動画から抽出された画像は“スマホ不使用”クラスとして扱う．よって，3フレーム×
8方向×16人×2クラス=768枚の画像が抽出される．このデータセットを用い，各手法の
2クラス分類の性能を比較する． 
 
 
図 3-2: データセットに用いた動画のフレームの例(人物領域のみ) 
上: 通常の歩行 下: 歩きスマホ 
人物の向きは左から 0°，45°，90°，135°，180°，225°，270°，315° 
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図 3-3: 姿勢推定の結果例 (人物領域のみ) 
上: 通常の歩行 下: 歩きスマホ 
人物の向きは左から 0°，45°，90°，135°，180°，225°，270°，315° 
 
 実験では，交差検定法を用いる．1 人分のデータをテストに，残りの 15 人分のデータを
学習に用いる．これを各人物のデータが一回テストに用いられるよう，16回行う． 
 HOGと SVMによる手法では，画像の人物領域から HOG特徴量を抽出し，SVMによっ
て分類する．まず，画像の人物領域を幅 64 ピクセル，高さ 128 ピクセルにリサイズし，
HOG特徴量の抽出を行う．HOG特徴抽出器は，OpenCV [27]による実装を用いる．次に，
抽出されたHOG特徴量を SVMによって学習・分類する．HOG特徴抽出器，SVMのパラ
メータをそれぞれ表 3-4，表 3-5に示す． 
 
表 3-4: HOG+SVMによる手法における HOG特徴抽出器のパラメータ 
セルサイズ 8*8ピクセル 
ブロックサイズ 16*16ピクセル 
ブロックストライド 8*8ピクセル 
ヒストグラムビン数 9 
 
表 3-5: HOG+SVMによる手法における SVMのパラメータ 
カーネル RBF 
C 50 
γ 0.001 
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 また，一般物体認識などの分野で近年HOG+SVMに代わり主流となっている CNNによ
る手法を比較手法として用いる．CNNとして，GoogLeNet [28]を用いる．実装には Chainer 
[29]を用いる．精度向上のため，学習データの水増し(データオーギュメンテーション)を行
う．データオーギュメンテーションに用いた手法とパラメータのリストを表 3-6 に示す．
このデータオーギュメンテーションにより，学習データは 90倍の枚数となる．また，学習
のパラメータを表 3-7に示す． 
 
表 3-6: CNNによる手法におけるデータオーギュメンテーションの手法とパラメータ 
ガンマ値による画像の明るさ変化 γ=[0.5, 0.75, 1.0, 1.5, 2.0] 
左右反転 [反転あり，反転なし] 
回転 回転角=[-5°, 0°, 5°] 
スケール変化 倍率=[0.95, 1.00, 1.05] 
 
表 3-7: CNNによる手法における学習パラメータ 
バッチサイズ 32 
学習レート 0.01 
学習反復回数 30000 
 
 部位座標を特徴とした手法では，画像から推定された人物の部位座標を正規化し，SVM
により分類する．学習の際には，学習データから得られた姿勢情報に加え，それらを左右反
転したデータを用いる．左右反転した姿勢における部位座標𝑌𝑝
′′′は，スケール正規化された
各部位座標𝒀𝑝
′′ = (𝑢𝑝
′′, 𝑣𝑝
′′)の𝑥座標を表す𝑢𝑝
′′の正負を反転させることで得られる．よって， 
である．また，SVMのパラメータを表 3-8に示す 
 
表 3-8: 部位座標による手法における SVMのパラメータ 
カーネル RBF 
C 10 
γ 5 
 
 関節角度を特徴とした手法では，画像から推定された人物の部位座標をもとに関節角度
を計算し，SVMにより分類する．手法 aでは肘と肩，手法 bでは肘と肩に加えて首の関節
角度を用いる．手法 aで用いる SVMのパラメータを表 3-9に，手法 bで用いる SVMのパ
ラメータを表 3-10に示す． 
 𝒀𝒑
′′′ = (−𝒖𝒑
′′, 𝒗𝒑
′′) (3.5) 
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表 3-9: 関節角度による手法 aにおける SVMのパラメータ 
カーネル RBF 
C 1 
γ 1 
 
表 3-10: 関節角度による手法 bにおける SVMのパラメータ 
カーネル RBF 
C 5 
γ 3 
 
 以上の 5手法により実験を行った．評価指標として，Precision, Recall, F1-scoreを用い
る．各手法の分類結果を表 3-11~表 3-15 に示す．また，“スマホ使用”クラスにおける各
手法の比較を表 3-16に示す．  
 
表 3-11: HOG+SVMの分類結果 
クラス Precision Recall F1-score 
スマホ不使用 0.830 0.867 0.848 
スマホ使用 0.861 0.823 0.842 
 
表 3-12: CNNの分類結果 
クラス Precision Recall F1-score 
スマホ不使用 0.937 0.930 0.933 
スマホ使用 0.930 0.938 0.934 
 
表 3-13: 部位座標による手法の分類結果 
クラス Precision Recall F1-score 
スマホ不使用 0.969 0.966 0.967 
スマホ使用 0.966 0.969 0.967 
 
表 3-14: 関節角度による手法 aの分類結果 
クラス Precision Recall F1-score 
スマホ不使用 0.956 0.971 0.964 
スマホ使用 0.971 0.956 0.963 
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表 3-15: 関節角度による手法 bの分類結果 
クラス Precision Recall F1-score 
スマホ不使用 0.984 0.953 0.968 
スマホ使用 0.955 0.984 0.969 
 
表 3-16: “スマホ使用”クラスにおける各手法の性能比較 
手法 Precision Recall F1-score 
HOG+SVM 0.861 0.823 0.842 
CNN 0.930 0.938 0.934 
部位座標 0.966 0.969 0.967 
関節角度 a 0.971 0.956 0.963 
関節角度 b 0.955 0.984 0.969 
 
 Precision においては関節角度による手法 a が，Recall と F1-score においては関節角度
による手法 bが最も良い結果を示した．HOG+SVMによる従来手法と比較すると，関節角
度による手法 bは F1-scoreで+12.7%とより高い性能を示した．部位座標による手法と関節
角度による両手法を F1-score で比較すると，差は 1%未満であり，ほぼ同等の性能を有す
ると評価できる． 
 また，関節角度による手法 bにおける人物の向きと誤分類数を表 3-17に，誤分類された
人物画像の例を図 3-4に示す．人物の向きは図 3-2の例と同様である．表 3-17から，135°
の向き（左奥向き）の人物に誤分類が多いことが分かる．これは，右利きの人物の右手が身
体に隠れてしまうことが原因として考えられる．特に，図 3-4 下段右の例ではスマートフ
ォンを持つ右手がほぼ完全に隠れてしまい，正しく姿勢を推定できていない． 
 
表 3-17: 関節角度による手法 bにおける人物の向きと誤分類数 
人物の向き(°) 
正解クラス 
合計 
スマホ不使用 スマホ使用 
0 0 0 0 
45 0 0 0 
90 3 1 4 
135 7 4 11 
180 3 0 3 
225 1 1 2 
270 3 0 3 
315 1 0 1 
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図 3-4: 誤分類された画像と姿勢推定の例 
左 2列:“スマホ不使用”画像の誤分類の例 右 2列:“スマホ使用”画像の誤分類の例 
 
3.5.2 下半身の隠れに対する性能検証 
 各手法の人物の下半身が隠れている状況における性能を比較し，関節角度による手法の
優位性を検証する．比較する手法は部位座標による手法，関節角度による手法 a, 関節角度
による手法 bの 3手法である． 
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 評価用データとして，下半身が隠れた人物の歩行動画のフレームを用いた．フレーム数は，
“スマホ使用”が 216フレーム，“スマホ不使用”が 183フレームである．学習データとし
て，3.5.1 において用いたデータセットから 8 人分の画像を使用した．また，SVM のパラ
メータも 3.5.1と同じものを用いた． 
 実験の結果を表 3-18~表 3-20に示す．なお，True Positive +  False Negative = 0の場合の
Precisionは 1とした． 
 
 
図 3-5: 下半身が隠れた人物の画像例 
左: スマホ不使用 右: スマホ使用 
 
 
図 3-6: 下半身が隠れた人物の姿勢推定の例 
左: スマホ不使用 右: スマホ使用 
 
表 3-18: 部位座標による手法の分類結果 
クラス Precision Recall F1-score 
スマホ不使用 1.000 0.000 0.000 
スマホ使用 0.541 1.000 0.702 
 
表 3-19: 関節角度による手法 aの分類結果 
クラス Precision Recall F1-score 
スマホ不使用 0.971 0.721 0.828 
スマホ使用 0.806 0.981 0.885 
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表 3-20: 関節角度による手法 bの分類結果 
クラス Precision Recall F1-score 
スマホ不使用 1.000 0.694 0.819 
スマホ使用 0.794 1.000 0.885 
 
表 3-21: “スマホ使用”クラスにおける各手法の性能比較 
手法 Precision Recall F1-score 
部位座標 0.541 1.000 0.702 
関節角度 a 0.806 0.981 0.885 
関節角度 b 0.794 1.000 0.885 
 
 結果より，下半身が隠れている状況においては，部位座標による手法と比較して関節角度
による手法が優位であることが示された．部位座標による手法は，全フレームの人物を“ス
マホ使用”と分類しており，下半身の隠れの影響が大きいことが分かる．また，関節角度に
よる手法においても，下半身が隠れる状況においては Precisionの低下が確認された．これ
は，下半身と同様に手首が隠れ，姿勢推定が難しかったことが原因であると考えられる． 
 
3.5.3 歩行していない人物への適用 
 本手法は，人物がスマートフォンを使用しているかを検出している．人物が歩行している
かを考慮していないことから，本手法をそのまま歩きスマホ検出手法として適用すると，歩
いていない人物を歩きスマホとして検出してしまうと予想される．確認のため，実験を行っ
た． 
 評価用データとして，立ち止まってスマートフォンを操作している人物の動画から抽出
したフレームを用いる．図 3-7に画像と姿勢推定の例を示す． 
 動画から 1947フレームに関節角度による手法 aを適用した．学習データとパラメータは
3.5.2 と同様である．その結果，全体の 91.0%にあたる 1771 フレームで人物が“スマホ使
用”と分類された．スマートフォンを使用しているかどうかを検出する場合は問題ないが，
これをそのまま歩きスマホ検出としてしまうと，歩いていない人物を歩きスマホとして検
出してしまうことになる．よって，歩きスマホ検出のためには，人物の歩行検出が必要であ
る．歩行検出については第 4章で述べる． 
 
3.5.4 スマートフォンを持っていない人物への適用 
 本手法は，人物のスマホ使用姿勢を検出する手法である．人物がスマートフォンを使用し
ていない場合でも，類似する姿勢であれば，“スマホ使用”と検出されると予想される．確
20 
 
 
 
認のため，実験を行う． 
 歩きスマホに類似した姿勢の画像として，手提げ袋を提げて歩く人物の動画から抽出し
たフレームを用いる．図 3-8 に用いた動画のフレームと姿勢推定の例を示す．図 3-8 の人
物は右手が胸の高さに来ており，スマートフォンを使用する姿勢に類似しているといえる． 
 動画から 300 フレームに関節角度による手法 a を適用した．学習データとパラメータは
3.5.2と同様である．その結果，正解率 0.227と非常に低い値となった．このことから，ス
マホ使用姿勢検出のみでは，スマートフォンを持っていない，類似した姿勢の人物を誤検出
してしまう可能性が高いといえる．これを解決するためには，人物がスマートフォンを持っ
 
図 3-7: 立ち止まってスマートフォンを使用する人物の画像と姿勢推定の例 
 
 
図 3-8: 手提げ袋を持った人物の画像と姿勢推定の例 
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ているかを認識する把持物体認識が必要である．把持物体認識については第 5章で述べる． 
 
3.6 むすび 
 本章では， 歩きスマホ検出を目的とし，姿勢推定を用いたスマホ使用姿勢の検出手法を
提案した．また，実験により従来手法との比較を行った．実験結果より，姿勢推定を用いた
手法はいずれも従来手法より優れていることが示された．更に，F1-scoreの比較から，姿勢
推定を用いた手法には大きな性能の差がないことを確認した． 
 また，関節角度による手法が部位座標による手法と比較して下半身の隠れに強いことを
確かめた．部位座標による手法は下半身の隠れにより分類がほぼ不可能となったのに対し，
関節角度による手法は，性能の低下は見られたものの，高い精度を保った． 
 更に，スマホ使用姿勢検出のみによる歩きスマホ検出では，歩行していない人物やスマー
トフォンを持っていない人物に適用した場合に誤検出する場合があることを確認した．こ
のことから，歩きスマホ検出の実現には歩行検出及び把持物体認識が必要であるといえる．
これをふまえ，第 4 章では歩行検出について述べる．また，第 5 章では把持物体認識につ
いて述べる． 
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第4章  
 
歩行検出 
4.1 まえがき 
 第 3 章にて，姿勢推定を用いたスマホ使用姿勢検出手法を提案したが，人物の歩行の有
無を考慮したものではなかった．そのため，歩きスマホ検出のためには，歩行検出をあわせ
て行う必要がある．本章では，歩きスマホ検出のための歩行検出手法について述べる． 
 本章の構成としては，まず，複数フレームにわたる人物の追跡について述べる．次に，2
フレーム間の足首座標の変化に注目した歩行検出手法について述べる．その後，複数フレー
ムの下半身の関節角度を特徴とし，SVMによって歩行検出する手法について述べる．そし
て，関節角度の変化と関節間の長さの変化率を特徴とし，Random Forestによって歩行検
出する手法について述べる．最後に，実験とまとめを行う． 
 
4.2 人物の追跡 
 歩行検出においては，複数フレームにわたる人物の姿勢情報を用いる．そのため，フレー
ム間での人物の追跡を行う必要がある．各フレームにおける人物の位置は姿勢推定によっ
て得られる．よって，2フレーム間での人物の同定を行うことで，追跡が可能となる．2フ
レーム間の人物の同定のため，人物領域の色の類似度を用いる手法について述べる． 
 まず，姿勢情報から人物領域を求める．ここでの人物領域は，人物の姿勢に外接する矩形
と定義する．すなわち，姿勢情報𝒀 = (𝒀1, … , 𝒀14)において𝑥座標の最小値・最大値が𝑢𝑚𝑖𝑛・
𝑢𝑚𝑎𝑥, 𝑦座標の最小値・最大値が𝑣𝑚𝑖𝑛・𝑣𝑚𝑎𝑥であるとき，(𝑢𝑚𝑖𝑛, 𝑣𝑚𝑖𝑛), (𝑢𝑚𝑎𝑥, 𝑣𝑚𝑖𝑛), (𝑢𝑚𝑎𝑥, 
𝑣𝑚𝑎𝑥), (𝑢𝑚𝑖𝑛, 𝑣𝑚𝑎𝑥)の四点を頂点とする長方形領域を人物領域𝐑とする． 
 次に，人物領域𝐑の色情報を抽出する．ここでは，色相ヒストグラムを用いる．Rの領域
を HSV画像に変換し，Hueのチャンネルをもとに 32ビンのヒストグラムを生成する． 
 その後，フレーム間で人物領域同士のヒストグラムの比較を行う．ヒストグラムの比較は，
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Correlationによるスコアを用いる．Correlation は二つのヒストグラム𝐻1, 𝐻2おいて， 
によって算出される [30]．ただし， 
であり，𝑁はビンの総数である．Correlation が大きいほど，二つのヒストグラムは類似し
ているといえる． 
 フレーム nにおいて𝑙個の人物領域があるとき，それをR𝑛,1, … , R𝑛,𝑙とする．同様に，フレ
ーム n-1における𝑚個の人物の領域をR𝑛−1,1, … , R𝑛−1,𝑚とする．また，R𝑎,𝑏の色相ヒストグラ
ムを𝑯𝑎,𝑏とする．この時，フレーム nにおける各人物領域について，フレーム n-1の各人物
領域とのスコアを計算する．つまり，𝑫=(𝑑(𝐻𝑛,1, 𝐻𝑛−1,1), 𝑑(𝐻𝑛,1, 𝐻𝑛−1,2), . . ., 𝑑(𝐻𝑛,1, 𝐻𝑛−1,𝑚), 
𝑑(𝐻𝑛,2, 𝐻𝑛−1,1), . . ., 𝑑(𝐻𝑛,𝑙 , 𝐻𝑛−1,𝑚))を計算する． 
 𝑫における最大値が𝑑(𝐻𝑛,𝑐 , 𝐻𝑛−1,𝑑)であるとき，R𝑛,𝑐とR𝑛−1,𝑑は同一の人物を表す領域であ
るとする．その後，𝑫から𝐻𝑛,𝑐 , 𝐻𝑛−1,𝑑をもとに計算された𝑑(𝐻𝑛,𝑐 , 𝐻𝑥), 𝑑(𝐻𝑥, 𝐻𝑛−1,𝑑) ∀𝑥を取り
除いた𝑫′を用い，同様にしてスコアが最大となる人物領域の組み合わせを同一人物による
ものと認める．これを𝑫 が空になるまで𝑙回, あるいは𝑚回繰り返し，人物の同定を行う．
フレーム nにおいてフレーム n-1との同定が行われなかった人物領域は新たな人物の領域，
フレーム n-1 において同定が行われなかった人物領域は画面から消えた人物の領域である
と考える． 
 時系列上での一つ前のフレームとの同定を続けることで，各フレームにおける特定の人
物の領域を追跡することができる．次節以降では，追跡によって得られた複数フレームの姿
勢情報から，人物の歩行を検出する手法について述べる． 
 
4.3 足首座標による歩行検出 
 ここでは，2フレーム間の足首の座標の変化による歩行検出手法について述べる．これを
歩行検出手法 a とする．左右の足首についてそれぞれ 2 フレーム間での座標の変化を計算
し，片方，あるいは両方の足首の座標変化が閾値を超えた場合，歩行として検出する． 
 ここで，人物のフレーム nにおける姿勢情報を𝒀𝑛 = (𝒀𝑛,1, … , 𝒀𝑛,14)とする．ただし𝒀𝑛,𝑝 =
(𝑢𝑛,𝑝, 𝑣𝑛,𝑝)であり，𝑝は表 3-2のMPIモデルによる推定での番号に対応する．このとき，右
足首の𝑥座標の変化𝐶𝑟,𝑥及び𝑦座標の変化𝐶𝑟,𝑦は， 
 {
𝑪𝒓,𝒙 = 𝒖𝒏,𝟏𝟏 − 𝒖𝒏−𝟏,𝟏𝟏
𝑪𝒓,𝒚 = 𝒗𝒏,𝟏𝟏 − 𝒗𝒏−𝟏,𝟏𝟏
 (4.3) 
である．同様に左足首は 
 𝒅(𝑯𝟏,𝑯𝟐) =
∑ (𝑯𝟏(𝑰) − ?̅?𝟏)(𝑯𝟐(𝑰) − ?̅?𝟐)𝑰
√∑ (𝑯𝟏(𝑰) − ?̅?𝟏)𝟐∑ (𝑯𝟐(𝑰) − ?̅?𝟐)𝟐𝑰𝑰
 (4.1) 
 ?̅?𝒌 =
𝟏
𝑵
∑𝑯𝒌(𝑱)
𝑱
 (4.2) 
24 
 
 
 
 {
𝑪𝒍,𝒙 = 𝒖𝒏,𝟏𝟒 − 𝒖𝒏−𝟏,𝟏𝟒
𝑪𝒍,𝒚 = 𝒗𝒏,𝟏𝟒 − 𝒗𝒏−𝟏,𝟏𝟒
 (4.4) 
によって座標変化を計算する．歩行の検出は，閾値𝑇を用いて， 
 
{
 
 
 
  
 
𝑾𝒂𝒍𝒌𝒊𝒏𝒈 
(
 𝒊𝒇 
√𝑪𝒍,𝒙
𝟐 + (𝑾× 𝑪𝒍,𝒚)
𝟐
𝒔
> 𝑻 𝒐𝒓 
√𝑪𝒓,𝒙
𝟐 + (𝑾× 𝑪𝒓,𝒚)
𝟐
𝒔
> 𝑻
)
 
𝑵𝒐𝒕 𝒘𝒂𝒍𝒌𝒊𝒏𝒈           (𝒆𝒍𝒔𝒆)            
 (4.5) 
によって行われる．ただし，𝑊は歩行時の足首の𝑥座標と y座標の変化の比率であり，学習
データから計算される．また，𝑠は式(3.2)によって計算される姿勢のスケールである． 
 
4.4 関節角度による歩行検出 
 本節では，複数フレームにわたる関節角度情報を SVMにより歩行と非歩行に分類する手
法を述べる．これを歩行検出手法 bとする． 
 まず，注目するフレームとそこから過去の N-1フレーム，合計Nフレームについて，人
物の下半身の関節角度を計算する．求める関節角度は表 4-1に示す．角度の計算方法は 3.4 
と同様である． 
 
表 4-1: 用いる関節角度のリスト 
関節位置 求める角 
右膝 右足首-右膝-右尻 
右尻 右膝-右尻-左尻 
左尻 右尻-左尻-左膝 
左膝 左尻-左膝-左足首 
 
 その後，N個のフレームについて計算した関節角度を一つのベクトルに統合し，SVMに
て“歩行”・“非歩行”の 2クラス分類を行う．関節角度による歩行検出の概要図を図 4-1に
示す． 
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図 4-1: 関節角度による歩行検出の概要図 [31] 
 
4.5 関節角度の変化と関節間の長さの変化率による歩行検出 
 本節では，関節角度の変化と関節間の長さの変化率を特徴とし，Random Forest [31]に
より歩行と非歩行に分類する手法を述べる．これを歩行検出手法 cとする． 
 まず，各フレームについて関節角度の変化を計算する．フレーム nにおける関節角度は，
4.4 と同様にして表 4-1に示したものが計算される．フレーム nにおける関節角度の変化
は，フレーム n における各関節位置での関節角度とフレーム n-1 における同関節位置での
関節角度の差である．図 4-2に関節角度の差の例を示す． 
 同時に，各フレームにおける関節間の長さの変化率を計算する．まず，関節間の長さは，
画像における関節の部位座標間の長さとして計算される．例として，𝑝番目の部位と𝑞番目
の部位の間の長さ𝑙は，それぞれの座標𝑌𝑝 = (𝑢𝑝, 𝑣𝑝)と𝑌𝑞 = (𝑢𝑞 , 𝑣𝑞)から， 
 𝒍 = √(𝒖𝒑 − 𝒖𝒒)𝟐 + (𝒗𝒑 − 𝒗𝒒)𝟐 (4.6) 
によって得られる．フレーム n における関節間の長さを𝑙𝑛とすると，フレーム n における
関節間の長さの変化率𝑝𝑛は， 
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図 4-2: 関節角度の差の例 
 
 𝒑𝒏 =
𝒍𝒏 − 𝒍𝒏−𝟏
𝒍𝒏
 (4.7) 
によって得られる． 表 4-2に用いる関節間の長さのリストを示す．また，図 4-3に関節間
の長さの変化率の例を示す． 
 
表 4-2: 用いる関節間の長さのリスト 
関節位置 求める長さ 
右上腿 右尻-右膝 
右下腿 右膝-右足首 
左上腿 左尻-左膝 
左下腿 左膝-左足首 
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図 4-3: 関節間の長さの変化率の例 
 
 最後に，得られた関節角度の差と関節間の長さの変化率を N フレーム分統合し，これを
特徴ベクトルとして“歩行”・“非歩行”の 2クラス分類を行う．ここでは，2種類の特徴が
混在していることから，SVMではなく Random Forestを用いる．Random Forestは，特
徴ごとに重要性を学習し，重みづけて判別を行うことができるという特性を持つ． 
 
4.6 実験 
 歩行検出手法 a, 歩行検出手法 b, 歩行検出手法 cによる実験を行う． 
 データセットは，人物が歩行している動画 8 系列と直立している動画 8 系列を用い，そ
れぞれの 4 系列を学習データ，残りの 4 系列を評価用データとして用いる．一つの動画に
は，人物の向きとして図 3-2 と同様に 8 方向が含まれている．学習・評価には各動画から
人物の一つの方向につき 10 フレームをランダムに抽出し用いる．よって，8 系列×8 方向
×10フレームの 640フレームが学習と評価それぞれに用いられる． 
 また，実験環境における Realtime Multi-Person Pose Estimationの動作速度がおおよそ
5フレーム/秒であることから，歩行検出において過去のフレームの情報を用いる場合，5フ
レーム/秒での動作を想定して過去のフレームを取得した．よって，歩行検出器がフレーム
nを処理しているとき，フレーム n-1, n-2として取得されるフレームは，30フレーム/秒の
動画におけるフレーム n-6, n-12となる． 
 実験における歩行検出手法 a のパラメータを表 4-3 に示す．また，歩行検出手法 b の各
N における SVM のパラメータを表 4-4 に示す．このときのカーネルは全て RBF である．
歩行検出手法 cにおいては，Random Forestのパラメータは Nに関わらず一定とした．表 
4-5に歩行検出 cにおけるRandom Forestのパラメータを示す．実験結果を表 4-6に示す． 
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表 4-3: 歩行検出手法 aのパラメータ 
T 2.20 
W 0.04 
 
表 4-4: 歩行検出手法 bにおける SVMのパラメータ 
N C γ 
1 50 1 
2 50 1 
3 50 3 
4 30 0.01 
5 30 0.01 
6 50 0.01 
7 50 0.01 
8 50 0.01 
9 30 0.001 
 
表 4-5: 歩行検出手法 cにおける Random Forestのパラメータ 
木最大深さ ノード最小サンプル数 木最大個数 収束閾値 
10 2 100 0.001 
 
表 4-6: 歩行検出手法の正解率 
N 歩行検出手法 a 歩行検出手法 b 歩行検出手法 c 
1 NA 0.678 NA 
2 0.988 0.847 0.964 
3 NA 0.811 0.977 
4 NA 0.892 0.983 
5 NA 0.900 0.994 
6 NA 0.911 0.998 
7 NA 0.900 0.992 
8 NA 0.891 0.989 
9 NA 0.905 1.000 
 
 歩行検出手法 aは N=2において正解率 0.988と，最も良い性能を示した．Nが 5以上の
場合は，歩行検出手法 cが N=2における歩行検出手法 aの性能を上回った．歩行検出手法
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bの正解率は最高でも 0.911であり，歩行検出手法 a, cいずれよりも性能が低いことが確認
された． 
 
4.7 むすび 
 本章では，歩行検出手法について述べた．足首座標による手法，関節角度による手法，関
節角度の変化と関節間の長さの変化率による手法の三つを提案し，実験によって比較を行
った．実験結果から，用いるフレーム数が少ない場合には足首座標による手法が，多い場合
には関節角度の変化と関節間の長さの変化率による手法が良い性能を示すことが確認され
た．歩行検出の各手法については，第 6章においても，歩きスマホ検出のアルゴリズムに組
み込んで比較を行う． 
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第5章  
 
把持物体認識 
5.1 まえがき 
 第 3章にて，姿勢情報からのスマホ使用姿勢検出では，スマートフォンを持っていない，
歩きスマホに類似した姿勢の人物を誤検出してしまう可能性があることが課題として指摘
された．これを解決するため，人物がスマートフォンを持っているかを判別する把持物体認
識が必要である．本章では，把持物体認識について述べる． 
 本章では，まず把持物体認識手法の概要を述べる．その後，把持物体認識による実験につ
いて述べる．最後にまとめを行う． 
 
5.2 把持物体認識 
 把持物体認識は，1. 手領域の可視の判別，2. 人物の手領域の座標計算，3. 画像認識の 3
ステップにて行われる．把持物体認識の概要図を図 5-1に示す．1. 手領域の可視の判別で
は，人物の手の領域がカメラから見えているかを判別する．手領域が見えていない場合，画
像認識による把持物体認識は難しいことから，把持物体認識を行わない． 
 判別は，人物の向きをもとに行う．人物がカメラからみて正面向きである場合は可視と判
別し，そうでない場合は不可視と判別する．これは，右肩の座標𝒀3 = (𝑢3, 𝑣3)と左肩の座標
𝒀6 = (𝑢6, 𝑣6)を用いて， 
である場合に可視と判別し，それ以外の場合は不可視と判別する． 
 2. 人物の手領域の座標計算では，姿勢推定によって得られた部位座標から，画像認識に
用いる人物の手の領域の座標を計算し，切り出しを行う． 
 𝒖𝟑 < 𝒖𝟔 (5.1) 
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 まず，切り出す領域の中心座標𝑪を肘の座標と手首の座標から計算する．右手を例にした
場合，右肘の座標𝒀4 = (𝑢4, 𝑣4)と右手首の座標𝒀5 = (𝑢5, 𝑣5)から， 
によって中心座標𝑪𝑟を求める．𝐻は定数である．左手の場合も同様にして，左肘の座標𝒀7と
右手首の座標𝒀8から中心座標𝑪𝑙を求める．  
 次に，切り出す範囲𝑙を計算する．これは，式(3.2)によって得られた姿勢情報のスケール
𝑠を用い， 
によって範囲𝑙を求める．𝐴は定数である． 
 これにより，𝑪を中心とした𝑙 × 𝑙ピクセルの正方形の範囲を人物の手領域として切り出す． 
 𝑪𝒓 = (𝒖𝟓 +𝑯(𝒖𝟒 −𝒖𝟓), 𝒗𝟓 +𝑯(𝒗𝟒 − 𝒗𝟓)) (5.2) 
 𝒍 = 𝑨𝒔 (5.3) 
 
図 5-1: 把持物体認識の概要図 
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 3. 画像認識のステップでは，切り出された手領域の画像を CNNによって“スマホ把持”
と“非スマホ把持”の 2クラスに分類する．このとき，画像は CNNの入力サイズにリサイ
ズされてから入力される． 
 
5.3 実験 
 CNN により人物の手領域を“スマホ把持”と“非スマホ把持”に分類する実験を行う． 
 CNN のアーキテクチャとして，CaffeNet [30]を用いる．また，式(5.2)の定数𝐻には 1/3
を，式(5.3)の𝐴には 0.3を用いた． 
 学習データとして，3.5.1 にて用いたデータセットのうち 8 人分の画像から 5.2 の手法
によって手領域を切り出した．これによって得られた画像は，“スマホ把持”が 143枚，“非
スマホ把持”が 535 枚であった．更に，インターネット上から収集した画像から手動によ
り手領域を切り出し，250枚の“スマホ把持”画像を追加した． 
 得られた合計 928枚の画像にデータオーギュメンテーションを行い，144倍の 133632枚
とした．これを CNNの学習データとして用いる．データオーギュメンテーションとして用
いた手法とパラメータを表 5-1: 把持物体認識におけるデータオーギュメンテーションの
手法とパラメータに示す．また，CNNの学習時のパラメータを表 5-2に示す．更に，切り
出された手領域の例を図 5-2に示す． 
 
表 5-1: 把持物体認識におけるデータオーギュメンテーションの手法とパラメータ 
手法 パラメータ 
左右反転 [反転あり，反転なし] 
回転 
回転角=[0°，45°，90°，135°，
180°，225°，270°，315°] 
ガウスぼかし σ=[適用なし, 11, 25] 
スケール変化 倍率=[1.0, 1.05, 1.10] 
 
表 5-2: 把持物体認識における CNN学習パラメータ 
バッチサイズ 64 
学習開始時の学習レート 0.001 
学習レート変更率 0.1倍 
学習レート変更ステップサイズ 90000 
学習反復回数 450000 
Cropping あり 
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図 5-2: 切り出された手領域の例 
左: 非スマホ把持 右: スマホ把持 
 
 評価用データとして，3.5.1 にて用いたデータセットのうち，学習データに用いなかった
8 人分の画像から 5.2 の手法によって手領域を切り出した．学習データが CNN の学習時
に Cropping の処理を受けていることから，評価用画像の切り出し時には𝐴=0.2 を用いた．
これによって得られた画像は，“スマホ把持”が 161 枚，“非スマホ把持”が 517 枚であっ
た．表 5-3及び表 5-4に詳細な実験結果を示す． 
 
表 5-3: 把持物体認識用 CNNによる混同行列 
クラス スマホ把持 非スマホ把持 合計 
非スマホ把持 56 461 517 
スマホ把持 144 17 161 
 
表 5-4: 把持物体用 CNNによる分類結果 
クラス Precision Recall F1-score 
非スマホ把持 0.964 0.892 0.927 
スマホ把持 0.720 0.894 0.798 
 
 実験の結果，“スマホ把持”クラスについて 0.798の F1-scoreを得た．また，全体の正解
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率は 0.892であった．  
 また，スマホ使用姿勢検出と把持物体認識の組み合わせによる実験を行った．スマホ使用
姿勢検出にて“スマホ使用”とされた人物で，CNNにより両手が“非スマホ把持”と分類
されたものを“スマホ不使用”とする．データセットは 3.5.1にて用いた画像である．CNN
は上記の実験で学習したものを用いる．CNNと同様の 8人分の画像でSVNの学習を行い，
残りの 8 人分を評価に用いた．SVM のパラメータは 3.5.1 にて用いたものと同様である．
関節角度による手法 a及び bでの結果を表に示す． 
 
表 5-5: 関節角度による手法 aと把持物体認識による実験結果 
把持物体認識 クラス Precision Recall F1-score 
あり 
“スマホ不使用” 0.944 0.969 0.956 
“スマホ使用” 0.968 0.943 0.955 
なし 
“スマホ不使用” 0.954 0.964 0.959 
“スマホ使用” 0.963 0.953 0.958 
 
表 5-6: 関節角度による手法 bと把持物体認識による実験結果 
把持物体認識 クラス Precision Recall F1-score 
あり 
“スマホ不使用” 0.968 0.932 0.950 
“スマホ使用” 0.935 0.969 0.951 
なし 
“スマホ不使用” 0.978 0.906 0.941 
“スマホ使用” 0.913 0.979 0.945 
 
 実験結果より，把持物体認識を適用すると“スマホ使用”クラスの Precisionが向上し，
Recall が低下することが分かる．F1-score は関節角度による手法 b においては向上が見ら
れる．また，把持物体認識によって正しい分類へと変更された例を図 5-3 に，誤った分類
へと変更された例を図 5-4 に示す．図 5-3 左の人物は，右手が隠れて正しく姿勢推定でき
なかったことから“スマホ使用”と分類されたものを把持物体認識により“スマホ不使用”
と変更されたと思われる．また，右の人物は左手が高く上がっている姿勢から“スマホ使用”
と分類されたものを，スマートフォンを持っていないことから“スマホ不使用”と変更され
た例である．図 5-4 の人物はいずれもスマートフォンを持っているにもかかわらず把持物
体認識での誤認識により“スマホ不使用”とされた例である． 
 
35 
 
 
 
 
図 5-3: 把持物体認識によって正しい分類に変更された例 
 
 
図 5-4: 把持物体認識によって誤った分類に変更された例 
 
 更に，同様の学習条件で 3.5.4にて用いた画像による実験を行った．用いた手法は関節角
度による手法 aであり，把持物体認識の適用の有無により比較を行う．結果を表に示す． 
 
表 5-7: 手提げ袋を持った人物の画像に対する把持物体認識による正解率の変化 
把持物体認識の適用 正解率 
なし 0.227 
あり 1.000 
 
 スマホ使用姿勢検出のみでは，スマホ使用姿勢に類似した姿勢の，手提げ袋を持った人物
に対する正解率は低い．それに対し，把持物体認識を適用した場合では正解率は 1.000であ
り，類似する姿勢の人物に対する性能が大きく向上していることが分かる． 
 以上の各実験結果から，把持物体認識の適用は歩きスマホ検出の Precision 向上に有効で
あるといえる．  
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5.4 むすび 
 本章では，把持物体認識の手法について述べ，実験を行った．実験にて，把持物体認識が
歩きスマホ検出の Precision 向上に有効であることが確認された．その一方，把持物体認識
による Recallの低下も確認された． 
 Precisionの向上は，アルゴリズムによる誤検出を減らすことにつながり，信頼性が高ま
る．しかし，Recallの低下は，アルゴリズムによる歩きスマホの未検出を増やすことになる
ため，問題である．把持物体認識のアルゴリズム改良や用いる CNNの性能向上によるさら
なる Precisionの向上と Recall低下の抑制が今後の課題であるといえる． 
 次章では，第 3 章から第 5 章にて述べた手法を組み合わせた，動画からの歩きスマホ検
出手法について述べる． 
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第6章  
 
姿勢情報を用いた歩きスマホ検出 
6.1 まえがき 
 第 3 章から第 5 章にて，歩きスマホ検出のための各手法について詳しく述べた．これら
をふまえ，本章では姿勢推定を用いた動画からの歩きスマホ検出手法について述べる． 
 本章の構成としては，まず，歩きスマホ検出手法の概要を述べる．その後，実験を行い，
アルゴリズムの性能を確かめる．同時に，用いる歩行検出手法と把持物体認識の有無による
性能の比較を行う．最後に，本章のまとめを行う． 
 
6.2 概要 
 姿勢推定を用いた歩きスマホ検出は，スマホ使用姿勢検出，歩行検出，把持物体認識の 3
ステップによって行われる． 
 まず，Realtime Multi-Person Pose Estimationよって姿勢情報が得られた人物について，
スマホ使用姿勢検出を行う．スマホ使用姿勢検出の詳細は第 3章にて述べた．これにより，
人物を“スマホ使用”・“スマホ不使用”の 2クラスに分類する． 
 次に，“スマホ使用”とされた人物について，歩行検出を行う．歩行検出の詳細は第 3章
にて述べた．これにより，人物を“歩行”・“非歩行”の 2クラスに分類する．ただし，人物
を追跡可能なフレーム数が十分でないなどの要因により，歩行検出が行えない場合がある．
その場合，“歩行”と分類された場合と同様の扱いとする． 
 その後，スマホ使用姿勢検出にて“スマホ使用”，歩行検出にて“歩行”と分類された人
物について，把持物体認識を行う．これにより，人物を“スマホ把持”・“非スマホ把持”の
2クラスに分類する．手領域が不可視であると判別され，把持物体認識が適用できない場合
には，“スマホ把持”と同様の扱いとする． 
 以上の 3ステップにより，把持物体認識のステップにて“スマホ把持”，あるいはそれと
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同様の扱いとなった人物を“歩きスマホ”として検出する．なお，6.3 での実験において
は，把持物体認識を適用しない手法についても検討を行っているが，その場合，歩行検出に
て“歩行”とされた時点で“歩きスマホ”として検出する．図 6-1にアルゴリズム全体の概
要図を示す． 
 
 
図 6-1: 歩きスマホ検出手法全体の概要図 
 
6.3 実験 
 動画から歩きスマホをしている人物を検出する実験を行う．実験に用いるデータセット
として，8 人の人物が 45°感覚で 8 方向を向いて歩行している動画を用いた．各人物につ
いて，歩きスマホをしている動画(歩きスマホ動画)と歩きスマホをしていない動画(非歩き
スマホ動画)が存在する．うち 1 人の非歩きスマホ動画は，手提げ袋を腕から下げた状態で
歩行しているものである．ただし，歩きスマホ動画においても，立ち止まっている状態など，
人物が歩きスマホをしていないフレームが存在する，それらのフレームの人物については
“歩きスマホ”としては扱わず，これを“歩きスマホ”として検出した場合には誤検出とな
る． 
 スマホ使用姿勢検出には，関節角度による手法 a を用いる．学習データとパラメータは
3.5.2と同様である． 
 歩行検出には，歩行検出手法 a(足首座標による手法)，歩行検出手法 b(関節角度+SVMに
よる手法)，歩行検出手法 c(関節角度の変化と関節間の長さの変化率+Random Forest)の各
手法を用い，比較を行う．学習データとパラメータは 4.6 と同様である．Nは上限を 9と
39 
 
 
 
し，各フレームにおいて過去に向かって人物を追跡できる最大のフレーム数を用いる． 
 把持物体認識は，その適用の有無を比較する．学習データとパラメータは 5.3 と同様で
ある． 
 アルゴリズムによって処理されたフレームは，歩きスマホ 2210フレーム，非歩きスマホ
3157フレームで，合計 5783フレームであった．図 6-1に各手法による実験結果を示す． 
 
表 6-1: 歩きスマホ検出の実験結果 
把持物体認識 歩行検出手法 Precision Recall F1-score 
あり 
歩行検出手法 a 0.835 0.829 0.847 
歩行検出手法 b 0.778 0.810 0.794 
歩行検出手法 c 0.812 0.896 0.852 
なし 
歩行検出手法 a 0.777 0.861 0.817 
歩行検出手法 b 0.726 0.842 0.779 
歩行検出手法 c 0.755 0.931 0.834 
 
 実験結果より，歩きスマホ検出手法は，F1-socreにおいて最大で 0.852の性能を示した．
歩行検出手法を比較すると，Precisionにおいては歩行検出手法 aが，Recallと F1-scoreに
おいては歩行検出手法 c が優れていることが分かる．また，把持物体認識を適用した場合，
適用しない場合と比較して Precision と F1-score は向上し，Recall は低下していることが
分かる． 
 
6.4 むすび 
 本章では，姿勢情報を用いた歩きスマホ検出手法について述べた．第 3 章から第 5 章の
内容をふまえ，3ステップによる歩きスマホ検出手法を提案し，性能評価のための実験を行
った．また，歩行検出手法の比較及び把持物体認識の有無についての検討を行った．その結
果，提案手法は，歩行検出手法 cを用い，把持物体認識を適用した場合に 0.852の最大 F1-
scoreを示すことが確認できた． 
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第7章  
 
結論 
 本研究では，駅ホームにおける歩きスマホの危険性から，カメラ映像からの歩きスマホ検
出手法を研究している．本論文では，姿勢推定を用いたカメラ映像からの歩きスマホ検出手
法について述べた．姿勢推定によって得られた姿勢情報をもとに，スマホ使用姿勢検出，歩
行検出，把持物体認識の 3 ステップによる歩きスマホ検出手法を提案し，各ステップ及び
アルゴリズム全体について検証を行った．アルゴリズム全体では，従来の歩きスマホ検出・
認識ではなされていない 8 方向を向いた人物の動画による検証を行い，F1-score にして
0.852という高い精度での検出が可能であることを確認した． 
 第 1章では，本研究の背景と目的について述べた．また，本論文の構成を述べた． 
 第 2章では，本研究に関連する技術や研究について述べた．まず，姿勢推定のアルゴリズ
ムとして Convolutional Pose Machines とその発展である Realtime Multi-Person Pose 
Estimation について述べた．その後，人物行動認識に関する研究を紹介した．人物行動認
識の分野では，Two-Stream Convolutional Networks を用いた手法が現在主流であるが，
姿勢推定を用いた研究についても紹介した．最後に，歩きスマホ認識・検出の研究について
述べた．本研究に深く関連するものとして，新村らのHOGと SVMによる手法を紹介した． 
 第 3 章では，姿勢推定を用いたスマホ使用姿勢検出について述べた．まず，Realtime 
Multi-Person Pose Estimation による姿勢推定について述べた．次に，部位座標を位置と
スケールについて正規化し，SVMによって分類する手法について述べた．また，上半身の
関節角度を計算し，それを特徴として SVMで分類する手法について述べた．その後，実験
について述べた．実験では，HOG+SVM による手法，CNN による手法と姿勢情報による
手法を比較し，姿勢情報による手法が優れていることを確認した．また，下半身の隠れた人
物に対する適用において，関節角度による手法が部位座標による手法よりも優れているこ
とを確認した．更に，歩行していない人物及びスマートフォンを持っていない人物への適用
により，歩行検出と把持物体認識の必要性を確認した． 
 第 4章では，歩きスマホ検出のための歩行検出について述べた．まず，歩行検出に人物の
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複数フレームにわたる姿勢情報を用いることから，人物の追跡について述べた．次に，足首
の座標の変化に閾値処理を行うことで歩行検出する手法について述べた．その後，人物の下
半身の複数フレームにわたる関節角度を特徴ベクトルとし，SVMにより分類する手法につ
いて述べた．更に，人物の下半身の関節角度の変化と関節間の長さの変化率を特徴ベクトル
とし，Random Forest によって分類する手法について述べた．実験を行い，足首座標の変
化による手法，関節角度の変化と関節間の長さの変化率による手法が有力であることが確
かめられた． 
 第 5章では，把持物体認識について述べた．まず，把持物体認識の手法について述べた．
把持物体認識は，人物の手周辺領域が可視であるとき，姿勢情報から手周辺領域の座標を計
算し，画像認識を行うことで，スマートフォンを持っているかを判別する手法である．実験
により，歩きスマホ検出の Precision向上に有効であることが確認された． 
 第 6 章では，第 3 章から第 5 章で詳細に述べた 3 つのステップによる歩きスマホ検出手
法について述べた．まず，アルゴリズムの概要を述べた．スマホ使用姿勢検出にて“スマホ
使用”とされた人物について，歩行検出を行う．更に，“歩行”とされた場合には把持物体
認識を行い，“スマホ把持”とされた人物を“好きスマホ”として検出する手法である．実
験により，高い精度での検出が可能であることを確認した．また，歩行検出手法の比較と把
持物体認識の有無についての検討を行い，各指標における優劣を確認した． 
 第 7章は結論であり，本論文の総括を行った． 
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