Objectives. The purpose of this study was to develop a rational and objective method for selecting a region in the proximal flow field where the hemispheric formula for calculating regurgitant flow rates by the flow convergence technique is most accurate.
proximal flow convergence method is that it assumes hemispheric isovelocity contours throughout the Doppler color flow map, whereas contour shape depends critically on location in the flow field.
Methods. Twenty mitral regurgitant flow rate stages were produced in six dogs by implanting grommet orifices into the anterior mitral leaflet and varying driving pressures so that actual peak flow rate could be determined from the known effective regurgitant orifice times the orifice velocity. Because plotting flow rate calculated by using a hemispheric formula versus alias velocities produces underestimation near the orifice and overestimation far from it, this plot was fitted to a polynomial function to allow identification of an inflection point within a relatively flat intermediate zone, where factors causing overestimation and underestimation are expected to be unimportant or balanced. The accuracy of flow rate calculation by the inflection point was compared with unselective and selective averaging techniques. Clinical relevance, initial feasibility and correlation with an independent measure were tested in 13 consecutive patients with mitral regurgitation who underwent cardiac catheterization.
Resu/ts. 1) The accuracy of single-point calculations was improved by selecting points in the flat portion of the curve (y = 1.15x -3.34, r --0.87, SEE = 22.1 ml/s vs. y = 1.34x -1.99, r = 0.71, SEE = 45.6 ml/s, p < 0.01). 2) Selective averaging of points in the flat portion of the curve further improved accuracy and decreased scatter compared with unselective averaging (y = 1.08x + 4.8, r = 0.96, SEE = 11.6 ml/s vs. y = 1.30x + 0.6, r = 0.90, SEE = 20.9 ml/s, p < 0.01).
3) The proposed algorithm for mathematically identifying the inflection point provided the best results (y = 0.96x + 4.5, r = 0.96, SEE = 9.9 ml/s), with a mean error of 1.6 -+ 9.7 ml/s vs. 11.4 --. 11.7 ml/s for selective averaging (p < 0.01). In patients, the proposed algorithm identified an inflection point at which calculated regurgitant volume agreed best with invasive measurements (y = 1.1x -0.61, r = 0.93, SEE = 17 ml).
Conclusions. The accuracy of the proximal flow convergence method can be significantly improved by analyzing the flow field mathematically to identify the optimal isovelocity zone before using the hemispheric formula to calculate regurgitant flow rates. Because the proposed algorithm is objective, operator independent and, thus, suitable for automatization, it could provide the clinician with a powerful quantitative tool to assess valvular regurgitation.
(J Am CoU Cardiol 1996;27:161-72)
Mitral regurgitation occurs in patients with virtually all acquired and congenital heart diseases (1-3). Its presence and severity have a critical impact on clinical decision-making (4) (5) (6) (7) (8) (9) , creating the need for accurate noninvasive measures. Doppler color flow mapping of regurgitant jet area depends importantly on instrument settings (10) (11) (12) (13) (14) (15) , driving pressure (15) (16) (17) (18) and interactions with adjacent atrial walls (19, 20) , creating recent interest in the hydrodynamically better behaved (laminar) ventricular flow field proximal to the regurgitant orifice, which can be visualized by Doppler color flow mapping with less dependence on instrument factors (21) (22) (23) (24) (25) (26) . Flow acceleration toward the orifice produces concentric isovelocity shells. By continuity (conservation of mass), flow through any of these shells must pass through the orifice. Currently, flow rate is calculated by assuming that all shells are roughly hemispheric, with radii measured from the color flow Flow approaching a point orifice in a flat plate from infinity and without confinement by solid boundaries (top) will pass strictly hemispheric surfaces of decreasing area at an accelerating pace. Therefore, the regurgitant flow rate through any given isovelocity shell, calculated by using a hemispheric formula, will accurately reflect the orifice flow throughout the flow field. If flow approaches a finite orifice (middle), the isovelocity contour progressively flattens out, and use of a hemispheric formula to calculate flow will underestimate the true flow through the isovelocity shell close to the orifice (at high alias velocities) by underestimating its surface area. Confinement by solid boundaries, as well as the presence of the aortic outflow with its associated intraventricular flow field, increases the ratio of axial to transverse radius of the isovelocity shell far away from the orifice. The shape of the isovelocity shells therefore becomes increasingly "elliptic paraboloid," and a hemispheric formula will progressively overestimate the surface area of an isovelocity shell far away from the orifice (at low alias velocities), resulting in overestimation of flow (bottom). LA = left atrium; LV = left ventricle.
LV
map (orifice to first alias point) and flow rate calculated as derived surface area x the alias velocity. Although initial in vitro (22) (23) (24) and clinical results (27-33) have been encouraging, the hemispheric formula consistently produces underestimation at high alias velocities close to the regurgitant orifice (28) and significant overestimation at low alias velocities far from the regurgitant orifice (29) . These observations are consistent with numeric solutions of the Navier-Stokes equations that show that the shape of the isovelocity shell critically depends on its location within the proximal flow field (34) (35) (36) (37) (38) . This variable accuracy poses a serious problem for clinical application of an otherwise promising method.
The purpose of this study, therefore, was to develop a rational and objective method of selecting a region in the proximal flow field where the hemispheric formula for calculating regurgitant flow rate is most accurate, to promote clinical implementation of an accurate noninvasive tool.
Theoretic Background
Idealized inviscid flow approaching a point orifice in a flat plate without confining solid boundaries will form strictly hemispheric surfaces of increasing velocity (Fig. 1, top left) . Calculated regurgitant flow rate Qc through any isovelocity shell is then Qc = 27rr2 x V a (where r is the radius of the hemispheric shell and V a is the alias velocity), and the plot of flow rate calculated by this formula versus distance from the orifice is a horizontal line (Fig. 1, top right) , as is the plot of flow rate versus alias velocity (a function of distance).
In reality, as flow approaches an orifice of finite size, the isovetocity contours progressively flatten out (36) (Fig. 1,  middle left) ; the radius along the axis of flow becomes shorter than the transverse radius, so the hemispheric formula will underestimate surface area and flow rate (Fig.  1, middle right) . This underestimation can be minimized by reducing the alias velocity to calculate Qc far from the (36, 39) . In reality, however, with increasing distance from the orifice, the axial radius increases substantially relative to the transverse radius because of confinement by solid boundaries, which limit lateral access to the orifice (40, 41) (Fig. 1, bottom  left) . This effect, magnified by interaction with the ventricular flow field associated with aortic outflow (42) , produces increasingly elongated ("elliptic paraboloid" [38] ) isovelocity shells; thus, a hemispheric formula will progressively overestimate surface area and flow rate (Fig. 1, bottom right) , particularly as higher flow rates pass through the same chamber.
Mathematic formulation of the hypothesis. The plot of flow rate Qc versus alias velocity V a will therefore show underestimation near the orifice and overestimation far from it. This behavior is best represented by a polynomial function of the third order (see later), with an intermediate zone parallel (or almost parallel) to the x axis ( Fig. 1, top) (42, 43) , where flow rate calculations employing a hemispheric formula will yield the closest estimates of true flow (isovelocity shells most nearly hemispheric). In particular, the curve is flattest exactly where its slope is minimal, that is, where its second derivative equals 0 (inflection point) (see Appendix). Therefore, we can propose the hypothesis that true (peak) regurgitant flow rate can be most closely and objectively estimated by obtaining the polynomial equation that describes calculated flow rate as a function of alias velocity, and then calculating the flow rate at which its second derivative is 0 (compare Appendix).
Methods
Animal preparation. The study conformed to the "position of the American Heart Association on Research Animal Use" adopted by the Association in 1984. Six adult dogs (25 to 35 kg) were anesthetized with sodium pentobarbital, 30 mg/kg body weight intravenously, intubated, and ventilated, with concentration of inspired oxygen and ventilation rate adjusted to keep blood gases at physiologic levels.
A left thoracotomy was performed, the pericardium was opened and calibrated micromanometer-tipped catheters (Millar Instruments) were used to record left ventricular, left atrial and central aortic pressures continuously with an electrocardiographic (ECG) lead (100-mm/s paper speed when data for each stage were formally recorded).
To control cardiac output, all venous return was drained from the superior and inferior venae cavae and coronary sinus and the filtered and oxygenated blood was returned to the right atrium through a wide bore cannula by a calibrated roller pump. Blood could also be pumped into or removed from the systemic arterial circuit through femoral cannulas to control left ventricular pressure independent of preload (44) .
Mitral regurgitation was created under total cardiopulmonary bypass as previously reported (45, 46) . A plastic grommet (fixed orifice) with an internal diameter of 1.9 to 6.5 mm was inserted into the anterior mitral leaflet between its midportion and tip. The actual peak mitral regurgitant flow rate (Q0) could thus be determined as effective orifice area × peak velocity (38) . Effective orifice area was determined separately in vitro as the ratio of flow rate (measured with a stopwatch and graduated cylinder) and orifice velocity (38, 47) ; it ranged from 2.6 to 25.2 mm 2. For the grommets studied the coefficient of contraction (effective/anatomic orifice area) ranged from 0.75 to 0.90. In two of the six dogs it was possible to replace a smaller grommet with a larger one under total cardiopulmonary bypass after the former had been used to complete an experimental series. Thus, a total of eight grommets could be studied in six dogs. Doppler color flow mapping was used to confirm the absence of additional sites of mitral regurgitation. Doppler echocardiography. The heart was stabilized in a pericardial cradle. Continuous wave Doppler and color flow mapping studies were performed with a commercially available system (Hewlett-Packard Sonos 1500) with a 2.5-MHz transducer. Mitral regurgitant velocities were obtained from an apical approach with the continuous wave Doppler beam aligned as parallel as possible to the mitral regurgitant jet to provide the most clearly delineated velocity envelopes.
Doppler color gain was adjusted to maximize signal without introducing spurious velocities in areas without flow. The lowest color wall filter possible was chosen and remained unchanged for all studies (48) . Flow mapping was performed by using the shallowest depth and narrow sector angle capable of encompassing the proximal flow convergence region, orifice and proximal jet, with the transducer adjusted to provide optimal alignment between the ultrasound beam and the axial direction of flow. The magnification function was used to facilitate measurement of the flow convergence radius. Pulse repetition frequency was typically between 3.8 and 4.6 kHz. Velocity of flow (represented by color brightness) was measurable unambiguously up to 105 cm/s at a depth of 8 cm, up to 90 cm/s at 10 cm and up to 77 cm/s at 12 cm (Nyquists); the resulting frame rates were 33, 29 and 26 Hz, respectively.
With the use of ECG-gated triggering, color Doppler images at the time of the maximal extension of the proximal flow field were acquired and frozen. Because of the processing delay between continuous wave and color Doppler images, this was achieved by adjusting the ECG trigger delay in the vicinity of the timing of peak continuous wave Doppler velocity to find the maximal extension, which for a fixed orifice truly corresponds to peak orifice velocity and flow. The machine then displayed a color-coded representation of the peak systolic flow velocity field proximal to the orifice, contained digitally in its memory. The distance from the orifice at which any given velocity occurred could be determined visually by shifting the alias velocity at which the color display changed from blue to red. This was done systematically by zero-shifting the baseline of the color Doppler scale on the frozen image (Fig. 2 ) from the lowest alias velocity available in the periphery of the flow field (which is not totally merged with ventricular outflow and thus is measurable) to the highest velocity close to the orifice (until no measurable isovelocity shell is displayed). In 2 of 20 stages regurgitant flow rate was too low to obtain the 8 to 10 data points typically available from one frozen image; in these two cases the Nyquist limit was changed to obtain additional alias cutoffs. The resulting alias velocities ranged from 11 to 81 cm/s. For each alias velocity three measurements of the axial radius of the isovelocity shell, from its zenith to the orifice, were averaged.
Data analysis, True flow rate was estimated by using the algorithm outlined under Theoretic Background. For each stage the surface area of all isovelocity shells visualized by systematic zero-shifting of the alias velocity was calculated by employing a hemispheric formula (27rr 2) and multiplied by the corresponding alias velocity V~ to calculate flow rate Q¢; Qc was then plotted against Va (Fig. 3, top) . On the basis of a best-fit functional regression analysis (RS/I, release 4.3, BBN Software Products), a third-order polynomial function was used to relate Qc and V~. The first and second derivatives of Qc with respect to V~ were also plotted as a function of V a (Fig. 3 , middle and bottom). True regurgitant flow rate Qo was then estimated as Q~* by solving the third-order polynomial function for an alias velocity at which its second derivative was equal to 0 (minimal slope: most nearly flat portion of the curve).
In addition, flow rate estimation was also performed for each stage by averaging all calculated flow rates at all alias velocities (unselective averaging) and by averaging only those calculated flow rates that appeared to lie in the flat portion of the graph between steepest ascents and declines (selective averaging).
Statistical analysis. Least-squares linear regression analysis was used to compare calculated and actual regurgitant flow rates. Differences between two regressions were tested for significance by using the F test. Because a wide range of values may yield a high correlation coefficient even when data are in poor agreement, we also determined the mean difference between pairs of flow rate estimates and actual values according to Bland and Altman (49) , testing for significant differences between them by using a paired two-sample t test. To test the impact of orifice velocity, orifice size, regurgitant flow rate, Figure 2 . Example of the effect of selected alias velociW on size and shape of isovelocity shells as visualized by Doppler color flow mapping. Progressive baseline shifting of the alias limit was performed on frozen images. At the lowest alias velocity (top), the isovelocity shell is elliptic paraboloid (high ratio of axial to lateral radius); at an intermediate alias velocity (middle), the axial and lateral radii appear more even; and at high alias velocities (bottom), the isovelocity shell is flat (low ratio of axial to lateral radius). substituted in the linear function (bottom). In this example, V a was 68 cm/s, and solving the third-order polynomial function for this value yielded a flow rate of 48 ml/s. Actual regurgitant flow rate was 46 ml/s for this stage. V a [cmls| cardiac output and animal on the accuracy of the proposed method, we performed a stepwise multiple regression analysis, entering all of these factors as independent variables and the error of flow rate calculation as the dependent variable. The potential contribution of the individual variables was also tested by univariate analysis. Variability of measurements was defined as the standard deviation of the differences between measurements. Intraobserver variability was tested by having one observer repeat the same measurements 10 days after the first measurements. Interobserver variability was tested by having two observers independently measure the same selected images. Intraobserver variability for radius measurements was 3.3%, with an interobserver variability of 5.7%, resulting in an interobserver variability of 1.0 _+ 7.0 ml/s (9.5%) for algorithm-derived flow rates.
Patient studies. To test clinical relevance, initial feasibility and correlation with an independent invasive measure of regurgitation, we studied 13 consecutive patients (41 to 70 years old) with mitral regurgitation who underwent cardiac catheterization. Five had rheumatic valve disease, one had a history of infective endocarditis, five had functional mitral regurgitation due to ventricular dilation and two had mitral valve prolapse. Seven had sinus rhythm; six had atrial fibrillation.
All patients were studied by Doppler color flow mapping <6 h before catheterization with the use of an ATL Ultramark system (3-MHz phased array transducer and 2.25-MHz continuous wave Doppler echocardiograph). Examinations were performed from an apical window at the shallowest depth and narrowest sector angle to maximize frame rate (typically >20 Hz) at the lowest possible wall filter. The midsystolic frame showing the maximal extension of the proximal flow field was selected and frozen. Systematic baseline shifting (9 to 107 cm/s; higher maximal alias velocities permitted by higher flow rates) was performed as detailed earlier for three beats, which were averaged (during atrial fibrillation three beats with a cycle length corresponding to the mean). Peak midsystolic regurgitant flow rate was calculated by using the proposed algorithm and was normalized over the duration of the regurgitant period as Stroke volume = Peak regurgitant flow rate x Time-velocity integral/Peak orifice velocity by continuous wave Doppler study (28 Biplane left cineventriculography was performed (30 ° right and 60 ° left anterior oblique projection) with the injection of 40 to 45 ml of contrast agent at 18 ml/s. Mitral regurgitant stroke volume was determined as Angiographic (total) -Fick (effective) stroke volume, with the use of an average of three beats in patients with atrial fibrillation.
Results
Unselective and selective single-point flow rate calculations. Peak regurgitant flow rates ranged from 14 to 137 ml/s (mean 79 _+ 35). Figure 4 (left) compares regurgitant flow rate calculated at any available alias velocity with actual regurgitant flow rate. Correlation was only fair, with substantial scatter (r = 0.71, SEE = 45.6 ml/s); the mean error (mean difference) was 24.9 _+ 46.9 ml/s (p < 0.0005). Figure 4 (right) compares regurgitant flow rates calculated only in the relatively fiat portion of the graph with actual regurgitant flow rates. Correlation was good (r = 0.87, SEE = 22.1 ml/s) and the amount of scatter significantly lower (F value 4.26, p < 0.01) than that obtained with unselective calculations, but there was still significant overestimation (mean error 13.6 +_ 22.5 ml/s, p <
0.0005).
Unselective and selective averaging techniques. Unselectively averaging calculated flow rates at any available alias velocity for each stage (Fig. 5, left) yielded a good correlation with actual values (r = 0.90), but important scatter (SEE = 20.9 ml/s) and significant overestimation occurred, with a mean error of 18.7 --21.8 ml/s (p < 0.0005). Selectively averaging only those flow rate calculations in the flat portion of the graph (Fig. 5, right) significantly decreased both the degree of overestimation and the amount of scatter (r = 0.96, SEE = 11.6 ml/s), giving a mean error (11.4 _+ 11.7 ml/s) significantly lower than that obtained with unselective averaging (F value 3.23, p < 0.01).
Application of the algorithm for detecting optimal alias
velocity. Flow rate estimation employing the proposed algorithm (Fig. 3) yielded an excellent correlation with actual flow rate (r = 0.96, SEE = 9.9 ml/s) (Fig. 6) . The mean error was 1.6 _+ 9.7 ml/s (p < 0.01 vs. selective averaging, not significantly different from 0); that is, although the scatter was not significantly less than that for selective averaging, no significant overestimation or underestimation was now observed. Goodness of fit analyses showed high correlations for all 20 stages (r = 0.93 -0.99, median 0.99) with a low SEE (7.6 _+ 6.2 ml/s). For the given chamber sizes used, the optimal alias velocity determined by this algorithm correlated directly with the actual regurgitant flow rate (Fig. 7) , whereas the radius (axial distance) at which flow rate calculation yielded optimal results was 4.9 _+ 1.0 mm (95% confidence interval 2.9 to 5.9 ram), thus remaining within a relatively limited region. The percent error of flow rate calculation employing the algorithm was independent of orifice velocity, orifice size, actual regurgitant flow rate, cardiac output or animal (p > 0.25).
Patient studies. As in the canine model, applying the proposed algorithm allowed identification of an inflection point (Fig. 8, left) at which calculated volume flow agreed best with invasive measurements, with a correlation coefficient of 0.93. There was no systematic deviation of the line of regression from the line of identity (y = lax -0.61, SEE = 17 ml) (Fig. 8, right) .
Discussion
Single aliasing techniques: variable geometry of proximal isovelocity shells. The present study demonstrates in vivo that the accuracy of flow rate calculations by the proximal flow convergence method critically depends on the alias velocity chosen, as the degree to which an isovelocity shell resembles a hemisphere varies with its location within the proximal flow field. If isovelocity shells are randomly selected and a hemispheric formula is used without relevant a priori considerations derived from theory (34-36,41) and experiment (37-40,42,43), systematic overestimation and considerable scatter result (Fig.  4, left) . Although nonhemispheric models for surface area have been suggested (23), they require radial measurements from two orthogonal views, which are difficult to obtain in clinical practice.
Alternatively, plotting calculated regurgitant flow rate versus alias velocity and selecting data points in the relatively flat portion of this curve substantially reduced both scatter and the degree of systematic overestimation (Fig. 4, right) . This approach simulates that of an experienced observer, who would consider a priori that underestimation occurs at very high alias velocities and overestimation at low alias velocities. However, selecting a single alias velocity for flow rate calculation remains arbitrary and subjective, thus necessarily introducing a source of scatter and variability, even when considering only data points from this flat zone. Moreover, in principle, because of converging flow not parallel to the Doppler beam, when the surface is truly a hemisphere it does not look like one, and vice versa. Multiple aliasing techniques: importance of the proximal velocity-radius relation. To overcome the problem of systematic overestimation or underestimation, it has been suggested (37,38) that flow rates calculated with different alias velocities should be averaged. Experimentally, Zhang et al. (38) substantially improved accuracy by averaging flow rate calculations from three alias boundaries, but significant overestimation remained, indicating a nonlinear relation between flow rate estimates and alias velocity, and it could not be remedied by linear averaging. Shandas et al. (37) proposed averaging flow rate calculations from multiple aliasing zones. In the present study such unselective averaging did not yield better results than a selective single alias technique. In contrast, selective averaging of flow rate calculations in the relatively flat portion of the curve yielded excellent substantial reduction in both scatter and the degree of overestimation. Although the current study is principally in agreement with those discussed (37, 38) , it addresses the question of how to select appropriate alias velocities for flow rate calculation: It first identifies the optimal alias zone by analysis of the Doppler flow map and then averages only flow rate calculations derived from that zone. Hemispheric aliasing identifying algorithm. Although selective averaging can be readily applied without additional equipment, it would be desirable to take advantage of the full digital velocity map to calculate accurate regurgitant flow rate estimates automatically. Because this requires an operatorindependent algorithm, we developed a method to identify the optimal alias velocity based on mathematic analysis of the velocity-radius relation within the proximal flow field. Instead of having an operator select points for averaging, a third-order polynomial function is fitted to the data set and solved for an alias velocity at which its slope is minimal (inflection point, second derivative = 0), identifying an isovelocity shell where the hemispheric formula works best. This optimal alias velocity increases with increasing flow rate (Fig. 7) , although its distance from the orifice varies within a relatively limited zone (roughly 3 to 6 mm in the animals studied) away from the extremes of the flow field (36, 38, (40) (41) (42) (43) . Nevertheless, the precise location of this zone is not constant and its width varies for different curves (Fig. 7) , emphasizing the need to identify this zone correctly for each curve, either by an analytic technique as in the present study or by a homographic method as suggested by others (26, 30, 50, 51) .
This proposed algorithm has two important strengths: 1) Although flow rate is finally calculated at only one alias velocity, this point is derived by taking full advantage of the complete data set. The fitted curve from which flow rate is actually calculated will act to reduce the effect of measurement error in the raw data, thereby decreasing scatter in flow rate estimation. 2) Because the optimal alias velocity is identified from the fitted function, an actual data point need not be present exactly at the optimal alias velocity, whose location is initially unknown; the only precondition is that the sampled isovelocity shells span the inflection point. This should be the case, as in the present study, when going through a stepwise baseline-shifting process from the lowest alias velocity in the periphery of the flow field to the highest alias velocity close to the orifice, as visually confirmed during data collection (Fig. 2) . Accuracy could be increased by entering more isovelocity shells into the analysis from a digitized flow map, which could also be combined with an orifice-localizing algorithm (52) .
Rationale of curve fitting. Theoretic predictions from the Navier-Stokes equations, as well as experimental studies, have demonstrated that at least two major factors (confinement and finite orifice size) can independently determine the shape of an isovelocity shell for any given flow rate (25, (34) (35) (36) (37) (38) (39) (40) (41) (42) . Therefore, functions that allow only for one factor to influence the data curve (such as linear, square root, parabolic, hyperbolic or monoexponential functions) are not necessarily optimal. We therefore chose the most general approach, the Taylor series expansion, or, over a specific interval, the Weierstrass approximation theorem (53) , which states that every function that is continuous in an interval over which its derivatives exist can be represented in that interval, to any desired degree of accuracy, by a polynomial. The theoretic justification for a polynomial is, therefore, its ability to express any data set that is influenced by several independent factors and thus has zones of different slope (for example, progressive overestimation, progressive underestimation and a flatter slope in between). The order of the polynomial must be guided by empiric factors, in particular the signal to noise ratio (radius measurement error) and the number of data points. A high order polynomial function will tend to fit the noise rather than the data. A lower order polynomial function will therefore be more robust, with the third order representing the minimal order polynomial still capable of showing slope inflections. In fact, in each of the 20 stages analyzed, over a wide range of flow rates, a third-order polynomial function provided a highly accurate fit, with only 2 stages where a fourth-order and fifth-order polynomial would have fit equally well. Although we do not propose that a third-order polynomial always provides the best fit, a polynomial fit of some order will always be able to fit the data to any desired degree, in order to derive an optimal flow rate estimation. Nevertheless, use of a third-order polynomial in this study yielded highly accurate results.
Quantification of mitral regurgitation in the clinical setting. The algorithm could be successfully applied in the initial series of patients studied, demonstrating clinical relevance, feasibility and good correlation with quantitative angiography. As expected, scatter was greater than for the ideal experimental setting, with potential contributing factors that include 1) the well known variability of the invasive technique (54) with inherent propagation of error from subtracting two large numbers; 2) nonsimultaneity of invasive and noninvasive measurements (difficulty in performing careful color flow mapping on the catheterization table); and 3) the variability induced by the currently implemented method for translating a midsystolic regurgitant flow rate into regurgitant stroke volume.
The ideal method for taking pulsatile variation into account would be to apply an optimal alias velocity algorithm to multiple frames obtained with high temporal resolution color flow mapping, or to multiple color M-mode lines, neither of which is currently available on standard echocardiographic equipment. As a clinically convenient alternative we chose for this initial series the continuous wave Doppler technique, which accounts for changes only in driving pressure, not orifice area. The observation that the two patients with late systolic mitral valve prolapse (triangles, Fig. 8, right) , and thus phasic variation of orifice area, demonstrated significant overestimation is consistent with this limitation. Moreover, peak regurgitant flow rate itself has been shown to be quite useful in separating angiographic degrees of mitral regurgitation (27) . Finally, it was not the purpose of this study to address the ongoing question of temporal correction, but rather to provide an accurate method of peak flow rate estimation, which is the prerequisite for any accurate proximal flow convergence technique.
Limitations of the study. Actual regurgitant flow rates were determined by using a highly accurate reference standard: multiplying the effective orifice area of a grommet, measured in vitro, by the peak orifice velocity, which can be measured with high precision by continuous wave Doppler echocardiography. This method is highly accurate compared with measurements of center stream velocities by laser Doppler anemometry (55, 56) , the engineering reference standard (57, 58) . This grommet model has also been validated for providing highly accurate measurements not only of the pressure gradient, but even of the rate of change of pressure (dP/dt) and the time constant of isovolumetric relaxation (45, 46) . It takes advantage of the basic concept behind orifice meters, commonly used in mechanical engineering to measure flow rates in pipes (59) , and has also been used to calibrate mitral regurgitant flow rates in another in vivo model (38) . A round, flat grommet, however, may not be representative of the full range of clinically observed regurgitant orifices with complex local and global geometry (41, 60) and temporal variation (61, 62) ; if important clinically, however, these factors can be accounted for by proposed modifications (29, 63) . Variation of the coefficient of contraction, although not observed in vivo (61), should not affect the results of the present study for several reasons: 1) Flow rate was measured at one point during the cardiac cycle; 2) the coefficient of contraction was determined for the same hemodynamic setting (driving pressure as in vivo), as done by Zhang et al. (38) ; and 3) the proximal flow convergence method assesses flow and, when combined with orifice velocity measurements, can be used to determine effective regurgitant orifice area directly, without knowledge of the coefficient of contraction.
Clinical implications. Despite the promising initial results of the proximal flow convergence method, the major obstacle to its application has been uncertainty regarding the location of measurement that would provide the most accurate results. This study has demonstrated that this uncertainty can be removed by first analyzing the flow field to identify the optimal isovelocity zone before employing the hemispheric formula for calculating regurgitant flow rate. At the same time, automatization of the proposed algorithm and incorporation into current echocardiographic equipment could avoid timeconsuming off-line analyses, to keep the method attractive for daily clinical application. The improved accuracy of the proximal flow convergence method, combined with the objectivity of the algorithm, would constitute an important advantage for clinical decision-making and guidance of medical and surgical therapy.
