In order to avoid triangular routing and kernel dependency associated with the basic Mobile IP, an application layer solution based on Mobile-IP with Location Registers (MIP-LR) has been designed and prototyped in a laboratory environment. Application Layer MIP-LR augments the basic MIP-LR scheme with some application layer techniques that enable capturing and mangling of packets and thus provides kernel independence from deployment perspective. Results from analysis and laboratory prototype demonstrate that one can attain up to 50 percent reduction in management overhead and 40 percent improvement on latency compared to standard Mobile IP in co-located mode. In addition to bandwidth efficiency gain it also provides survivability features in an ad hoc environment.
and AAA (Authentication, Authorization and Accounting) negotiation during inter-domain mobility. However, mobility management in an ad hoc environment needs to take care of survivability and redundancy. It should also be optimized to provide efficient bandwidth utilization, eliminate triangular routing and reduce handoff latency. In order to ensure the continuity of real-time and non-real-time traffic in a survivable ad hoc network, it is important to design a mobility management scheme that can provide all the desired features such as redundancy, bandwidth efficiency and low handoff delay.
Triangular routing and encapsulation associated with traditional Mobile IP scheme [1] do not make it suitable for a wireless mobile environment since it adds to network delay and contributes to additional consumption of bandwidth. Although there are other approaches such as Mobile IP with Route Optimization (MIP-RO) that take care of triangular routing problem, these solutions still need to modify the existing code with the upgrade of mobile's operating system kernel. Application layer mobility management provides network layer independence, although its performance depends upon the processing power of the end-clients. Performance of layer two mobility management depends upon 
II. RELATED WORK
There are variety of mobility management schemes defined to support both real-time and non-real-time application in the terrestrial networks that can support both inter-domain and intra-domain mobility as well. References [1] , [2] , [3] , [4] are some of the available mobility approaches that provide support for terminal and session mobility. Mobile IP with Location Registers [5] presents a network layer approach that is suitable for providing mobility solution in an ad hoc environment and adds the survivability features that are absent in regular Mobile IP. However these network layer solutions still suffer from the drawback that they need a significant amount of code change whenever the end hosts are upgraded to work in a completely new kernel environment. SIP-based mobility management [6] on the other hand provides an application layer solution that is independent of kernel changes, and provides support for real-time RTP/UDP based traffic. SIP-based mobility management is best suited for RTP/UDP based realtime traffic and uses SIP as the signaling mechanism that is used for setting up and tearing down the calls. SIP-based mobility management although suitable for real-time application (RTP/UDP), alone cannot take care of non-real-time application (e.g., TCP) in its current form. There are extensions proposed [7] , [8] Application layer MIP-LR provides a network layer independent solution but uses some of the standard architectural components of MIP-LR such as HLR (Home Location Register) and VLR (Visited Location Register). Because of network layer independence one does not need to make any significant changes to the software with the evolution of new operating system and kernel. In application layer MIP-LR, we eliminate the tunneling function and dependence on kernel by using packet capturing and mangling utility where by source and destination address of the packet can be changed thus making the application unaware of the address change. For example, Linux's libipq and iptables utility can be used to provide the desired functionality. While Figure 3 shows the underlying techniques of application layer MIP-LR and interaction of mangler and demangler with the application both at the mobile host and correspondent host. Mobile host does not need to be at the home network when communication begins. Figure 3 shows an instance where the mobile moves from one visited network to another. As the mobile moves to a new visited network, it registers its current COA with the HLR. However, CH only knows the permanent IP address of the mobile or its FQDN (Fully Qualified Domain Name). When the correspondent host sends a packet to mobile host, the sending application on the corresponding host uses the home address (permanent address of the mobile) as the destination address. But before the packet is sent out of MH's interface it queries one of the HLRs that provide the current IP address of the mobile. This address is passed onto the mangler on the correspondent side that intercepts the outgoing packet and changes the destination address of the packet to that of COA of the mobile. As the packet 1001 IP¢h} 4r_rcnw d"! gets routed to the proper network where the mobile host is currently resident, the demangler intercepts the packets and changes the destination address back to the original home address of the mobile. Thus the packet gets delivered to the mobile's application with the mobile's original PIP address as the source address. As the mobile moves to a new visited domain, and gets a new Care of Address, it registers with the HLR and also sends binding update to the communicating correspondent host. Subsequent packets from correspondent host do not need to look up to HLR before sending the packets out. As far as the application is concerned it still sends packets to the home address (permanent address of the mobile, but destination address of the packets get mangled by the "mangler" so that these can be routed properly. Demangling process is still taken care of in a similar way once the packets arrive the mobile host. Alternatively when the mobile starts the communication while in a visited network, CH can use mobile's first COA to be its permanent address to keep the communication going in the subsequent visited networks.
A laboratory testbed was created using several MIP-LR components such as HLRs, DHCP servers, mobile hosts and correspondent hosts. In order to perform a comparison with Mobile IP this testbed is also equipped with several Mobile IP components such as home agent and foreign agents in colocated care-of address mode. Figure 4 shows the MIP-LR laboratory testbed. It consists of two visited networks, and one home network. There are two home location registers denoted as Irl and Ir2. Entity "ha" is the home agent. Both Ir2 and ap2 act as foreign agents in co-located mode in the two visited domains. These also have wireless interfaces that provide connectivity to the mobiles moving between two visited domains. Each mobile host has been assigned a permanent home address as a unique identifier that may not belong to any specific network domain. Mobile host maintains a list of home location registers that it can communicate with. This is obtained as part of mobile's bootstrapping procedure. As the mobile host moves to a foreign domain, it interacts with DHCP server and obtains a new IP address. At this point it sends a register message to the Home Location Register (HLR). HLRs associate the new IP address obtained with its permanent IP address IP1. If the mobile moves in the midst of a session it sends the binding update to the correspondent host it is communicating with. We used NIST (National Institute of Standards and Techology) delay simulators (e.g., delay I and delay2) in the path between the correspondent host, home agent and location register (Irl). These delay simulators add synthetic delays to simulate the distance between CH, and HA. RI, R2 and R3 are the Cisco routers that connect the visited subnetworks to the core network. Mobile Host mh moves between two visited domains, by connecting to "Ir2" and "ap2"s interfaces.
B. MIP-LR performance
While MIP-LR provides survivability and redundancy, it also offers better performance compared to traditional Mo- for comparison. In case of Mobile IP when the mobile is resident in the foreign domain, any packet destined to mobile host traverses via the home agent. But in case of MIP-LR, the packets destined to mobile host are sent directly without suffering from the triangular routing problem. Figure 5 shows the analytical results of round-trip delay between the correspondent host and the mobile host as the distance (number of hops) between CH , HA and HA, MH is varied. As it appears the delay gets bigger as the distance is increased becasue of triangular routing. Figures 6 through  12 show different sets of measurements taken in the testbed shown in Figure 4 under different scenario. Analysis of each of set of these measurements is described below. Figure 7 shows round trip time between CH and HA, with different payload size. The results show that the RTT does not change irrespective of the type of mobility protocol (e.g., MIP-LR, MIP or no MIP) used. Payload size was increased in an increment of 128 bytes. In this specific figure delay is set to 0. Delay being set to zero assumes that the CH is in the same network as the home agent, and thus RTT is the same regardless of the mobility protocol used. Figure 9 shows that RTT from CH to MH is always more than RTT from CH to the home agent (HA) when MH is at home. Although MH and HA are in the same subnet, it takes more time since HA also happens to be a router and responds faster than the mobile host. For each case the RTU is more if an additional delay is added. This merely shows that if the distance between HA and CH is more it will increase the RTT to a great extent. Figure 10 confirms that RTT from CH to MH varies linearly with payload size and the delay factor and establishes the fact that payload traffic size and distance factor will affect the transmission delay to a great extent. Figure 11 and 12 show a comparison of RTT between CH and MH for both MIP-LR and MIP for two fixed payload size e.g., 64 bytes and 1024 bytes respectively. It shows that MIP-LR outperforms the MIP as the payload size increases. As the delay factor "delay I" was varied simulating increase in distance between CH and HA, MIP-LR's RTT is not affected because the packets to MH do not have to traverse via home agent as a result of the direct binding update from the mobile to the CH. Delayl (Ms)
