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Abstract
Vi ønsker at beskrive en viskøs væskes fænomenologi ved hjælp af en simpel model. Vi vil
undersøge denne model ved computersimulering, for derved at kunne belyse hvor enkelt
man kan beskrive en viskøs væske. Dette gør vi i forsøget på at komme tættere på en
bedre forståelse af viskøse væsker og glasovergangen. Dertil har vi opsat en model for
en viskøs væske, hvor partiklerne sidder i et kvadratisk gitter, og har en bindingsen-
ergi til nærmeste nabo. Denne energi er givet ved et tilfældigt tal mellem 0 og 1. Vi
implementerer modellen i et computerprogram hvor partiklerne flyttes tilfældigt rundt
i henhold til Metropolis algoritmen. Vores resultater viser at TIM, på trods af visse
problemer med implementeringen, udviser non-Arrhenius adfærd, og derfor deler visse
egenskaber med viskøse væsker. Vi mener at disse fælles egenskaber udspringer af Boltz-
mann fordelingen og termodynamikkens 2. lov
Simple model for simulating viscous liquids
Our goal is to describe the attributes of a viscous fluid with a simple model. We use com-
puter simulation in our effort to determine how simple we can describe a viscous fluid.
With this approach we hope to gain a better understanding of viscous fluids and the
glass transition. The model we have created describes particle interaction, by particles
placed on a square lattice, connected by a binding energy between neighboring particles.
This energy is represented by a random number between 0 and 1. We implement this
model with a computer program, based on random interaction, governed by the metropo-
lis algorithm. Our results show, that even though TIM has certain shortcomings, it still
shows non-Arrhenius behaviour, and thus shares certain attributes with viscous fluids.
We believe that these common attributes stem from the Boltzmann distribution, and the
2. law of thermodynamics.
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Forord
Vores projekt beskæftiger sig med en model over en viskøs væske. Idéen til denne model
har vi fra vores vejleder Ulf Rørbæk Pedersen som arbejder på RUC under IMFUFA's
"Glas og Tid". Til implementeringen af denne model har vi skrevet et computerprogram
der vil simulere vores models opførsel. Til dette har vi brugt computersproget C++. Vi
har i løbet af arbejdsprocessen, også lagt en del arbejde i at lære og forstå mere af dette
programmeringssprog, og den bagvedliggende computerfunktionalitet. Derudover har vi
også arbejdet på at udbygge vores viden om statistisk mekanik, og vores kendskab til
viskøse væsker. Disse emner grunder i en del af fysikken der ligger et stykke over vores
nuværende faglige niveau, så det har været en udfordring at lære og forstå det hele.
Vi håber at vi med dette projekt kan belyse nogle aspekter af glas-fysik, og at vores
model og metode kan danne grundlag for yderligere videnskabeligt arbejde.
Vi har i vores gruppearbejde haft stor fornøjelse af at have en 'coach'(vejleder) tilknyttet.
Derfor en stor tak til vores coach, Maria Roug (RUC), der arbejder på forskningspro-
jektet Coaching. Projektet ledes af Arno Kaae, og er tilknyttet instituttet for Livslang
Læring på RUC.
En ordforklaring og tegnliste, kan findes i rapportens appendix 7.1 på side 38
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Kapitel 1
Indledning
1.1 Glas
Idag bruges glas bla. til praktiske ting, som f.eks termoruder og drikkeglas. Glas er meget mere
end det, men det er først tydeligt, når man ser på glasser med naturvidenskabelige øjne. Der
vil man opdage at glas ligner et øjebliksbillede af en væske, altså et fast ikke-krystalinsk stof
(Dyre 2006). Atomerne ligger uordnet uden nogen form for struktur, som det ellers ses i et
krystalinsk stof. Interessen for denne bemærkelsesværdige struktur og de væsker der danner
glasser er steget kraftigt i løbet af de sidste tyve år. De såkaldte seje væsker, er navngivet efter
deres høje viskositet. Det har vist sig, at disse væsker udviser uventede egenskaber, men det
har indtil videre ikke været muligt at forklare, præcis hvorfor seje væsker har disse egenskaber.
Disse endnu ikke forståede fænomener vakte vores interesse og nysgerrighed, og i særdeleshed
lysten til at forstå et af de universielle karaktaristika for seje væsker.
Det vi er specielt interreserede i er, hvorfor opfører viskøse væsker sig non-Arrhenius?
For at hjælpe til med at belyse denne problemstilling kunne det være spændende at se hvor
simpelt en viskøs væske kan beskrives, samtidig med at den udviser non-Arrhenius. For hvis den
kan beskrives meget simpelt, kunne det tyde på at non-Arrhenius er en meget generel egenskab
for partikler som ikke er ordnet i struktur.
1.2 Semesterbinding
Dette er et projekt med en indgangsvinkel, der giver os mulighed for at se på verden med naturv-
idenskabelige øjne. Vi bevæger os altså ned i naturvidenskaben for at undersøge en grundviden-
skabelig problemstilling. Som arbejdsområde har vi valgt viskøse væsker, fordi viskøse væskers
opførsel er et omdiskuteret emne, der stadig har ubesvarede hypoteser.
Ud fra Figur 1.1 på næste side som lægger op til dette semester, har vi gjort os nogle tanker om
4
Figur 1.1: Semesterbindingen som figur.
dette emne. Vores projekt omhandler blandt andet viskøse væskers mekanik, og derfor er en stor
del af teorien bag vores projekt statisk mekanik. Denne teori er blevet brugt til at opstille en
model for viskøse væsker, som sammen med teorien danner en god basis for en problemstilling.
For at afprøve modellen, har vi valgt at se på eksperimenter udført af andre, og sammenligne
de data vi får fra vores model med data fra disse eksperimenter. På den måde håber vi, at det
kan vise sig, at modellen kan være til gavn for forståelsen af viskøse væskers fænomenologi.
1.3 Tilfældig Interaktionsmodel (TIM) og realisering
af denne
I forsøget på at beskrive en sej væske har vores vejleder, Ulf Røbæk Pedersen, opsat skelettet
til en model for viskøs væsker. Vi har arbejdet videre med modellen og optimeret den til vores
problem. Vi kalder denne model for den Tilfældige Interaktionsmodel (TIM). Modellen består
i al sin enkelthed af to præmisser. Partiklerne sidder i et kvadratisk gitter, og de interagerer
tilfældigt med hinanden via de energibånd, der er mellem to nabopartikler. Vi har valgt at im-
plementere TIM i et computerprogram. Dette har vi gjort for at kunne beskrive vores væske,
helt ned på det atomare plan. Et succeskriterie for modellen har været, at vi vil være i stand
til at lave relativt mange og hurtige beregninger, hvilket er endnu en grund til at forsimple
modellen i forhold til virkeligheden.
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1.4 Kort om implementering
Som sagt er måden vi vil kontrollere vores model på, at implementere den ved hjælp af en com-
putersimulering. Dette gøres med Monte Carlo simuleringer1. Målet er at undersøge, hvorvidt
modellen udviser non-Arrhenius opførsel. Til dette har vi skrevet et program, der vil blive fork-
laret i kapitel 4 på side 20.
Grunden til at vi har valgt at bruge computersimulering, er at vi på den måde hurtigt kan
simulere, hvad der sker med systemet til lange tider. I projektet belyses emnet viskøse væsker
ved at foretage en computersimulation af en viskøs væske. Ved computersimulation af vores sys-
tem kan vi til alle tider se, præcis hvor alle partiklerne er, og hvad deres energi er. Begge disse
informationer er særdeles brugbare til vores undersøgelse af viskøse væsker, fordi de tillader os
at se, hvor langt partiklerne flytter sig, og hvornår systemet er kommet i ligevægt.
Fordi vi forsøger at sammenligne vores meget abstrakte model med nogle kendte fysiske stør-
relser, er vi nødt til at have en rettesnor for vores model, en måde at sikre et element af
naturlighed. Vi har valgt statistisk mekanik, fordi det gør det muligt for os at opstille regler for,
hvordan partiklerne i vores gitter kan bevæge sig. Reglerne vil blive vist og udledt i kapitel 3 på
side 15. I det følgende kapitel vil vi undersøge den fænomonologi, som vi forsøger at indfange i
vores model.
1.5 Problemformulering
Vi har opstillet en model - den Tilfældige Interaktionsmodel (TIM) - over viskøse væsker. Mod-
ellen vil vi implementere ved en computersimulering, og vi vil i den forbindelse gerne vide:
"Hvor godt ligner data fra denne model resultater fra empiriske målinger på viskøse
væsker - primært non-Arrhenius?"
1Dette er en bred betegnelse for simuleringer, der gør brug af tilfældige tal. Opkaldt efter byen Monte
Carlo, der er kendt for hassardspil.
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Kapitel 2
Seje væsker
I dette afsnit vil vi belyse de forskellige egenskaber for seje væsker, som er interessante for vores
model. Vi er mest interesseret i at vide, hvordan de opfører sig lige omkring glasovergangen, da
det er her, væskerne begynder at opføre sig uforudsigeligt.
2.1 Glasovergangen
En definition på en glas1 kunne være et ikke-krystallinsk fast stof fremstillet ved kontinuert
køling på en væske, indtil den holder op med at flyde (Dyre & Schrøder 2006). Til at uddybe
dette kan vi bruge Figuren 2.1 på den følgende side, som er et repræsentativt plot af specifik
volumen over temperatur for et givent stof og Figuren 2.2 på side 9, som viser data fra et
eksperiment.
De viser de to typiske faser: Væske og fast stof, men også overgangen fra væske til glas. Når
man køler på en væske under konstant tryk, vil den, når den når sin frysetemperatur (Tm), som
regel begynde at krystallisere, og bliver til et fast stof, angivet ved den ubrudte lodrette streg på
Figur 2.1 på den følgende side, og som en stiplet linie på Figur 2.2 på side 9. Det interessante for
os er overgangen til glas. Det er ikke en normal faseovergang som kendt fra gas til væske og fra
væske til faststof, da der er ikke nogen latent varme2. På trods af, at dette ikke er tilfældet kunne
den stadig godt være en faseovergang, men da temperaturen for glasovergangen (Tg på Figur 2.1
på den følgende side) er afhængig af køleraten er dette heller ikke tilfældet. Dvs. der findes ikke,
som ved de normale faseovergange, en fast overgangstemperatur for et stofs glasovergang. Dette
kan ses på Figur 2.2 på side 9, hvor der er blevet kølet ved to kølerater, som resulterer i de
to streger, der angiver hver sin glasovergang. Glasovergangen er nærmere et kinetisk fænomen,
da molekylerne blot stopper med at bevæge sig, uden at der sker en faseovergang. Man har
defineret at en væske er en glas, når den har en viskositet på 1012 Pa s (Dyre 2006). Tg er en
1Da den videnskabelige interesse for glas er relativt ny, er der stadig diskussioner om, hvad der
kendetegner en glas.
2Latent varme er den varme der skal bruges for at smelte eller fordampe et fast stof, eller en væske.
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Figur 2.1: En general beskrivelse af glasovergangen hvor Tg er temperaturen for glasovergangen og
Tm er frysetemperaturen.(Best 1999)
relativ temperatur, da den afhænger af stoffet man køler på og køleraten. Ved høje kølerater vil
Tg være højere end Tg ved lave kølerater (Dyre 2006).
2.2 Seje væsker
For at undgå at stoffet krystalliserer skal køleraten være relativt høj, men hvor høj afhænger
meget af stoffet. F.eks. kræver vand en kølerate på en million Kelvin i sekundet (Yue 2004) sam-
tidig med, at der for nyligt er opdaget stoffer, som ikke krystaliserer selv ved kølerater helt ned
til få Kelvin pr. minut (Dyre & Schrøder 2006). Når en væske ikke går på krystalform skyldes
det, at væsken ikke kan nå at ordne sig i en krystallinsk struktur, og den forbliver på væskeform.
I overgangen fra en væskes frysepunkt Tm og indtil glasovergangen Tg begynder den at flyde
langsommere. Dette kaldes en underafkølet væske. Væskens specifikke volumen bliver mindre og
mindre, samtidig med at væsken bliver sejere og sejere for til sidst at blive for sej til at bevæge
sig. Væsken siges nu at være en glas. Lige før glasovergangen er væsken meget tyktflydende. Ved
en viskositet på 108 - 1012 Pa s kaldes væsken for en sej væske, og det er de seje væsker vi er
interesseret i at beskrive.
Seje væsker er viskoelastiske, hvilket betyder at de både udviser flydeegenskaber og faststofe-
genskaber, så for at beskrive en glas må vi både tage højde for væskens flydeegenskaber og dens
elastiske egenskaber.
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Figur 2.2: Data fra et forsøg ved køling af selenium ved to forskellige kølerater, og med dertil
hørende to forskellige Tg. (Dyre 2006)
2.3 Viskositet og elasticitet - egenskaber ved hhv. fly-
dende og faste stoffer
Her vil vi beskrive viskositet (η) som er et udtryk for de seje væskers flydeegenskaber. Derudover
vil vi også beskrive faste stoffers elastiske egenskaber.
Viskositet er et mål for hvor stor modstand en væske har imod at flyde. I de fleste tilfælde
stiger viskositeten jo koldere en væske bliver. Dette skyldes, at molekylerne i væsken ligger
tættere på hinanden, jo koldere de er. Når de ligger tættere på hinanden er der større intern
friktion, og derfor større modstand imod at flyde. Dette medfører samtidig, at det bliver sværere
at komme over den energibarriere, der er forbundet med bevægelse mellem partiklerne.
Målet for viskositet er defineret ud fra følgende opstilling: En væske placeres mellem to parallelle
plader, hvor den ene plade er stationær og den anden bevæger sig med hastigheden v, som vist
på Figur 2.3 på den følgende side. Vi definerer vores væske som noget, der deformeres uanset
hvor lidt den påvirkes, fortsætter med at deformeres så længe der ydes et arbejde på den, og
ikke af sig selv vender tilbage til sin udgangsposition. Forholdet mellem kraften F - der skal ydes
for at pladen kan holde en konstant hastighed - og væskens overfladeareal A, er derfor givet ved
F
A
= η
vx
∆y
, (2.1)
hvor ∆y er afstanden imellem de to målepunkter, og vx er forskellen i væskelagenes hastighed
ved disse punkter(Feyman et al. 2000). Af dette kan det også ses at η må have enhederne Pa s.
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Figur 2.3: Opstilling til forklaring af viskositet. En væske holdes mellem to plader, hvor den
ene bevæger sig med hastigheden v. Pilene beskriver hvor stor hastigheden er i væskens lag pga.
pladernes bevægelse.
Man kan forestille sig et lignende forhold for faste stoffer. Opstillingen laves på samme måde
som opstillinger for væsken, og er illustreret på Figur 2.4
Figur 2.4: Opstilling til beskrivelse af elasticitet. En firkant er blevet deformeret af en kraft F der
virker på arealet A.
Det viser sig at forholdet mellem kraften F og stoffets overfladeareal er givet ved
F
A
= G
∆x
∆y
, (2.2)
hvor ∆y er højden der måles over og ∆x er afvigelsen fra den oprindelige form ved denne højde.
G kaldes shearmodulet, og er, ligesom η, et mål for stoffets modstand mod at deformere (Halliday
2008). Man kan ikke måle en hastighedsforskel ∆V ′x for et fast stof, fordi det ikke flyder, men
kun bevæger sig, indtil det har nået sin maksimale deformation.
Ved at sammeligne de to opstillinger, kan det ses, at der i begge tilfælde står forholdet mellem
F og A på venstre side af lighedstegnet. Dette forhold kaldes shear stress, og definers som
(Halliday 2008)
σ ≡ F
A
. (2.3)
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Forskellen på de to ligninger er på venstre side af ligheds tegnet. Der gælder dog, at forholdet
mellem ∆x og ∆y i ligningen 2.2 på modstående side, kaldes for shear strain, og definers som
γ ≡ ∆x
∆y
. (2.4)
Af dette ses det at shear strain beskriver den relative deformation af stoffet (Halliday 2008).
Med dette kan ligningen 2.2 på forrige side, omskrives til
σ = Gγ. (2.5)
Som beskrevet tidligere, vil en væske ikke på samme måde have en egentlig deformation, γ. Den
vil til stadighed deformeres, pga. vores definition af væsken. Tilgengæld vil det være muligt at
se på ændringen i γ over tid, γ˙. Betragtes γ˙ ved konstant ∆y, vil det kun være den tidsafledede
af ∆x, hvilket selvfølgelig er vx Ser man på ligningen 2.1 på side 9, kan man se, at der på højre
side netop står forholdet mellem den relative hastighed og højden. Ligningen 2.1 på side 9 kan
altså omskrives til: (Dyre 2006)
σ = ηγ˙. (2.6)
2.4 Model for viskoelastiske stoffer
Når man skal beskrive viskoelastiske stoffer, såsom glas, der både udviser karaktaristika for fast
stof og væske, er det nærliggende at forsøge at beskrive dem ud fra de to ovenstående karak-
taristika.
Maxwell (1866) har fremstillet en model for viskøse væsker som en seriekopling af disse egensk-
aber, og da seje væsker er en viskøs væske, er det nærliggende at forsøge at beskrive dem efter
Maxwells model. Ideen i hans model er, at væsker til korte tider, vil opføre sig som fast stof.
En måde at beskrive hans model for væsker er, som en fjeder sat sammen med et stempel, hvor
fjederen representerer ligning 2.2 på modstående side og stemplet representerer ligning 2.1 på
side 9. Denne lidt billedlige udlægning kan ses i Figur 2.5. Sammenhængen er altså, at ved tilpas
Figur 2.5: Opstilling til beskrivelse af viskoelasticitet. Et Maxwell-element bestående af en fjederdel
(elasticitet), og en stempeldel (viskositet) sat i serie.
korte tider vil væsken opføre sig elastisk, fjederen tager stødet, og vil rette sig ud igen når kraft-
påvirkningen stopper, men ved længere tider vil den flyde og derfor deformers en smule, som man
kan se som et tryk på stemplet, der deformeres for bestandigt. Denne måde at se opstillingen på,
viser også hvorfor fjederen og stemplet sidder i serie. Sad de parralelt, ville stempeldelen også
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blive påvirket ved korte tider, men da modellen er baseret på, at væsker har faststofegenskaber
til korte tider, må de derfor sidde i serie. På grund af denne seriesammenhæng i Maxwells model
laver vi en turering af ligningerne 2.5 på foregående side og 2.6 på forrige side Først skal de to
ligninger være sammenlignelige, så vi finder den tidsafledede af ligning 2.5 på foregående side
ved
dσ
dt
=
d
dt
Gγ
= G
dγ
dt
⇔
σ˙ = Gγ˙. (2.7)
Ved at rykke rundt på denne ligning fås
γ˙ =
σ˙
G
. (2.8)
Ligeledes fås, ved omstrukturering af ligning 2.6 på forrige side, at
γ˙ =
σ
η
. (2.9)
Når disse ligninger samles i serie fås (Dyre 2006)
γ˙ = γ˙væske + γ˙faststof
=
σ
η
+
σ˙
G
, (2.10)
Ud fra modellen kunne der opstilles et udtryk for, hvor lang tid der går, før termodynamisk
ligevægt er nået, efter et system er blevet stresset, på den ene eller anden måde. Denne tid
kaldes relaksationstiden, τ , og findes i Maxwells model, når væsken bliver udsat for en pludselig
konstant påvirkning, som illustreret på Figur 2.6. Ved en sådan påvirkning, vil der gælde at γ˙
Figur 2.6: Illustration af en pludselig og konstant påvirkning af et legeme.
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for t > 0, og Maxwells model fra ligning 2.10 på modstående side, kan omskrives således
0 =
σ
η
+
σ˙
G
dσ
dt
= −G
η
σ
(2.11)
en løsning på denne differentialligning er
σ = σ0e
G
σ
t
σ = σ0e
−t/τ (2.12)
Ud fra dette kan man se at σ vil relaksere eksponentielt for t → ∞. Endvidere vil vi bruge
denne formel til at indføre en relaksations tid, som vi kan bruge senere til at bestemme τ i vores
simulering af TIM.
For
τ = t (2.13)
vil det være muligt at finde τ analytisk som, der hvor σ = 1/e
For en nærmere beskrivelse af en sej væske og hvordan den opfører sig, har vi indført begrebet
relaksationstid (afslapningstid). Relaksationstiden kan ses som skellet mellem hvornår en sej
væske opfører sig elastisk og hvornår den opfører sig viskøst.
τ kan også findes ved
τ =
η
G∞
, (2.14)
hvor G∞ er det såkaldte kort-tids shear modul, som er en konstant der beskriver systemets
modtand mod deformation. ∞ står for uendeligt korte tider/høje frekvenser, og da det er her
en viskoelastisk væske opfører sig elastisk er derfor G∞ shear modulet for en væske, der opfører
sig som et fast stof.
2.5 Hvordan passer dette med eksperimentiel data?
Det viser sig ved forsøg af bl.a. det dielektriske energitab, at denne eksponentielle relaksation
ikke passer for seje væsker, da den er meget frekvens afhængig (Dyre & Schrøder 2006). Dette
kaldes for seje væskers non-eksponentialitet, og er en af de karaktaristika vi også kunne have
valgt at undersøge med vores model, vi har dog valgt kun at fokusere på non-Arrhenius, da det
har været lettere for os at sammenligne denne sammenhæng med resultater for vores model.
Arrhenius har opstillet en ligning for reaktionstiden for kemiske reaktioner. Dette kan også over-
føres til en sammenhæng mellem η og T . Det viser sig fra eksperimentielle data (se Figur 2.7) at
glasser og seje væsker afviger mere eller mindre fra denne sammenhæng. Denne non-Arrhenius
sammenhæng er det karakteristika for seje væsker vi koncentrerer os om. (Dyre 2006)
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Sammenfattet med definitionen af relaxationstid (ligning 2.12), plottets det karakteristiske Ar-
rhenius plot som logaritmen af viskositeten som funktion af den inverse temperatur fittet for
Arrhenius ligningen
τ = τ0e
∆E(T )/kBT (2.15)
hvor ∆E(T ) er aktiveringsenergien og kB er Boltzmann konstanten. Hvis et stof følger Arrhenius
ligningen vil den ligge som en ret linie i dette plot.
Figur 2.7: Figuren viser viskositet af forskellige stoffer som funktion af den inverse temperatur og
hvordan forskellige stoffer afviger fra Arrheniusplottet (Angell 1985)
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Kapitel 3
Statistisk mekanik
3.1 Mikro- og makrotilstande
Teorien der ligger bag vores model er statistisk mekanik. Statistisk mekanik bruges til at beskrive
fysiske systemer, og hvordan de opfører sig ud fra det princip, at et system vil gøre det, der er
størst sandsynlighed for. Det er tilfældighed der er grundlaget for denne måde at beskrive et
system på. Som udgangspunkt er det helt tilfældigt hvad der sker i systemet. En vigtig pointe
som vi vil udlede i den sammenhæng er, at alle mikrotilstande for en bestemt makrotilstand er
Boltzmannfordelt.
En makrotilstand kan forklares, som det man kan "se"eller måle ved et system. F.eks er tryk,
temperatur og volumen faktorer der definere et systems makrotilstande. Hvis temperaturen f.eks.
ændres, skifter systemet makrotilstand. En mikrotilstand er måden, hvorpå makrotilstanden er
arrangeret mikroskopisk. Det være sig hvordan molekylerne er placeret i forhold til hinanden,
og hvordan de bevæger sig i forhold til hinanden, så antallet af mikrotilstande er et meget stort
tal.
Multipliciteten Ω er antallet af mikrotilstande for en makrotilstand.
Som udgangspunkt er sandsynligheden, for at finde et system i én mikrotilstand frem for en
anden, lige stor. Som et eksempel på et system vil vi bruge en Einstein solid. En Einstein
solid er en udmærket model til beskrivelse af f.eks atomers termiske vibrationer i et fast stof. En
Einstein solid er en samling af en masse små systemer, som alle kan lagre en ubegrænset mængde
energi i form af energienheder af samme størrelse. Et eksempel herpå kunne være atomerne i
et fast stof, hvor atomernes vibration i hver af de tre retninger er et lille system for sig selv
(Schroeder 2000).
Hvis vi vælger vores makrotilstand til at være mængden af energi i systemet kan makrotilstanden
for en isoleret Einstein solid ikke ændre sig, da energien altid vil være den samme. Tilgengæld
kan energienhederne lagres i forskellige små systemer, svarende til forskellig mikrotilstande. Ω for
en Einstein solid er derfor afhængig af antallet af små systemer N og antallet af energienheder
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q sådan at
Ω(N, q) =
(q +N − 1)!
q!(N − 1)! (Schroeder 2000) (3.1)
Hvis vi ser på sådanne to Einstein solids med et totalt antal energienheder q = 6, hvor hver
solid består af et atom, kan vi med produktet af ligning 3.1 for de to systemer se, at Ωtotal er
højest, der hvor q = 3 i begge solids, hvilket kunne forventes (Schroeder 2000).
3.2 Entropi
Termodynamikkens 2. lov siger at:
"Hvis et system med mange molekyler får lov til at ændre sig, vil det - med overvældende
sandsynlighed - ændre sig til den makrotilstand med den højeste Ω og vil derefter forblive i
den makrotilstand, såfremt systemet er isoleret.- (Baierlein 1999, s 29 Oversat fra engelsk)
Med andre ord vil et system altid gå mod den makrotilstand med højest Ω.
Som det ses i forige afsnit, er der en klar sammenhæng mellem Ω og sandsynligheden for den
pågældende makrotilstand. Hvordan dette forhold helt hænger sammen vises senere, men indtil
videre vil vi nøjes med at definere begrebet entropi S for en given makrotilstand ud fra dennes
Ω.
Sammenhængen kan vises generelt, men vi vil nøjes med at gøre det for en Einstein solid. Denne
gang gør vi vores Einstein solid mere virkelighedsnær med værdierne N = 1022 og q = 1024. I
et sådanne tilfælde, bliver udregningen af Ω meget besværlig.
Ω =
1(1024 + 1022 − 1)!
1024!(1022 − 1)!
Man kan dog, ved hjælp af Sterlings aproksimation1 og nogle regneregler for store tal, eks ab,
og meget store tal, eks. ab
c
vise, at Ω for q >> N bliver
Ω(N, q) ≈
(eq
N
)N
(citepschroeder) (3.2)
hvor e er den naturlige eksponent. Hvis man bruger denne aproksimation bliver Ω Einstein solid
Ω(N, q) =
(
e1024
1022
)1022
= (100e)10
22
Fordi Ω for et sådant system vil være af størrelsesordenen ab
c
, hvilket også gælder for makroskopiske
systemer generelt, bruger man som definition af S
S ≡ kB ln Ω (Baierlein 1999, s 34) (3.3)
hvor kB er Boltzmannkonstanten.
Ud fra denne definition af entropi kan det vises, at sammenhængen mellem et ændrigen af et
systems entropi, tilførelsen af energi til systemet og systemets temperatur for en Einstein solid,
hvor q >> N er
1
T
≡
(
δS
δU
)
N,V
(3.4)
1Matematisk metode til at approximere bl.a fakultet.
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altså, den resciprokke temperatur T er ændringen i entropi over ændringen i energy U for
konstant antal partikler N og volumen V (Schroeder 2000)
Hvilket selvfølgelig også giver
δS = (
δQ
T
)N,V (3.5)
Ved at regne på ( 3.5) kan man også se, hvorfor termodynamikkens 2. lov kan omskrives til
"Entropien vil oftest stige."(Schroeder 2000, s. 76, oversat fra engelsk)
for systemer med konstant V og N .
Hvis man ser på et isoleret system bestående af to dele med forskellig temperatur T1 > T2, vil
de, mens der opnås termisk ligevægt, udveksle energi sådan at δQ2 = −δQ1. Sættes dette ind i
ligning 3.5 fås
δS1 = −δQ2
T1
og
δS2 =
δQ2
T2
,
hvilket for hele systemet giver
δS =
δQ2
T2
− δQ2
T1
, (3.6)
men da T1 > T2 må δS > 0
3.3 Boltzmann
I afsnittet om entropi fandt vi en anvendelig definition af entropi. I dette afsnit vil vi blandt
andet bruge denne definition til at finde sandsynligheden for en given mikrotilstand.
Vi ser på forholdet mellem sandsynligheden for to forkellige mikrotilstande s1 og s2 for en
enkelt partikel i et isoleret system. På denne måde kan man anse resten af systemet som et
resevoir, der er meget størrere end partiklen og, som kan udveksle energi med partiklen, men
ikke med andet. Følgende afsnit kan også udledes generelt, men for nemheds skyld vil vi lade
vores reservoirvære en Einstein solid, som vist på Figur 3.1 på næste side. For at finde dette
forhold laver vi en antagelse om at alle mikrotilstande i et isoleret system er lige sandsynlige.
Denne antagelse kaldes termodynamikkens fundamentale antagelse (Schroeder 2000). Når vi
derfor ser på en enkelt partikel i systemet, må sandsynligheden for, at partiklen befinder sig i
en bestemt mikrotilstanden s1 være lig med antallet af mikrotilstande, som reservoiret kan være
i ΩR, når partiklen er i s1. Dette giver
P (s2)
P (s1)
=
ΩR(s2)
ΩR(s1)
(3.7)
hvor P (s) er sandsynligheden for tilstanden s
Ved hjælp af vores definition af entropien kan ligningen 3.7 omskrives til
P (s2)
P (s1)
= e(SR(s2)−SR(s1))/kB
= e∆SR/kB , (3.8)
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Figur 3.1: Partiklen og reservoiret som kan udveksle energi. Partiklen er angivet som de to tilstande
med hver sin mngde energi q. qR er reservoirets energi, qtotal er systemets totale energi og qP er
partiklens energi.
hvor SR(s) er reservoirets entropi, når den enkelte partikel er i tilstanden s og ∆SR er ændringen
i entropi for reservoiret, når molekylet går fra tilstand s1 til s2.
Hvis partiklen bevæger sig fra s1 til s2, vil antallet af partikler selvfølgelig forblive konstant,
og samtidig vil volumet også næsten forblive konstant. Hvis man f.eks. forestiller sig, at s1 er
en ekseteret tilstand af partiklen og s2 er grundtilstanden, vil ændringen af volumet dV ≈ 0
i forhold til ændringen af energi δU (Schroeder 2000). Vi kan derfor bruge at entropien for en
Einstein solid er givet ved ligning 3.4 på side 16 til at omskrive ligningen 3.8 på forrige side til
P (s2)
P (s1)
= e∆UR/kBT . (3.9)
Fordi systemet er isoleret, må ∆UR = −∆E, hvor ∆E er ændringen i partiklens energi. Lignin-
gen 3.9 bliver derfor
P (s2)
P (s1)
= e−∆E/kBT
=
e−E(s2)/kBT
e−E(s1)/kBT
(3.10)
De to størrelser i brøken på nederste linie af ( 3.10) kaldes Boltzmannsfaktorer (Schroeder 2000).
Forholdet mellem sandsynlighederne er altså givet ved forholdet mellem to Boltzmannfaktorer.
Vi ved dog stadig ikke, hvad sandsynligheden er for en enkelt tilstand. Ligningen 3.10 kan
omskrives så begge siderne kun er afhængig af en tilstand
P (s2)
e−E(s2)/kBT
=
P (s1)
e−E(s1)/kBT
, (3.11)
hvor højre side kun er uafhængig af s1, og venstre side er uafhængig s2, men da de stadig er lig
hinanden må højre side også være uafhængig af s2. Begge sider må derfor være konstante, da
de ikke afhænger af hverken s1 eller s2. Denne konstant beskrives ved
1
Z
P (s2)
e−E(s2)/kBT
=
P (s1)
e−E(s1)/kBT
=
1
Z
. (3.12)
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For at finde Z bruger vi, at vi ved, at∑
s
P (s) = 1 =
∑
s
1
Z
e−E(s)/kBT
=
1
Z
∑
s
e−E(s)/kBT (3.13)
Af dette ses at
Z =
∑
s
e−E(s)/kBT (3.14)
Fra 3.14 ved vi nu, at sandsynligheden for en mikrotilstand s ved konstant N , V og T er givet
ved
P (s) =
1∑
i
e−E(i)/kBT
e−E(s)/kBT (3.15)
Denne ligning kaldes Boltzmannfordeligen, og den viser, at sandsynligheden for en given mikrotil-
stand kun er afhængig af energien i denne. Den viser samtidig, at systemet er ergodisk, hvilket
vil sige, at alle tilstande er tilgængelige, men også at sandsynlighen for tilstandene kan være
meget forskellige (Schroeder 2000). Fordi størrelsen kBT er konstant for vores kørsler, har vi
indført en variabel β = 1
kBT
.
19
Kapitel 4
Model og implementering
I dette afsnit vil vi beskrive hvilke overvejelse vi har gjort os i forbindelse med vores model,
og hvordan vi vil implementere den i en computersimulering. Vi vil forklare hvordan simuler-
ingsprogrammet virker og hvilke forsimplinger vi har valgt at foretage.
4.1 Vores model, TIM
Vi vil arbejde med en model vi kalder TIM (den Tilfældige Interaktions Model). TIM er en model
for hvordan partikler i et system kan interagere med hinanden. I modellen sidder partiklerne
på et kvadratisk, todimensionelt gitter, og er kun i kontakt med deres nærmeste naboer, som
afbilledet på Figur 4.1 på næste side.Mellem hver partikel og dens naboer er der en energi,
repræsenteret ved et energibånd. Dynamikken i TIM består i at partiklerne kan bytte plads, alt
efter hvilke energier der eksistere imellem dem.
4.2 Implementering og simulering
For at foretage computersimuleringer af TIM, har vi gjort os nogle overvejelser om hvordan det
skulle gribes an. Da vi hverken ville kunne regne på et uendeligt stort system eller overskue et
sådant, er vi blevet nød til at begrænse størrelsen. Vi er også nød til at definere værdierne for
energien i systemet, og sætte tal på disse. Desuden er vi nød til at opstille nogle kriterier for
hvordan dynamikken i systemet fungerer.
Systemets størrelse kan skaleres som ønsket. Vi valgte som udgangspunkt, at koncentrere os
om et 10x10 system, da vi mente, at dette ville give en god balance mellem nøjagtighed og
hastighed i udregningerne. Dette viste sig dog at være en fejlagtig antagelse, hvilket vil blive
illustreret i kapitel 5 på side 24. Systemet er omkranset af periodiske rande. Dette vil sige at en
partikel der prøver at bevæge sig ud over 'kanten' af systemet, vil interagere med partiklen på
den anden side af systemet. Man kan altså forestille sig systemet som overfladen på en torus.
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Figur 4.1: Et udsnit af vores 10x10 gittermodel, cirklerne er partikler og pilene er enegibånd
Vi har valgt at repræsentere partiklerne ved et heltal, givet ved 1, 2, 3, ..., n, hvor n er den
sidste partikel i systemet. Energien i systemet eksisterer kun i form af energibåndene mellem
de forskellige partikler. Vi har vedtaget at energibåndet mellem et specifikt partikelpar altid vil
være det samme, men forskelligt fra par til par. Eksempeltvis ville båndet mellem partikel 1 og
2 altid have samme energi. Energien vil selvfølgelig kun blive medregnet, når partikel 1 er nabo
til partikel 2, men den vil teoretisk set altid have samme værdi. Samtidig vil enegien mellem 2
og 11 altid have en anden energi. Systemets samlede energi vil være givet ved summen af alle
de individuelle bånd, der kører mellem nabo partikler.
4.2.1 Metropolisalgoritmen
Vi har i vores implementering brug for at opstille nogle betingelser for systemets dynamik
således, at vores system bliver Boltzmann fordelt, som beskrevet i kapitel 3 på side 15. Til dette
bruger vi metropolisalgoritmen, som er en algoritme designet sådan, at vi kan sørge for, at vores
implementering bliver ergodisk, og som samtidig skaber en Boltzmannfordelt sandsynlighed for
tilstandene (Metropolis et al. 1953).
Metropolis et al. (1953) lavede en meget simpel alogritme, som evaluerer et skifte i tilstand af
systemet på følgende måde:
1. Systemet skal altid bevæge sig til den nye tilstand, hvis sandsynligheden for at den er i
den nye tilstand, er større end sandsynligheden for, at den er i den gamle tilstand.
2. Hvis dette ikke er tilfældet, vil sandsynligheden for at den bevæger sig, være den samme
som forholdet mellem sandsynligheden for den nye tilstand og for den gamle.
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I praksis foregår dette ved at se på forholdet mellem sandsynlighederne, altså hvis
Px→x′ =
 1 for
P (x′)
P (x)
> 1
P (x′)
P (x)
for P (x
′)
P (x)
< 1
, (4.1)
hvilket for regnehastighedens skyld omskrives til
Px→x′ =
 1 for ∆E ≤ 0e−∆E/kBT for ∆E > 0 , (4.2)
hvor ∆E er forskellen i energi.
4.2.2 Programgennemgang
Programmets forløb er delt op i 2 faser. Den første er data input, hvor programmet får start-data
fra brugeren. Disse data er pre-kørselstid, kørselstid, invers-temperatur og den ønskede mængde
data-output. Herefter løber programmet igennem det indtastede antal pre-kørsler, kørsler og
afslutter. Der er ingen egentlig forskel på pre-kørsler og kørsler, men programmet genererer kun
data for de reelle kørsler. Pre-kørslerne bruges til at bringe systemet i ligevægt inden der foretages
beregninger på det. Selve kørselsprocessen er i sig selv opbygget af en masse gentagelser. Først
opbygger programmet partikelsystemet som tidligere beskrevet, herefter udvælges den første
partikel i systemet, en tilfældig retning bliver valgt, og en flyttekontrol bliver udført. Partiklen
bliver enten flyttet eller ej, og programmet går videre til næste partikel i systemet. Her bliver
en ny tilfældig retning valgt, og endnu en kontrol udføres. Denne proces fortsætter indtil hele
systemet er blevet gennemgået. Herefter kontrollerer programmet om den ønskede kørselstid er
opnået, hvis dette ikke er tilfældet, gennemløber programmet hele systemet endnu en gang. Hvis
programmet derimod har kørt det ønskede antal gange, udskriver det den opsamlede mængde
data og afslutter. Programmets struktur er beskrevet ved et flowchart, som ses på Figur 4.2 på
modstående side.
4.3 Dataopsamling
Der er nogle ganske bestemte data vi er interesserede i. Det drejer sig om energien i systemet,
som vi kan bruge til at se om der opnås ligevægt. Desuden er vi også interesserede i hastigheden
i energiændringerne. Vi er også interesseret i at se på hvor meget de forskellige partikler flytter
sig rundt i systemet, fordi vi med den information kan udregne tilbagevendingssandsynligheden
og middelkvadratsforskydningen. To vigtige begreber når vi skal bestemme en relaksationstid
for vores system, som vi kan bruge til at kontrollere om vores model opfører sig non-Arrhenius.
Disse størrelser vil blive forklaret senere i næste kapitel.
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Figur 4.2: Den overordnede algoritme der styrer vores program.
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Kapitel 5
Analyse
Ved hjælp af implementeringen af TIM fra kapitel 4 har vi fået noget data, som vi i dette afsnit
vil analysere og fortolke.
5.1 Kontrol af data
For at kontrollere om vores system når at komme i ligevægt, vil vi gerne have et analytisk
udtryk for 〈E〉 som kan bruges til sammenligning af vores data1. Fordi et system i ligevægt er
Boltzmann fordelt, kan middelenergien skrives på følgende måde
〈E〉 = 1
Z
∑
i
ie
−βi , (5.1)
hvor i er energien i båndet i, men da Z for hele systemet ikke er mulig at regne på, bruger vi
følgende sammenhæng
〈E〉 = Nb〈b〉, (5.2)
hvor 〈b〉 er middelværdien for alle de energier et givent bånd kan antage. Da de tilstande som
den enkelte partikel kan antage også er Boltzmann fordelte, er 〈b〉 givet ved
〈b〉 =
∑
i b,ie
−βb,iNb,i∑
i e
−βb,iNb,i
, (5.3)
hvor Nb,i er antallet af bånd med energien i. Fordi b kan antage alle værdier mellem 0 og 1, er
fordelingen er kontinuert, og vi kan omskrive begge sumtegn i ligningen 5.3 til intergraletegn.
Dog skal vi så bruge et udtryk for fordelingen af de energier båndet kan have. Da båndenergierne
er tilfældige tal mellem 0 og 1 vil fordeligen være ens for alle værdier, som vist på Figur 5.1 på
modstående side.
Fordelingsfunktionen Db() er givet ved
1For en fuldkommen udledning se (Pedersen & Hecksher 2004)
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Figur 5.1: Illustration af fordelingen af energier.
Db() =

0 for  < 0
1 for 0 <  < 1
0 for 1 < 
(5.4)
Ved hjælp af denne fordeling kan vi omskrive ligningen 5.3 på forrige side til
〈b〉 =
∫∞
−∞ be
−βbDb()d∫∞
−∞ e
−βDb()d
, (5.5)
hvor Nb er udskiftet med fordelingsfunktionen Db(), ganget med intervallet der aflæses over d.
Fra ligningen 5.4 ses det, at denne ligning kan omskrives til
〈b〉 =
∫ 1
0
be
−βd∫ 1
0
e−β
(5.6)
Ved løsning af disse integraler fås et udtryk for den teoretiske værdi for b. Denne kan bruges
til at udregne middelværdien for hele systemet 〈〉 (Pedersen & Hecksher 2004)
〈b〉 = 1
β
− 1
eβ − 1 . (5.7)
Vi har brugt denne tilstandsligning til at sammeligne analytiske værdier, med data fra vores
simuleringer. Figur 5.2 på næste side er en graf over data fra vores model og de analytiske
udregninger, for β værdier gående fra 0 til og med 9. Den analytiske energi er dog ganget med
en faktor 2, da vi i udregningen af middelenergi for vores data ikke midler over antallet af bånd,
men antallet af partikler.
Som det ses på grafen er der en signifikant afvigelse fra det forventede resultat. Denne afvigelse
begynder ved en β værdi omkring 5. En mulig forklaring på dette kan være, at systemet ikke har
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Figur 5.2: Sammeligning af data fra vores simuleringer med et 10×10 system og de analytiske
værdier for 〈〉.
nået ligevægt ved β-værdier over 5, men da vi på vores data kan se, at partiklerne selv ved disse
værdier for β bevæger sig rundt og derfor burde nå ligevægt, menervi, at en bedre forklaring er,
at systemet er for lille, en såkaldt finite-size effekt. Dette betyder at partiklerne bliver påvirket
af de periodiske rande, og derfor ikke kan opnå ligevægt. Da det analytiske resusltat er udledt på
baggrund af et system af uendelig størrelse, vil begrænsningerne i et 10×10 system muligvis have
en indflydelse på vores resultater. Vi har derfor forsøgt at udvide systemet til henholdsvis 40×40
og 100×100 og ligedes formindsket det til 5×5 og 2×2, og resultaterne fra disse kørsler er vist
på Figur 5.3 på modstående side, igen sammenlignet med de analytiske resultater. Udfra dataen
på Figur 5.3 på næste side, har vi plottet 〈E〉/N , som funktion af den inverse systemlængde 1
S
,
for β = 5. Dette plot er vist på Figur 5.4 på side 28. Det kan ses på figurerne 5.3 på næste side
og 5.4 på side 28, at vores data ligger tættere på de analytiskeresultater, jo størrere systemet
bliver, men simuleringer i større systemer fører også til længere simuleringstid. Pga. af afvigelse
ved β 5 i 10×10 systemet, har vi valgt kun at se på resultater i intervallet fra 0 til 5, med
resultatudskrift for hver halve β.
5.2 Resultater for 10×10 system
Da vores mål for modellens brugbarhed er en sammenligning mellem relaksationstiden τ for
vores system og τ målt eksperimentielt, er vi nødt til at finde en kvalitativ måde at måle τ i
vores system.
I afsnit 2.3 på side 9 om relaksation valgte vi, at τ skulle være t for σ = e−1. Dette er
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Figur 5.3: Sammenligning med data fra vores simuleringer med 2×2, 5×5, 10×10, 40×40 og
100×100 systemer og de analytiske værdier for 〈〉. Systemstørrelsen er angivet til højre for grafen.
A angiver de analytiske værdier.
en måde at definere τ på i vores model. Det er som tidligere nævnt eksperimentielt blevet
vist, at Maxwells model ikke passer fuldstændigt for seje væsker, og der er ikke andet som
retfærdiggører, at τ skal defineres på denne måde. τ er i virkeligheden en ukonkret størrelse,
som kun siger noget om, hvornår et system opnår en predefineret tilstand. Vi vil derfor omdøbe
τ til at være den karakteristiske tid, altså den tid det tager systemet at opnå en tilstand, som
kan sammenlignes for forskellige temperaturer. Grunden til at det er interresant at se på τ er,
fordi det kan sammenlignes med Angell-plottet, figur 2.7 på side 14.
På Angell-plottet er grafen opstillet med log η over 1/T . Da det er ikke er muligt at tale om
viskositet grundet vores simple model, vil vi omskrive η ud fra figur 2.12 på side 13. Da G∞ er
konstant for et stof ved samme T , gælder der at
τ ∝ η (5.8)
Det er derfor muligt at lave andre grafer med τ over 1/T , som kvalitativt vil give samme
resulater. På den måde bliver det også muligt for os at lave grafer, der kan sammenlignes med
figur 2.7 på side 14.
5.2.1 Tilbagevendingssandsynligheden
Tilbagevendingssandsynligheden P0 er sandsynligheden for at finde en partikel det samme sted
til to forskellige tider. Vi har valgt at bruge denne størrelse i vores analyse af modellen2. P0 kan
2For implementering i vores program se 7.2 på side 43.
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Figur 5.4: Middelenergien pr. partikel ved β = 5, for systemer af forskellige størrelser. Den ana-
lytiske værdi for 〈E〉/N er markeret med en prik og bogstavet A.
opstilles med følgende formel
P0(t) = 〈δ(x(t0)− x(t0 + t)) · δ(y(t0)− y(t0 + t))〉t0,p, (5.9)
hvor x og y er partiklens koordinater, som funktion af tiden, t0 og t0 + t er de to tider vi ser
på og δ er en funktion defineret som
δ(x) =
 1 er x = 00 er x 6= 0 (5.10)
Desuden bliver udtrykket
δ(x(t0)− x(t0 + t)) · δ(y(t0)− y(t0 + t)) (5.11)
gjort til en middelværdi over antallet af partikler p og starttider t0, altså divideret med antallet af
partikeler og antallet af starttider. P0 falder hurtigt fra t0, og derfor er netop denne analyseform
velegnet ved korte tider, da det er her der sker noget. Den er ikke nær så velegnet til meget lange
tider, da tilbagevendingssandsynligheden efter lang tid vil være meget lille og stort set nul.
Inspireret af Maxwells model for relaxationstid har vi valgt at definere en τ1/e, således at
P0(τ1/e) =
100
e
, (5.12)
hvor de 100 kompencerer for, at vores udregning af P0 er i procent.
På Figur 5.5 på modstående side ses tilbagevendingssandsynligheden for vores forskellige β-
værdier. Linien P0(τ1/e) = 100/e er integnet for at indikere, hvorfra vi aflæser vores definerede
tid τ1/e.
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Figur 5.5: Tilbagevendingssandsynligheden for β fra 0-5 med halve skridt.
Ved hjælp af linien P0(τ1/e) =
100
e
på figur 5.5 er det muligt finde en karakteristisk tid
svarende til hver beta-værdi. Som det ses på figuren, er det ikke muligt at finde en karaktaristisk
tid for β fra 0-1, fordi skridtene programmet tager er for store, i fht. hvor hurtigt P0 falder for
disse β-værdier.
Hvis teorien om non-arrhenius opførsel, og implementeringen af vores model sammenfattes,
kan der fremstilles en graf, som er sammenlignelig med Figur 2.7 på side 14, der viser Angell-
plottet. Figuren 5.6 på næste side afbilleder en karakteritisk tid τ og det ses at τ udviser en
non-eksponentiel temperaturafhængighed3.
5.2.2 Middelkvadratforskydningen
Som en anden størrelse, har vi valgt at se på middelkvadratforskydning som beskriver hvor langt
partiklerne i vores system bevæger sig i gennemsnit4.
Defineret som
R2(t) = 〈(∆r)2〉 = 〈(x(t0 + t)− x(t0))2 + (y(t0 + t)− y(t0))2〉t0 , p (5.13)
hvor 〈(∆r)2〉 er middelkvadratforskydningen når ∆r er afstanden fra begyndelses positionen.Den
er midlet på samme måde som P0. Middelkvadratforskydningen er velegnet til analyse af kørsler
ved lange tider. Hvis man ser tæt på partiklens middelkvadratforskydning, vil man se at den tit
vil bevæge sig i mindre ryk. Hvis den er et sted hvor den har lav energi, vil den højst sandsynligt
3Da beta-værdien på figuren er defineret som den inverse temperatur.
4Implementeringen kan ligeledes ses i 7.2 på side 43.
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Figur 5.6: De to grafer viser henholdsvis vores data (den krumme linie) og en linie for Arrhniu-
sopførsel. På Figur 5.5 på foregående side kan det ses, at dataen for de tre laveste β værdier ikke
er tilgængelige. Den krumme linie mangler derfor nogle målepunkter.
forblive der indtil partiklerne udenom har flyttet sig således, at et andet nærtliggende sted er
blevet mere fordelagtigt, hvilket gør at den ikke er ret velegnet til analyse af kørseler ved korte
tider. Ved lange tider vil disse "stop"ikke være nær så fremtrædende, og man kan med fordel
fitte grafen til en ret linie der viser et billede af hvor hurtigt partiklen bevæger sig væk fra sit
udgangspunkt. Dette viser at middelkvadratforskydningen er diffusiv ved lange tider. Det kan
vises at middelkvadratforskydningen ved diffusion kan skrives
〈(∆r)2〉 ' 4Dt, (5.14)
for to dimensioner(Baierlein, 1999). D er diffusionskonstanten. Vi definerer en karakteristisk tid
τ100 som vi vil bruge til at fremstille non-Arrhenius plottet for middelkvadratforskydningen. τ100
definerer vi som
R2(τ100) = 100⇒
100 ' 4Dτ100 ⇔
τ100 =
(
100
4D
)
, (5.15)
Når man har fundet en τ100 kan man finde 1/D til forskellige β, og bruge disse til vores Arrhe-
niusplot. Dette er muligt da
1
D
=
4τ100
100
, (5.16)
hvilket er en konstant, og da τ ∝ η må er også 1
D
∝ η, med propotionaliteten 4
100
.
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Figur 5.7:Middelkvadratforskydningen for β=0-3. y=〈(∆r)2〉, x=antal gennemkørseler af systemet.
For linien tegnet ved 〈(∆r)2〉=100, kan en karakteristisk tid aflæses.
På Figur 5.7, og Figur 5.8 på den følgende side, ses forskellige udsnit af vores plot af R2(t).
Fra de to Figurer kan man, ved at tegne linien R2(t) = 100, finde den karakteristiske tid τ100.
Dette kan vi bruge til at lave et plot for at kontrolere om der er non-Arrhenius. Figur 5.9 på
side 33 viser diffusionskonstant som værende non-eksponentiel temperaturafhængig. På Figur 5.9
på side 33 ses en signifikant afvigelse fra Arrhenius linien, den rette linie.
5.2.3 Energikorrelationen
En anden størrelse man kan måle på er energikorrelationenKE . At to ting er korrelerede betyder,
at man kan sige noget om den ene ud fra den anden. KE er et udtryk for, hvor korreleret energien
for hele systemet til tiden t0 er i fht. til energien til tiden t0 + t. KE er defineret som
KE =
〈(E(t0)− 〈E〉)(E(t0 + t)− 〈E〉)〉t0
〈(E(t0)− 〈E〉)2 . (5.17)
Fra ligningen kan man se, at KE bliver 1 når E(t0) og E(t0 + t) er korrelerede, hvilket bl.a.
vil ske når t = 0. I starten vil korrelationen være tæt på 1, fordi partiklerne vil have tendens
til at blive liggende, hvor der er lav energi. Til længere tider vil de dog bevæge sig væk fra
deres startposition, og energien vil blive mindre og mindre korreleret, da man ud fra E(t0) vil
kunne sige mindre og mindre om E(t0 + t). Fordi KE er udregnet for middelenergien for hele
systemet, er det, i modsætning til tilbagevendingssandsynligheden og middelkvadratforskydnin-
gen, en egenskab for hele systemet. Det, at den adskiller sig fra de andre størrelser, er grunden
til, at vi også har valgt at undersøge en karakteristisk tid τE for KE . Vi har defineret denne τE
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Figur 5.8: Middelkvadratforskydningen for β=3.5-5. y=〈(∆r)2〉, x=antal gennemkørseler af sys-
temet. For linien tegnet ved 〈(∆r)2〉=100, kan en karakteristisk tid aflæses.
som
KE(τE) =
1
e
. (5.18)
På Figur 5.10 på næste side ses energikorrelationen som funktion af tid sammen med linien
KE(t) =
1
e
. Fra denne har vi ligeledes lavet en graf over τE over β, som kan ses på Figur 5.11 på
side 34. Som man tydeligt kan se på figurerne, er der ikke nok data til at lave entydige grafer. Vi
kan derfor ikke sige noget ud fra dem, om hvorvidt modellen udviser non-Arrhenius. Problemet
med denne type data er, at der kun kan komme et resultat for 〈E〉 pr. udskrift, hvor der i
middelkvadratforskydningen og tilbagevendingssandsynligheden kommer et resultat pr. partikel
pr. udskrift. En måde at undgå dette på ville være at se på energikorrelationen for en enkelt
partikel, og så lave et middel over partiklerne.
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Figur 5.9: Non-Arrhenius figur for middelkvadratforskydningen og en eksponentiel linie til re-
pressentation af Arrhenius opførsel.
Figur 5.10: Grafen over energikorrelationen for β fra 0 til 5
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Figur 5.11: τE som funktion af β. Det ses tydeligt at grafen ikke ligner Figurerne 5.9 på foregående
side og 5.6 på side 30
34
Kapitel 6
Diskusion og konklusion
6.1 Diskussion
I dette afsnit vil vi diskutere vores resultater, og de eventuelle problemer ved vores model,
herunder de forsimplinger vi har foretaget ved opstillingen af denne.
6.1.1 Forsimpling
Vi har fra starten af projektet, været interesseret i, at lave en meget simpel model af en viskøs
væske, for at undersøge hvorvidt non-Arrhenius kan forklares som en universel egenskab for
partikler i en uordnet struktur. Der har endvidere også været nogle andre betydelige fordele
ved at arbejde med en simpel model. Det har lettet de beregninger vores computerprogram har
skulle foretage, hvilket har gjort at vi har kunne lave forholdsvis mange og lange kørsler af vores
program. En simpel model er i mange tilfælde også lettere overskuelig, hvilket er en fordel når
man skal prøve at forstå og beskrive seje væskers, indtil videre, uforklarelige opførsel. Vi bliver
dog også nød til at overveje, hvilke problemer der kan være ved de disse forsimplinger.
For det første har vi valgt at placere partiklerne i et kvadratisk gitter, for bedre at kunne
holde styr på dem. Sådan en struktur minder dog mere om en krystalinsk struktur, end om
strukturen - eller mangel på samme - i en væske. Væskes uordnede struktur får vi ved at placere
partiklerne tilfældigt på gitteret, og ved at deres indbyrdes energi også er tilfældig, og forskellig
fra bånd til bånd.
Vi har også været nød til at forsimple partiklernes indbyrdes bevægelse. I et virkeligt dynamisk
system vil alle partiklerne være i bevægelse på én gang, men vi har været nød til at nøjes med
at foretage ét ryk af gangen for at kunne implementere det i vores computerprogram.
Energien mellem partiklerne er også blevet forsimplet. Normalt ville energien mellem partiklerne
være givet ved en masse parametre afhængige af hvilke partikler der er tale om, hvor langt disse
er fra hinanden, og hvilken bevægelse de har. Vi bruger ligeledes tilfældighed til at få en mere
væskelignende energi mellem partiklerne.
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Den forsimpling vi har brugt mest tid på at undersøge er begrænsningen af systemets størrelse.
Vi har valgt et 10×10 system som udgangspunkt, fordi vi mente at det gav en god balance,
mellem partikel antal og simulerings hastighed. Nogle af vores resultater har dog været plaget
af små udsving og unøjagtigheder. Vi har derfor undersøgt om systemet skulle være påvirket af
en såkaldt finite-size effekt.
For at undersøge om vores system er påvirket af dette problem, har vi lavet simuleringer med
flere forskellige systemstørrelser. Resultatet af disse simuleringer kan ses på Figur 5.3 på side 27
Det ses på figuren at afvigelserne fra det analytiske resultat, er større jo mindre systemet er.
Resultaterne for 2×2 er helt forkerte, set i forhold til de andre systemer. Vores udgangspunkt
- 10×10 systemet - følger pænt de analytiske resultater indtil en betaværdi på omkring 5 til
6. Her begynder den dog også at afvige meget. Bedre ser det ud for 40×40 systemet, der er
pænt helt ud til en betaværdi på 7. Herefter ser det dog ikke så lovende ud. Resultaterne for
100×100 systemet ligner nærmest dem fra 40×40 systemet til forveksling. Det kunne tænkes,
at der måske skulle en endnu større forøgelse, i antallet af partikler til, før man kunne få pæne
resultater ved beta på 8 eller derover. 40×40 er jo 16 gange større end 10×10, hvor 100×100
kun er 6.25 gange større end 40×40. Vi finder dog dette lidt usandsynligt, da resultaterne for
100×100 ligger så tæt på 40×40 at de kunne forveksles. Vi mener helt bestemt at finite-size er
et problem for de mindre systemer, og det er sandsynligvis en vigtig fejlkilde for vores 10×10
system. Dog mener vi ikke at det alene kan forklare afvigelserne for de større systemer, og der
må derfor være yderligere forklaring på disse afvigelser.
Vi har også valgt at begrænse os til et todimensionelt system. Denne beslutning er måske den
mest skelsættende, da tabet af en dimension helt fjerner moddelen fra virkelighedens verden. Vi
har dog gjort dette af to grunde. Den vigtigste grund er at det bliver lettere at overskue hvor-
dan partiklerne bevæger sig rundt i systemet. Derudover er et todimensionelt system også meget
lettere at regne på, da det for det første er 10 gange mindre end et tredimensionelt 10×10×10
system, og for det andet kun indeholder 2/3 så mange energibånd pr. partikkel i systemet.
Problemet ved et to dimensionelt system er at det er meget begrænsende for partiklernes bevæge-
lighed, og derfor er der meget større chance for at man får problemer med en finite-size effekt i
systemet. Vi kunne sagtens forestille os at tabet af en dimension er en betydelig fejlkilde. Vores
model er dog baseret på to dimensioner, så vi har ikke undersøgt hvordan et tredimensionelt
system ville opføre sig. Det er dog en udvidelse af modellen der kunne være spændende at ar-
bejde med.
6.1.2 Resultater
I bearbejdelsen af data for tilbagevendingssandsynligheden stødte vi ind i et problem med
dataudskrifterne. Ved meget lave betaværdier flytter partiklerne sig så meget, at programmet
ikke kan måle detaljeret nok på flyttene. Herved mistede vi nogle datapunkter i vores Arrhenius-
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plot af tilbagevendingssandsynligheden, men de resterende punkter ser ud til at vise non-
Arrhenius opførsel, dog er grafen ikke fuldkommen, så det er ikke et håndfast bevis på at vores
model er non-Arrhenius. Ud fra middelkvadratforskydningen har vi fået et rigtig flot arrhenius-
plot der tydeligt viser at modellen har indfanget non-Arrhenius opførsel. Desværre kunne vi ikke
sige noget ud fra vores resultater fra energikorrelationen, da der var for meget støj på grafen til
at kunne konkludere noget. Dette skyldes for få målepunkter. (systemmiddelenergi)(finite-size
grafen)
viser msd og p0 sammen karakter
6.2 Konklusion
Vi vil her drage vores endelige konklusioner, ud fra de data, der er blevet analyseret og diskuteret
i de foregående afsnit.
Vi har med denne rapport prøvet at undersøge gyldigheden af vores model, TIM. Vi har ud
fra vores resultater kunne slutte, at det for et system baseret på TIM, er muligt at udvise non-
Arrhenius opførsel. Vi mener at denne opførsel grunder i det element af statistisk mekanik vi
har inddraget i TIM, nemlig Boltzmann fordelingen og termodynamikkens 2. hovedsætning om
entropi.
Desuden har vi observeret en del mangler ved TIM. Vi kan konkludere at et 10×10 system er for
småt til implementering af TIM. Vores data bærer helt klart præg af dette, og vores resultater
havde nok være pænere med et større system. Derudover er der den todimensionelle begræn-
sning. Vi ville formentlig have haft større succes, med en tredimensionelt model, men en sådan
modificering af TIM falder uden for denne rapports område, og ville i øvrigt også kompromiterer
ideen med TIM.
Det er dog stadig lykkedes os at fremvise non-Arrhenius opførsel i vores system. Så vi kan
konkludere at TIM, på trods af sine fejl, har egenskaber til fælles med viskøse væsker.
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Kapitel 7
Appendix
7.1 Ordliste
B
Boltzmann
Ludvig Boltzmann (1844-1906) var en østrisk fysiker. Vi bruger i vores projekt hans konstant
kb
Einstein Solid
Et hypotetisk system, hvori der kan eksistere energi
Elasticitet
Et begreb der omhandler hvor fleksibelt og letpåvirkeligt et stof er
Entropi
Et begreb fra statistisk mekanik
Ergodisk
Hvis noget er ergodisk, er alle tilstandsformer opnåelige inden for en ikke uendelig tidsramme
Finite-size effekt
En størrelsesbegrænsning der påvirker systemet.
Flow-event
Et fænomen hvor en partikel i et system radikalt ændrer plads
G
Glasovergang
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Det fysiske fænomen hvor et stof går fra væskeform til glasform
K
Kontinuert køling
En form for afkøling der opretholdes uafbrudt
Kølerate
Den hastighed hvormed en afkøling foregår
Måles typisk i Kelvin pr. tidsenhed
M
Metropolis-algoritmen
En beregningsalgoritme der vurderer sandsynlighed
Middelkvadratforskydningen
Gennemsnittet af afstanden partiklerne i et system har bevæget sig rundt
Mikro/Makro-(tilstand/stadie)
Makrotilstande - En makrotilstand defineres ud fra et systems makroskopiske egenskaber (fx
temperatur og tryk)
Mikrotilstande - En mikrotilstand defineres som en bestemt mikroskopisk konfiguration af en
enkelt makrotilstands
Monte Carlo-simulering
En simuleringsmetode der bygger på tilfældighed
Multiplicitet
Antallet af mikrotilstande som et makrostadie indeholder
N
(Non-)Arrhenius
Arrhenius er et udtryk for hvordan kemiske reaktioner afhænger af temperaturen
(Non-)Eksponentiel
En betegnelse for et datasæt der ikke er eksponentielt stigende eller aftagende
R
Relaksationstid
Den tid det tager for at stof at 'absorberer' en ændring
Det kunne være en ændring i temperatur, tryk eller lignende
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SSeje væsker
En væske med en meget høj viskositet
Shear, Stress, Shear-module (Kort tids Shear-module)
Skal udfyldes
Specifik volumen
Specifik volumen er det volumen én masse enhed af et stof fylder
Måles typisk i m3/kg
T
Tilbagevendingssandsynligheden
Den procentmæssige sandsynlighed der er for at en partikel i et system, ikke har flyttet sig
T.I.M
den Tilfældige Interaktionsmodel
T.I.M er den model vi har opbygget
Torus
En geometrisk figur der til forveksling ligner en donut.
V
Viskoelasticitet
Skal udfyldes
Viskositet
Et mål for hvor stor modstand et stof har imod at flyde
Definition af matematiske konstanter og variabler
A = Areal
F = Kraft
v = Hastighed
d = Længde
σ = Shear stress
G = Shear module
G∞ = Kort-tids shear module
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γ = Shear strain
γ˙ = Shear rate
τ = Relaksationstid
T = Temperatur
Tg = Glasovergang
kb = Boltzmannkonstanten
N = et heltal
q = energienhed
S = Entropi
V = Volumen
Q = Termisk energi
Ω = Multiplicitet
P (x) = Sandsynligheden for tilstanden x
P0 = Tilbagevendingssandsynligheden
U = Energi
D = Diffusionskonstant
Db = Fordelingsfunktionen msd = Middelkvadratforskydningen
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7.2 Kildekoden til vores program
/*
Simulation af TIM (Den Tilfældige Interaktions Model), skrevet af
Andreas, Andreas, Anders and Nikolaj @ Roskilde University - 2008
Forståelse af denne kode kræver et grundlæggende kendskab til C++
Der er dog ikke anvendt Objekt Orienteret programmering da målet blot har
været, at fremstille funktionel kode.
*/
#include <iostream>
#include <fstream>
#include <cstdlib>
#include <ctime>
#include <time.h>
#include <math.h>
#include <stdio.h>
#include <stdlib.h>
#define NITER 4
using namespace std;
//variabler
int v,u,i,p,z,y,x,k,t,g,j;
int direction;
int writefactor;
float midenergy=0;
float tempenergy=0;
//partikkelsystemet
int S=10; //systemets størrelse
int particles[10][10]; //selve gittersystemet
int displacement[100][2]; //forskydelses tabel
int disp[100000][100][2]; //forskydelses tabel
float beta; //systemets betaværdi
//systembegrænsninger
int leftstep[10];
int rightstep[10];
//subroutiner og funktioner
void initSystem();
void tryMove();
void moveDirection();
void makeMove();
void psdes(unsigned long *lword, unsigned long *irword);
void particleDisplacement();
float ran4(long *idum, long *idums);
float getEnergy(int a, int b);
float randomN();
float getE();
float bond(long c, long d);
int clockerc();
//main program start
int main(){
time_t starttime, overtime, eq_endtime;
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int lige;
int steps;
srand(time(NULL)); //starter generatoren af tilfældige tal
int nwrites;
initSystem(); //opstiller systemet og fylder det med partikler
//cout skriver output til skærmen under kørsel
//cin tager input fra brugeren under kørsel
cout<<"This program simulates particle interactions according
to the TIM-model\n";
cout<<"created by Andreas, Andreas, Anders and Nikolaj @
Roskilde University\n\n";
cout<<"The maximum recomended nummber of outputs is 5000, everything above\n";
cout<<"that will cause extremly long run-times, depending on calculation
platform!\n\n";
cout<<"Number of steps for equlibrium: ";
cin>>lige;
cout<<"Number of steps for run-time: ";
cin>>steps;
cout<<"Beta (inverse temperatur): ";
cin>>beta;
cout<<"Number of gaps between outputs: ";
cin>>writefactor;
nwrites=steps/writefactor;
//datafiler til programmet output bliver oprettet
ofstream datafile;
ofstream particlefile;
ofstream conditionfile;
ofstream udregningfile;
ofstream endfile;
datafile.open("newbond2.dat");
particlefile.open("particle.dat");
conditionfile.open("input.dat");
udregningfile.open("udregning.dat");
endfile.open("startposition.dat");
//partiklernes startposition udskrives til fil
for (i=0;i<S;i++){
for (u=0;u<S;u++){
endfile<<particles[i][u]<<"\t";
}
endfile<<"\n";
}
endfile.close();
//partikelforskydningen skrives til fil
//(den vil dog altid være nul på nuværende tidspunkt)
for (i=0;i<100;i++){
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particlefile<<displacement[i][0]<<"\t"<<displacement[i][1]<<"\n";
}
//input data skrives til fil
conditionfile<<S*S<<"\n";
conditionfile<<steps<<"\n";
conditionfile<<beta<<"\n";
conditionfile<<writefactor<<"\n";
conditionfile<<lige<<"\n";
//programmets starttid registreres
starttime=time(NULL);
cout<<"\n\nCalibrating equlibrium...";
//ligevægtskørsel foretages
for (x=0;x<lige;x++){
for (y=0;y<S;y++){
for (z=0;z<S;z++){
tryMove();
}
}
}
//den foreløbige kørselstid registreres og udskrives til skærmen
eq_endtime=clockerc();
cout<<"\nEnd of equlibrium calibration...at "<<eq_endtime-starttime<<
" seconds.\n\n";
cout<<"Calculating run-time...\n";
//egentlig kørsel foretages
for (x=0;x<steps;x++){
for (y=0;y<S;y++){
for (z=0;z<S;z++){
tryMove();
}
}
//program beregner foreløbig midelenergi
if (x%writefactor==0){
tempenergy=getE();
datafile<<tempenergy<<"\n";
midenergy=midenergy+tempenergy;
//program foretager dataudskrift
for (i=0;i<100;i++){
particlefile<<displacement[i][0]<<"\t"<<displacement[i][1]<<"\n";
disp[x/writefactor][i][0] = displacement[i][0];
disp[x/writefactor][i][1] = displacement[i][1];
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}cout <<".";
}
}
cout<<"\n\nEnd of run-time...\n\n";
//program klargører tabeller til udregning af tilbagevendingssandsynlighed
//og middelkvadratforskydning
float p0[nwrites];
float sum[nwrites];
float msd[nwrites];
for (x=0;x<nwrites;x++){p0[x]=0;sum[x]=0;msd[x]=0;}
int time[nwrites];
int dt;
int ts;
//Tilbagevendingssandsynlighed udregnes
cout<<"Calculating return-value propability...\n";
for (dt=0;dt<nwrites;dt++){
time[dt]=dt*writefactor;
for (ts=0;ts<nwrites-dt;ts++){
for (p=0;p<S*S;p++){
if ( (disp[ts+dt][p][0] == disp[ts][p][0])&&(disp[ts+dt][p][1]
== disp[ts][p][1])){
p0[dt]=p0[dt]+1;
}
}
sum[dt]=sum[dt]+1;
}
p0[dt]=p0[dt]/sum[dt];
cout<<"p";
}
cout<<"\n\nReturn-value calculations done...\n\n";
//Middelkvadratforskydning udregnes
cout<<"Calculating mid-square-displacemnt...\n";
for (dt=0;dt<nwrites;dt++){
for (ts=0;ts<nwrites-dt;ts++){
for (p=0;p<S*S;p++){
msd[dt]=msd[dt]+( pow((disp[ts+dt][p][0]-disp[ts][p][0]),2) +
pow((disp[ts+dt][p][1]-disp[ts][p][1]),2) );
}
}
msd[dt]=msd[dt]/((nwrites-dt)*100);
cout<<"m";
}
cout<<"\n\nDisplacement calculations done...\n\n";
//netop udregnet data skrives til fil
for (dt=0;dt<nwrites;dt++){
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udregningfile<<time[dt]<<"\t"<<p0[dt]<<"\t"<<msd[dt]<<"\n";
}
//partiklers slutposition skrives til fil
endfile.open("endposition.dat");
for (i=0;i<S;i++){
for (u=0;u<S;u++){
endfile<<particles[i][u]<<"\t";
}
endfile<<"\n";
}
//programmet lukker datafiler
datafile.close();
particlefile.close();
conditionfile.close();
udregningfile.close();
endfile.close();
//programmet udregner partiklernes middelenergi
midenergy=midenergy/(nwrites*S*S);
//programmet registrer sluttid og udskriver til skærmen
overtime=clockerc();
cout<<"\n\nEnergy = "<<midenergy;
cout<<"\n\nTotal run-time: "<<overtime-starttime<<" seconds. End of program\n";
//program afsluttes
system("PAUSE");
return(0);}
//Herpå følger de subroutiner og funktioner der bliver anvendt
//af hovedløkken i programmet
int clockerc(){ //funktion der returnere en tid i sekunder
return(time(0));
}
void tryMove(){ //subroutine der styrer partikelflyt
float energyDiff;
float newE, oldE;
float tilf;
bool havemoved;
havemoved = false;
//program vælger en flytteretning
moveDirection();
tilf=randomN();
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//program sammenligner energi for gammel og ny position
oldE=getEnergy(y,z)+getEnergy(v,u);
makeMove();
havemoved=true;
newE=getEnergy(y,z)+getEnergy(v,u);
energyDiff=newE-oldE;
//program evaluerer om flyttet skal godtages eller forkastes
if (energyDiff>0){
makeMove();
havemoved=false;
if (tilf < exp(-beta*energyDiff) ){
makeMove();
havemoved=true;
}
}
//program registrere flyt
if (havemoved==true){
particleDisplacement();
}
}//end tryMove
void particleDisplacement(){ //subroutine der registrerer partikelflyt
switch(direction){
case 1:
displacement[ particles[v][u]-1 ][0]--;
displacement[ particles[y][z]-1 ][0]++;
break;
case 2:
displacement[ particles[v][u]-1 ][0]++;
displacement[ particles[y][z]-1 ][0]--;
break;
case 3:
displacement[ particles[v][u]-1 ][1]--;
displacement[ particles[y][z]-1 ][1]++;
break;
case 4:
displacement[ particles[v][u]-1 ][1]++;
displacement[ particles[y][z]-1 ][1]--;
break;
default: break;
}//end switch
}// end particleDisplacement
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void makeMove(){ //subroutine der bytter om på to partikler
int temp;
temp= particles[y][z];
particles[y][z]= particles[v][u];
particles[v][u]= temp;
}// end makeMove
void moveDirection(){ //subroutine der vælger tilfældig retning
direction=int ((randomN()*4)+1);
v=y;
u=z;
switch(direction){
case 1: v=leftstep[y]; break;
case 2: v=rightstep[y]; break;
case 3: u=rightstep[z]; break;
case 4: u=leftstep[z]; break;
default: break;
}//end switch
} // end moveDirection
void initSystem(){ //subroutine der opstiller systemet
leftstep[0]=S-1;
rightstep[0]=1;
for (i=1;i<S;i++){
leftstep[i]=i-1;
rightstep[i]=i+1;
}
leftstep[S-1]=S-2;
rightstep[S-1]=0;
i=0;
p=0;
u=int((randomN()*100)+1);
for (i=0;i<S;i++){
for (p=0;p<S;p++){
particles[i][p]=u;
u++;
if(u>S*S){u=1;}
}
}
} //end initSystem
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float randomN(){ //subroutine der returnere et tilfældigt tal
mellem 0 og 1
float r;
r= rand()/(RAND_MAX+1.0);
return(r);
} //end of randomN
float getEnergy(int a,int b){ //subroutine der finder en partikels totale
båndenergi
float energy;
energy=0;
long center= long(particles [a] [b]);
long right= long(particles [rightstep[a]][b]);
long left= long(particles [leftstep[a]] [b]);
long up= long(particles [a] [leftstep[b]]);
long down= long(particles [a] [rightstep[b]]);
energy= bond(center, right);
energy=energy+bond(center, left);
energy=energy+bond(center, up);
energy=energy+bond(center, down);
return (energy);
}//end of getEnergy
float bond(long c, long d){ //subroutine der sørger for at energien mellem
to partikler altid er den samme
float result;
if (c < d){
result=ran4(&c,&d);
}
if (c > d){
result=ran4(&d,&c);
}
return(result);
}//end bond
float getE(){ //subroutine der finder hele systemets energi
float getE=0;
for (t=0;t<S;t++){
for (g=0;g<S;g++){
getE=getE+getEnergy(t,g);
}
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}getE=(getE/2);
return(getE);
}// end getE
/*
Nederestående kode er taget fra bogen Numerical Recipes in C++
af W.H. Press (et. al)
psdes() og ran4() er de to subrutiner der generere et float tal mellem 0 og 1
ud fra to integer værdier
*/
void psdes(unsigned long *lword, unsigned long *irword){
unsigned long i,ia,ib,iswap,itmph=0,itmpl=0;
static unsigned long c1[NITER]={0xbaa96887L, 0x1e17d32cL,
0x03bcdc3cL, 0x0f33d1b2L};
static unsigned long c2[NITER]={0x4b0f3b58L, 0xe874f0c3L,
0x6955c5a6L, 0x55a7ca46L};
for (i=0;i<NITER;i++){
ia=(iswap=(*irword)) ^ c1[i];
itmpl = ia & 0xffff;
itmph = ia >> 16;
ib=itmpl*itmpl+ ~(itmph*itmph);
*irword=(*lword) ^ (((ia = (ib >> 16) | ((ib & 0xffff) << 16))
^ c2[i])+itmpl*itmph);
*lword=iswap;
}
}//end of psdes
float ran4(long *idum, long *idums){
void psdes(unsigned long *lword, unsigned long *irword);
unsigned long irword,itemp,lword;
#if defined(vax) || defined(_vax_) || defined(__vax__) || defined(VAX)
static unsigned long jflone = 0x00004080;
static unsigned long jflmsk = 0xffff007f;
#else
static unsigned long jflone = 0x3f800000;
static unsigned long jflmsk = 0x007fffff;
#endif
(*idum)=(*idum)*100000;
(*idums)=(*idums)*100000;
irword=(*idum);
lword=(*idums);
psdes(&lword,&irword);
itemp=jflone | (jflmsk & irword);
++(*idum);
return (*(float *)&itemp)-1.0;
}//end ran4
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