The main purpose of this paper is to obtain solutions of matrix equations of the following types, AX-XB=C, XDX+AX+XB+C=0, in which case X is an unknown n by n matrix and A,B,C, D are n by n matrices having elements belonging to the field C of complex numbers. Results obtained extend those of W. E. Roth, J. E. Potter and others concerning the existence and the representation of solutions X of the above equations.
where A, B, C are given in (1.1). A sufficient, though not necessary condition that the matrices R and R be similar is, of course, that A and B have no common characteristic root. In this case the solution of (1.1) not only exists, but is unique. fA(X)=\A-XI\,fB(X) = \B-lI\ are the characteristic polynomials of A, B respectively. W. E. Roth [3] established the following result.
Theorem 2.1 (Roth [3] ). The necessary and sufficient condition that equation (1.1) , where A, B, C are square matrices of order n with elements in C, have a solution X with elements in C, is that the matrices given in (2.1) be similar.
We will next obtain the form of a solution X of (1.1) under the hypotheses of Theorem 2.1 above. Let the following In by In matrices be denoted m/^-CS). *«-(.*?). «-G.3-where the n by n matrices U, M, M, N are polynomials in the matrices A, B, C given in (1.1) and fA(X),fB(A) are the characteristic polynomials of A, B respectively. We will show that the hypotheses of Theorem 2.1 above imply that there exists a solution A of (1.1) of the form (2.3) X = N^M -MU* + N1NMW. of N-VX=0 is also a solution of (1.1).
Proof.
As mentioned earlier a sufficient, though not necessary condition that the matrices R and R be similar is, of course, that A and B have no common characteristic root. In this case a solution of (1.1) not only exists, but is unique. But this is also necessary for the hypothesis here implies that fx(B)=0, whence fx(X) is a multiple of the minimum polynomial of B, and that V=fx(A) is nonsingular, whence fx(X) cannot vanish for any characteristic root of A.
The matricesfx(R) and R commute which implies the following identities:
Let Abe a solution of A-VX=0, then using (2.10) we have the following equation of N+XM=0 is also a solution of (1.1).
Proof.
Similarly as in the proof of Theorem 2.3 above, a sufficient, though not necessary, condition that the matrices R and R be similar is, of course, that A and B have no common characteristic root. In this case a solution of (1.1) not only exists, but is unique. But this is also necessary for the hypothesis here implies that fß(A) = 0, whence fß(X) is a multiple of the minimum polynomial of A and that M=fß(B) is nonsingular, whence fß{X) cannot vanish for any characteristic root of B.
The matrices of fß(R) and R commute which implies the following identities:
Let Abe a solution of N+XM=0, then using (2.13) we have the following equation
(2 14) 0 = -(^ + XM)B = -NB -XMB = -CM -AN -XMB = -CM + AXM -XBM = (-C + AX -XB)M
and since M~x exists by hypothesis Zis a solution of (1.1).
Solutions of equation (1.2).
For numerous applications of solutions of (1.2) see J. E. Potter [2] . The purpose of this section is to extend some of the results of J. E. Potter [2] and W. E. Roth [4] . We next establish the following extension of Theorem 3.1 above. Theorem 3.2. Let fy(l) be any polynomial of degree n^l in X with coefficients belonging to C such that R, fy(R) are given by (3.1). Then a solution of (X, I)fy(R) = (0, 0) with U^1 or Af-1 existing, or a solution of fy(R)(-x)=(o) with Af-1 or N^1 existing is also a solution of (1.2).
Proof. We will first show that if a solution of {X, I)fy(R) = (0, 0)
exists with C/_1 or M_1 existing then such a solution is also a solution of (1.2) . Let such a solution X exist. Now the matrices R,fy(R) commute so we have the following matrix identities:
DV + UB = BU -MC, UD + MA = DN -BM, V=VUtU, VU^NM-1. Then X=-NM~1 is a solution of (1.2).
Proof. Now -N= -NM~1M=XM and so XM= -N has a solution.
Also XU=-NM~1U=-VUW=-V. Therefore (I, I)fx(R) = (0, 0) has a solution and since M-1 exists by Theorem 3.2,1= -NM^1 is a solution of (1.2). 
