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Chapter 1
Introduction
1.1 History of Gravitational Lensing
Ironically, the naive assumption of particles of light leads closely to the actual deflection
caused by the bending of spacetime. The Newtonian conception of gravity predicts that
light would be deflected by an angle α = 2GM/(c2ξ), where G is the gravitational con-
stant, c is the speed of light, and ξ is the impact parameter of the incoming particle of
light. In reality, general relativity predicts that light will bend twice as much:1
α =
4GM
c2ξ
= 1′′.75
(
M
M
)(
ξ
R
)−1
, (1.1)
where the second equivalence gives the deflection in terms of common astronomical pa-
rameters (Schneider 2006a). A deflection of 1.7 arcseconds can be measured during the
Solar Eclipse, and measurements of the deflection during the Solar Eclipse in 1919 were
sufficiently convincing to grant Einstein’s theory a tremendous boost in legitimacy. Lodge
(1919) soon thereafter coined the term “lens” when considering gravitational light deflec-
tion, even though a gravitational lens has no focal length.
Einstein himself was dismissive of any further applications of the deflections: in a 1936
paper, he considered the lensing effects between two stars and concluded that the angu-
lar separation (owing to the relatively large impact parameter) would be too small (on
the order of milliarcseconds) to resolve and hence unlikely to be observed (Einstein 1936).
Einstein might be forgiven for his lack of imagination, for the Shapley-Curtis Debate had
only settled the issue of external galaxies sixteen years prior (Curtis 1921; Shapley 1921).
Fritz Zwicky examined the potential lensing properties of other galaxies (calling them
“extragalactic nebulae”) and, from considering estimates of the mass of the galaxies as
well as their typical image separation, concluded that these lensing effects could not only
test General Relativity, but also enable the observation of yet further galaxies (albeit dis-
torted and magnified) and the determination of the mass of the lenses themselves (Zwicky
1Einstein (1920) refers to the coincidence, stating that “half of this deflection is produced by the Newto-
nian field of attraction to the sun, and the other half by the geometrical modification (“curvature”) of space
caused by the sun.” In a sense, the particle theory of light is half-right.
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1937a). Further, he concluded that galaxies acting as gravitational lenses would almost
certainly be observed (Zwicky 1937b). Unfortunately for Zwicky, he was unable to ob-
serve any lens systems during his life.
For lack of evidence, the subject of gravitational lenses came to a halt. Almost thirty
years later, however, with the publication of a smattering of papers pertaining to grav-
itational lensing (Klimov 1964; Liebes 1964; Refsdal 1964b,a) and the discovery of ex-
tremely luminous and distant “quasi-stellar” sources, the field of gravitational lensing
once again became active. It would be over a decade before lens systems were observed
and identified. These papers would greatly influence the very conception and applica-
tion of gravitational lensing. Klimov (1964) considered galaxy-galaxy lensing and uses
its results to estimate the number of “occulted galaxies” in a pencil beam of a given dis-
tance. Liebes (1964) considered the observation of “time symmetric pulses of light in-
tensity” from transitory alignments, founding the field of microlensing. Refsdal (1964b)
considered the gravitational lensing of point lens stars to obtain their mass, while Refsdal
(1964a) used gravitational lenses in conjunction with supernovae to determine Hubble’s
constant, H(z).
At this point, gravitational lensing was still a novel theory. It was not until 1979 that
multiple images from a gravitational lens system were confirmed in QSO 0957+561. Seek-
ing to identify radio sources in the optical band, Walsh et al. (1979) discovered a pair of
quasars with a magnitude of 17, a 5′′.7 separation at z = 1.405, and nearly identical colors
and spectra. They interpreted these two images as resulting from gravitational lenses.
Using Charge Coupling Devices, Young et al. (1980) observed the lens responsible for the
radio sources and concluded that the images arise from a galaxy-cluster combination at
z = 0.39, while Stockton (1980) further constrained the lens galaxy. In another case, Lynds
and Petrosian (1986) and Soucail et al. (1987) observed giant luminous arcs at Abell clus-
ter A 370 which were later confirmed as gravitational lensing events (see Paczynski 1987;
Soucail et al. 1988).
1.2 Weak Gravitational Lensing
Concurrent with the discovery of strongly-lensed images was the development of the
theory of weakly-lensed images, where, unlike arcs and arclets, the distortion of a galaxy
cannot be easily distinguished from its intrinsic shape. Tyson et al. (1984) presented “a
fundamentally new technique for measuring galaxy mass” through statistical measure-
ments of faint galaxy images. Systematic stretch distortions could be attributed to the
mass distribution in foreground galaxies through gravitational lensing. Unfortunately
for them, their observations could not confirm their technique. Webster (1985) furthered
the technique and postulated that, instead of looking for galaxy-galaxy lensing in order to
measure galaxy mass, one should look for cluster-galaxy lensing to instead constrain cos-
mological parameters. Miralda-Escude (1991) proposed a means by which the correlation
of ellipticities produced by gravitational lensing may be distinguished from innate ellip-
tical correlations, emphasizing its application in determining large scale structure. Kaiser
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(1992) analyzed the two-point statistics of deformations caused by gravitational lensing
and posited a means of relating the distortions to the mass fluctuation power spectrum.
After the first giant arcs in clusters were discovered by Lynds and Petrosian (1986) and
Soucail et al. (1987), Fort et al. (1988) observed objects in A 370 which, while less obviously
stretched than the giant arcs, still showed unnaturally large axis ratios aligned along the
tangent vector to the cluster center.2 These “arclets” were later verified via spectroscopy
by Mellier et al. (1991) to have arisen from gravitational lensing. The arclets pointed
to a powerful fact: if background galaxies can be deformed so strongly that multiple
images arise from gravitational lensing, then there should be many more images where
the distortion effect can only be observed statistically.
Tyson et al. (1990) finally confirmed the “systematic alignment” of faint background
galaxy images centered on foreground galaxy clusters with high velocity dispersions in
order to constrain dark matter distributions. Much discussion grew from this discov-
ery. Blandford et al. (1991) considered the possibility that coherent shear distortions may
arise from large-scale structure caused by inhomogeneities in the universe. They posited
that inhomogeneities – especially anisotropies on the cosmic microwave background –
could be tested on scales of ∼ 100 Mpc and be used to distinguish different cosmologies.
Motivated by Tyson et al. (1990), Kaiser and Squires (1993) rigorously established the the-
oretical basis for weak-lensing and showed how the measurement of galaxy ellipticities
can yield a surface density measurement for a cluster. The formalisms contained therein
are the basis for much of weak-lensing theory. Bartelmann (1995) delimited the accuracy
of cluster mass reconstruction from “ideal” weak lensing data, concluding that “the clus-
ter reconstruction techniques based on the weak lens effect can achieve an accuracy of
the reconstructed mass on the order of 10%–20%, if they are applied to fields with side
lengths of 10’ or larger.”
Initially, weak gravitational lensing faced several technical problems. Because weak
lensing relies on the measurement of shapes of source objects, poor seeing conditions
could entirely compromise measurements of the weak lensing effect. The measurements
also need high resolution imagery, and when weak lensing first took off, photographic
plates were still heavily used. Photographic plates are not linear detectors, so correcting
for the point spread function was difficult and unreliable. Even with the advent of CCD
cameras, the pixel size was too large (of order an arcsecond) to detect weak lensing sig-
nals. In addition to small enough pixel sizes, the cameras must also view a large area of
sky (often more than a square degree), demanding much of the camera and also – perhaps
more importantly – of the observational astronomers and the time allocation committees
(see Wambsganss 1998). Perhaps in retrospect it is easy to see why it could be difficult to
convince the astronomy community of the validity, and indeed necessity, of prioritizing
weak lensing observations: unlike giant arcs, weak lensing cannot be “seen,” nor is it easy
to graphically display.3 Even modeling the shape is fraught with difficulty: there is no
guarantee that a galaxy will appear ellipsoidal, and several different definitions for object
2See Section 2.1.
3“At least one can display a temperature map of the [CMB anisotropies in the] sky” (Schneider 2006b).
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ellipticities exist (Schneider 2006b).
A major priority (perhaps unstated) of early weak lensing measurements hence was
the establishment of credibility. Brainerd et al. (1996) measured 3202 pairs of source and
lens galaxies4 and found results for mass distributions of the galaxies consistent with
other methods of mass determination.5 Schneider and Rix (1997) followed up this dis-
covery with the development of a maximum-likelihood analysis that can constrain galaxy
properties through “galaxy-galaxy” lensing, obtaining reasonably accurate (<10%) mea-
surements of sizes and velocity dispersions from a sample of about 5000 galaxies. How-
ever, lensing mass measurements often disagreed with X-ray measurements – or other
lensing measurements on the same objects by different groups – by a factor of 2 to 3 (see
Miralda-Escude and Babul 1995; Pierre et al. 1996; Sahu et al. 1998; Ota et al. 1998; Wu and
Fang 1997). Smail et al. (1997) and Allen (1998) performed detailed comparisons between
lensing and X-ray masses for a number of lensing clusters and concluded that wrong
assumptions on the physical state of gas could contribute significantly to the discrep-
ancy, while Navarro et al. (1997) proposed that the analytical models used for modeling
mass distributions on the lensing side might be inappropriate. Mahdavi et al. (2008) fol-
lowed on these sentiments and looked at finely resolved X-ray clusters, measuring the
mass from both X-ray hydrostatics and from weak lensing. With the improvements in
technology and methodology over the course of the decade, the discrepancy had greatly
decreased to, at worst, a 20% difference. Much work since then has been devoted to re-
solving the discrepancy, for example from the Local Cluster Substructure Survey (Zhang
et al. 2008): Zhang et al. (2010) obtained measurements of cluster masses from XMM-
Newton and Subaru6 with the purpose of testing deviation from hydrostatic equilibrium
and testing the presence of non-thermal pressure support, finding that the two methods
were in agreement to within 10%, with the worst discrepancies arising from disturbed
clusters.7
The proliferation and increasing acceptance of weak lensing measurements coincided
with several major survey projects, most notably the Sloan Digital Sky Survey (SDSS).8
The SDSS has obtained multi-color images over more than a quarter of the sky, cataloging
nearly a million galaxies and over a hundred thousand quasars. The data is released to
the public. With such a large amount of data, weak lensing measurements and analysis
exploded. Fischer et al. (2000) used early release SDSS data and conducted galaxy-galaxy
weak lensing shear observations over a 225 deg2 and more than forty million pairs of
galaxies to obtain galaxy-mass correlation and galaxy-galaxy autocorrelation functions as
4Far more than Tyson et al. (1990) had – improvements in technology greatly aided the field. Tyson et al.
(1990) found the systematic alignment of only “20-60 faint background galaxy images.”
5“Zaritsky & White (1994) have analyzed a sample of companion galaxies to isolated local spirals and
find [mass distribution results], consistent with our findings. . . . Since the assumptions underlying the
two techniques are very different, the close agreement between the two methods is encouraging” (Brainerd
et al. 1996).
6From X-ray hydrostatics and weak lensing, respectively.
7A cluster is classified as “disturbed” based on its X-ray morphology. A disturbed cluster then has more
“non-thermal pressure support.”
8http://www.sdss.org/
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well as constrain the value ofΩM. In the next year, McKay et al. (2001) used the same data
to model the surface mass density contrast to a power-law fit and hence obtain mass and
luminosity scalings for spiral and elliptical galaxies in a variety of environments. Seljak
(2002) constrained galaxy halo profiles by combining SDSS weak lensing measurements
with Tully-Fisher and Fundamental Plane relations, concluding that baryonic effects on
rotation velocity play a significant role in the latter two relations. Sheldon et al. (2004)
related the observed tangential shear from SDSS data to the galaxy-mass cross-correlation
function – similar to Fischer et al. (2000), except over a much larger region (nearly 3800
deg2) and with spectroscopic data for the lens galaxies. At this time, most of the model fits
for the galaxy correlation function were simple power law fits; Zehavi et al. (2004) found
that there were systematic departures from the best-fit power law at closer ranges inside
the halo, concluding that the observed inflection arose from the combination of one- and
two-halo correlation functions. Seeking to complement the extensive photometric studies
of elliptical galaxies, Mandelbaum et al. (2006) measured the 3D density profile of groups
and clusters of luminous red galaxies with galaxy-galaxy weak lensing out to 2 h−1 Mpc,
finding that the singular isothermal sphere profile is ruled out relative to the Navarro-
Frenk-White profile at a 95% level. Johnston et al. (2007b) measured the statistical weak
lensing measurements of 130,000 groups and clusters of galaxies in the SDSS (with an eye
to future deep, wide-area optical surveys), constraining the halo concentration parameter
and the halo bias as a function of cluster mass and finding their results in good agreement
with N-body simulations of ΛCDM models.
Numerical models kept pace with the observations. Berlind and Weinberg (2002) ex-
amined galaxy bias in the framework of the “halo occupation distribution” for N-body
simulations, obtaining a galaxy mass correlation function and relating the results to SDSS
redshift surveys, while Guzik and Seljak (2002) presented a theoretical analysis of galaxy-
galaxy lensing that tested the results of the SDSS measurements to examine the virial
masses of galactic haloes as well as the conversion of baryonic matter into stars. Yoo
et al. (2006) developed a method for combining the mean surface density contrast and
the galaxy-galaxy correlation function to constrain the matter density parameter ΩM and
the matter fluctuation amplitude σ8, then “went backwards” to make predictions on how
SDSS data may be used to determine ΩM and σ8. Johnston et al. (2007a) presented a non-
parametric method for determining the mean 3D density and mass profile from weak-
lensing measurements around stacked clusters (see also Sheldon et al. 2009), testing the
method on N-body simulations and proposing its application in SDSS and other deep
wide-area surveys. Baldauf et al. (2010) used SDSS luminous red galaxy data from (Man-
delbaum et al. 2006) in conjunction with N-body simulations to develop a method for
reconstructing the dark matter correlation function from both galaxy-galaxy lensing and
galaxy-clustering measurements.
In addition to measurements and theoretical predictions, systematics in the SDSS were
considered. Hirata et al. (2004) investigated shear calibration bias, concluding that shear
amplitude in the SDSS sample is calibrated to better than 18 percent even when including
noise-induced calibration biases in the ellipticity. Mandelbaum et al. (2008b) developed
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statistics to quantify the effect of redshift errors on lensing results, finding calibration
biases as high as 20% for “methods in active use,” although also arguing that the galaxy-
galaxy lensing calibration error can be reduced to as low as 2%. Joachimi et al. (2011) in-
vestigated the correlation of intrinsic ellipticities between two galaxies9 and determined
the normalization of the intrinsic alignment power spectrum. Seeing the need for a red-
shift probability distribution (as many potential source and lens galaxies lack the spec-
troscopic data needed to determine redshift), Sheldon et al. (2011) developed one for the
SDSS DR8 imaging data, encouraging its use for each galaxy (as opposed to an ensemble
of galaxies).
I am focusing on the weak lensing results of the SDSS so much because it represents
a model for future weak lensing projects. By being publicly available, the SDSS data
has opened the way for an extreme variety of different scientific projects, whether they
be observational, calibrational, or computational. The concurrent developments in one
“subfield” have influenced the others significantly. This thesis examines mock data pre-
pared for groups in the Dark Energy Survey (DES) collaboration.10 As such it straddles
the three distinct groups I have outlined above: in as much as it is an N-body simulation
with true shear values, its results are theoretical, but the analysis of the mock data can
give valuable insights into possible observational systematics and can even make predic-
tions about what will be observed when the DES goes live. The Dark Energy Camera is
expected to come online in the next year and will observe 5000 deg2 to about the 24th
magnitude. Additionally, the Hyper Suprime-Cam is also expected to come online in the
next year and will survey a 1500 deg2 area to about the 25th magnitude. Combined, the
two surveys will measure the shapes of nearly 300 million galaxies and provide photo-
metric redshifts out to z ∼ 1.3 (Weinberg et al. 2012). In the future, much of the work
below may readily be adapted to these observational data, providing simultaneously an
insight into the nature of our physical universe and a check on the simulated one.
1.3 Other Uses of Gravitational Lensing
This section summarizes some of the ways gravitational lensing is now applied.
Measuring mass and mass distributions. The deflection of light is determined by the
spacetime geometry through which light propagates, which in turn is related to
9In weak lensing, one must account for two types of intrinsic alignments. In the first, one accounts for
correlations between the intrinsic ellipticities of the foreground galaxies and the shear field they produce
(or, in other words, how much of the shear observed cannot be attributed to the lens itself). These may
arise from, e.g., large-scale structures yet closer in the foreground. In the second type, one accounts for
the correlations between shapes of lens and source galaxies (or, in other words, how much of the source
shape observed cannot be attributed to the shear field). These may arise from, e.g., similar formation envi-
ronments. Generally, stacked weak lensing can eliminate the first type of intrinsic ellipticity by sampling
over-dense and under-dense regions.
10http://www.darkenergysurvey.org/
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the gravitational field determined by the mass distribution. The deflection is inde-
pendent of the type of matter; gravitational lensing will be detected if there is a large
enough mass present, whether that mass is luminous, dark, hot, cold, mundane,
or exotic. Gravitational lensing cannot differentiate between the types of mass, but
that also means that it cannot favor one type of mass (say, hot masses) over the
other. This makes it an ideal tool for measuring the total mass of an astronomical
body, including its dark and luminous contents. With care, precise mass and mass
distribution measurements are possible to within a few percent.
Setting the upper limit of the number density of mass concentrations. The probability
for a lensing event to occur depends on the number density of the lenses. Then,
by investigating the fraction of lensing events in a sample of sources, one can infer
the number density in a sample. This method was famously used to constrain the
number density of massive compact objects in our galaxy or other objects (either
by observation or non-observation), but may also be used to examine the redshift
evolution of, e.g., galaxies and clusters that produce strong or weak lensing signals.
Following Liebes (1964), Paczynski (1986) proposed to monitor the Large Magel-
lanic Cloud for variabilities in the brightness of stars. The main application would
again be cosmological: one theory for dark matter was that it consisted of mas-
sive compact halo objects (MACHOs), such as black holes, brown dwarfs, neutron
stars, or unassociated planets. These objects – which would be extremely difficult
to detect via their intrinsic luminosity – would pass in front of stars, causing a time-
dependent magnification event with a characteristic light curve dependent on the
mass of the MACHO. Unfortunately, only one out of ten million stars in the Large
Magellanic Cloud were expected to be lensed. Alcock et al. (1993); Aubourg et al.
(1993) both took up the task and reported microlensing events. These observations
concluded that MACHOs could only explain about 20% of the dark matter in the
galaxy (Alcock et al. 2000). More recent measurements by Wyrzykowski et al. (2011)
in the OGLE project have concluded that MACHOs in the range of M = 0.1− 0.4M
are only 6% of the Galactic halo, while MACHOs with mass less than 1 M have an
upper fraction limit of 9%.
Magnifying distant objects. Because gravitational lensing magnifies background sources,
lens systems can act as natural telescopes, facilitating the observation and some-
times even the actual detection of extremely distant sources (Fan et al. 2003, for
example).
Discovering planets. Just as a star passing in front of another star causes a transient mag-
nification event, so too can a planet attached to the transiting star cause a further (if
shorter and weaker) transient magnification event. Compared to other methods of
discovering planets (radial velocity, direct imaging), this method is conceptually
simple, requiring of its telescopes only the ability to detect changes in total flux over
time to an appropriate degree of sensitivity. The telescopes need to cover a large
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area of the sky, but they do not need to be large. Unfortunately, like all transient
events, once the event is over, it cannot be observed again; there is no way to “take
a second look” at a micro-lensed planet.
Constraining cosmology. Refsdal (1964a) noted that the Hubble constant can be obtained
from the time delay in multiple image systems. The major advantage here is that
the estimates bypass the distance ladder used in other measurements of H0 and can
also measure it at much larger distances. Weak lensing of large-scale structure can
be used to determine the bias parameter (a probe of the correlation between dark
matter and galaxy distributions), the matter density parameter, ΩM, and other cos-
mological parameters. In particular, weak lensing studies of the cosmic microwave
background provide valuable insight into the equation of state of dark energy.
Following Refsdal (1964a), the light curves of the QSO 0957+561 were measured in
the optical and radio bands (Vanderriest et al. 1989; Schild 1990; Lehar et al. 1992).
From these results, time delays were obtained, although with significantly differ-
ent results: the time delays ranged from 410 to 540 days. Kundic et al. (1997) put
the measure to rest for QSO 0957+561, measuring a short time delay of 417 days,
which Colley et al. (2003) constrained to an impressive precision of 417.09 ± 0.07
days. Fadely et al. (2010) used these measurements and improved methodologies to
obtain a Hubble constant of H0 = 79.3+6.7−8.5 km s
−1 Mpc−1.
1.4 Outline of the Thesis
As the previous sections have noted, gravitational lensing and especially weak gravita-
tional lensing has come to the fore as a means for conducting a variety of observations
and experiments. This paper will specifically focus on the application of weak gravita-
tional lensing toward measuring the mass distributions of clusters. It aims to tease out
systematics – specifically with regard to ellipticities in the stacked profile – in the selection
of clusters of galaxies during large sky surveys like the SDSS and DES by comparing the
lensing profiles of selected clusters of galaxies with their matched dark matter halos.
In order to accomplish this task, the general theoretical formalism of gravitational
lensing is presented in the next chapter, with some digressions into popular cosmological
distance and mass profile models. A new (if only subtly different) model for deprojecting
the lensing profile into a three dimensional mass profile is presented, and the formalism
for deprojecting elliptical profiles into a spherical mass profile is developed and shown. In
the third chapter, the simulation data set is presented, while the methods and systematics
for converting halo and cluster lensing profiles into mass profiles is explained. The results
of the simulations are presented in the fourth chapter. In the fifth and final chapter, these
results and potential further work are discussed, and the major conclusions of this thesis
are highlighted.
Chapter 2
Theoretical Preparation
2.1 Gravitational Lensing Basics
Consider the deflection of a light ray with impact parameter ξ to a spherically symmetric
mass M. General Relativity predicts that the deflection angle αˆ is
αˆ =
4GM
c2ξ
, (2.1)
provided that ξ is much larger than the Schwarzschild radius of some mass, ξ  RS ≡
2GM/c2. But if this is the case, then the deflection angle is small, αˆ 1, so the Newtonian
gravitational field strength is small, φN/c2 1. In such conditions, the field equations of
General Relativity may be linearized, so the deflection angle of a set of mass points is then
the sum of the deflections from each individual mass. Further, if the deflection angle is
small, the deflected light ray may be approximated as a straight line. Let the location of
a mass element dm be r′ = (ξ ′1,ξ
′
2,r
′
3), where r
′
3 is the radial distance to the mass element
and ξ′ is in the two dimensional plane perpendicular to r′3. A small deflection angle is
then equivalent to |ξ|  r3. The total deflection angle is then the (vector) sum of the
individual deflections:
α¯(ξ) =
4G
c2 ∑dm(ξ
′
1,ξ
′
2,r
′
3)
ξ − ξ′
|ξ − ξ′|2 (2.2)
=
4G
c2
∫
d2ξ′
∫
dr′3ρ(ξ ′1,ξ
′
2,r
′
3)
ξ − ξ′
|ξ − ξ′|2 , (2.3)
where we have substituted a mass distribution, dm = ρ(r)dV, for some volume dV and
mass density ρ. The last factor in Equation (2.3) is independent of r′3, and so the r′3-
integration of ρ yields the mass density projected onto a plane perpendicular to the light
ray, otherwise known as the surface mass density Σ:
Σ(ξ) ≡
∫
dr3ρ(ξ1,ξ2,r3). (2.4)
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Figure 2.1: A sketch of a typical gravitational lens system (Schneider 2006a).
Thus, the deflection angle produced by some density distribution is
α¯(ξ) =
4G
c2
∫
d2ξ′Σ(ξ′) ξ − ξ
′
|ξ − ξ′|2 . (2.5)
It is worth reiterating the caveats in Equation (2.5): the impact parameter must be much
larger than the Schwarzschild radius, gravity must be weak enough to be linearized, and
the deflection angle must be small enough (compared to the scale over which the mass
changes) as to be approximately straight around the mass. Lensing by galaxies, clusters
of galaxies, and halos satisfy these conditions, but there are instances where this is not the
case (see Schneider 2006b).
Now consider a mass concentration at an angular diameter distance1 Dd away which
deflects the light rays from a source at distance Ds, as in Figure 2.1. If the distance along
the line-of-sight to the deflector is much greater than the transverse line-of-sight distance
of the mass distribution,2 then the deflections may be described with Equation (2.5). Let
η be the two-dimensional position of the source in the source plane. Utilizing the small
angle approximation in Equation (2.5), Figure 2.1 implies that
η=
Ds
Dd
ξ − Ddsαˆ(ξ). (2.6)
It is more convenient to work in angular coordinates η = Dsβ and ξ = Ddθ, as well as
1See Section 2.2.
2Clusters of galaxies are on the scale of a few Mpc, while the distances are typically a few thousand Mpc.
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defining the scaled deflection angle,
α(θ) =
Dds
Ds
α¯(Ddθ). (2.7)
From these definitions, we transform Equation (2.6) to
β = θ− α(θ). (2.8)
This is the lens equation. A source with true position β in the sky will be observed by
an observer at an angular position θ that satisfies Equation (2.8). Therefore, if multiple θ
satisfy Equation (2.8), then images will appear at several positions on the sky, that is, the
lens produces multiple images. That is the “strong” lensing case.
It is convenient to transform the surface mass density into a dimensionless angular
surface mass density, also known as the convergence:
κ(θ) =
Σ(Ddθ)
Σcrit
, (2.9)
where Σcrit is the critical surface mass density, which depends on the distances to the
source and lens,
Σcrit =
c2Ds
4piGDdDds
. (2.10)
Figure 2.2 plots the critical surface mass density as a function of source and lens red-
shifts under the cosmology of this thesis.3 The critical density increases as the lens-source
distance decreases, and increases as the lens distance increases.
We can now apply a similar transformation procedure from physical to angular dis-
tances to Equation (2.5):
α(θ) =
1
pi
∫
d2θ′κ(θ′) θ− θ
′
|θ− θ′|2 . (2.11)
It will be useful to think in terms of scalar deflection potentials, such that α=∇ψ. ψ may
be written as
ψ(θ) =
1
pi
∫
d2θ′κ(θ′) ln |θ− θ′|. (2.12)
(Recall that ∇ ln |θ| = θ/|θ|2 for any two-dimensional vector θ.) In further analogy to
typical potentials, it is possible to obtain a two-dimensional Poisson equation by using the
identity ∇2 ln |θ| = 2piδ(θ), where δ is the Dirac delta function. Applying the Laplacian
to Equation (2.12), one finds that
∇2ψ = 2κ. (2.13)
The two-dimensional Poisson equation provides a useful conceptual framework for think-
ing about lensing: ψ corresponds to the gravitational potential, κ corresponds to the mass
density, and α corresponds to the acceleration vector.
3See Section 2.2.
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Figure 2.2: Contour plot of the critical density as a function of the source and lens redshifts
in M/pc2. Recall that a source with zs < zd has an undefined critical density.
The shapes of images in the lens plane may be determined by solving Equation (2.8)
for all points within an extended source. Because no photons are emitted or absorbed in
the process of gravitational deflection, the mapping of an image from the source to lens
plane conserves surface brightness:
I(θ) = Is[β(θ)] (2.14)
where Is is the surface brightness in the source plane. Analogous to the derivation of
Equation (2.5), if the source is much smaller than the scale on which the lens changes, the
mapping of the source to the image can be treated linearly:
I(θ) = Is [β0 +A(θ0) · (θ− θ0)] , (2.15)
where θ0 is a point on the image with a corresponding point β0 = β(θ0) and A = ∂β∂θ
describes the distortion of the image by the lens. By considering Equation (2.8) and the
Poisson equation (2.13), it can be shown that
∂β
∂θ
=A =
(
δij − ∂
2ψ(θ)
∂θi∂θj
)
(2.16)
=
(
1− κ − γ1 −γ2
−γ2 1− κ + γ1
)
(2.17)
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where we have introduced the complex shear γ, which obeys the following relations:
γ = γ1 + ıγ2 = |γ|e2ıϑ, (2.18)
γ1 =
1
2
(
∂2ψ
∂2θ1
− ∂
2ψ
∂2θ2
)
, (2.19)
γ2 =
∂2ψ
∂θ1∂θ2
. (2.20)
By making one final definition, the reduced shear g≡ γ/(1− κ), the mechanism of shape
distortions is clear:
A = (1− κ)
(
1− g1 −g2
−g2 1+ g1
)
. (2.21)
The factor (1− κ) stretches the entire image, while the reduced shear introduces elliptici-
ties into the shape.
Along with stretches and distortions, the redirection of light from gravitational lensing
results in a net magnification |µ(θ0)| = I(θ)/Is(β), canonically described for a “small”
source by
µ =
1
detA =
1
(1− κ)2 − |γ|2 . (2.22)
Because one typically does not know the intrinsic luminosity of the sources, the magni-
fication is not directly observable, although one can measure the relative magnification
through the ratio of two images.
Hence, when measuring the shape distribution by calculating the ratios of the axes,
one measures the reduced shear. Further, the reduced shear due to lensing,
|g| = |γ|
1− κ , (2.23)
is the same under the change of variables
(1− κ)→ λ(1− κ), γ→ λγ. (2.24)
This is the mass sheet degeneracy (see Gorenstein et al. 1988; Schneider and Seitz 1995),
and may intuitively be observed by considering Equation (2.21), where (1− κ) stretches
the image, but does not affect its shape. If only distortion measurements relative to the
background average ellipticity are made (i.e. measurements of |g|), then then no infor-
mation on κ is observed. The mass recovered is therefore not unique; for example, one
could add a constant mass density sheet to the lens plane and not distort the observed
ellipticity.
It is possible to break this degeneracy by taking into account the magnification, which
can be seen to change as λ−2 by applying the same change of variables into Equation (2.22).
However, this method faces several problems. As mentioned earlier, one does not know
the intrinsic intensity of the magnification and instead measures the relative magnifica-
tions of several images, effectively canceling the degeneracy. Additionally, special care
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needs to be taken in deciding what observables are due to “magnification,” and what
are due to other phenomena, specifically the clustering of several sources close together.
Schneider et al. (2000) compared methods of breaking the degeneracy via maximum like-
lihood measurements of magnification and shear measurements, concluding that while
magnification may be a better discriminator of the slope of a cluster profile when enough
information about the background galaxies are accurately known, the shear better dis-
criminates the normalization. They also tried combining both pieces of information, find-
ing that in the absence of reliable external calibrations of the mass, magnification con-
tributes little toward breaking the mass degeneracy. Today, wide field surveys view a
field much larger than the clusters of galaxies. At the edge of the field, where no cluster
signal is present, κ vanishes, breaking the degeneracy.
The Weak Lensing Regime
In the weak lensing regime, κ,γ 1, and so the reduced shear g is approximately equal to
the shear γ. Individual distortions in the weak lensing regime are difficult to observe. In
this regime, the shear is linear and may be added together. Clusters enter the weak regime
approximately 10 kpc out from the core; closer in, the signal is in the strong regime and
cannot be linearly stacked.
It is more illustrative to work in terms of tangential and cross components of shear (or
reduced shear) relative to some direction φ:
γ+ = −<
[
γe−2ıϕ
]
(2.25)
γ× = −=
[
γe−2ıϕ
]
. (2.26)
For image distortions due to gravitational lensing by a single lens, the cross shear will
equal zero (Kaiser 1995); individual lensing potentials act radially outwards and lack a
mechanism for “curling” the light.
For an axisymmetric matter distribution, the tangential shear may conveniently be
related to the convergence, providing a relatively easy trace of mass through observable
distortions in galaxy morphology:
γ+(θ) = κ¯(θ)− κ(θ), (2.27)
where θ is the angular radius in the plane of the lens and κ¯ is the mean convergence
inside of θ. A generalized form of this relation will prove extremely useful in Section 2.4
and beyond.
2.2 A Brief Detour into Cosmic Distances
Our observations of the gravitational lensing effect are in angular measurements of the
sky. However, the meaningful determination of mass distributions requires that those
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angular measurements be converted to physical distances. The non-Euclidean nature of
our universe complicates this conversion. Because we live in an expanding universe, the
distances between comoving objects are constantly changing. Additionally, observations
look back in time as they look out in distance. Therefore, specifying the distance between
two points entails specifying the type of distance, as well as the cosmology used. Through-
out the rest of this paper a Friedmann-Walker-Robertson (FRW) metric is assumed, with
(ΩM,ΩΛ,Ωκ) = (0.25,0.75,0), and H0 = 100h km s−1 Mpc−1, where h is left as a free pa-
rameter, typically of value ∼ 0.7.
A useful further reference for the following section is Hogg (1999).
Distance is characterized by the redshift, z, which is the shift in an object’s emitted
light due to the expansion of the universe and appears effectively as a Doppler shift:4
z ≡ νe
νo
− 1 (2.28)
where νe is the emitted frequency and νo is the observed. For small distances, Euclidean
geometry is recovered, so z ≈ vc = dDH , where DH ≡ cH0 is the Hubble distance.
However, at larger distances, one must account for the expansion of the universe. For
convenience, define the function
E(z) ≡
√
ΩM(1+ z)3 +Ωκ(1+ z)2 +ΩΛ . (2.29)
With this function, several types of distances may now be defined:
Comoving Distance The comoving distance DC between two objects is the distance which
remains constant with time if the two objects are moving with the expansion of the
universe. This is equivalent to calculating the proper distance divided by the scale
factor, or
DC = DH
∫ z
0
dz′
E(z′)
. (2.30)
Transverse Comoving Distance The (transverse) comoving distance between two events
at the same distance but separated by some angle δθ is DMδθ, where DM in this
paper’s cosmology (Ωκ = 0) is
DM = DC. (2.31)
Angular Diameter Distance The angular diameter distance is defined as the ratio be-
tween an object’s physical transverse size to its angular size in radians. Practically,
4One might ask how one separates a Doppler shift due to radial motion from the innate expansion of the
universe. The answer is that one can’t, but at the extreme distances used here, the expansion of the universe
almost certainly dominates. Consider an object with z = 0.1. Due to the expansion of the universe its radial
velocity is measured to be ∼ 3× 104 km/s. For comparison, the Milky Way is moving at order 100 km/s
relative to the cosmic microwave background radiation.
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Figure 2.3: A plot of the angular diameter distance and the transverse comoving distance
as a function of redshift. In this paper’s cosmology, the comoving distance is equivalent
to the transverse comoving distance. Notably, the angular diameter distance reaches an
inflection point at around z ∼ 1.
it is used to convert angular separations in telescope images to their proper sep-
arations at the source. The angular diameter distance may be written as (Peebles
1993):
DA =
DM
1+ z
. (2.32)
Note, however, that (unlike the other distances thus far mentioned), the angular di-
ameter distance between two objects at redshifts z1 and z2, DA12, is not the difference
between DA1 and DA2. Instead, for Ωκ = 0, it is (Peebles 1993):
DA12 =
1
1+ z2
[
DM2
√
1+
D2M1
D2H
− DM1
√
1+
D2M2
D2H
]
. (2.33)
We will primarily be using the angular diameter distance, which crops up in the
critical surface density Σcrit.
2.3 The Universal Halo Profile
From studying high-resolution N-body simulations, Navarro et al. (1997) discovered an
empirical universal density profile for dark matter halos, the Navarro-Frenk-White (NFW)
profile, that is dependent only on the parameters c and r200:
ρNFW(r;r200, c) =
ρcritδc
(r/rs)(1+ r/rs)2
, (2.34)
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Figure 2.4: The NFW density profile for several combinations of (r200, c). The scale radius,
rs ≡ r200/c, marks the transition from ρ ∝ r−3 to ρ ∝ r−1. Relative to the same r200, an
increase in c will decrease the “cuspiness.” Additionally, the NFW profile is plotted for
different redshifts. An increase in the redshift of the halo increases the critical density,
ρcrit.
where ρcrit = 3H(z)2/8piG is the critical density for closure at redshift z, rs = r200/c is a
scale radius, and δc is a characteristic dimensionless density dependent only on c. The
radius r200 is defined to be the radius within which the average mass density is equal to
200 times the critical mass density, or
M200 =
4pi
3
200ρcritr3200, (2.35)
which then implies
δc =
200c3
3[ln(1+ c)− c/(1+ c)] . (2.36)
For halos of mass 1013 − 1014M, c is around 5.0 and r200 around 1 Mpc. Duffy et al.
(2008) used N-body simulations in conjunction with WMAP5 cosmology to constrain
c(M200,z). We will be using their results for relaxed halo samples as a function of red-
shift:
c = A(M/Mpivot)B(1+ z)C, (2.37)
where (A, B,C, Mpivot) = (6.71,−0.091,−0.44,2× 1012h−1M).5
The profile has become very popular as a “go-to” model for halo mass distributions,
although it is not without its detractors (see Merritt et al. 2006; Navarro et al. 2004; Yang
et al. 2006; Navarro et al. 2010, for more on that debate). The primary contention is about
the “cuspiness” of the central regions of the halo (r < rs). Alternative NFW-like profiles
5See Figure 2.7. Recall that Equation (2.35) implies that this is equivalent to c(r200,z): M200 =
4pi
3 200ρcritr
3
200.
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Figure 2.5: The NFW surface density and surface density contrast profiles for several
combinations of (r200, c). Of importance is the leveling off of the profile within one scale
radius. The profile levels slower with higher concentration.
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Figure 2.6: The NFW mass profile for several combinations of (r200, c).
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Figure 2.7: Concentration as a function of r200 and z (Duffy et al. 2008).
have been proposed that vary the powers in the denominator:
ρNFW−Like(r;r200, c) =
ρcritδc
(r/rs)α(1+ r/rs)β
(2.38)
where, for an NFW profile, (α,β) = (1,2) (see Yang et al. 2006). Weak-lensing observations
are as yet unable to distinguish between an NFW profile or other alternative NFW-like
profiles, although the Singular Isothermal Sphere (SIS) (equivalent to (α,β) = (2,0)) may
now be ruled out for dark matter haloes (see Wright and Brainerd 2000; Bartelmann et al.
2001; Mandelbaum et al. 2006). Simulations have concluded, however, that systematic
deviations from the NFW profile are to be expected and are better approximated by the
Einasto formula (Gao et al. 2008).
Of interest to this paper is the projected surface mass density, Σ, as well as the surface
mass density contrast, ∆Σ. The projected surface mass density is obtained by integrating
the three dimensional density profile along the line of sight,
Σ(y) = 2
∫ ∞
0
ρ
(√
x2 + y2 ;r200, c
)
dx, (2.39)
so
ΣNFW(ξ) = 2rsδcρcrit
[
1
ξ2 − 1
(
1− arcsec(ξ)√
ξ2 − 1
)]
, (2.40)
where ξ = y/rs. The radial dependence of the convergence due to an NFW lens is then
κNFW(ξ) = ΣNFW(ξ)/Σcrit.
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Because the NFW profile is spherically symmetric,6 the radial dependence of the shear
may be written as
γNFW,+(ξ) = κ¯NFW(ξ)− κNFW(ξ), (2.41)
where κ¯NFW(ξ) is the mean convergence inside the the radius ξ,
κ¯NFW(ξ) =
2
ξ2
∫ ξ
0
ξ ′κNFW(ξ ′)dξ ′. (2.42)
In terms of ξ, the surface mass density contrast, ∆ΣNFW = γNFW,+Σcrit, is
∆ΣNFW(ξ) = 2rsδcρcrit
[
2
ξ2
(
arcsec(ξ)√
ξ2 − 1 + ln(ξ/2)
)
− 1
ξ2 − 1
(
1− arcsec(ξ)√
ξ2 − 1
)]
(2.43)
This model differs from other conventional presentations of the NFW surface density
profile (e.g., Wright and Brainerd 2000) in that the arcsecant function is used instead of
the arctangent or hyperbolic arctangent functions, depending on the value of ξ. In the
other formalism, three different cases must be presented, for ξ greater than, equal to, and
less than one. The formalism used here is better equipped for numerical artifacts and
“dips” that may arise near ξ = 1. As ξ traverses the apparent discontinuity at ξ = 1,
lim
x→1
arcsec(ξ)/
√
ξ2 − 1 = 1, and so the discontinuity is avoided. Σ and ∆Σ are always
real; any imaginary terms will arise solely from numerical defects.
2.4 From Shear to Mass
Derivation of Mass Profile from Tangential Shear
Remarkably, Equation (2.27) also holds for general matter distributions, albeit slightly
modified.7 Recalling Equation (2.13) from Section 2.1, that the convergence κ is related to
the deflection potential ψ by ∇2ψ = 2κ, we can use Gauss’s Law to relate the integral of
the convergence around a circle of radius θ to the gradient of the deflection potential:∫ θ
0
d2ϑ ∇2ψ =
∫ θ
0
d2ϑ 2κ = θ
∮
dϕ ∇ψ · n, (2.44)
where n is the outward normal on the circle. Noting that ∇ψ · n = ∂ψ∂θ we can define a
function m(θ):
m(θ) ≡ 1
pi
∫ θ
0
d2ϑ κ =
θ
2pi
∮
dϕ
∂ψ
∂θ′
, (2.45)
where m is only a function of θ. Differentiating this equation with respect to θ gives
dm
dθ
=
m
θ
+
θ
2pi
∮
dϕ
∂2ψ
∂θ′2
. (2.46)
6See Section 2.5 below, when the elliptical NFW profile is considered. The formalisms here still hold
because the ellipticity is parameterized to be aligned with the lens plane on average.
7The following derivation is also outlined in Schneider (2006b).
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This is the crucial step: if we consider a point on the θ1-axis, then
∂2ψ
∂θ2
=
∂2ψ
∂θ21
= κ + γ1 = κ − γ+, (2.47)
where γ+ is the tangential shear. But the convergence and the tangential shear are in-
dependent of the choice of coordinate system because they are axisymmetric and must
therefore hold for all θ. If this is the case, then the convergence and tangential shear at
any vector θ is equal to the average on the circle radius θ :
κ(θ)− γ+(θ) = 〈κ(θ)〉 − 〈γ+(θ)〉 (2.48)
and therefore
1
2pi
∂2ψ
∂θ2
= 〈κ(θ)〉 − 〈γ+(θ)〉. (2.49)
We may then rewrite Equation (2.46):
dm
dθ
=
m
θ
+ θ [〈κ(θ)〉 − 〈γ+(θ)〉] . (2.50)
Inside a circle radius θ, m(θ) and dmdθ may be written as
m(θ) = 2
∫ θ
0
dθ θ〈κ(θ)〉 (2.51)
= θ2〈κ(≤ θ)〉 (2.52)
dm
dθ
= 2θ〈κ(θ)〉. (2.53)
After dividing Equation (2.46) through θ, we obtain the desired relation,
〈γ+(θ)〉 = 〈κ(≤ θ)〉 − 〈κ(θ)〉. (2.54)
which is very similar to Equation (2.27) for axisymmetric mass distributions. An impor-
tant implication then is that even if the density is not axisymmetric, the azimuthally-
averaged mass profile may still be measured from the average tangential shear.
The Galaxy Mass Correlation Function
The Galaxy Mass Correlation Function (GMCF) relates the shear distortion of galaxies
behind a lens to the mass distribution of the lens. Whereas Equation (2.27) relates the
dimensionless quantities γ+ and κ over angular distances, the GMCF relates shape dis-
tortions to the mass distribution over physical distances. Start from Equation (2.27) and
multiply by the critical density
Σcrit =
c2Ds
4piGDdDds
, (2.55)
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where Ds, Dd, and Dds are the angular diameter distances to the source, lens, and between
the lens and source.8 By substituting θ = DdR, where R is the physical distance from the
lens in the plane of the lens, one obtains the GMCF ∆Σ(R):
∆Σ(R) = 〈Σ(≤ R)〉 − 〈Σ(R)〉. (2.56)
The Mass Profile
In this section we relate the GMCF to the surface mass density and, through an inverse
Abel inversion, derive a relation between the GMCF and the mass profile.
Start from Equation (2.27) and take derivatives with respect to y:9
γ′+ = κ¯′ − κ′. (2.57)
But κ¯ is the average mass density out to some radius y:
κ¯(y) =
∫ y
0 κ(r)2pirdr
piy2
, (2.58)
so by the Leibniz integral rule,
κ¯′(y) = −2
∫ y
0 κ(r)2pirdr
piy3
+
κ(y)2piy
piy2
= −2κ¯(y)
y
+
2κ(y)
y
. (2.59)
Therefore, Equation (2.57) may be rewritten
γ′+ = −κ′ +−
2
y
(κ¯ − κ) (2.60)
which may be combined with Equation (2.27) and multiplied by the critical density (Equa-
tion (2.55)) to obtain a relation between the surface mass density Σ and the GMCF ∆Σ:
−Σ′ = 2
y
∆Σ+ ∆Σ′. (2.61)
The inverse Abel transform recovers the cylindrical projection Σ(y) of a spherically-symmetric
function ρ(r):
ρ(r) =
1
pi
∫ ∞
r
−Σ′dy√
y2 − r2 . (2.62)
In this situation, assuming spherical symmetry, the inverse Abel transform of the GMCF
finds the three dimensional mass density contrast, ∆ρ= ρ− ρ¯, where ρ¯ is the background
8See Section 2.1.
9Let primes denote the derivative with respect to y, that is, γ′+ ≡ dγ+dy .
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density not due to the halo and is negligibly small around the halo. Using Equation (2.61),
Equation (2.62) may be written as
∆ρ(r) =
1
pi
∫ ∞
r
2∆Σ(y)
y
√
y2 − r2 +
∆Σ′(y)√
y2 − r2 dy (2.63)
(Deutsch and Beniaminy 1982). The second part of Equation (2.63) may be integrated by
parts to give an expression in terms of ∆Σ:∫ ∞
r
∆Σ′(y)dy√
y2 − r2 = limα→∞
∆Σ(y)√
y2 − r2 |
α
r +
∫ α
r
∆Σ(y)ydy
(y2 − r2)3/2 . (2.64)
Keeping careful track of indices, we note
∆Σ(y)√
y2 − r2 |
α
r =
∆Σ(α)− ∆Σ(r)√
α2 − r2 +
∆Σ(r)√
y2 − r2 |
α
r . (2.65)
But we note that, as α approaches infinity, the first term is just zero and may be neglected.
We are left with ∫ ∞
r
∆Σ′(y)dy√
y2 − r2 =
∫ ∞
r
(∆Σ(y)− ∆Σ(r))ydy
(y2 − r2)3/2 . (2.66)
The three dimensional mass density contrast is now entirely in terms of the GMCF:
∆ρ(r) =
1
pi
∫ ∞
r
2∆Σ(y)dy
y
√
y2 − r2 +
1
pi
∫ ∞
r
(∆Σ(y)− ∆Σ(r))ydy
(y2 − r2)3/2 . (2.67)
Neglecting the background mass density, the total mass contained within a radius y is
simply given in terms of ∆ρ as
M(y) =
∫ y
0
4pir2∆ρdr, (2.68)
which may be calculated as a set of discrete sums out to a finite distance where the GMCF
is approximately zero.
In practice, we do not have information out to r = ∞. Instead, we must cut off our
radius at ymax and so we cannot assume that (∆Σ(α) − ∆Σ(r))/
√
α2 − r2 goes to zero.
The GMCF is then given by
∆ρ(r) =
1
pi
∆Σ(ymax)− ∆Σ(r)√
y2max − r2
+
1
pi
∫ ymax
r
2∆Σ(y)dy
y
√
y2 − r2 +
1
pi
∫ ymax
r
(∆Σ(y)− ∆Σ(r))ydy
(y2 − r2)3/2 +
1
pi
E(r,ymax), (2.69)
where E(ymax) is the error arising from cutting the signal off at some maximum radius
and which may be calculated by taking the difference between true and measured ∆ρ(r),
leading to
E(r,ymax) =
∫ ∞
ymax
2(2y2 − r2)
y(y2 − r2)3/2∆Σ(y)dy. (2.70)
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Figure 2.8: Contour plot of the fractional error E∆ρ (r, Rmax) as a function of radius exam-
ined and maximum radius out to which the signal is observed for an NFW halo with
M200 = 1014M and z = 0.5. As the maximum radius increases, the errors decrease. As
the radius examined approaches that maximum radius, the errors will increase because
the error function E now covers a much larger proportion of the signal.
Additionally, when calculating the mass, the density distribution is known only to
some minimum radius ymin. Therefore the mass profile is
M(y) = M(ymin) +
∫ y
ymin
4pir2∆ρdr, (2.71)
where M(ymin) is the mass contained within the minimum radius ymin.
In order to obtain this inner mass, we recall that the average surface mass density
inside some radius y is equivalent to the mass of some cylinder mcyl at radius y divided
by the area piy2. Therefore, we may rewrite Equation (2.56):
∆Σ(y) = 〈Σ(≤ y)〉 − 〈Σ(y)〉 (2.72)
=
mcyl(y)
piy2
− 〈Σ(y)〉. (2.73)
Next we recall that the inverse form of the Abel inversion formula Equation (2.62) is
Σ(y) = 2
∫ ∞
y
r
∆ρ(r)√
r2 − y2 dr. (2.74)
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Substituting (2.74) and manipulating (2.73) leads to a relation between ∆Σ,∆ρ and mcyl:
mcyl(y) = piy2
[
∆Σ(y) + 2
∫ ∞
y
dr r
∆ρ(r)√
r2 − y2
]
. (2.75)
This is convenient because mcyl may be used to give the mass contained inside radius
ymin which otherwise cannot be obtained by naively integrating ∆ρ. We may now relate
the cylindrical mass mcyl(y) to the (assumed spherical) three dimensional mass M(r = y)
(henceforth written as M(y)), which is just the mass contained in mcyl minus the mass
inside the cylinder but outside the sphere:
M(y) = mcyl(y)− 4pi
∫ y
0
xdx
∫ ∞
√
y2−x2
dy ∆ρ(r) (2.76)
= mcyl(y)− 4pi
∫ ∞
y
dr r∆ρ(r)
[
r−
√
r2 − y2
]
, (2.77)
where the y-axis is the axis of projection. Using Equation (2.77) in Equation (2.71) gives
M(y) = F(ymin,ymax) + G(ymin,ymax) +
∫ y
ymin
4pir2∆ρ(r)dr, (2.78)
where F and G are constant mass contributions depending on the range of radii investi-
gated:
F(ymin,ymax) = piy2min∆Σ(ymin) +
∫ ymax
ymin
2pir∆ρ(r)
 2r2 − y2min√
r2 − y2min
− 2r
dr; (2.79)
G(ymin,ymax) =
∫ ∞
ymax
2pir∆ρ(r)
 2r2 − y2min√
r2 − y2min
− 2r
dr. (2.80)
While F is a known constant mass contribution that may be determined from the
above inversion procedure, G depends on signals outside the observed radii. Figure 2.9
indicates that F is important only at low radii. However, as Figure 2.9 also demonstrates,
the contribution of G in general is quite small as to be negligible. Interestingly, then, the
largest uncertainty with this method of integration lies in the mass density and not in the
final mass obtained.
This method may be contrasted with Johnston et al. (2007a), who do not integrate the
derivative and instead calculate the derivative from the slope of a log-log interpolation
between points on the GMCF. Figure 2.11 through Figure 2.14 compare the two methods
with no added errors, while Figure 2.15 through Figure 2.16 add Gaussian errors at the 5%
level. The derivative-less method finds less mass than the method outlined in Johnston
et al. (2007a). The differences are not dramatic; the derivative of ∆Σ is largely stable closer
in to the halo, while the large oscillations at the edge of the halo only negligibly affect the
mass profile.
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Figure 2.9: Fraction of total density and mass for functions E, F, G with M200 = 1014M,
z = 0.5, and (ymin,ymax) = (0.01,12)h−1 Mpc. As expected, F (∼ the mass fraction inside
radius ymin) starts at one. In contrast, E (the error in the ∆ρ profile due to a finite max-
imum radius), starts small and grows to a large proportion at around 5 Mpc. G (∼ the
mass obtained by considering the density profile outside of the maximum radius) is ex-
tremely small as to be negligible; most of the mass signal resides within our choice of
maximum radius.
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Figure 2.10: This figure plots the sampled points from Sheldon et al. (2004) for a surface
mass density contrast profile.
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Figure 2.11: This figure plots the analytic NFW density profile along with the derivative-
less and method outlined in Johnston et al. (2007a) for reconstructing the density profile.
Both recover the expected analytic profile quite well.
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Figure 2.12: This figure plots the percent difference in value with the true for both the
derivative-less and the method outlined in Johnston et al. (2007a) for ∆ρ. Significantly, the
reconstructions become wildly inaccurate at larger radii as fewer and fewer data points
are available for integration.
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Figure 2.13: This figure plots the analytic NFW mass profile along with the derivative-less
and method outlined in Johnston et al. (2007a) for reconstructing the mass profile.
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Figure 2.14: This figure plots the percent difference in value with the true for both the
derivative-less and the method outlined in Johnston et al. (2007a) for M. The errors are
much smaller than Figure 2.12, although they again drop off at larger radii.
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Figure 2.15: A 5% Gaussian error is added and realized 25 different times. Here we plot
the mean of the realizations. Notice that errors in the ∆Σ propagate through both versions
significantly, although the derivative-less version in generally find one percent less mass
than method outlined in Johnston et al. (2007a), regardless of whether the latter over- or
underestimates the mass.
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Figure 2.16: A 5% Gaussian error is added. The derivative-less version calculates a
smaller mass than the method outlined in Johnston et al. (2007a). Significantly, the major
errors present in Figure 2.15 disappear; the 5% error in the measurement of ∆Σ is not
exacerbated in the mass measurement.
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2.5 Ellipticity Bias
There is no reason a cluster should be spherical. However, in the absence of systematic
errors, there is no reason why the aggregate of several clusters should not be spherical;
a truly random sample of clusters would have no preferred orientation and so the mean
profile should appear spherical. Unfortunately, the real world is not so simple: in local
patches of the sky, large scale structure may create local orientation preferences. More
important to wide area surveys are the orientation biases that result from the selection of
clusters and the assignment of richness. Prolate 10 clusters are easier to locate in the sky
than oblate (pancake-shaped) clusters because more galaxies are concentrated in a smaller
area of the sky. This means that, in general, one expects the average shape of identified
clusters to be prolate. For similar reasons, cluster finders tend to find more galaxies in
a prolate clusters, leading to an assignment of richness (roughly, the number of galaxies
in a cluster) that is biased high; prolate clusters will appear richer than oblate clusters.
Thus, orientation biases may also have a richness dependence. This is important because
richness is often used as a trace for mass, so clusters with mis-identified richnesses may
contaminate the mass calibrations.
In this section we see how we can measure orientation biases in the selection of clus-
ters from weak lensing measurements, and specifically how these orientation biases affect
resulting measurements of the lensing signal and the reconstructed mass profile. We out-
line the method using the elliptical NFW profile,11 although we shall see that the results
are general.
Start with the NFW profile (Navarro et al. 1997) which may be written
ρNFW(r;rs) =
δcρcritr3s
r(rs + r)2
, (2.81)
where rs ≡ r200/c is the scale radius, δc is a characteristic density dependent on the local
concentration parameter, and ρcrit = 3H2/8piG is the critical density for closure.
Define the elliptical radius of the NFW halo as
r2 = x2 + q2y2, (2.82)
where q2 > 1 is prolate, q2 < 1 is oblate, and q2 = 1 is spherical.
The surface mass density is obtained from the Abel transform in Equation (2.74) which
may be fully written out using Equation (2.81) as
Σ(y;rs) = 2
∫ ∞
0
dx ρ(
√
x2 + q2y2 ;rs) (2.83)
= 2
∫ ∞
0
dx
δcρcritr3s√
q2y2 + x2 (rs +
√
q2y2 + x2 )2
, (2.84)
where we have substituted Equation (2.82) into the form of the NFW profile.
10Cigar-shaped with regard to our line of sight.
11For other references on the subject of elliptical NFW profiles, see Corless and King (2007).
2.5. ELLIPTICITY BIAS 35
Now we want to obtain Σ′ = dΣdy . Taking the derivative with respect to y, we find
Σ′(y;rs) = −2
∫ ∞
0
dx q2yρ(
√
x2 + q2y2 ;rs)
3
√
q2y2 + x2 + rs√
q2y2 + x2 (
√
q2y2 + x2 + rs)
, (2.85)
which, using the polar substitution from Equation (2.82), may be rewritten as
Σ′(y;rs) = −2q2yρ0r3s
∫ ∞
qy
dr
r2
√
r2 − q2y2
3r + rs
(r + rs)3
(2.86)
= −2q2y
∫ ∞
qy
dr
r
√
r2 − q2y2
3r + rs
r + rs
ρNFW(
√
x2 + q2y2 ;rs). (2.87)
Next we wish to find the inverse Abel transform of this mass profile, assuming spher-
ical symmetry:
ρinvNFW(r;q,rs) = −
1
pi
∫ ∞
r
dy√
y2 − r2 Σ
′ (2.88)
=
2
pi
ρcr3s q
2
∫ ∞
r
ydy√
y2 − r2
∫ ∞
qy
dr
r2
√
r2 − q2y2
3r + rs
(r + rs)3
, (2.89)
where we have substituted in the NFW profile into ρ in Equation (2.89). However, this
may be rewritten in terms of an NFW profile using the substitutions qu = r and qus = rs:
ρinvNFW(r;q,rs) =
2qδcρcu3s
pi
∫ ∞
r
ydy√
y2 − r2
∫ ∞
y
du
u2
√
u2 − y2
3u + us
(u + us)3
(2.90)
=
2q
pi
∫ ∞
r
ydy√
y2 − r2
∫ ∞
y
du
u
√
u2 − y2
3u + us
(u + us)
ρNFW(u;rs/q) (2.91)
But Equation (2.91) is really the formula for a spherical NFW profile:
ρinvNFW(r;q,rs) = −
q
pi
∫ ∞
r
Σ′(y;us = rs/q)dy√
y2 − r2 (2.92)
= qρNFW(r;rs/q). (2.93)
Equation (2.93) indicates that if there is an ellipticity in the aggregate NFW profile (for
example, from a systematic selection of “richer” appearing clusters), the observed profile
is similar to an NFW profile multiplied by the ellipticity with an observed r200 that is also
proportional to the ellipticity. Thus, if one knows the true r200 (as in N-body simulations),
then it is possible to directly measure the ellipticity through weak lensing simulations via
this relation. Even if this information is not known, this method makes it quite simpler to
estimate the error in mass that elliptical biases propagate.
It is perhaps more intuitive to consider the implications in terms of mass instead of
size. Because rs = r200/c and M200 = 2004pi3 r
3
200ρcrit, it is also possible to interpret this
36 CHAPTER 2. THEORETICAL PREPARATION
0.0 0.2 0.4 0.6 0.8 1.0
r/r200
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
ρ
in
v(
r,
q,
c)
/ρ
(r
,1
,c
q)
(q,c)=(1.3,5.0)
(q,c)=(1.0,5.0)
(q,c)=(0.75,5.0)
Figure 2.17: This figure compares the numerical integration of the spherical inversion of
an elliptical NFW profile with the spherical scaled NFW profile, verifying Equation (2.93).
relation as, instead of a reduction in observed size, as a reduction in observed mass. The
resulting ratio in masses at the true r200 radius may be written as:
M200,obs/M200 = q−2
[
ln(1+ cq)− cq
1+ cq
]
/
[
ln(1+ c)− c
1+ c
]
. (2.94)
Figure 2.18 and Figure 2.19 illustrate the over and under estimation of the mass for a
single concentration parameter and for a wide parameter space for q and c.
Another interesting result is that this relation holds for generalized density relations
like Equation (2.38):
ρNFW−Like(r;rs) =
ρcritδc
(r/rs)α(1+ r/rs)β
(2.95)
The only modification occurs in Equation (2.87):
Σ′(y;rs) = −2q2y
∫ ∞
qy
dr
r
√
r2 − q2y2
(α+ β)r + αrs
r + rs
ρNFW−Like(
√
x2 + q2y2 ;rs). (2.96)
The explanation arises by considering the chain rule in the calculation of Σ′, which may
be rewritten as:
Σ′ = 2
∫ ∞
qy
(
dr
dx
dr
)(
dρ
dr
dr
dy
)
(2.97)
= 2
∫ ρ f
ρi
dρ
dx
dy
, (2.98)
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Figure 2.18: This figure compares the observed mass from an assumed spherical inversion
of an elliptical NFW profile with the mass contained inside a spherical NFW profile with
the same properties otherwise as a function of radius.
where ρi and ρ f are the densities at qy and ∞, respectively. However, the differential dρ
does not gain or lose any powers of q through the coordinate transformation (r;rs)→
(qu;qus).12 The power of q comes entirely from the ellipticity relation r2 = x2 + q2y2 =
q2u2, such that dx/dy = −qy/√u2 − y2 .
This result is general: any elliptical function ρElliptical(r;q,rs) corresponding to some
spherically-symmetric density function ρSpherical(r;rs), when naively integrated as a sphere,
will appear as qρSpherical(r;rs/q), where rs sets the scale length. So for example, the sin-
gular isothermal sphere profile may be rewritten
ρ(r) =
A
2piG
(
r
rs
)−2
, (2.99)
where Ar2s = σ2V .
13 The natural result (that the inferred mass scales as q−1) quickly follows.
The clear advantage of this method of analysis is that it quickly identifies the effects of this
type of ellipticity on the measured mass profile for any density profile. However, because
q is difficult to measure from the mass profile alone, it must be used in conjunction with
other information to obtain quantitative results.
12A coordinate transformation does not – can not – change an observable.
13The singular isothermal sphere is just a generalized NFW with (α,β) = (−2,0).
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Figure 2.19: This figure compares the observed mass from an assumed spherical inver-
sion of an elliptical NFW profile with the mass contained inside a spherical NFW profile
with the same properties otherwise as a function of the concentration parameter and the
ellipticity at r = r200. The contours plot the percent difference of the recovered mass from
the true mass.
Chapter 3
Methods
3.1 Data
The Dark Energy Survey Mock Catalogs (DES Mocks) are the results of N-body simula-
tions conducted in preparation of the Dark Energy Survey for the purpose of checking
systematics as well as for developing accurate and powerful scientific numerical tools in
preparation of actual observational data. The data in this thesis comes from version 3.04,
although versions 2.13 and 3.02 were used at earlier iterations of this project.
The two major types of objects analyzed are halos and clusters. Halos refer to the
spherical structures of dark matter that arise due to structure formation. Clusters refer to
the galaxies that arise in dark matter halos and trace the halo mass distribution. Clusters
can be observed through electromagnetic radiation; halos may only be observed through
their gravitational effects.
Halos were found in an N-body simulation with a spherical overdensity finder. A
cluster catalog created by the cluster finder redMaPPer is also used which mimics an ob-
servational survey of the sky for clusters of galaxies and dark matter halos. A cluster is
selected when a large group of galaxies are believed to be associated, with the center cho-
sen to be at the brightest central galaxy. As such, the mapping between the cluster catalog
and the halo catalog is neither one-to-one (a cluster may be identified as a member of
multiple halos) nor onto (a cluster may be a part of a “fake” halo, or a halo may have no
clusters identified with it – there may be false positives or negatives).
Extracting Observables from the Mocks
In the DES Mocks, the exact location, redshift, and shear (along two directions in the
sky) are known for all halos and galaxies. From these values, the critical density, two-
dimensional angular and physical separations, and the tangential shear may be derived.
Because the tangential shear and the convergence are both small, the tangential shear is
approximately equal to the tangential reduced shear (i.e. what would be observed). True
values of the shear are used, with no random dispersions caused by intrinsic shape or
seeing conditions.
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The critical density is calculated according to equation (2.55), where Dd corresponds
to the angular distance of the lens, Ds is the angular distance of the source, and Dds is the
angular distance between the lens and source. A standard ΛCDM cosmology was used,
with ΩM = 0.25,ΩΛ = 0.75.
The radius R is converted to a two-dimensional angular separation by the following
equation, which may be derived considering spherical trigonometry and which takes ad-
vantage of the small angle approximation sinθ ≈ θ for small θ:
θ =
√
(δd − δs)2 + cosδd cosδs(αd − αs)2 , (3.1)
where α is the Right Ascension, δ is the Declination. A physical distance is quickly ob-
tained by multiplying θ by the transverse comoving distance to the lens, DMd . The polar
angle between the lens and the source in the lens plane is given by the arctangent between
the differences in angle:
φ = arctan
δs − δd
αs − αd . (3.2)
From Equation (3.2) and the magnitude of the given shear γ, the tangential shear is found
by
γ+ = −<[γe−2ıφ] (3.3)
= −γ1 cos(2φ)− γ2 sin(2φ), (3.4)
where we have used the fact that γ = γ1 + ıγ2. Similarly, the cross shear is found to be
γ× = −=[γe−2ıφ] (3.5)
= γ1 sin(2φ)− γ2 cos(2φ) (3.6)
The reference angle that φ is compared to is the plane of the sky, with γ1 corresponding
to the right ascension, and γ2 to the declination. In observation, however, DECam will be
mounted with a position angle of 90 degrees,1 so the following transformation is made:
γ1→−γ1, γ2→−γ2. (3.7)
Additionally, the right ascension in the detector plane increases from right to left, so the
next transformation is also necessary:
γ1→ γ1, γ2→−γ2. (3.8)
Taken together, the transformations read
γ1→−γ1, γ2→ γ2, (3.9)
so equations (3.4) and (3.6) are transformed into
γ+ = γ1 cos(2φ)− γ2 sin(2φ) (3.10)
γ× = −γ1 sin(2φ)− γ2 cos(2φ). (3.11)
1That is, North is to the left and East is down.
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Figure 3.1: The minimum comoving distance between lens and source as a function of
redshift. All selected source galaxies are well past the lens halos, which have a typical
size of 1 Mpc.
Selection of Data
Lens candidates (halos and clusters) were binned according to redshift and either the
mass contained within a radius that surpasses 200 times the critical density, M200, or the
richness,Λ. Richness is measured by the number of galaxies in a cluster. Richness bins are
chosen to correspond to the N200 bins used in Johnston et al. (2007b). Lens candidates that
were within 30 h−1 Mpc to the edge of the simulation were discarded. Source candidates
were chosen to be galaxies within 30 h−1 Mpc of a lens and with a redshift zs > zd + 0.2,
so as to prevent halo galaxies from contaminating the sample. Right ascension and dec-
lination information were transformed into radial and angular positions, and the shear
information was converted into tangential and cross shear as outlined above. The cho-
sen “effective radius” of a bin was the mean radius of the samples in the bin, which was
typically within a couple percent of the logarithmic mean radius of the bin.
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N200 Λ NHalo NCluster 〈Λ〉
0–3 15.0–19.7 1745 1825 17.1
3–4 19.7–21.3 386 404 20.5
4–5 21.3–22.8 284 286 22.0
5–6 22.8–24.4 240 217 23.6
6–7 24.4–26.0 212 202 25.2
7–8 26.0–27.5 184 201 26.8
8–9 27.5–29.1 146 157 28.2
9–12 29.1–33.8 348 301 31.3
12–18 33.8–43.2 347 322 38.0
18–26 43.2–55.8 165 155 48.8
26–41 55.8–79.3 136 125 64.2
41–71 79.3–126.3 61 58 95.1
71–221 126.3–361.6 30 29 185.0
Table 3.1: The number of clusters and halos in each richness bin. Because it is possible
to identify false positives and negatives, as well as misidentify the cluster richness, the
number of halos and clusters may not be equal.
3.2 Analysis of “Observed” Simulation Data
Determining the Mass Distribution
Tangential shears were first multiplied by their critical densities, then binned logarith-
mically to 20 bins ranging from R = 2.5× 10−2h−1 Mpc to R = 30h−1 Mpc, and finally
averaged. In order to reconstruct the mass as outlined in Section 2.4, an interpolated fit
was made between the logarithmic values of the of the surface mass density contrasts
and the radii. Negative-valued observables were “thrown out” by setting their value to
10−10. Errors were calculated from the covariance matrix between surface mass density
contrast ∆Σi and radius Rj, or C∆ij . For the interpolation scheme in use, the covariances
are well approximated by their first-order Taylor expansions (Johnston et al. 2007a). The
covariances were then propagated via
Cρij =AikC∆klATl j, Aij =
∂ρi
∂∆Σj
, (3.12)
CMij = BikC∆klBTl j, Bij =
∂Mi
∂∆Σj
, (3.13)
where Aij and Bij are calculated using the finite difference method. Diagonal terms cor-
respond to the statistical uncertainties at each point, while off diagonal terms may arise
observationally from lensing shape noise, sample variance, or systematic errors in the
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0< r200
0.5< z < 1
0< c
0< pc < 1
0< σs
Table 3.2: The allowed ranges in parameter space for the fitted parameters. As long as the
parameters are in their allowed ranges, no penalty is induced for a particular parameter
choice.
point-spread function correction. Generally, if C∆ is diagonal, then Cρ is also diagonal.
However, because M(r) is a cumulative statistic and hence correlated with its neighbor-
ing bins, CM typically has large off-diagonal terms (Johnston et al. 2007a).
Determining the Mass – Halos
In the case of the halos, the method for reconstructing the mass distribution is relatively
straight-forward. Halos are assumed to follow the NFW profile.2 The parameters r200,
c, and z are left free for halos and fitted for an NFW surface mass density contrast.
The fitting algorithm used is the Constrained Optimization BY Linear Approximation
(COBYLA), which allows for constraints to be put in place on the various parameters fit-
ted (Powell 1994). The ranges for allowed parameters is detailed in Table 3.2. From the fit
the mass at 200 times the critical density, M200, may quickly be determined by
M200 =
800pi
3
ρcrit(z)r3200. (3.14)
The fitted parameters r200, z, and M200 provide quick checks versus the halos themselves
in determining the effectiveness of the mass calibration.
Determining the Mass – Clusters
The case for clusters is more complicated, because some fraction of clusters are not aligned
with the mass distribution. These miscenterings arise largely from the method of identi-
fication: a cluster center is chosen by the location of the brightest central galaxy (BCG).
Even though the BCG is typically the largest and most massive galaxy, and hence the
closest to the center of the halo, this is no guarantee that it is at the center of the halo.
Additionally, the wrong galaxy may be identified as the BCG. To account for these effects,
a centering term must be added, such that the observed lensing signal becomes
∆Σobs(R) = pc∆ΣNFW(R) + (1− pc)∆ΣsNFW(R), (3.15)
2See Section 2.3 above.
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Figure 3.2: The effects of a miscentering on the measured Σ and ∆Σ profiles. The black
solid curve shows Σ for an NFW halo with c = 5, r200 = 1h−1 Mpc, and z = 1.0. The
black dashed curve shows the corresponding ∆Σ profile. The red curves show the re-
sulting profiles when the distribution of miscenterings is a two dimensional Gaussian
with dispersion σs = 0.5h−1 Mpc. Miscentering has the effect of making Σs nearly flat at
small scales, such that ∆Σs drops significantly. The position at which ∆Σs peaks is around
r ≈ 2.5σs, although the effect is slightly dependent on c.
where pc represents the fraction of properly aligned halos and ∆ΣsNFW is the profile that
results from a miscentered NFW halo. The miscentering significantly affects the determi-
nation of the mass at two hundred times the critical radius, M200: Johnston et al. (2007b)
note that, without the centering term, halo mass estimates are biased low by a factor of
∼ pc, as M200 is mostly determined by the amplitude of ∆Σ on scales within R ∼ 1h−1
Mpc, where ∆Σs is very small.
Let us consider the centering term in more depth. If the two dimensional offset in the
lens plane is Rs, then the azimuthally averaged Σ(R) profile is given by
Σ(R|Rs) = 12pi
∫ 2pi
0
dθΣ(
√
R2 + R2s + 2RRs cosθ ) (3.16)
(Yang et al. 2006). Following Johnston et al. (2007b), we assume that the probability dis-
tribution of the offsets for the miscentered clusters, P(Rs), is that of a two dimensional
Gaussian distribution with a mean offset of zero:
P(Rs) =
Rs
σ2s
exp(−1
2
(Rs/σs)2). (3.17)
The resulting mean surface mass profile for the miscentered clusters is then
ΣsNFW(R) =
∫
dRsP(Rs)ΣNFW(R|Rs), (3.18)
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and so we find that
∆ΣsNFW(R) = Σ¯
s
NFW(< R)− ΣsNFW(R). (3.19)
The parameters pc and σs are determined empirically for sample set by examining the
catalog of matched clusters and halos. For the redMaPPer catalog, about 40% of clusters
are “well aligned” (chosen by having an angular distance with their matched halo of
less than 1× 10−1 arcminutes), while σs is generally around 0.2h−1 Mpc.3 The empirical
values are used as a prior.
3See Section 4.2.
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Chapter 4
Results
4.1 Halos
Fitting Stacked NFW Halos
It is important to consider the impact of stacked NFW profiles on the reconstruction of
the halos. There is no guarantee that the averaged NFW density profile over a range of
parameters will correspond to the averaged r200 or c parameters; the effective parameters
may not equal the average of the true parameters. In other words, it may be the case that
〈∆ΣNFW(r;r200, c,z)〉 6= ∆ΣNFW(r; 〈r200〉, 〈c〉, 〈z〉), (4.1)
where 〈x〉 is the mean of x, although the latter may prove to be a useful prior in fitting
data to the former. Similarly (and perhaps more significantly for comparative purposes),
the mean and effective masses may not be equal:
〈M200〉 6= M200(〈r200〉, 〈c〉, 〈z〉) ≡ M200,Effective. (4.2)
This is to say that the very question of how one characterizes the stacked versus the in-
dividual halo may be fraught with difficulties. Fitting stacked halo NFW profiles to an
effective NFW profile may yield a significantly different mass to that of the selected halos.
To explore these possible disconnects, halos were selected in the manner described in
Section 3.1 and binned according to halo mass. However, instead of selecting galaxies in
the mock data set about each halo, halo r200 and z values were used to determine c (see
Duffy et al. 2008) and hence the surface density contrast of the individual halo, ∆ΣNFW,i.
The simulated lens signal (assuming an NFW profile) was stacked and averaged, with
the resulting profile then fitted to a single NFW profile with an effective r200, c, and z.
This method empirically models the effects of the probability distribution of the halos as
a function of redshift and mass.
As Figure 4.1 demonstrates, the stacked NFW profile retains the essential shape of an
NFW profile. Further, the mean of each of the parameters well describes the NFW profile,
recovering the mean mass to within one percent. We have confirmed that it is reasonable
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Figure 4.1: An illustrative stacked NFW profile over the mass range M200 = 2.00× 1014−
2.88 × 1014 and z = 0.0 − 1.0. The best fit parameters and the mean parameters may
be found in Table 4.1. Also plotted is the residual fraction, (∆ΣFit/∆ΣStacked − 1), as a
function of radius. Note that the fitted and mean r200 profiles are equal.
M200 r200,mean cmean zmean M200,mean r200,fit cfit zfit M200,fit
3.16–6.61 0.461 4.194 0.660 4.347 0.461 4.194 0.660 4.312
6.61–9.55 0.567 3.997 0.637 7.807 0.567 3.997 0.637 7.818
9.55–13.80 0.644 3.870 0.631 11.350 0.644 3.870 0.631 11.368
13.80–19.95 0.730 3.768 0.610 16.218 0.730 3.768 0.610 16.218
19.95–28.84 0.831 3.657 0.596 23.480 0.831 3.657 0.596 23.518
28.84–89.13 1.004 3.553 0.535 39.518 1.004 3.553 0.535 38.959
Table 4.1: This table examines the goodness of fits for stacked NFW halos binned by
mass. r200 is in units h−1 Mpc, while M200 is in 1013h−1M. With this binning, the fitting
procedure accurately recovers the mass to within one percent.
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Λ r200,mean cmean zmean M200,mean r200,fit cfit zfit M200,fit
19.7–21.3 0.464 4.06 0.744 5.40 0.464 4.06 0.744 4.82
21.3–22.8 0.472 4.06 0.734 5.68 0.472 4.06 0.734 5.03
22.8–24.4 0.502 4.04 0.700 6.50 0.502 4.04 0.700 5.83
24.4–26.0 0.506 3.97 0.744 7.10 0.506 3.97 0.744 6.25
26.0–27.5 0.524 3.98 0.710 7.41 0.524 3.98 0.710 6.69
27.5–29.1 0.510 3.93 0.763 7.24 0.510 3.93 0.763 6.54
29.1–33.8 0.528 3.90 0.763 8.21 0.528 3.90 0.763 7.25
33.8–43.2 0.554 3.83 0.774 9.41 0.554 3.83 0.774 8.46
43.2–55.8 0.601 3.74 0.777 11.91 0.601 3.74 0.777 10.88
55.8–79.3 0.651 3.64 0.793 15.51 0.651 3.64 0.793 14.02
79.3–126.3 0.734 3.51 0.805 21.33 0.734 3.51 0.805 20.39
126.3–361.6 0.765 3.41 0.860 25.68 0.765 3.41 0.860 24.54
Table 4.2: This table examines the goodness of fits for stacked NFW halos binned by
richness. r200 is in units h−1 Mpc, while M200 is in 1013h−1M. The fit finds the mean
parameters exactly. The errors in mass come from the disconnect between the mean M200
of the stacked halos and the M200 that is calculated from the the parameters r200 and z.
This difference is more pronounced for richness binning than for mass binning, indicating
the presence of bin contamination. Notably, the recovered mass is consistently less than
the mean mass of the halos by about 10 percent.
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Figure 4.2: A comparison between the mean mass of the lenses in stacked mass bins
and the effective mass that characterizes the resultant NFW profile. The effective mass is
typically less than the mean mass by about one percent.
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Figure 4.3: An illustrative stacked NFW profile over the richness range Λ= 43.23− 55.77
and z = 0.0 − 1.0. The best fit parameters and the mean parameters were (r200, c,z) =.
Also plotted is the residual fraction, (∆ΣFit/∆ΣStacked − 1), as a function of radius.
to assume that the effective parameterization of the stacked cluster resides somewhere
near the mean of parameters. Interestingly, the mean mass is worse at characterizing the
stacked halos; the effective mass recovered is not the mean mass. Figure 4.2 indicates
that the effective mass obtained is actually slightly less than the mean mass and may be
characterized by the following empirical fitting:
M200,Effective = 1.065× 〈M200〉0.998. (4.3)
It is also useful to repeat this procedure for halos binned by richness instead of mass.
While there is a mass-richness relation (see Johnston et al. 2007b; Tinker et al. 2012, for
example), intrinsic scatter in the relationship as well as errors in the determination of ei-
ther variable can propagate into errors in the determination of the the effective profile and
especially the M200. For example, if the scatter in richness increases with mass, then some
larger halos may be misidentified as poor clusters, contaminating the richness bin and
increasing the effective mass of the bin. Similarly, prolate (oblate) clusters (along the line
of sight) will appear richer (poorer) than spherical clusters of similar mass, contaminating
the richness bin and decreasing (increasing) the effective mass of the bin.
A combination of the intrinsic scattering caused by richness binning and the misiden-
tification of richness due to cluster ellipticities propagate to larger errors in the fit and the
mean parameters – on the order of several percent. These errors result in an average frac-
tional error in mass estimation M200,obs/M200,mean = 0.8791± 0.0151. This result indicates
a systematic in the redMaPPer cluster identification procedure. Significantly larger masses
will affect the mean mass to a greater degree than the surface mass density contrast. A
consistent underestimation of the mass therefore indicates that the cluster catalog suffers
contamination by larger mass halos.
In general, we find that reconstruction of the mean mass from stacked lenses will ob-
tain to −1.0± 1.5% of the correct halo M200 mass if the halos are binned by mass. How-
ever, if the halos are binned by richness, the mean mass obtained by fitting the stacked
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Figure 4.4: A comparison between the mean mass of the lenses in stacked richness bins
and the effective mass that characterizes the resultant NFW profile. The effective mass is
often 10% less than the mean mass.
lenses to an NFW profile is on average 12± 1.5% short, where lower richness bins are
typically worse affected than higher richness bins. Figure 4.4 indicates that the effective
mass obtained is consistently less than the mean mass and may be characterized by the
following empirical fitting:
M200,Effective = 0.220× 〈M200〉1.044. (4.4)
This is consistent with the theory that the cluster catalog may misidentify more massive
clusters as less rich, or vice versa. For instance, an oblate halo will appear less rich than a
prolate halo of the same mass and ellipticity. These poorer clusters bring the mean mass
up to a greater degree than they bring up the surface mass density contrast; an outlier
cluster may has a mass multiple times the other members, but its surface mass density
contrast will only be a fraction greater. However, this may also be due to orientation bias.
As discussed earlier, the assignment of cluster richness is also biased by the orientation,
such that less massive prolate clusters may be identified as richer. Finally, these results set
a rough estimate on the errors in obtaining characteristic M200 values. We can expect that
the effective mass obtained by fitting an NFW profile to stacked halos will consistently
underestimate the mean mass by 10%, following Equation (4.4).
It is also interesting to briefly consider the mass-richness relation. Figure 4.5 plots
the expected mass-richness relation assuming the halos are perfect NFW profiles. The
empirical fitting is found to be
M200,Effective = 4.596× 1012M〈Λ〉0.799. (4.5)
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Figure 4.5: A comparison between the mean richness of the lenses in stacked richness
bins and the effective mass that characterizes the resultant NFW profile. A power law
well characterizes the relation.
If one were to characterize the probability distribution of the masses in a cluster bin,
one could account for this underestimation by integrating over the convolution of the
probability distribution with the surface mass density contrast signal, that is
∆ΣStacked(R) =
∫
dM200P(M200)∆Σ(R|M200), (4.6)
where ∆Σ(R|M200) is just the individual halo surface mass density contrast function.
We have shown that the binning of halos by richness introduces a systematic bias in
the estimation of the mass. The naive stacking of clusters binned by richness without
consideration of the effects of the distribution of cluster or halo masses leads to an under-
estimation between the characteristic mass of the stack of clusters and the actual mean
mass of order 10 percent.
Fitting “Observed” Halo Lensing
The effects of binning must be considered. Consider a bin of size ∆r at some vector r.
The mean value of some function f (r) is equal to the integral of the function over some
number density divided by its volume, that is:
〈 f (r)〉 =
∫ r+∆r
r f (r
′)σ(r′)dr′∫ r+∆r
r σ(r
′)dr′
, (4.7)
where σ(r) is the number density of the region, such that the denominator in Equa-
tion (4.7) functions as a normalization. In the simplest case – the discrete addition of
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Figure 4.6: The ratio between observed NFW and theoretical NFW profiles over the rich-
ness range Λ = 43.23− 55.77 and z = 0.0− 1.0. The relationship is approximately loga-
rithmic and fitted by α = 0.713 and β = 0.183.
terms over a one dimensional width ∆x of equal probability – Equation (4.7) may be re-
duced to the familiar form
〈 f 〉 =
1
N ∑
N
i fi
∆x
. (4.8)
Sadly, reality is more complicated. Here, at least, perfect simulation data means that mag-
nification effects on number density may be neglected (see Schneider et al. 2000). The
nature of N-body simulations of dark matter halos leads to a host of possible systematics.
Nevertheless, it is reasonable to expect that halo lensing profiles are well-described by
NFW profiles (e.g., Hoekstra et al. 2004; Mandelbaum et al. 2006; Merritt et al. 2006; Man-
delbaum et al. 2008a), especially because our simulations consist of dark matter particles
only; galaxies do not contribute mass. The problem then becomes a matter of determin-
ing the number density distribution and properly normalize the bins. To do this, the ratio
between the observed and expected halo profiles was calculated. As Figure 4.6 demon-
strates, the ratio was found to be a power law in nature, obeying
log10
∆ΣNFW,obs
∆ΣNFW,prior
= α log10 R + β, (4.9)
where α and β were found empirically for each richness bin. The average values are
α = 0.622± 0.088 and β = 0.191± 0.038. Observed values are then divided by this value
at each effective radius. This is equivalent to normalizing over the number density in the
bin.
The normalization is applied to the observed ∆Σ profile. The resulting distribution is
well-described by an NFW profile – though not the one given by the mean parameters;
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Λ α β
19.7–21.3 0.625 0.227
21.3–22.8 0.626 0.208
22.8–24.4 0.581 0.294
24.4–26.0 0.632 0.166
26.0–27.5 0.597 0.198
27.5–29.1 0.566 0.196
29.1–33.8 0.556 0.281
33.8–43.2 0.547 0.232
43.2–55.8 0.726 0.213
55.8–79.3 0.690 0.216
79.3–126.3 0.851 0.250
126.3–361.6 1.243 0.095
Table 4.3: Fitted normalization distribution to the expected NFW halos.
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Figure 4.7: A comparison of fits for ∆ΣNFW before and after the normalization process
over the richness range Λ = 43.23− 55.77 and redshift range z = 0.0− 1.0. The relation-
ship is approximately logarithmic and fitted by α = 0.713 and β = 0.183. Plotted are the
best fit, the stacked NFW signal from the lenses, and the prior fit, which is obtained by
considering the average of the parameters of the lenses. The inner four points are not
included in the fit.
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Figure 4.8: Reconstructions of the de-projected density and mass profiles over the richness
range Λ = 43.23− 55.77 and redshift range z = 0.0− 1.0 versus expected distributions.
The dotted lines are the expected de-projected density and mass distributions from the
stacked lenses, while the dashed lines are the fitted NFW density and mass distributions.
The density profile drops faster than the expected NFW profile, leading to a flattened
mass distribution.
the fitting algorithm typically settled within ten percent of the average r200, c, and z, but
because M200 is extremely sensitive to small changes in any of the parameters, typical
errors in the obtained M200 are between ten and twenty percent, even for halos.
Table 4.4 summarizes the fits for each richness bin. In general, the fitted radius to
stacked halo signal is within fifteen percent of the prior radius, while the fitted redshift
tends to fare much worse, often pushing the allowed parameter space. Consequently and
with a few exceptions, the concentration parameter is typically found to be larger than
the prior estimate. Mass estimates are generally within twenty percent of the prior mass,
but with a tendency towards underestimation.
A useful check on systematics is to consider the actual number, N(R), and number
density, N(R)/(2piR∆R), of sources in each radial bin. The number of sources should
rise smoothly in a well sampled space, while the number density may reasonably be ex-
pected to be approximately constant by the principle of homogeneity. Figure 4.9 plots
these relations. That the number of sources in each bin follows a power law is unsurpris-
ing, as the bin width, ∆R, is logarithmic. Further, in all richness bins, the power law is
close to 2, which is to be expected for logarithmically-spaced radius bins, where ∆R is
proportional to R. The number density is also approximately flat, although it does fall at
greater distances.
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Λ r200,prior cprior zprior M200,prior r200,obs cobs zobs M200,NFW M200,obs
19.7–21.3 0.464 4.06 0.744 5.40 0.516 4.02 0.539 4.72 3.74
21.3–22.8 0.472 4.06 0.734 5.68 0.487 4.07 0.704 6.69 5.81
22.8–24.4 0.502 4.04 0.700 6.51 0.532 4.34 0.565 4.54 3.54
24.4–26.0 0.506 3.97 0.744 7.10 0.565 4.07 0.532 6.30 6.10
26.0–27.5 0.524 3.98 0.710 7.41 0.474 3.86 0.924 7.70 7.64
27.5–29.1 0.510 3.93 0.763 7.24 0.492 3.59 0.868 7.64 5.86
29.1–33.8 0.528 3.90 0.763 8.21 0.556 4.33 0.657 6.28 6.21
33.8–43.2 0.554 3.83 0.774 9.41 0.500 3.75 0.995 8.34 7.00
43.2–55.8 0.601 3.74 0.777 11.91 0.585 4.10 0.845 10.90 10.77
55.8–79.3 0.651 3.64 0.793 15.51 0.577 3.64 1.000 12.26 12.48
79.3–126.3 0.734 3.51 0.805 21.33 0.639 3.51 1.000 17.40 19.86
126.3–361.6 0.765 3.41 0.860 25.68 0.706 3.41 1.000 23.14 23.39
Table 4.4: This table summarizes the prior and fitted parameters for an NFW halo binned
by richness. r200 is in h−1 Mpc, while M200 is in 1013h−1M. M200,NFW is the mass found
from the NFW parameters, while M200,obs is the mass at r200,obs, found by interpolating
the deprojected mass profile.
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Figure 4.9: Number of sources in each radial bin and number density of sources in each
bin over the richness range Λ = 43.23− 55.77 and redshift range z = 0.0− 1.0. The fitted
line to the figure on the left is a power law with an exponent of 2.013 – very close to a
homogeneous distribution of sources.
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4.2 Clusters
Empirical Determination of pc and σs
To consider the miscentering of some clusters, one must first determine how many clus-
ters are miscentered. After this, one must then characterize the distribution of errors.
Following Johnston et al. (2007b), we choose to consider the fraction of aligned halos,
pc, and the two-dimensional Gaussian centered on a mean miscentering radius of zero,
P(Rs;0,σs). This probability density has the advantage of being easy to compute, al-
though we shall find that it is not the best fit to the cluster data. Matched clusters chosen
by redMaPPer are binned by observed richness.
The probability distribution of cluster miscenterings (see Figure 4.10) has three promi-
nent features: a steep initial logarithmic rise, a plateau, and then a softer logarithmic rise.
The plateau indicates a dearth of clusters with miscenterings between ≈ 5× 10−3 − 9×
10−2 arcminutes. This feature is universal across all richness bins and is approximately
uniform in range covered as well. The lower rise consists of clusters that are “aligned:”
10−3 arcminutes typically translates to a physical distance of order 10−4 Mpc. Clusters
with miscenterings greater than the plateau may be considered the “miscentered” clus-
ters for the purposes of this paper. In comparison with Johnston et al. (2007b), the fraction
of correctly centered clusters is much lower, however, Johnston et al. (2007b) is unclear
about what angular separation constitutes a “miscentering.”
Miscentered clusters are chosen to be the clusters with an angular distance to their
matched halo of greater than one tenth of an arcminute. The observed cumulative prob-
ability distribution is then fitted to the cumulative probability of the two dimensional
Gaussian:
P(< R) =
∫ R
0
R′
σ2s
exp
(
−1
2
(
R′
σs
)2)
dR′ (4.10)
where σs is allowed to vary. This formalism proves to be an adequate although imperfect
fit. In comparison with Johnston et al. (2007b), the dispersion of miscentered radii is
much tighter – often half as much. Further, the model consistently underestimates the
cumulative probability closer in and overestimates the cumulative probability further out.
Indeed, the fit actually appears to be semi-logarithmic, where
P(< R) = α log10R + β, (4.11)
where Equation (4.11) is zero inside of some minimum radius β and zero outside of some
maximum radius 10
1−β
α . Recalling that the probability density is related to the cumulative
probability (in two dimensions with radial symmetry) by
P(< R) =
∫ R
0
P(R′)2piR′dR′, (4.12)
one quickly finds that
P(R) ∝ R−2, (4.13)
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Figure 4.10: The cumulative probability distribution as a function of angular separation
over the richness range Λ= 43.23− 55.77 and redshift range z = 0.0− 1.0. The plateau in-
dicates that different systematics are at work with regards to small scale miscentering and
large scale miscentering. For the purposes of this paper, a cluster is considered “aligned”
if it has an angular separation of less than 0.1 arcminutes. By this definition, it is typical
for around 40% of clusters to be aligned in a richness bin.
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Figure 4.11: The probability that a cluster is correctly centered as a function of cluster
richness, Λ, in the mock catalog. There is no obvious trend with richness.
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Figure 4.12: The cumulative probability distribution of the miscentered clusters as a func-
tion of physical (angular diameter) distance over the richness range Λ = 43.23 − 55.77
and redshift range z = 0.0− 1.0. The solid line plots the two dimensional gaussian, with a
mean miscentering of 0 h−1 Mpc. The dashed line plots an alternative semi-logarithmic fit
to the cumulative distribution, which is equivalent to a probability density proportional
to r−2.
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Figure 4.13: The probability density as a function of physical (angular diameter) distance
over the richness range Λ = 43.23− 55.77 and redshift range z = 0.0− 1.0. The blue line
plots the two dimensional gaussian, with a mean miscentering of 0 h−1 Mpc. The green
line plots an alternative r−2 fit to the miscentered clusters. Because the alternative fit has
hard boundaries and on one side has an extremely steep gradient at the boundary, it is
normalizable but difficult to use in computations.
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Λ r200 c z M200 pc σs
19.7–21.3 0.464 4.06 0.744 5.40 0.368 0.230
21.3–22.8 0.472 4.06 0.734 5.68 0.362 0.215
22.8–24.4 0.502 4.04 0.700 6.51 0.314 0.237
24.4–26.0 0.506 3.97 0.744 7.10 0.356 0.247
26.0–27.5 0.524 3.98 0.710 7.41 0.429 0.219
27.5–29.1 0.510 3.93 0.763 7.24 0.414 0.235
29.1–33.8 0.528 3.90 0.763 8.21 0.412 0.213
33.8–43.2 0.554 3.83 0.774 9.41 0.416 0.201
43.2–55.8 0.601 3.74 0.777 11.91 0.387 0.191
55.8–79.3 0.651 3.64 0.793 15.51 0.320 0.230
79.3–126.3 0.734 3.51 0.805 21.33 0.397 0.125
126.3–361.6 0.765 3.41 0.860 25.68 0.517 0.167
Table 4.5: This table summarizes the prior parameters for clusters binned by richness.
Their allowed ranges were detailed in Table 3.2. The effective radius, r200, is in units
h−1 Mpc, while M200 is in h−11013M.
where the probability density is also zero in the same bounds as Equation (4.11). This
result is not surprising. Centers of clusters are chosen by their brightest galaxies, which
are assumed in simulations to trace the dark matter halo distribution – in this case, the
NFW profile. In the interior regions, the NFW profile is proportional to R−1, while in the
tail it is proportional to R−3. If the galaxies trace the dark matter, then miscenterings will
also trace the distribution – so in reality all we have found is that an R−2 proportionality is
closer to an NFW profile than a two dimensional Gaussian. The R−2 proportionality arises
as an averaging of the NFW distribution. Unfortunately Equation (4.13) (and its NFW
counterpart) features steep and large gradients that make it computationally expensive
to use. This paper continues to use the two dimensional Gaussian fit, but leaves this
evidence here as the basis for further work.
Fitting “Observed” Cluster Lensing
Because the lensing of clusters should be closely related to the lensing of halos, it is worth
our time to at least briefly contrast the two data sets. Normalization was done on a bin-
by-bin basis to both data sets from the empirical normalization formula derived above.
Figure 4.14 mirrors many of the properties of Figure 3.2. In the interior, the cluster signal is
flatter, reflecting the loss of signal from the miscentered clusters. Further out, the cluster
signal closely mirrors the halo signal, again as expected. The wide variability in signal
from the first four points (caused by low number statistics – see Figure 4.17) justify their
exclusion when fitting Equation (3.15).
Likely because of the inadequacies of the two dimensional Gaussian model, the fitting
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Figure 4.14: The ∆Σ profiles for both the halo (blue) and cluster (red) over the richness
range Λ = 43.23− 55.77 and redshift range z = 0.0− 1.0. There is a clear leveling off of
the cluster profile from miscenterings well before resolution errors render observation
into speculation.
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Figure 4.15: The observed ∆Σ profile over the richness range Λ= 24.4− 26.0 and redshift
range z = 0.0− 1.0. The prior overestimates the mass in comparison with the best fit.
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Figure 4.16: Reconstructions of the de-projected density and mass profiles over the rich-
ness range Λ = 24.4− 26.0 and redshift range z = 0.0− 1.0.
Λ r200 c z pc σs M200,NFW M200,obs
19.7–21.3 0.461 4.06 0.743 0.507 0.232 4.72 3.74
21.3–22.8 0.517 4.06 0.744 0.487 0.217 6.69 5.81
22.8–24.4 0.464 4.04 0.691 0.406 0.246 4.54 3.54
24.4–26.0 0.509 3.97 0.738 0.828 0.473 6.30 6.10
26.0–27.5 0.592 3.97 0.500 0.938 0.410 7.70 7.64
27.5–29.1 0.536 3.93 0.769 0.359 0.251 7.64 5.86
29.1–33.8 0.529 3.90 0.627 1.000 0.452 6.28 6.21
33.8–43.2 0.551 3.83 0.773 0.373 0.203 8.34 7.00
43.2–55.8 0.596 3.74 0.801 0.847 0.203 10.90 10.77
55.8–79.3 0.623 3.64 0.788 0.596 0.243 12.26 12.48
79.3–126.3 0.695 3.51 0.808 1.000 0.104 17.40 19.86
126.3–361.6 0.751 3.41 0.858 1.000 0.161 23.14 23.39
Table 4.6: This table summarizes the fitted parameters for clusters binned by richness. r200
is in units h−1 Mpc, while M200 is in 1013h−1M. M200,NFW is the mass of the halo found
from the NFW parameters, while M200,obs is the mass at r200,obs, found by interpolating
the deprojected profile.
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Figure 4.17: Number of sources in each radial bin and number density of sources in each
bin over the richness range Λ = 24.4− 26.0 and redshift range z = 0.0− 1.0. The fitted
line to the figure on the left is a power law with an exponent again close to an isotropic
distribution.
algorithm pushes the fraction of properly aligned halos, pc, much higher than is observed
from the matched cluster-halo catalog. Occasionally, the algorithm even tries to mitigate
the centering contribution entirely. Excepting a couple outlying parameters, fitted param-
eters are within 15% of their priors; the priors make reasonable “first guesses.” Excepting
the upper three richness bins, interpolated masses are lower than their corresponding
NFW fit mass by as much as 25% in the worst case. This discrepancy may be explained
by considering Figure 4.16 and Figure 4.15 in the contexts of Equation (2.69) and Equa-
tion (2.78): the deprojection of the surface mass density contrast favors contributions from
interior points, which have large ∆Σ values, so larger discrepancies there will more sig-
nificantly affect the recovered deprojected mass and mass density profiles. Additionally,
false positives in the cluster catalog may dilute the signal and produce larger discrepan-
cies.
4.3 Ellipticities
Recalling Equation (2.94), one can attempt to discern the ellipticity of a richness bin. Here
we consider the ratio between the cluster and halo M200 masses. While Equation (2.94)
operated under the assumption that all parameters save q were equal, here we allow for
the two masses to have different parameters, fitting1
M200,cluster(r′′200, c′′,z′′,q′′)
M200,halo(r′200, c′,z′,q′ = 1)
= q−2
[
ln(1+ cq)− cq
1+ cq
]
/
[
ln(1+ c)− c
1+ c
]
, (4.14)
where c is the average of the cluster and halo concentrations, while q is fitted. Figure 4.18
demonstrates the results of these calculations. The discrepancy between the NFW and
1See Equation (2.94).
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Figure 4.18: Fitted ellipticities q as a function of halo concentration for both mass estima-
tors.
deprojected profiles is not surprising, for the NFW profile has accounted for miscenter-
ings while the spherical inversion method has accounted for neither the miscentering of
the halos nor the ellipticity. In other words, what is dominating the differences between
the interpolated and fitted masses is the miscentering; what Figure 4.18 is indicating is
that cluster miscentering can significantly impact the measured ellipticity. Comparing
the much-higher fitted fraction of miscentered clusters with the values derived from the
matched catalog, ellipticities may also be impacting the fitted miscenterings. This is to
say that when fitting an assumed-spherical but miscentered cluster, the ellipticity can
manifest itself as a contribution to the miscentering, and vice versa.
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Chapter 5
Discussion, Further Work, and
Conclusions
5.1 Discussion
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Figure 5.1: Observed and prior r200 radii for clusters and halos. These are the fitted r200
for the effective NFW profile describing the stacked halos and clusters. While there is
a large amount of scatter, the expected trend – that richer clusters have larger radii – is
observed.
Figure 5.1 through Figure 5.7 summarize the results of the simulated lensing observa-
tions. As Figure 5.1 demonstrates, the r200 radii for clusters and halos both increase with
richness; as richness increases, mass increases, and so the radius increases. At lower rich-
ness bins, there is no preference for whether the halo or cluster has a larger radius, but as
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Figure 5.2: Observed and prior effective redshifts for clusters and halos. These are the
fitted redshifts for the effective NFW profile describing the stacked halos and clusters.
The halo redshifts push strongly against the allowed parameter space, while the cluster
redshifts typically reside near the prior redshifts. There is a weak trend toward increasing
effective redshift with richness.
the richness increases, clusters consistently fit larger radii than halos – although still less
than the prior. This is because the high richness halos consistently fit redshifts near the
maximum allowed redshift ranges, as Figure 5.2 demonstrates. Indeed, Figure 5.2 indi-
cates that the halo redshift fits are generally quite poor. There is a weak trend in redshift
with richness: as richness increases, mean redshift increases. This is to say that, in these
simulations, clusters with greater numbers of galaxies (which is roughly equivalent to
more massive clusters) are observed further back in time, because the volume increases
dramatically with redshift.
Figure 5.3, Figure 5.4, and Figure 5.5 examine the distribution of masses obtained. Fig-
ure 5.3 examines the effective masses obtained as a function of richness. As expected, an
increase in richness corresponds to an increase in effective mass. Figure 5.4 plots the frac-
tional change from the prior empirical distribution (the dashed line on Figure 5.3). The
mean masses, as discussed earlier, are consistently 10% larger. Spherical inversion-fitted
halo masses tend to be higher than NFW halo masses derived from the fitted profiles,
while spherical inversion-fitted cluster masses tend to be lower than NFW cluster masses.
However, there is considerable spread about the empirical relation: the halo fits have an
average absolute percent error about the empirical relation of 7% for the NFW and inter-
polated methods, while the cluster fits have an average absolute percent error of 12% and
13%, respectively. Figure 5.5 compares the effective masses obtained with the mean mass
of each richness bin. Average absolute percent errors are a little worse than in Figure 5.3
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Figure 5.3: Scatter plot of found, prior, and mean masses as a function of richness. The
empirical relation from Equation (4.4) is also plotted. As observed earlier, mean masses
are consistently higher than the empirical relation. The other methods, however, are scat-
tered about the empirical relation with a mean scatter of 4.571× 1013M.
(6%,11%, 14%, and 17% respectively).
Figure 5.6 and Figure 5.7 compare the two methods for obtaining cluster and halo
masses: spherical inversion of the deprojected mass at the fitted r200 radius, and the mass
arising from an NFW profile with the fitted parameters. Figure 5.6 compares obtained
cluster and halo masses and examines whether cluster masses are consistently underes-
timated (arising, e.g., from ellipticities), while Figure 5.7 looks at the ratio of cluster and
halo masses as a function of richness (e.g. looking at whether the ellipticity is richness
dependent). The NFW fitting method does not find a net under- or overestimation of the
cluster masses in comparison with the halo masses, although it does find a much wider
variance at lower richness. In contrast, while the spherical inversion method also finds
much wider variances in obtained masses at lower richnesses, it also consistently finds
(with the exception of two bins) that measured cluster masses are lower than their equiv-
alent halo masses.1
1See Section 4.3.
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Figure 5.4: The fractional change from the prior mass for various mass determination
methods. The mean mass is consistently about ten percent higher than the prior mass.
Interpolated halo masses tend to be higher than NFW halo masses, while interpolated
cluster masses tend to be lower than NFW cluster masses.
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Figure 5.5: Scatter plot of found, prior, and mean masses as a function of mean mass.
The empirical relation from Equation (4.3) is also plotted. While there is scatter about the
empirical relation, cluster fits consistently do worse than halo fits.
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Figure 5.6: A comparison of obtained cluster and halo M200 masses from the two dif-
ferent mass models (spherical inversion and NFW). Also plotted is the dashed line
M200,cluster = M200,halo. Interpolated mass fits consistently find cluster masses are lower
than halo masses.
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Figure 5.7: The ratio of observed cluster and halo masses. The masses are found either by
calculating M200 from the fitted NFW parameters or from the deprojected mass profile.
The interpolated mass ratios are consistently below the NFW mass profiles.
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5.2 Further Work
There still remain several avenues toward further work on the topics of mass reconstruc-
tion via weak gravitational lensing and the characterization of ellipticity in selected clus-
ters. The analysis of the clusters and halos currently does not account for effects from
neighboring mass concentrations – the so-called “two-halo term” (Seljak 2000; Mandel-
baum et al. 2005; Johnston et al. 2007b):
ρ2h(r) = b(M200,z)ΩMρc,0(1+ z)3ξl(r,z), (5.1)
where ρc,0 is the critical density at the present epoch, ξl is the auto-correlation function of
the mass in linear perturbation theory, and b is the linear bias parameter for dark matter
halos, which is predicted to depend on halo mass and redshift (Seljak and Warren 2004).
This term has the most significant effect at larger radii.
Several probability distributions appear to have been mischaracterized or neglected:
the two dimensional Gaussian is not a good fit for the cluster miscentering probability – it
appears that an NFW-shaped probability distribution would do better. In stacking halos
by richness bins, the convolution of the probability of the halo mass distribution must also
be accounted for, and will likely remove the effects of the “empirical correction” derived
earlier. This can be obtained, similar to the cluster miscentering probability distribution,
by examining the matched cluster-halo catalog.
Because simulations always have an eye toward actual observation – especially in a
project that is attempting to characterize systematic biases – observational effects on the
shear fields (e.g. from galaxy ellipticities) should also be included. This is equivalent to
using the ellipticity, e, instead of the shear, γ, in the “observations” and then reducing the
ellipticity data to shear data. Such a change also necessitates the accounting for non-linear
effects, as e traces the reduced shear g, not the shear γ (Mandelbaum et al. 2006).
Finally, given the number of parameters involved (which is certain to grow if the
above concerns are considered), typical equation fitters like least squares and COBYLA
become inefficient. As the results have demonstrated, it is possible for such fitters to be-
come “stuck” on the edges of allowed parameter space, which may appear as local and
not global minima. A better way of managing these numerous parameters is to create a
likelihood function with a Markov Chain Monte Carlo (MCMC). MCMC methods gener-
ate sequences in parameter space that represent a fair sampling from the full probability
distribution. MCMC methods are well-suited for using priors and non-Gaussian errors
(Johnston et al. 2007b).
The precise measurement of gravitational lensing from our sun helped grant general
relativity legitimacy. Although Einstein had little use for it afterwards, the field of gravita-
tional lensing has blossomed into a uniquely powerful method for examining astrophys-
ical and cosmological phenomena. Today, it will likely be the precise measurements of
gravitationally-lensed objects that will characterize, if not answer, the questions of dark
energy and dark matter. However, gravitational lensing – and especially weak gravi-
tational lensing – is fraught with numerous difficulties, particularly in the reduction of
large amounts of data. This thesis looked at the methods of reducing shear fields into
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useful distributions and numbers such as the density distribution, ρ, and the mass at two
hundred times the critical radius, M200. Even with simplified methods (in contrast with
the sophisticated methods of, e.g., in Johnston et al. (2007b)), halo masses are obtained
within fifteen percent, while cluster masses are recovered to within twenty-five percent
– respectable, considering that shear and deprojected mass signals both span four orders
of magnitude. Significant insight into the natures of spherical deprojection of elliptical
profiles and of richness binning have been made. Further work is necessary to increase
the precision of these measurements and possibly identify systematic ellipticities.
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5.3 Conclusions
This thesis investigated the reconstruction of three dimensional mass profiles from two
dimensional weak gravitational lensing shear fields, with an eye toward quantifying the
ellipticity of selected clusters. This section summarizes the salient points arising both
from theory and simulation. The order of conclusions follows the order of the paper.
• The derivative-less deprojection method is consistently a couple percent below method
outlined in Johnston et al. (2007a). This difference is due to the error in the integra-
tion by parts, that is, Equation (2.70). The derivative-less deprojection method is
smoother than method outlined in Johnston et al. (2007a). However, because both
methods consistently underestimate the deprojected three dimensional density pro-
file, a “lucky bounce” in the derivative (from numerical artifacts) will compensate
for this underestimation.
• Elliptical profiles naively deprojected assuming spherical symmetry will appear as
ρElliptical(r;rs,q) = qρSpherical(r;rs/q) for some ellipticity q and some scale factor rs.
• NFW profiles binned by mass and stacked together yield a mean profile well de-
scribed by the stacked parameters. The fitted M200 recovers the mean M200 of the
stacked profiles.
• When binning by richness is used, the mean profile is well described by the mean
parameters, but the effective mass (from those parameters) becomes disconnected
from the mean mass of the stacked profiles by around 10%. The probability distri-
bution of the masses as a function of richness must be considered.
• The two-dimensional Gaussian probability distribution does not well-characterize
redMaPPer’s miscenterings.
• Measurements of shear in simulations, even with these simplified models, can re-
cover halo masses to within 15%.
• Cluster mass recovery is worse – to within 25% instead.
• Spherical inversion mass fits consistently find that cluster masses are less than halo
masses because the spherical deprojection does not account for cluster miscenter-
ings. This effect is not observed with NFW mass fits, which does account for mis-
centerings.
• At these errors and uncertainties, it is not possible to differentiate the elliptical ef-
fects from the noise.
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Look up at the sky.
Ask yourselves: is it yes or no?
Has the sheep eaten the flower?
And you will see how everything changes . . . .
—Antoine de Saint-Exupéry1
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1Translation by Sarah Ardizzone.
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Figure 6.1: NFW profiles binned by mass over z = 0.0− 1.0 as well as their residual frac-
tion.
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Figure 6.2: NFW profiles binned by mass over z = 0.0− 1.0 as well as their residual frac-
tion.
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Figure 6.3: NFW profiles binned by richness over z = 0.0− 1.0 as well as their residual.
79
10-2 10-1 100 101 102
R [h−1Mpc]
10-2
10-1
100
101
102
103
∆
Σ
 [
h
M
⊙/
p
c2
]
Fit
Stacked
Mean r200
Mean M200
10-2 10-1 100 101 102
R [h−1 Mpc]
−0.15
−0.10
−0.05
0.00
0.05
Fr
a
ct
io
n
a
l 
R
e
si
d
u
a
l
Fit
Mean r200
Mean M200
(a) Λ : 24.4− 26.0
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Figure 6.4: NFW profiles binned by richness over z = 0.0− 1.0 as well as their residual.
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Figure 6.5: NFW profiles binned by richness over z = 0.0− 1.0 as well as their residual.
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Figure 6.6: NFW profiles binned by richness over z = 0.0− 1.0 as well as their residual.
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Figure 6.7: “Observed” ∆Σ profiles for halos binned by richness as well as their fractional
error to the prior NFW.
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Figure 6.8: “Observed” ∆Σ profiles for halos binned by richness as well as their fractional
error to the prior NFW.
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Figure 6.9: “Observed” ∆Σ profiles for halos binned by richness as well as their fractional
error to the prior NFW.
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Figure 6.10: “Observed” ∆Σ profiles for halos binned by richness as well as their fractional
error to the prior NFW.
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Figure 6.11: “Observed” deprojected ∆ρ and M profiles for halos binned by richness.
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Figure 6.12: “Observed” deprojected ∆ρ and M profiles for halos binned by richness.
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Figure 6.13: “Observed” deprojected ∆ρ and M profiles for halos binned by richness.
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Figure 6.14: “Observed” deprojected ∆ρ and M profiles for halos binned by richness.
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Figure 6.15: “Observed” and corrected ∆Σ profiles (see Section 4.1) for halos binned by
richness as well as their fractional error to the expected NFW profile.
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Figure 6.16: “Observed” and corrected ∆Σ profiles (see Section 4.1) for halos binned by
richness as well as their fractional error to the expected NFW profile.
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Figure 6.17: “Observed” and corrected ∆Σ profiles (see Section 4.1) for halos binned by
richness as well as their fractional error to the expected NFW profile.
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Figure 6.18: “Observed” and corrected ∆Σ profiles (see Section 4.1) for halos binned by
richness as well as their fractional error to the expected NFW profile.
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Figure 6.19: “Observed” and corrected (see Section 4.1) deprojected ∆ρ and M profiles for
halos binned by richness.
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Figure 6.20: “Observed” and corrected (see Section 4.1) deprojected ∆ρ and M profiles for
halos binned by richness.
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Figure 6.21: “Observed” and corrected (see Section 4.1) deprojected ∆ρ and M profiles for
halos binned by richness.
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Figure 6.22: “Observed” and corrected (see Section 4.1) deprojected ∆ρ and M profiles for
halos binned by richness.
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(c) Λ : 22.8− 24.4
Figure 6.23: “Observed” and corrected (see Section 4.1) deprojected number and number
density profiles for halos binned by richness.
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(c) Λ : 27.5− 29.1
Figure 6.24: “Observed” and corrected (see Section 4.1) deprojected number and number
density profiles for halos binned by richness.
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(c) Λ : 43.2− 55.8
Figure 6.25: “Observed” and corrected (see Section 4.1) deprojected number and number
density profiles for halos binned by richness.
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(c) Λ : 126.3− 361.6
Figure 6.26: “Observed” and corrected (see Section 4.1) deprojected number and number
density profiles for halos binned by richness.
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Figure 6.27: “Observed” ∆Σ profiles (see Section 4.1) for clusters binned by richness.
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Figure 6.28: “Observed” ∆Σ profiles (see Section 4.1) for clusters binned by richness.
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Figure 6.29: “Observed” ∆Σ profiles (see Section 4.1) for clusters binned by richness.
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Figure 6.30: “Observed” ∆Σ profiles (see Section 4.1) for clusters binned by richness.
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Figure 6.31: “Observed” ∆Σ profiles (see Section 4.1) for clusters binned by richness.
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Figure 6.32: “Observed” ∆Σ profiles (see Section 4.1) for clusters binned by richness.
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Figure 6.33: “Observed” deprojected ∆ρ and M profiles for clusters binned by richness.
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Figure 6.34: “Observed” deprojected ∆ρ and M profiles for clusters binned by richness.
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Figure 6.35: “Observed” deprojected ∆ρ and M profiles for clusters binned by richness.
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Figure 6.36: “Observed” deprojected ∆ρ and M profiles for clusters binned by richness.
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Figure 6.37: “Observed” deprojected number and number density profiles for clusters
binned by richness.
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(c) Λ : 27.5− 29.1
Figure 6.38: “Observed” deprojected number and number density profiles for clusters
binned by richness.
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(c) Λ : 43.2− 55.8
Figure 6.39: “Observed” deprojected number and number density profiles for clusters
binned by richness.
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(c) Λ : 126.3− 361.6
Figure 6.40: “Observed” deprojected number and number density profiles for clusters
binned by richness.
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