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I

Abstract

An Internet of Things (IoT) network or a Wireless Sensor Network (WSN) consists
of sensor devices and one or more sinks. In general, these sensor devices monitor or
collect samples of targets, e.g., vehicles, or their surrounding environment; e.g., the
temperature of a room. They then upload their collected samples to a sink for further
analysis. A critical issue when operating sensor devices is their energy limitation.
To this end, researchers have considered charging sensor devices using a variety
of sources, include solar, wind, and Radio Frequency (RF). Consequently, sensor
devices with energy harvesting capability are able to operate perpetually assuming
they do not spend more than their harvested energy. Apart from energy harvesting
technologies, researchers have recently exploited the negligible energy cost afforded
by backscatter communications. Consequently, it allows sensor devices to use more
of their harvested energy to collect samples that otherwise would be used for active
RF transmissions.
To this end, this thesis first addresses a novel target-monitoring problem. Its
objective is to maximize a novel Quality of Monitoring (QoM) metric, which is a
function of the total target monitoring duration and inversely proportional to sensorto-target distance. The optimization at hand is to determine the activation schedule
of sensor devices in conjunction with the charging schedule of a Hybrid Access Point
(HAP). In this respect, this thesis provides three solutions. The first solution uses
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an Mixed Integer Linear Program (MILP) to obtain the optimal schedule. The
second and third solutions determine the charging schedule via a Cross-Entropy (CE)
based algorithm and a heuristic named Energy Reallocation Linear Programming
Approximation (ERLPA). Simulation results show that (i) QoM is affected by the
energy requirement of sensor devices, energy storage capacity, number of channels
available to the HAP, sensor sensing radius and energy conversion efficiency of sensor
devices, and (ii) both the CE method and ERLPA are capable of producing schedules
that are near optimal.
This thesis then considers monitoring stochastic targets in IoT networks with
an HAP and multiple RF-energy harvesting sensor devices. Its objective is to optimize the charging schedule of an HAP and the activation time of sensor devices.
The main quantity to be optimized is the sampling duration of a set of stochastic
targets. This thesis first proposes a Stochastic Program (SP) to obtain statistically
bounded charging and activation schedule for the HAP and sensor devices, respectively. However, a statistical model of a target’s appearance duration is required
in order to solve the SP, which is difficult to obtain in practice. To this end, this
thesis proposes a Sequential Monte-Carlo reinforcement Learning (SMC-L) based
method to determine an activation policy for each sensor in a distributed manner.
Advantageously, SMC-L method does not require each sensor device to have a statistical model of a target’s appearance time. Simulation results show that (a) the
expected total targets monitoring time grows with increasing sensing radius, (b)
SMC-L achieves better learning outcomes under two circumstances: firstly, when
the temperature parameter τ of its Boltzmann exploration strategy is low; secondly,
when the discount factor γ is close to one, and (c) when there are 16 devices, the
targets monitoring time of SP is 0.97 higher than the time computed using SMC-L.
Lastly, this thesis considers data collection in multi-hop, backscattering, mobile
aided, RF-energy harvesting IoT networks. Specifically, it considers a novel IoT
network with an HAP that charges sensor devices and a mobile data collector.
Sensor devices, which are equipped with an active RF radio and backscattering,
III

sample their environment, and transmit samples to another sensor device or a mobile
collector. The goal here is to maximize the number of samples collected by the HAP
and mobile collector. To do so, the problem at hand is to determine the optimum
charging and activation schedules for the HAP and sensor devices. To derive the
said schedules, this thesis proposes an MILP and a heuristic named Reduced-Set
Linear Program Approximation (RS-LPA). Simulation results show that (a) the
total throughput increases with the number of backscattering groups regardless of
the collector speed, (b) less data is uploaded to the collector as more devices are
included, (c) less data is uploaded to the collector when devices have a low sensing
cost, and (d) on average, the throughput of RS-LPA is 10.55% lower than that of
MILP.
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1

Introduction
1.1

Background

Internet of Things (IoT) networks [10] are now deployed to provide connections
between users and devices with sensors, Radio Frequency Identification (RFID)
tags, and/or actuators. An IoT network has a myriad of applications, see Table 1.1
for a summary. Some examples include inventory management [11], and monitoring
the production of commodities [5, 12]. They form the foundation of smart cities,
where they are employed to monitor the energy delivery of an electricity grid [13]
or to control traffic signals in order to avoid congestion in smart cities [14]. In
smart homes, IoT networks enable remote monitoring and control of household
appliances [15]. Moreover, IoT networks have applications in forecasting, tracking
and monitoring of emergency situations such as natural disasters [16–20]. In the
healthcare domain, prior works have employed IoT networks to provide real time
monitoring of patients [21], and to aid elderly and disabled people [22–24].
The growing interests in IoT networks have resulted in a number of IoT architectures [1–4, 41], see Figure 1.1. In particular, the device/perception layer contains
hardware components such as sensors to sample data from an environment, see Table 1.2 for a summary of their main characteristics. The network layer contains the

1

2

Healthcare

Smart city

Industrial

Domain

Independent
living

Medical
systems

Smart
mobility

Public safety

Smart home

Smart grid

Industrial
processes

Agriculture

Logistic and
management

Field

Table 1.1: A summary of IoT network applications [1, 3, 5].

Application
Facilitate inventory management [11].
Monitor production cycles to improve the quality of commodities [25].
Monitor transportation of perishable goods to guarantee product integrity [5].
Inferring product demand via smart shelf to reduce under/over-production [26].
Monitoring of animals to stop the spread of infectious disease [12].
Enable fast track health and transport certification of animals [12].
Provide transparency in agriculture production to increase customer confidence [27].
Ensure the origin of agricultural products via pollination monitoring [28, 29].
Smart industrial plant monitoring to reduce accidents such as gas leak [5].
Parts identification to boost assembly efficiency [5].
Provide guided vehicles automation in a smart factory [30].
Monitor energy delivery and improve fault detection [31].
Enable variable rate pricing to encourage energy saving behaviours [13].
Infer electricity usage demand via smart meters, smart switches, and smart appliances [13].
Enable remote control of household appliances as well as home security systems [15].
Integration of smart household appliances and smart grid in order to conserve energy [15].
Monitor user behaviours to schedule the operation time of smart household appliances [32].
Provide monitoring and tracking of emergency scenarios such as earthquakes, and pandemics [33].
Provide real time forecast, localization, tracking of emergency events [16–20].
Traffic condition reporting via sensors integrated in vehicles or smartphone of users [34].
Traffic congestion monitoring and control of traffic lights [14].
Guided parking to save time and reduce carbon emissions [35].
Fast toll payment or a public ticket system [36].
Provide remote monitoring of patient’s vital functions to promote fast diagnosis [21, 37, 38].
Enable tracking of medical equipment to prevent contamination and theft [5].
Provide remote assistance, medical advice, and emergency event monitoring to elderly people [39, 40].
Provide social opportunities to patients with limited mobility [22].
Provide verbal instructions to visually impaired people in a city [23, 24].

protocols responsible for communications between devices located at the perception
layer and higher level components such as a gateway or a cloud server; see Table 1.3
for a list of communication technologies adopted in IoT networks. A popular technology that forms the foundation of the perception and network layer is a Wireless
Sensor Network (WSN) [42], see Figure 1.2. The layers associated with data processing adopt technologies such as distributed or edge computing [2, 4] to decode
and reformat data from the network layer. The application layer is then responsible
for the deployment and execution of IoT applications such as the examples given in
Table 1.1. Lastly, to enable analysis of user data and management, an analysis layer
is added to optimize the operation of an IoT network based on user feedback [3, 4].

Analysis
Application

Application

Application

Business

Collaboration

Application

Application
Data abstraction

Processing

Data accumulation
Cloud computing

Middleware

Edge computing

Network

Connectivity

Network

Network

Connectivity

Perception

Things/devices

Sensing

Perception

Physical

(a)

(b)

(c)

(d)

Figure 1.1: Example IoT architectures: (a) Three-layer [1], (b) Heterogeneous IoT
(HetIoT) [2], (c) Middleware based [3], and (d) Cisco IoT reference model [4].
Technology
RFID [43, 44]

NFC [43]
WSN [42]

Capabilities
Identification,
storing, communication
Communication
Sensing, storing,
processing, communication

Data rate
<640 kbps

Distance
3-10 m

Standards
ISO/IEC 18000

106-424 kbps
250 kbps

<10 cm
10-100 m

ISO/IEC14443
IEEE802.15.4,
ZigBee, Wireless
HART, ISA 100

Table 1.2: Main technologies of the perception layer [5].

This thesis focuses on fundamental problems at the perception and network layers. Specifically, it is concerned with the monitoring of targets/events, and data
3

Sink

Sensing field
Figure 1.2: An IoT network. Sensor devices are indicated by yellow triangles, and
their sensing ranges are indicated by dashed circles. The components belong to the
same layer are color-coded as indicated in Figure 1.1. The dashed arrows represent
communication links between sensor devices and the sink. A cloud server processes
data before distributing them to a set of users. The dash-dotted arrows represent
communication links between the cloud server and sink/storage devices. The solid
arrows represent data distribution to the users.

Name
Bluetooth [45]
GSM, LTE [46]

6LoWPAN [47, 48]
NFC [43]
RFID [43, 44]
Weightless [49]
WiFi [50, 51]
ZigBee [52]

Frequency
2.4 GHz
900 MHz, 1.8 GHz in Europe; 1.9 GHz, 850 MHz in
US
2.4 GHz
13.56 MHz
120-150 kHz, 13.56 MHz
470-790 MHz
2.4 GHz, 3.6 GHz, 5 GHz
2.4 GHz, 784 MHz in
China, 915 MHz in US, 868
MHz in Europe

Range
1-100 m

Standards
IEEE 802.15.1
3GPP

10-30 m
<0.1 m
10 cm-200 m
<10 km
<100 m
10-20 m

IEEE 802.15.4
ISO/IEC14443
ISO 18000
Weightless
IEEE 802.11
IEEE 802.15.4

Table 1.3: Communication technologies in IoT networks [1, 5].
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collection from sensor devices. The ability of a sensor device to monitor a target/event is closely tied to its activation schedule and targets behaviors. In order to
utilize energy efficiently, a sensor device needs to schedule its activation such that it
coincides with the appearance of a target or an event. This is possible in the case of
a deterministic target/event, which means that the appearance of the target/event
is given or it can be predicted accurately. An example of a deterministic target is a
vehicle travelling on a known trajectory with a predetermined speed. In the case of
stochastic targets/events, aligning a sensor device’s activation to the appearance of
the target/event is difficult. In practice, the appearance of targets is often stochastic
in nature as the exact knowledge of their trajectory is not available.
There are two primary methods to collect data from sensor devices, namely direct
or multi-hop [53]. In direct transmission mode, sensor devices upload their samples
directly to a sink/gateway or a mobile collector. However, without a mobile collector,
direct transmission leads to a high energy consumption rate when devices are far
away from a sink. To conserve energy, multi-hop communications can be adopted to
relay data back to a sink. The energy consumed for active radio communications is
lower as compared to direct transmission as the transmission range is much shorter.
However, a multi-hop route needs to be planned carefully such that it does not
contain paths that increase a network’s overall energy usage and delay.
To date, various metrics have been used to evaluate the performance of an IoT
system. Notable QoS metrics include network lifetime [54–56], area coverage [57, 58],
and sensor sampling rate [59, 60]. Network lifetime is related to the operation duration of sensor devices, which represents their monitoring duration of targets/events.
The lifetime of a network is essential to applications such as remote medical sensing [21], those that provide aids to disabled people [23, 24], and natural disaster
monitoring [33] to name a few. As an example, to ensure minimum disruption to a
patient’s life, medical sensors that record temperature and pulse [38] are optimized
to draw 600 µA and 142 µA during operation, respectively. The aforementioned sensors are able to operate for up to eight and 50 days when paired with a 120 mA h
5

button battery that is commonly used to power sensor devices [37]. In order to
reduce their energy consumption, sensor devices are also able to adjust the clock
speed of their Micro-controller Unit (MCU) ATmega328P [61] from 8 MHz at 3.3 V
to 1 MHz at 1.8 V [38]. Area coverage describes the region that is within the sensing
range of deployed sensor devices. For example, if a WSN is used for fire detection,
then optimizing this metric ensures fire hazards are detected quickly [57]. Lastly, the
sampling rate of sensor devices affects the accuracy of event detection. For example,
the sensor devices in [60] that are tasked with monitoring leakages are able to detect
a leak within 2.3 m when the sampling rate is 600 samples/second. However, their
detection accuracy becomes 0.3 m when their sampling rate is 4800 samples/second.
The lifetime of an IoT network is affected by the energy consumption rate and
the battery capacity of its sensor devices. Tasks such as communication and sensing incur a high energy consumption rate. Referring to Table 1.4, we see that the
energy consumption rate of a radio module is higher than the processing module
in most cases. As an example, the radio module of MicaZ [62], TelosB [63], and
Imote2 [64] draws up to 20 mA when active. As a result, this radio module cannot
operate continuously for over four days when powered by two AA batteries [65]. Depending on the application, sensing modules such as a video camera may consume
a large amount of energy, see Table 1.5. From Table 1.4, we see that in environmental monitoring applications, the current draw of light sensor and barometer is
less than 1 mA. However, in target monitoring applications, high resolution cameras
have a high energy consumption rate. Specifically, a camera model with 64 mega
pixel array draws up to 282.1 mA of current [66]. Another issue is the limited energy storage. From Table 1.6, we see that a 64 mega pixel camera module cannot
operate continuously over nine hours when paired with the largest capacity NiMH
battery [67]. The operation duration of the 1.3 mega pixel camera does not exceed
1.6 days when powered by the same battery.
To overcome the limited energy of sensor devices, prior works have proposed
three main approaches, namely, duty cycling [68], energy harvesting [7, 8, 69, 70],
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and backscattering [71]. Duty cycling is a popular approach employed to conserve
the energy usage of sensor devices. Notable methods include minimization of active
sensor nodes [72], reduction of sensor radio usage [73], dynamic sensor clustering [74],
and sensor activation based on target state prediction [75]. These methods, however,
do not consider replenishing the battery of sensor devices. As a result, the lifetime
of sensor devices is still limited by the battery capacity of sensor devices. To this
end, past works have considered harvesting from ambient sources such as solar and
RF signals [8] and also seek to reduce communication cost using backscattering [71].
Platform
Mica2 [76]
Mica2dot [77]
MicaZ [62]
TelosB [63]
Imote2 [64]
Iris [78]

sleep
1 µA
1 µA
20 µA
20 µA
20 µA
0.02 µA

Radio
idle
0.105 mA
0.105 mA
0.426 mA
0.426 mA
0.426 mA
1.5 mA

active
27 mA
27 mA
20 mA
20 mA
20 mA
17 mA

CPU
sleep active
15 µA
8 mA
15 µA
8 mA
15 µA
8 mA
5.1 µA 1.8 mA
390 µA 66 mA
8 µA
8 mA

Power
source
2xAA
3V coin cell
2xAA
2xAA
3xAAA
2xAA

Table 1.4: Comparisons of sensor platforms radio and their CPU current drain [6].

Sensor
type
2-Axis
Accelerometer [79]
GPS [79]

Nominal
voltage (V)
2.5

Current drain
sleep
active
N/A
1 mA

3.3

N/A

35 mA

Barometer [80]

2.2

N/A

4 µA

Light [81]
Camera [66]

2.7
2.8

N/A
1 µA

0.37 mA
65.7 mA

Camera [66]

2.8

12 µA

282.1 mA

Specification
±2g
range
with
167 mV/g sensitivity.
3 m resolution with 1 s of
reacquisition time.
110 to 300 mbar range
with ±3.5% accuracy.
400 to 1000 nm range.
1.3 Mega pixel (1280 ×
1024) resolution at 120
frames per second.
64 Mega pixel (9248 ×
6944) resolution at 16
frames per second.

Table 1.5: Examples of current drain of sensing modules.
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SLA [82]
NiCd [83]
NiMH [67]
Li-ion [84]
Li-polymer [85]
Super-capacitor [86]

Battery Type

Nominal
voltage
(V)
6
1.2
1.2
3.7
3.7
2.5

Energy
density
(Wh/kg)
26
42
100
165
156
5
70-92
70-90
66
99.9
99.8
97-98

Efficiency (%)

20
10
20
<10
<10
5.9/day

Self discharge
(%/month)

Table 1.6: Examples of energy storage technology [7].

1300 mA h
1100 mA h
2500 mA h
740 mA h
930 mA h
350 F

Capacity

No
Yes
No
No
No
No

Memory effect

500-800
1500
1000
1200
500-1000
Unlimited

Recharge
cycles

1.1.1

Energy harvesting

Sensor devices can be equipped with various energy harvesting technologies. They
include kinetic [87–89], thermal [90], or radiant [56, 91]; see Table 1.7 for a list of
examples of energy harvesting technologies. The amount of energy available from
sources such as solar or wind is high, however, they have a low conversion efficiency
and their energy arrivals are difficult to predict. On the other hand, energy sources
such as breathing and blood pressure are predictable. However, they are low in
availability. RF-charging allows on demand energy delivery. Briefly, devices utilize
a rectenna to convert RF signals into Direct Current (DC) [8, 70]. RF sources include
WiFi access points, power beacons, base stations, and television towers. Table 1.8
summarizes the transmit power of typical RF-energy sources. We see that their
transmit power ranges from 1.78 W to 960 kW.
There are two types of RF-energy harvesting systems. The first type extracts
energy from ambient RF signals emitted by existing infrastructures such as radio,
and television towers. From Table 1.8, we see that the KING-TV tower [92] has
a high transmit power of 960 kW. This provides a large charging radius of up to
a few kilometers and is suitable for applications in a smart city. However, one
drawback of ambient-harvesting systems is that the transmit power and schedule is
not controllable. The second type of RF-energy harvesting systems has a dedicated
charger. Specifically, a gateway such as a WiFi AP can be controlled to charge
nearby sensor devices wirelessly. However, the charging radius of an AP is small,
with a range from 1 to 4 m. Thus, dedicated source RF-harvesting systems are
suitable for smart home applications or target/environment monitoring in areas
that have no ambient RF sources.

1.1.2

Backscatter communication

Backscattering technology allows devices to lower their communication cost. Briefly,
devices adjust the impedance of their antennas to reflect and modulate RF sig-
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Source
Solar [93]
Wind [94]
Finger motion [95]
Footfalls [95]
Vibrations [96]
Exhalation [97]
Breathing [97]
Blood pressure [97]
Radio frequency [98]

Energy
available
100 mW/cm2
19 mW

Harvesting
technology
Solar panel
Anemometer
Piezoelectric

Conversion
efficiency
15%
11%

Harvested
energy
15 mW/cm2
1200 mW/d
2.1 mW

67 mW
1 mW
0.83 mW
0.93 mW

Piezoelectric
Induction
Masks
Ratchet flywheel
Micro-generator

7.5%
40%
50%
40%

5 mW
0.2 mW/cm2
0.4 mW
0.42 mW
0.37 mW

1 W-960 kW

Rectenna

Input power
dependent

Distance dependent

Table 1.7: Examples of energy sources [7].

Source
Isotropic RF transmitter [99]
Isotropic RF transmitter [100]
TX91501 Powercast
transmitter [101]
KING-TV tower [92]

Transmit
power
4W

Frequency

Distance

902-928 MHz

15 m

Received
power
5.5 µW

1.78 W

868 MHz

25 m

2.3 µW

3W

915 MHz

5 m, 11 m

189 µW, 1 µW

960 kW

674-680 MHz

4.1 km

60 µW

Table 1.8: Examples of RF-energy sources [8].
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nals emitted by transmitters such as access points, television towers, or base stations [102, 103]. As devices are only required to control their electronic switches
during backscatter communication, they incur sub-milliwatt power consumption [9].
Table 1.9 summarizes the power consumption of existing backscatter systems. We
see that the highest power consumption is 33 µW.
There are three backscatter strategies: ambient, monostatic, and bistatic [71].
Ambient backscattering involves reflecting existing RF signals from television towers,
radio stations, and base stations [102, 104, 105]. On the other hand, nodes that use
monostatic, and bistatic backscattering reflect dedicated RF signals. In particular, a
receiver of a monostatic system also provides a carrier signal [103, 106]. In contrast,
a receiver in a bistatic system does not provide a carrier signal [107–109].
The bit rate of backscattering is lower as compared with active radio transmissions. This is because backscatter systems adopt simple modulation schemes such
as amplitude modulation (AM) or frequency modulation (FM) to reduce energy
consumption. In order to increase the bit rate of backscatter receiver, more advance
modulation schemes such as Differential Binary Phase Shift Keying (DBPSK) are
employed in systems such as passive WiFi [107]. For example, compared with the
WiFi backscatter system in [103] that uses amplitude modulation, the BackFi system
in [104] achieves 1000 fold increase in throughput by employing 16-PSK modulation.
The communication range of backscattering is shorter as compared to a conventional radio. This is because the signal reflected by a backscattering device
experiences double path loss. Specifically, the first path loss occurs when a carrier
signal is transmitted from a transmitter to a backscatter device. The second path
loss occurs when the modulated carrier signal is backscattered from a device to a
receiver. From Table 1.9, we see that the device-to-receiver distance decreases when
the transmitter-to-device distance increases. This is because the received power at
a device decreases as the transmitter-to-device increases due to path-loss. In order to increase transmission range, receivers adopt technology such as LoRa [110]
to increase receiver sensitivity. As a result, a receiver is able to detect a mini11

mum received power of −149 dBm and achieves a maximum transmission range of
2.8 km [110].
Device

Power

Bit Rate

BackFi [104]
Ambient backscatter [102]
WiFi backscatter [103]
Passive WiFi [107]
HitchHike [106]
Interscatter [108]
Battery-free cell [109]
FM backscatter [105]
LoRa backscatter [110]
LoRa [111]

N/A
0.79 µW
9.65 µW
14.5 µW
33 µW
28 µW
3.48 µW
11.07 µW
9.25 µW
70 µW

5 Mb/s
10 kb/s
1 kb/s
11 Mb/s
300 kb/s
11 Mb/s
N/A
3.2 kb/s
37.5 kb/s
197 kb/s

Range (transmitter to device, device to receiver)
7 m, 7 m
N/A, 2.5 m
N/A, 2.1 m
3.7 m, 16.8 m
1 m, 54 m
0.9 m, 27.4 m
15.2 m, 15.2 m
N/A, 18.3 m
5 m, 2.8 km
1 m, 175 m

Table 1.9: Performance comparison of backscatter communication systems [9].

1.2

Problem space and motivation

This thesis aims to develop the fundamental technologies related to targets monitoring in RF-energy harvesting IoT systems. As discussed in Chapter 2, existing works
on targets monitoring in RF-energy harvesting IoT networks or WSNs do not consider mobile or stochastic targets. Specifically, prior works mainly focus on utilizing
ambient energy harvesting devices. The majority of these works employ a mobile
charger as an energy source, see [56] for an example. An observation is that very few
works have considered charging sensor devices using a dedicated energy source such
as a Hybrid Access Point (HAP) and task them to monitor targets, see [112] for an
example. Moreover, the works that charge sensors with an HAP do not consider
monitoring mobile, and/or stochastic targets. Henceforth, this thesis aims to fill
these research gaps by considering the following key problems: joint optimization
of energy allocation and sensor activation that maximizes the monitoring quality of
(i) mobile, and (ii) stochastic targets.
Another gap is the lack of works that exploit backscatter communications when
monitoring targets. As will be shown in Chapter 2, the works that consider backscat12

tering and a mobile collector do not charge devices using an HAP. Moreover, they
assume devices always have data to transmit to the collector. The focus of these
works is to optimize the trajectory of the collector and the reflection coefficient of
devices [113]. To fill this research gap, this thesis addresses a novel problem: joint
optimization of the charging, sampling, and communication schedule of a set of
backscatter enabled devices in order to maximize the sum-throughput of a system.
The following sections detail the targets monitoring and data collection problems
and system setups considered in this thesis.

1.2.1

Mobile and stochastic targets

An important aim when monitoring a mobile and/or stochastic target is to maximize
the amount of collected samples from devices. There are a number of factors to
consider when monitoring deterministic targets. Firstly, a subset of devices need
to be selected for charging based on the location of targets and the HAP’s energy
delivery capability. Secondly, one needs to schedule the activation of devices in order
to maximize the monitoring duration of targets. Lastly, one needs to consider the
time varying channel gain and the non-linear RF-energy harvesting process when
developing a charging and activation policy. In the case of stochastic targets, one
needs to obtain the statistical properties of targets appearance duration prior to
constructing energy allocation and activation schedules. Otherwise, the resulting
monitoring duration will be low as the energy received by sensor devices is insufficient
to monitor a target.
Henceforth, this thesis considers an RF-harvesting network that has one or more
RF-energy harvesting devices, and an HAP is responsible for charging these static
devices via a given number of channels. Devices use a harvest-store-and-activate
model [114, 115], where they spend some time receiving energy if the HAP assigns
them a channel for charging. After that, the HAP instructs them to monitor one
or more targets with a known trajectory using their harvested energy. The aim is

13

to optimize the HAP’s energy delivery and a device’s activation in order to achieve
the maximum system throughput.
To illustrate the problem, consider the example in Figure 1.3. We see three
sensor devices S1 , S2 and S3 , a target, and an HAP. The charging channels are
labelled f1 , f2 , and f3 . The sensing range of the aforementioned sensor devices is
shown via a dashed circle. A target is travelling from left to right and its location
at time instance t1 , t2 , and t3 is indicated in Figure 1.3 by the robot icon. Observe
that the target is within the sensing range of S1 at time t1 , and it is going to enter
the sensing range of S2 at time t2 . In order to maximize the monitoring duration,
a charging schedule is required to ensure sensors have sufficient energy to operate
when the target is within their sensing range. For a deterministic target, one way
to construct a charging schedule is to divide the HAP’s power budget and charge
node S1 and S2 simultaneously so that they are able to monitor the target’s entire
appearance at time t2 . This is because a device can only use its harvested energy
in the next time instance. Then, the HAP charges sensor S3 exclusively at time
t2 as it is the only sensor that is able to monitor the target at time t3 . In the
case of a stochastic target that has random appearance duration, one solution is to
identify the mean target appearance time at each sensor device and deliver energy
that supports the equivalent sensor activation duration. This way, the HAP is able
to lower the expected energy mismatch over each operational period.
There are a few challenges in the previous example. The first challenge is to
determine which subset of devices to charge in each time slot. In particular, the
HAP can only charge a limited number of sensor devices at a time due to limited
number of channels and transmission power. The second challenge is random channel
gain and targets appearance duration. This means an HAP needs to charge a device
for a prolonged period of time if the channel condition is poor and the expected
targets appearance duration is long. However, this strategy may cause some sensor
nodes to be neglected or to have insufficient energy when a target is within their
monitoring range. An alternative option is for the HAP to charge a sensor device
14

HAP

f1

s1

f2

f3

s3

s2

Figure 1.3: An RF-energy harvesting network being used to monitor a mobile/stochastic target.
only in the time slot before a target arrives. However, the received energy may not
be able to monitor the entire target appearance. In both cases, sensor devices will
have a short active time as they have harvested less than the optimal amount of
energy. Consequently, the resulting monitoring duration is low. The third challenge
is that the exact statistical models on random targets appearance duration and
channel condition are difficult to obtain in practice prior to the construction of
device charging and activation policies. This means that an HAP cannot exploit the
statistical properties such as the mean target appearance time at different sensor
devices while deriving a charging schedule.

1.2.2

Backscatter aided data collection

In order to increase the energy efficiency of data collection in a targets monitoring
system, this thesis considers sensor devices with backscattering capability. A key
limitation, however, is that devices using backscattering have a short transmission
range because the signals from a transmitter undergo two path losses. To address
this problem, this thesis proposes three strategies: (i) enable multi-hop backscatter
communications to relay data to a sink, (ii) enable active transmissions so that
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devices are able to upload to a sink directly, and (iii) employ a mobile sink to collect
data from devices via backscatter communications.
To illustrate the problem, consider a system that uses backscatter communications, see Figure 1.4. Instead of a target, the robot shown in Figure 1.4 is now a
mobile data collector. The trajectory of the data collector is omitted in Figure 1.4.
In order to maximize the data uploaded to both the data collector and an HAP,
each sensor device needs a communication schedule. One example schedule is given
in Figure 1.4. At time t1 , the sensor S1 backscatters its charging signal to the
data collector. Then, at time t2 , device S2 transmits actively to the HAP while S1
backscatters its RF signal to upload to the collector. Lastly, device S3 backscatters
the HAP’s charging signal to the collector at t3 .
HAP

f1

s1

f3

f2

s3

s2

Figure 1.4: A target monitoring RF-harvesting IoT network with a robot as a data
collector. The black line indicates the energy signal that charges devices. The
dashed and dash-dotted lines represent active RF radio upload and the backscatter
link, respectively.
The previous example contains a few challenges. Firstly, each sensor device is
assumed to always have data to upload. Thus, each sensor device needs to optimize a
portion of its received energy to sample its environment. Another issue to consider is
interference, which occurs when multiple devices within each other’s communication
range initiate backscattering simultaneously. To ensure the quality of backscatter
16

communication, the transmission schedule of devices needs to be planned such that
all backscatter receivers are able to decode their respective transmission successfully.

1.3

Contributions

This thesis contains three main contributions:
1. This thesis proposes a novel Quality of Monitoring (QoM) metric that is proportional to the total time duration in which a target is monitored by a sensor
device, and inversely proportional to the sensor-to-target distance. A Mixed
Integer Linear Program (MILP) is then used to maximize the said QoM. Specifically, the MILP is used to compute an HAP’s charging and sensor device’s
activation schedule in order to maximize the QoM of a IoT network. Moreover, for large problem instances, this thesis proposes a Cross-Entropy [116]
based algorithm and a heuristic named Energy Reallocation Linear Programming Approximation (ERLPA) to derive a near optimum charging schedule
that has superior computation time as compared with the MILP.
2. The second contribution considers stochastic targets. Specifically, it outlines a
novel two-stage stochastic program to determine the charging and activation
schedule of an HAP and sensor devices, respectively. Its objective is to maximize the expected monitoring time of stochastic targets under random channel
conditions. A key challenge is to minimize the mismatch in the energy required
to monitor targets and energy allocated by the HAP. Specifically, sensor devices must not receive excessive amount of energy if a target only appears for a
short period of time, and vice-versa. Another challenge is the infinite number
of scenarios relating to targets appearance time and channel gains. Therefore,
this thesis applies Sample Average Approximation (SAA) [117] to obtain a
statistically bounded solution. Another innovation is the application of Sequential Monte-Carlo based reinforcement learning (SMC-L) [118] to find an
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activation policy for each sensor device. Advantageously, it does not require
devices to have a probability distribution of targets appearance time, i.e., it is
a model free approach.
3. Lastly, this thesis considers the throughput maximization problem in a backscatter enabled RF-charging IoT network with two sinks. Specifically, it outlines
an MILP that can be used to determine the optimum HAP charging schedule
and time used by sensor devices for sampling and data upload. Moreover, it
determines when sensor devices backscatter to a neighbor or a mobile collector. As the MILP consists of an NP-hard link scheduling problem, this thesis
proposes a heuristic algorithm called Reduced-Set Linear Program Approximation (RS-LPA). Its basic idea is to reduce the said MILP to an LP by
pre-computing a set of non-interfering backscattering links and devices that
upload data to the HAP using their active RF radio.

1.4

Publications

The previous contributions have resulted in the following publications:
1. J. Fei, K-W. Chin, C. Yang and M. Ros, Charge-and-Activate Policies for
Targets Monitoring in RF-Harvesting Sensor Networks, in IEEE Transactions
on Vehicular Technology, vol. 69, no. 7, pp. 7835-7846, July 2020.
2. J. Fei, K-W. Chin, C. Yang and M. Ros, Stochastic Targets Monitoring in
Wireless Powered Sensor Networks, in IEEE Transactions on Vehicular Technology, vol. 69, no. 12, pp. 15908-15919, Dec. 2020.
3. J. Fei, K-W. Chin, C. Yang and M. Ros, Data Collection in Multi-Hop Mobile
Sink Aided Backscatter IoT Networks, in IEEE Internet of Things Journal.
Accepted
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1.5

Thesis Structure

1. Chapter 2. This chapter includes a literature review of existing works on target
monitoring in energy harvesting Wireless Sensor Networks (WSN). The review
also presents prior works that focus on data collection problems in the context
of backscatter enabled Wireless-Powered Communication Networks (WPCN).
2. Chapter 3. This chapter outlines an MILP, a Cross-Entropy based algorithm,
and a heuristic that aim to maximize a novel QoM of one or more moving
targets in an energy harvesting WSN.
3. Chapter 4. This chapter proposes a two-stage Stochastic Program and a reinforcement learning based algorithm to cope with the uncertainty in monitoring
stochastic targets in an energy harvesting WSN.
4. Chapter 5. This chapter presents an MILP and a heuristic algorithm to determine the charging, sampling, and communication schedule that leads to
maximum system sum-throughput.
5. Chapter 6. This chapter concludes the thesis, presents a summary of key
contributions and possible future research directions.
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Chapter

2

Literature Review
This chapter reviews prior works that consider targets monitoring and data collection in in WSNs or/and WPCNs. Many prior works have considered monitoring
targets using WSNs. However, their aim is to optimize the duty cycle batterypowered devices to prolong network lifetime, see [119] for a comprehensive survey.
Moreover, past works have also proposed solutions to deploy battery powered sensor
devices in order to satisfy a certain targets coverage requirement [120]. Lastly, to
lower deployment cost and ensure real time update of sensory data, there are works
that jointly investigate the deployment and connectivity of battery-operated sensor
devices in WSNs [121]. To this end, in Section 2.1, this thesis presents a review
of works that monitor both deterministic and stochastic targets in battery-powered
and energy harvesting WSNs. Specifically, it surveys three types of energy harvesting networks: ambient energy harvesting WSNs, RF-energy harvesting WSNs, and
hybrid energy harvesting WSNs.
Data collection in the context of WSNs/WPCNs has been a prominent research
topic for many years. Their general aim is to optimize the communication protocol to maximize the system sum-throughput, see [122] for a comprehensive survey.
There are also works that employ a mobile sink to collect data from devices. Their
aim is to optimize the trajectory of a mobile sink to lower its energy expenditure,
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see [123]. However, the aforementioned works do not consider the use of backscatter
communications. This thesis considers enabling energy harvesting sensor devices
with backscatter communication for data upload and sharing. Therefore, in Section 2.2, this thesis presents a review of works that consider backscatter enabled
WPCNs. Moreover, it also discusses works that consider backscattering in conjunction with a mobile data collector.

2.1

Target monitoring

Figure 2.1 shows a taxonomy of the works discussed in the following sections. We
see that there are four different network structures. Section 2.1.1 reviews target
monitoring works in battery powered WSNs, where the two main aims are to maximize network lifetime and minimize deployment cost. The works reviewed in Section 2.1.2 concern targets monitoring applications in ambient energy harvesting
networks, where problems such as lifetime and QoM maximization are discussed.
The targets monitoring works in the context of RF-energy harvesting networks are
reviewed based on whether the charger is mobile or static. Moreover, the works
that adopt a mobile charger are further categorized based on the charger’s mobility
model. Lastly, prior works that monitor targets in hybrid energy harvesting networks consider two system structures. The first system is composed of both energy
harvesting and battery powered devices. The second system employs sensor devices
that are able to harvest energy from different sources.

2.1.1

Battery-powered WSNs

This section introduces two general categories of target monitoring/coverage problems in battery-powered WSNs. The first category involves duty cycling sensors
to prolong network lifetime while satisfying certain monitoring requirements. The
second category focuses on satisfying monitoring requirements such as k-coverage or
k-barrier by optimizing sensor deployment.
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Figure 2.1: Taxonomy of prior works that study target monitoring in sensor networks.

2.1.1.1

Duty cycling

Past works have mainly considered four duty cycle methods to prolong the lifetime
of battery-powered WSNs. The first method aims to minimize the number of active
sensor devices [124, 125]. The goal of the second and third method is to identify the
maximum number of Disjoint Set Covers (DSC) [126, 127] and non-DSC [128, 129],
respectively. Lastly, past works leverage clustering to prolong network lifetime [130–
133].
Many past works aim to minimize redundancy while maintaining full coverage of
an area of interest [124, 125]. For example, the work in [124] minimizes activation
redundancy in a distributed manner. Specifically, the area of interest is divided
into grid cells. Each sensor maintains a cell-value table that tracks the number of
sensors monitoring each cell that is within its own sensing range. For instance, a
cell monitored by three sensors simultaneously has a cell-value of three. At the
beginning of each time slot, all sensors check the minimum value in its cell-value
table. A sensor remains active if the minimum cell-value is one. This is because
there is no monitoring redundancy, and the network will lose full coverage if a sensor
deactivates. On the other hand, if a sensor’s minimum cell-value is larger than one,
it sets up a back-off timer to check if any neighbouring sensors decide to enter sleep
mode. If a neighbouring sensor enters sleep mode, the sensor checks the cell-value
and remains active if the minimum value is one. Otherwise, the sensor enters sleep
mode when its back-off timer expires. In another example [125], the authors start
by computing the minimum number of sensors required to achieve full coverage
and their deployment location. Each randomly deployed sensor calculates its own
activation time slot based on its distance to the nearest deployment location. In
this case, a shorter distance corresponds to an earlier activation.
Prior works have also considered determining the maximum number of DSCs
for a given network [126, 127]. When active, sensors belonging to the same set
cover monitor all targets simultaneously. The use of DSCs helps reduce redundancy
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and promote longer network lifetime. In [127], the authors aim to determine all
possible disjoint set covers using a two-phase algorithm. Specifically, in the first
phase, the number of active sensors is minimized to form a set cover subject to full
coverage constraint. After that, sensors in the newly formed set cover are removed
in the second phase. The algorithm repeats until the remaining network topology
is incapable of providing full targets coverage. The same problem is considered in
another work [126]. However, the authors of [126] adopt an evolutionary algorithm
approach to determine the maximum number of DSCs. A repair function is used to
prevent the algorithm from generating candidate solutions that do not achieve full
coverage.
There are works that consider maximizing the number of non-DSCs [128, 129].
In the case of non-DSCs, a sensor is able to join multiple set covers. This leads to
more set covers as compared to DSCs, which further improves network lifetime. As
an example, the work in [128] aims to construct the maximum number of non-DSCs
by associating each sensor with a coverage and a connectivity value. The coverage
value of a sensor increases as the number of sensors that monitor the same set of
targets decreases. This means a sensor that monitors targets not covered by other
sensors is prioritized during the set cover construction process. On the other hand,
the connectivity value of a sensor increases under two scenarios: (a) the number
of its neighbouring sensors decreases, and (b) its distance to a sink decreases. To
construct non-DSCs, the authors start by adding sensors with the highest coverage
value. Then, relay sensors with the highest connectivity value are add to the set
cover until all sensors has a path to a sink. This process repeats when any sensors
in a set cover fails or depletes its energy.
Lastly, in order to extend the network lifetime of a WSN, past works leverage
clustering to reduce communication cost [130–133]. The main idea is to elect redundant sensors that have high remaining energy as cluster heads. This way, these
elected cluster heads are able to focus their energy usage on communication tasks
such as data aggregation and relaying instead of targets monitoring. For exam24

ple, the work in [130] considers a hybrid network consisting of static and mobile
sensors. Their goal is to optimize clustering and the trajectory of mobile sensors
such that the network coverage is maximum. Specifically, all sensors are divided
into a fixed number of clusters. A mobile sensor is moved to the center of each
cluster to serve as the cluster head. Then, the trajectory of the remaining mobile
sensors within each cluster is optimized to maximize the coverage of each cluster.
In another example, the authors of [131, 132] have considered constructing clusters
using a back-off timer technique. In particular, they proposed a cost metric that
combines the available energy of a sensor with its coverage contribution. The cost
metric associates a low cost with sensors that have a relatively high available energy
and are deployed in densely populated area. Then, during cluster head election,
each sensor sets a back-off timer proportional to its cost and waits for an election
termination message. As a result, the timer of a sensor that has the minimum cost
expires first and it is elected as the cluster head. Additionally, to prevent multiple
cluster heads being elected in a densely deployed area, the authors of [131] propose
to limit the minimum distance between any two cluster heads. The same problem is
considered in a three-dimensional network [133]. In this case, the authors aim to simultaneously minimize the coverage redundancy, the total number of cluster heads,
and unassigned sensors. As there are multiple objectives, the authors leverage an
evolutionary algorithm to arrive at a pareto-optimum solution.

2.1.1.2

Sensor deployment and connectivity

Prior works that optimize sensor deployment consider three types of monitoring
requirements, namely, k-coverage [134, 135], k-barrier [136], and area coverage ratio [137, 138]. To ensure k-coverage, each target has to be monitored by k devices
simultaneously. The k-barrier metric requires a network deployment such that an
intruder cannot cross a deployment area without being detected by at least k sensors.
Past works seek to minimize the number of deployed sensors that achieve kcoverage under two deployment strategies, namely, pattern, and candidate site de25

ployment. In pattern deployment, the area of interest is divided into a virtual grid
where the shape of each cell can be either square, triangle, or hexagon. Sensors
are deployed on the vertices of each grid cell. The authors of [135] aim to optimize
the shape and size of grid cells in order to minimize the number of deployed sensor while maintaining k-coverage and connectivity. Specifically, given the sensing
and communication range of sensors, the authors compute the size of grid cells for
each pattern that satisfies k-coverage. Then, the pattern that has the minimum
number of deployed sensors is selected. The authors have shown that the ratio between a sensor’s sensing and communication range affects the pattern selection. For
example, a hexagon deployment minimizes the number of sensors when their communication range is larger than their sensing range. In candidate site deployment,
a set of potential deployment positions for sensors are given in the monitoring area.
The authors of [134] aim to determine the minimum number of connected sensors
that satisfy k-coverage. Specifically, their sensors have the same communication and
sensing radius.
There are works that aim to construct a connected network that provides kbarrier monitoring. For example, the work in [136] considers constructing monitoring
barriers using mobile sensors. Their aim is to construct the maximum number of
barriers using a given number of mobile sensors in a distributed manner. Specifically,
a set of virtual barriers are established given the number of sensors, where the barrier
closest to the end of a monitoring area is designated as the baseline. The baseline
barrier has the highest priority and the remaining barrier’s priority decreases as their
distance to the baseline increase. For each barrier, the authors also calculate virtual
deployment positions named barrier positions. Initially, all sensors move towards
the baseline barrier to gain better connectivity. The sensor that reaches a barrier
position on the baseline becomes a fixed sensor. All fixed sensors announce their
status to their neighbouring sensors to move to vacant barrier positions that has the
highest priority. This process is repeated until no sensors is able to move to barrier
positions with a higher priority.
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Lastly, prior works aim to maximize area coverage ratio while minimizing the
number of deployed sensors [137, 138]. For example, the work in [138] considers
restoring coverage holes using mobile sensors. Their goal is to maximize coverage
ratio by optimizing the trajectory of mobile sensors. Specifically, in order to identify
coverage holes, the deployment area is divided into a grid, where each grid cell is
required to be monitored by at least one sensor. The main idea is to mobilize
the redundant sensors in a densely deployed area to heal coverage holes. Once in
position, a sensor performs a test to estimate the stability of links to its neighbouring
sensors. The test evaluates link stability based on Received Signal Strength Indicator
(RSSI) and Link Quality Indicator (LQI). The sensor selects the neighbouring sensor
that has the most stable link as its relay. This procedure ensures that all deployed
sensors have a stable connection to a sink.

2.1.2

Ambient energy harvesting WSNs

This section introduces two general categories of target monitoring/coverage problems and their respective system components in ambient energy harvesting WSNs.
The first category of problem concerns monitoring deterministic and stochastic targets. The second category of problems jointly considers sensors deployment, connectivity, and target monitoring. The works in this category only consider deterministic
targets.

2.1.2.1

Network lifetime and QoM maximization

Prior targets monitoring problems have two general goals.

First, they aim to

determine a sensor activation schedule that maximizes targets monitoring duration [91, 139, 140]. This is referred to as network lifetime maximization. Second,
they aim to schedule the active time of sensor devices to optimize a certain utility
or Quality of Monitoring (QoM) metric [55, 141–144]. This is referred to as QoM
maximization. The next subsections elaborate on these goals.
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Network lifetime maximization The authors of [91] are the first to equip sensor devices with solar panels whilst ensuring continuous monitoring of all targets.
Advantageously, sensor devices are able to harvest solar energy to replenish their
battery. To maximize network lifetime, the authors aim to balance between each
sensor’s active and recharge duration such that it achieves energy neutral operation,
where the total energy spend monitoring target is less or equal to their harvested
energy. To achieve continuous targets monitoring, the authors divide sensors into
set covers and activate them in turn.
The authors of [139] consider stochastic solar energy arrival. Specifically, they
authors aim to determine a set cover activation schedule that achieves energy neutral
operation without knowing the exact battery level of sensor nodes. In this case, the
available energy of a sensor might not be able to support the active duration of
the schedule. To this end, the authors equip each sensor with a non-rechargeable
backup battery. This means a sensor is able to power itself using its backup battery
when the available energy is insufficient in supporting its imprecise schedule.
In another work [140], the authors consider stochastic solar energy arrivals for
sensor devices that are not equipped with a backup battery. The authors aim to
activate set covers such that sensors achieve energy neutrality with probability (1−),
where  is the probability of monitoring failure.

QoM maximization Prior works consider two different types of QoM: probabilistic [141–144] and area [55]. Probabilistic QoM calculates the capture probability of
targets and events of interests. In the latter QoM type, an area has a different
weight to indicate its importance.
A number of works aim to optimize the duty cycle of sensor nodes in order
to maximize targets detection probability. For example, in [141], the authors aim
to plan a sensor’s active schedule such that the minimum detection probability of
targets is at its maximum. In this case, the authors implement sensor cooperation
to increase the detection probability of a target. Specifically, define p(sj , oi ) as the
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detection probability of a target oi by sensor sj . Moreover, let Si be the set of devices
that are able to monitor target oi when active. The probability that target oi is not
detected by sensors in Si is Πsj ∈Si (1 − p(sj , oi )). Thus, the detection probability
increases as more active sensors monitor a target.
In [142, 143], the authors consider random solar energy arrivals and random
target inter-arrival duration. They aim to design a policy to compute an energy
balanced activation schedule, and also maximizes targets capturing probability at a
single Point of Interest (PoI) under full and partial information model. Specifically,
for the full information model, a sensor node is aware of a target’s appearance when
it is in sleep state. In contrast, for the partial information model, a sensor device is
only able to detect a target when it is active.
The authors of [144] consider both random inter-arrival and appearance duration
of stochastic targets. However, they adopt deterministic solar energy arrival. Their
goal is to activate sensors such that the number of captured stochastic targets is at
maximum. Specifically, the authors activate a set of sensors to monitor the same
PoI in turn. Their goal is to maximize the coverage of PoI.
Lastly, the authors of [55] consider different sensing ranges for sensor devices.
However, they consider deterministic energy arrival and target appearance. They
aim to activate sensors to maximize the weighted sum of a monitored area. Specifically, each area is weighted according to the number of targets that reside in it.
Therefore, by maximizing the weighted sum of monitored area, the authors maximize the number of monitored targets.

2.1.2.2

Sensor deployment and connectivity

Past works have considered three types of problems concerning either sensor deployment [59] or connectivity [145, 146] or both [147, 148]. Sensor deployment
problems aim to minimize deployment redundancy while satisfying a certain monitoring requirement. On the other hand, sensor connectivity problems involve the
construction of routes with minimum energy consumption.
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The sensor deployment problem seeks to determine deployment sites that lead
to the minimum cost while achieving a given monitoring requirement. For example,
the work in [59] considers a unique and deterministic solar energy recharging rate
at each deployment site. The authors aim to determine the minimum number of
sensor devices and their deployment location such that a required number of samples
is collected from all targets. Specifically, multiple devices are able to be deployed
at the same site. This means multiple sensors are deployed to monitor the same set
of targets if the recharge rate of a single sensor is lower than the energy required to
satisfy a given monitoring quality.
The sensor connectivity problem aims to establish communication routes between deployed devices such that all devices have a route to a sink while satisfying
certain monitoring requirements. For instance, the work in [145] optimizes the activation schedule of sensor devices such that the network achieves maximum lifetime
while meeting a connectivity requirement. Specifically, devices are divided into connected set covers that activate in turn to monitor all targets. All devices are tasked
to perform two tasks: (a) monitor targets that are within its sensing range, and
(b) relay sensory data from its neighbours. In another example [146], the authors
propose a novel target coverage quality metric, which considers both the coverage
time and the number of monitoring devices. Their goal is to optimize the activation
of all sensor devices such that the overall coverage quality under a given monitoring
period is at maximum. In particular, the utility function that calculates the number
of devices monitoring a target is sub-modular; i.e., there is diminishing return as
more devices are used to monitor the same target.
The last category of problem aims to determine the deployment location of sensor devices while maintaining their connection with a sink such that a monitoring
metric is at optimum. For example, the work in [147] considers deploying multiple
devices at the same site to maintain sensor connectivity. The authors aim to optimize the number, the deployment location, and the activation schedule of sensor
devices such that the network achieves energy neutral operation, complete target
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coverage, and sensor connectivity. In another example, the work in [148] considers
variable solar panel surface area in conjunction with the deployment and connectivity of directional sensors. In addition to optimizing sensor activation schedule
and deployment location, the authors also determine the orientation of all deployed
devices and the surface area of their associated solar panel such that the deployment
cost is at minimum. Specifically, the deployment cost is defined as the sum of the
site and solar panel price.

2.1.3

RF-energy harvesting WSNs

This section reviews the system and problems relating to targets monitoring in
RF-energy harvesting sensor networks. In general, the prior works in Section 2.1.3
can be divided into two categories depending on their charging methods. The first
category uses a mobile charger such as a robot or a person to replenish the battery
of sensor devices [56, 149–156]. The second category employs a static charger such
as an HAP to deliver RF-energy to sensor devices [112, 157, 158].

2.1.3.1

Mobile charger

In order to increase the efficiency of wireless charging, prior works have considered
employing a mobile charger that delivers RF-energy in close proximity to sensor
devices. The general goal of works presented in this section is to plan the charging
schedule of a mobile charger while optimizing certain target monitoring criteria [56,
149–154]. Furthermore, among the works that plan the charging schedule of a mobile
charger, only the works in [152, 153] have considered a predetermined charging route.
The remaining works [56, 149–151, 154] consider a free moving charger.
The works that consider a charging route, e.g., [152, 153], aim to determine a
charger’s moving speed and its charging duration for each sensor device. As these
works consider stochastic targets, they also duty cycle devices in order to achieve
the maximum targets detection probability. Specifically, individual sensor devices

31

are placed far from each other so that a mobile charger is able to charge one device
at a time. A stochastic target is consider captured by a sensor device if it appears
when the sensor is active, or its appearance duration is long enough until the sensor
is active.
Prior works that consider a free moving mobile charger [56, 149–151, 154] adopt
two sensor activation protocols, namely, charge-then-exhaust [56, 149, 154] and
selective-activation [150, 151]. Under the charge-then-exhaust protocol, a device
operates continuously until it exhausts its stored energy after receiving a charge.
On the other hand, given an energy budget, sensor devices that adopt the selectiveactivation protocol are able to activate in the time slot of their choice. As an example
of the charge-then-exhaust protocol, the work in [154] considers an energy limited
mobile charger that charges multiple devices simultaneously. Their goal is to optimize the stopping/sojourning points of a charger such that the targets capturing
probability is at maximum. In particular, when the charger stops at a sojourning
point, it recharges all devices that are within its charging radius fully. Critically,
sensor devices cannot conduct sensing while receiving a charge. Thus, the charging period of the charger needs to have minimum overlap with the appearance of
targets. In another example, the authors of [56, 149] consider sensor cooperation.
Their goal is to recharge devices such that each target is continuously monitored
by at least k devices. Specifically, sensor devices are divided into clusters based
on their proximity to each target. This way, devices within the same cluster are
able to activate in turns to monitor their common target. The head of a cluster
requests a recharge when the number of devices scheduled for the subsequent shift
is less than k. The works in [150, 151] adopt selective-activation scheme for their
sensor devices. They aim to charge and activate devices cooperatively to maximize
the target capturing probability. Specifically, at the beginning of each time frame, a
mobile charger visits a subset of devices to charge them individually. Then, sensor
devices activate cooperatively such that the monitoring duration of a common point
of interest is at maximum. This means the set of sensors monitoring a common
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point of interest plan their activation schedule such that only one device is active in
each time slot.
In order to reduce energy consumption of a mobile charger, prior works have also
considered optimizing the deployment and/or connectivity of sensor devices [155,
156]. For example, in [156], the authors consider relaying sensory data to a base
station in real time via multi-hop communication. Their goal is to optimize the
charging schedule of a mobile charger to maximize the number of monitored target.
Specifically, a target is considered under monitoring only when the active device is
connected to a base station. Therefore, to maximize the number of targets monitored, the mobile charger ensures that both the monitoring and relaying devices
have sufficient energy to operate. In another example [155], the authors consider
deploying directional sensors to monitor deterministic targets. They aim to jointly
optimize the number of deployed sensor devices and their location, orientation, communication route, charging schedule such that the network operates perpetually.
Specifically, in each time frame, an energy limited mobile charger departs from its
depot to charge all devices exactly once before returning. Thus, the distance between deployed sensors and the depot has to be sufficiently small so that the mobile
charger does not exhaust its energy before returning to the depot.

2.1.3.2

Static charger

In order to reduce the deployment complexity of RF-energy harvesting wireless
sensor networks, a static charger is introduced to deliver energy to a set of devices [112, 157, 158]. As a result, the charger is able to deliver energy to all deployed
sensor devices simultaneously. The general goal of target monitoring problems in
systems that employ a static charger is to maximize the data collected by sensor
devices. For example, the work in [112] considers random channel gains in a RFharvesting WSN. The authors aim to jointly optimize the time duration for charging
and uploading such that the minimum upload duration among a set of sensor devices is at maximum. Specifically, the system employs the Harvest-then-Transmit
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(HTT) protocol [159] to charge and collect data from devices. As another example [157, 158], the authors consider charging devices with one or multiple HAPs to
achieve complete target coverage. Specifically, the network operates under a three
phase protocol that is based on the HTT protocol. In the first phase, all devices
harvest energy from one or multiple HAPs. Then, in the second phase, devices are
divided into set covers that activate in turn to monitor all targets simultaneously.
Lastly, in the third phase, all devices transmit their sensory data to the HAP in a
TDMA manner.

2.1.4

Hybrid energy harvesting WSNs

This section reviews the system and problems of target monitoring applications in
hybrid energy harvesting WSNs. The general goal of these works is to prolong or
achieve perpetual network operation while satisfying a certain targets monitoring
requirement. The works in this section consider either a hybrid system [54, 160] or a
homogeneous system with hybrid devices [58, 161]. A hybrid system includes both
energy harvesting and battery-powered devices. On the other hand, a hybrid device
is able to harvest energy from multiple sources such as solar and RF.
A prominent issue associated with the works reviewed in Section 2.1.2 and 2.1.3
is that network performance degrades as varying weather or channel conditions impact a sensor’s harvested energy. To address this issue, the authors of [54, 160]
consider concurrent deployment of energy harvesting and battery-powered devices.
For example, in [160], the authors aim to balance the number of active EH and
battery-powered devices such that the network lifetime is maximum. Intuitively,
a set of battery-powered devices are utilized to maintain the required monitoring
quality when energy shortage occurs at energy harvesting devices. In another example, the authors of [54] consider mobile RF-energy harvesting sensor devices and
mobile targets. Their goal is to optimize the trajectory of mobile sensors and the
activation schedule of all sensors such that the network lifetime is maximized while
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achieving complete target coverage. Specifically, the system first employs a large
set of stationary battery-powered devices to capture a set of static targets. A group
of mobile sensors are then utilized to address the coverage holes created by a set of
mobile targets.
Another strategy employed to address the issue of random solar energy arrival is
to equip solar energy harvesting devices with an RF-energy harvesting module [58,
161]. For example, the work in [161] considers a system where sensor devices are
able to share harvested solar energy. This means mission-critical sensors are able
to obtain energy from their neighbouring devices so that full target coverage is
maintained. The authors aim to optimize the operation mode of all sensors and their
respective transmit power during energy sharing. Specifically, in each time slot, a
sensor chooses to perform either target monitoring or energy sharing. The sensor
cannot receive any RF-energy during the energy sharing phase. All devices are able
to harvest solar energy at all times. In another example [58], the authors employ a
mobile charger to deliver energy to sensor devices that have insufficient solar energy.
They aim to optimize the deployment of sensor devices and the charging schedule
of the mobile charger such that the network achieves complete target coverage and
energy neutral operation. Specifically, the sensing area consists of regions that have
sufficient solar incident energy to support the operation of devices. The sensors
deployed in the remaining region rely on the mobile charger to meet the required
energy expenditure.

2.2

Data collection

A taxonomy of the works reviewed in this section is provided in Figure 2.2. Specifically, there are types of systems. Section 2.2.1 concerns data collection in battery
operated sensor networks, where their goal is to maximize the lifetime of a network.
In Section 2.2.2, we review prior works that employ backscatter communication for
data collection, where their main goal is to improve system sum-throughput by lever35

aging energy or signals from primary users for communications. Lastly, there are
works that employ backscatter enabled UAVs or UGVs for data collection. Their
main aim is to optimize the trajectory of these mobile collectors such that the total
energy consumption is at minimum.

2.2.1

Data collection in WSNs

Past works have proposed a myriad of approaches to collect data in battery-powered
WSNs. Their main aim is to reduce communication cost and prolong network lifetime. These approaches can be categorized into three types of protocols, namely,
structured [162–167], structure free [168–173], and hybrid [174, 175].
Structured protocols involve constructing cluster/tree-based routing schemes for
statically deployed WSNs. The idea is to prevent sensors from uploading data to
a sink directly [162, 163, 165]. For example, the authors of [162, 165] consider
developing a cluster-based routing protocol for sensors with the same initial energy.
Their goal is to optimize the number of cluster heads to minimize the total energy
expenditure in each transmission round. Moreover, they aim to rotate the role of
cluster heads in order to distribute energy consumption evenly. Specifically, the work
in [162] assigns each sensor with a cluster head election probability at the beginning
of each transmission round. The idea is to assign zero probability to sensors that
have acted as a cluster head. The remaining sensors have equal opportunity to
compete to be a cluster head. The election probability is reset after all sensors have
taken the role of cluster head. This means all sensors are eligible to become a cluster
head. Once the cluster head election is finalized, all remaining sensors form clusters
around the cluster head closest to them or one that has the highest received signal
strength. Then, to collect data, each cluster head schedules transmissions for all the
sensors in its cluster in a TDMA manner. In another example [163], the authors aim
to improve the protocol proposed in [162] and construct clusters for sensors that have
heterogeneous initial energy. In particular, the cluster head election probability of
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Figure 2.2: Taxonomy of prior works that study data collection problem in sensor networks.

sensors is weighted according to their initial energy. As a result, sensors with more
initial energy have a higher probability to become cluster heads.
Structured protocols also aim to reduce data redundancy at cluster heads [164,
166, 167]. For instance, the work in [167] constructs a list that records old messages
at every cluster head to check for data duplication. Specifically, as the size of every
list is limited, each item in the list is associated with a frequency counter that
indicates its lifetime. If the content of a received data packet is found in a list,
its frequency counter is incremented. Otherwise, the frequency counter of all data
packets is decremented, and the one with minimum frequency count is replaced with
the newly arrived packet. Moreover, a data packet is removed from a list once its
frequency counter becomes zero. In another example [166], the authors propose a
network structure where the number of sensors in a cluster increases geometrically
as the number of clusters increases. Their aim is to minimize communication energy
expenditure and delay. Specifically, a cluster with a large number of sensors minimize
energy expenditure when its sensors produce fusible data. On the other hand, if
the data packets are not fusible, a cluster with small number of sensors have low
transmission delay. The work in [164] proposes the concept of Spatial Correlation
Region (SCR). This means the data sampled by sensors within the same SCR are
considered the same. Specifically, once an event occurs, the sensors in the same
SCR elect a representative based on their remaining energy and distance to a sink.
Then, the representative furthest to the sink constructs a direct route to update its
data. Lastly, all other representatives form the shortest route to the sensors on the
route constructed by the representative furthest to the sink.
In a structure-free protocol, a WSN does not set up explicit routing schemes
for sensors to upload their data to a sink. This means that each sensor needs to
decide the next hop for data upload and the waiting time for data aggregation
based on local information. To this end, prior works have developed three types of
structure-free protocols, namely, back-off timer [168, 169], virtual grid [172, 173],
and heuristic [170, 171]. For example, in [168, 169], the authors aim to achieve both
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spatial and temporal convergence of data. This means that in order for multiple
data packets to be aggregated, they need to be transmitted to the same sensor at
the same time. To this end, the authors of [169] propose a protocol called DataAware-Anycast and Randomized Waiting (DAA+RW). Specifically, after detecting
an event, a source sensor sends out a Request-To-Send (RTS) packet to its neighbours indicating that it has data to upload. The RTS packet also contains an ID
of the event such that data packets with the same ID can be aggregated. Then, all
sensors that have received the RTS set up a respond back-off timer based on the
ID of their own data packet and their distance to a sink. Briefly, a neighbouring
sensor that has the same event ID and is closest to the sink has the shortest back-off
timer. The first sensor that sends a Clear-To-Send (CTS) message becomes the
relay for the source sensor. The remaining neighbouring sensors that receive the
CTS message enters sleep mode. Additionally, to ensure maximum aggregation of
data, the authors also propose a randomized waiting time before a sensor sends a
RTS message. This way, sensors that are closer to the sink have better chance to
aggregate data relayed from sensors further away.
Virtual-grid based structure-free protocols aim to optimize data aggregation and
upload routes by assigning roles according to a grid [172, 173]. For example, the work
in [173] proposes a parallelogram grid constructed based on the communication range
of sensors. Each corner of a parallelogram is considered as the optimum deployment
location for a cluster head. However, as sensors are randomly deployed, the role of
cluster head is assigned to the sensor closest to the corners of each parallelogram.
The authors divide the disk-shaped communication range of each relay into six even
sectors. This way, neighbouring cluster heads are able to collect data from sensors
located in different sectors simultaneously without causing interference. To upload
collected data, a cluster head forwards its aggregated data packet towards a sensor
closer to a sink. This is achievable because all sensors are informed with the sink’s
location. Additionally, to balance the energy usage of a network, the virtual grid
is shifted periodically to generate new cluster heads. In another example [172], a
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ring-shaped virtual gird is adopted for data collection in a densely deployed WSN. In
particular, each sensor is associated with a particular ring and a sink is positioned
at the centre of the ring-shaped gird. Thus, to upload data to the sink, data is
routed from devices situated in the outermost ring to the innermost ring. Upon
detecting an event, a sensor sends out a series of preambles before transmitting its
data packet. If a sensor situated on the outer ring also intends to transmit, it sends
an NACK message after overhearing preambles from the said sensor, which stops the
inner ring sensor from transmitting data. This process is repeated until no NACK is
received by a transmitter. In [172], a sensor does not explicitly assign a receiver for
its data. Thus, there are potentially multiple receivers, which ensure redundancy in
transmission and reduce packet losses.
There are works that leverage heuristic methods to select optimum relays for
data aggregation [170, 171]. For example, the work in [170] adopts ant colony optimization to select relays. Specifically, the relay selection probability is calculated
based on the concept of pheromone. Simply, more pheromone is deposited to a
sensor if it has been selected as the relay for a neighbouring device. However, a
certain amount of pheromone evaporates at the end of each time slot regardless of
relay selection outcome. The authors have proposed a global pheromone deposition
scheme, where each relay records energy consumption used for transmitting a data
packet. The sink checks the total energy consumption of each packet and deposits
pheromone on the path that leads to the lowest energy consumption. In another example [171], the authors also adopt ant colony optimization. However, they consider
different types of pheromones in order to optimize the routing for different types of
data packets. This improves the overall performance on data aggregation.
Lastly, there are works that adopt hybrid data collection protocols such as [174,
175]. Their aim is to construct cluster or tree-based routing schemes for periodical
reporting and data collection. Then, a structure-free protocol is utilized to cope
with random event detection. As an example [174], when an event occurs across
the borders of multiple clusters, sensors that detect the event aggregate data locally
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regardless of their cluster membership. The aggregated data is then forwarded
towards a sink.

2.2.2

Data collection with backscattering

This section introduces two general categories of data collection problems and their
respective system components in backscatter enabled WPCNs. The first category
of problems aims to improve system sum-throughput. On the other hand, problems
in the second category consider increasing energy efficiency.

2.2.2.1

Sum-throughput maximization

Prior works leverage backscatter communication as follows. Firstly, in the context of Cognitive Radio (CR) networks, prior works consider backscattering the
signal of a primary user to improve sum-throughput [176–178]. Secondly, works
such as [179, 180] enable data sharing between sensor devices via backscatter communications. Thirdly, some works use backscatter communication to improve the
Signal-to-Noise Ratio (SNR) at a receiver [181–187]. Fourthly, a number of works extend the communication range of nodes by leveraging backscattering. Specifically,
nodes use backscattering for multi-hop communications [188–194]. Lastly, many
works consider improving network throughput by backscattering the charging signal
emitted by an HAP/Power Beacon (PB) [195–215]. The next subsections elaborate
on these approaches.

Cognitive radio networks Works related to CR networks aim to opportunistically access the channel owned by a primary user using active Radio Frequency
(RF) radio transmissions during idle periods. Secondary devices remain idle whenever the primary user transmits. By equipping devices with a backscatter module,
works such as [176–178] are able to transmit when the primary user is busy.
For example, the authors of [176] model a primary user’s busy period in each time
slot as a random variable. Their goal is to optimize the energy harvesting duration of
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secondary users, their active and backscatter transmissions such that the throughput
at a gateway is maximum. Specifically, when the primary user is busy, all secondary
users choose to either harvest RF-energy or backscatter the primary user’s signal
to access the gateway in a Time-Division-Multiple-Access (TDMA) manner. When
a primary user is idle, devices use active transmissions to upload their data to the
gateway using their harvested energy.
In [178], the authors consider a dedicated power source or a PB. This enables
secondary users to perform backscatter communication and energy harvesting when
a primary user is idle. In this case, secondary users are able to backscatter or harvest
energy from the charging signal emitted by the PB. To maximize sum-throughput,
the authors first optimize a secondary device’s backscatter transmission and energy
harvesting duration when the primary user is busy. On the other hand, when the
primary user is idle, the authors optimize the time used by secondary devices to
harvest energy, and carry out backscatter, and active transmissions.
The authors of [177] are the first to consider interference at a primary receiver
caused by backscattered signals. Moreover, unlike the work in [176, 178], they
only consider backscatter devices. This means devices cannot perform active transmissions. The authors aim to jointly plan the backscatter duration, and reflection
coefficient of all devices and the power allocation of an HAP such that the minimum
throughput is at maximum. Specifically, all secondary devices adjust their reflection
coefficient so that the power of interference signal at the primary receiver is below
a threshold, which satisfies a required data rate.

Data sharing Backscattering communication can be used to improve the throughput of devices operating in a WPCN. Specifically, past works such as [179, 180]
leverage the ultra-low energy consumption characteristic of backscatter communication to enable data sharing between neighbouring devices. This way, data is relayed
to an HAP via active transmissions by devices with sufficient energy.
For example, in [180], the authors consider data sharing by backscattering the
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signal of an actively transmitting device. Their goal is to schedule charging, active,
and backscatter transmissions for all devices such that the minimum throughput of
the network is at maximum. Specifically, a time frame is divided into three phases.
In the first phase, all devices harvest RF-energy from a charging signal emitted
by an HAP. After that in the second phase, devices with sufficient energy upload
to the HAP in a TDMA manner. At the same time, an energy deprived device
backscatters the active signal of a transmitting device and share its data with an
idle device that has sufficient energy. Then, in the third phase, devices that received
backscatter transmissions in the second phase forward received data to the HAP via
active transmissions.
In another example, the authors of [179] consider data sharing by backscattering
an ambient RF signal. They aim to jointly determine the charging duration of an
HAP and operation mode of devices such that the sum-throughput is at maximum.
In particular, each time frame has two phases. In the first phase, an HAP charges
all devices. Then, in the second phase, the remaining time frame is divided into a
fixed number of time slots. Within each time slot, all devices choose to perform one
of the following transmission operations: upload data using active radio, initiate, or
receive backscatter transmissions. Also, devices are able to conduct data sampling
in parallel with data transmissions. When in backscatter mode, a device reflects the
ambient RF signal and share its data with a neighbouring device.

Optimizing SNR Prior works on Device-to-Device (D2D) networks aim to improve a receiver’s SNR. A common issue is that relays are constrained by their energy
storage capacity or harvesting capabilities. To solve this problem, prior works [181–
187] employ backscatter-aided relay communications, where some devices act as
relays that backscatter the signal of an active transmitting device to a receiver.
Advantageously, energy deprived devices are able to act as relays.
Relays are able to optimize their reflection coefficient. This helps achieve constructive multi-path effect at a receiver. For example, the work in [183] is the first
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to consider the said approach in a D2D network. Devices activate in turn to transmit data via backscatter-aided relay communications in their designated time slot.
Otherwise, they either harvest energy or act as a relay to backscatter the signal of
a transmitting device.
To further improve network throughput, works such as [181, 184, 185, 187] consider a PB that beamforms a carrier signal for backscattering. The authors seek
to jointly optimize the splitting factor of a time slot, transmit power of an HAP,
and reflection coefficient of devices. In particular, each time slot is divided into two
stages, one for backscatter-aided relay communications, and one for backscattering.
In the first stage, a transmitter initiates an active transmission and the remaining
devices optimize their reflection coefficient to maximize the channel gain at the receiver. Moreover, the PB creates a beam pattern to charge idle devices. Then, in
the backscattering stage, the PB provides the carrier signal that enables backscatter
communication between devices.
Prior works such as [182] consider a backscattering HAP. They aim to jointly
optimize the time slot splitting factor, backscatter relay strategy, and the HAP’s
beam pattern. Specifically, the system in [182] considers two hops relay communication for each transceiver pair. In the first hop, the transmitter backscatters its data
to the HAP by leveraging the carrier signal provided by the HAP. In the second
hop, the HAP spends the remainder of the time slot transmitting received data to
its intended receiver via backscatter-aided relay communications.
Finally, the work in [186] considers hybrid backscatter-aided relay communication, which consists of both active and backscatter relays. Their goal is to jointly
optimize the operation mode, power splitting factor, reflection coefficient, and active
transmission power of each device so that the sum-throughout is maximum. The
authors consider a downlink communication system where an HAP transmits data
to a receiver via backscatter-aided relay communications over two phases, namely,
receive and forward phase. In the receive phase, active relays harvest energy from
the HAP’s downlink signal according to a power splitting factor. Specifically, a part
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of the received RF signal is harvested as power while the remaining part is received
as data. Then, in the forwarding phase, both active and backscatter relays transmit
to the receiver. Lastly, the receiver employs Maximal Ratio Combining (MRC) to
combine its received signals.

Range extension A prominent problem in WPCNs is that due to signal attenuation, a device far away from an HAP harvests less RF-energy in the downlink
but consumes more energy to transmit data in the uplink than a device near the
HAP. This is referred to as the doubly-near-far problem [216]. In order to solve
this problem, works such as [188–194], which are explained below, have adopted
backscatter multi-hop communications to reduce data upload energy expenditure.
Specifically, their main strategies include deploying carrier emitter near devices, and
employ active/hybrid relays.
To enable long range backscattering, prior works have considered pairing each
device with a dedicated carrier emitter. For example in [194], the aim is to optimize
the time allocated for energy harvesting and backscatter transmission such that
the system throughput is maximum. Specifically, a time slot is divided into two
sub-slots, where devices spend time harvesting RF-energy from an HAP in the first
sub-slot. Then, in the second sub-slot, a device backscatters its dedicated carrier
signal to transmit to the HAP.
Another strategy to solve the doubly-near-far problem is to use active relays. For
instance, the work in [188–191] adopts a two-hop hybrid relaying scheme to collect
data from sensor devices. The goal of the relays is to optimize the time allocation
for energy harvesting and active transmissions as well as their transmit power. For
sensor devices, they aim to optimize their backscattering duration and reflection
coefficient. Specifically, in the first hop, sensor devices are to transmit their data
to their corresponding RF-energy harvesting relay by backscattering the charging
signal of an HAP. At the same time, relays harvest RF-energy. Then, in the second
hop, the data is relayed back to the sink via active transmissions.
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The last strategy used to extend communication range for energy harvesting sensor devices is to adopt multi-hop hybrid relaying. The work in [192, 193] considers
both backscatter and active relays during data collection. They aim to determine
the optimum time allocation for energy harvesting, backscatter, and active transmissions. The present data collection protocols based on a sensor device’s deployment
location. First, if a sensor is deployed near a carrier emitter such as a WiFi hot
spot, it is tasked to collect data from its neighbouring devices via backscattering.
Then, the device backscatters the high-power carrier signal to upload its aggregated
data to an HAP. The second protocol applies to devices that are not close to any
high-power carrier emitter. To upload their data, a device backscatters the energy
signal of the HAP to a neighbouring device. The same process repeats until the
data is relayed to a device that have harvested sufficient energy for active transmissions. Lastly, the energy sufficient device uploads data to the HAP via active
transmissions.

Communication over energy signals In order to improve system throughput,
prior works such as [195–215] adopt backscatter communication to exploit the energy
signal from an HAP. The works reviewed in this section adopt five different backscatter communication protocols, namely, Harvest/Backscatter-then-Transmit, Harvestthen-Backscatter-then-Transmit, Harvest/Backscatter-then -Harvest/Receive-thenTransmit, Harvest-then-Backscatter, and Harvest-and-Backscatter. The first three
protocols are developed based on the Harvest-then-Transmit (HTT) protocol [159]
and the remaining two do not consider active transmissions.
In order to improve throughput, sensor devices adopt the Harvest/Backscatterthen-Transmit protocol to backscatter an HAP’s energy signal. This means one
device is able to backscatter the energy signal of an HAP during charging while
other sensor devices harvest energy. As sensor devices harvest different amount of
energy, the goal is to balance backscatter and active radio transmission duration in
order to maximize sum-throughput. For example, the works in [195, 196, 199, 215]
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adopt the Harvest/Backscatter-then-Transmit protocol to increase system throughput. Their common goal is to schedule the backscatter and active transmission
duration for each device. In another example [212], the authors consider a bistatic
backscatter system where a beamforming PB is employed to provide a charging
signal. During backscatter communication, they consider a charging signal’s interference at a receiver, whereby the SNR of a backscattered signal at a receiver has
to meet a predefined threshold. Lastly, in [211], the authors use Non-orthogonal
Multiple Access (NOMA) [217] for uplinks instead of TDMA. Thus, in addition to
time allocation, their goal also includes optimizing the active transmission power of
each device such that an Access Point (AP) is able to decode data successfully via
Successive Interference Cancellation (SIC).
In the Harvest-then-Backscatter-then-Transmit protocol [214], each time slot
contains three phases. In the first phase, all devices harvest energy from the charging
signal provided by an HAP. Then, in the second phase, devices transmit data to
the HAP via backscattering in a TDMA manner. Lastly, in the third phase, devices
upload data in turn using active transmissions. For example, the authors of [201, 214]
adopt the Harvest-then-Backscatter-then-Transmit protocol to leverage an HAP’s
charging signal for backscatter communications. Their goal is to optimize the time
allocated to each of the three phases in the Harvest-then-Backscatter-then-Transmit
protocol. In another example [213], the authors consider optimizing the transmit
power of each sensor in addition to the time allocation of energy harvesting and
communications. Also, to ensure the SNR of a backscattered signal, the authors
constrain the throughput at a receiver to be no less than a predefined threshold. The
works in [208] consider optimizing the reflection coefficient to harvest more energy
during backscatter communication. Moreover, they optimize an energy assignment
factor that dictates the amount of harvested energy used for backscatter and active
transmissions.
To leverage downlink transmission for energy harvesting, prior works propose
the Harvest/Backscatter-then-Harvest/Receive-then-Transmit protocol. It consists
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of three phases. In the first phase, devices either harvest energy or backscatter the
energy signal emitted by an HAP. Then, the HAP transmits information to devices
in the second phase. While receiving data, devices set their power splitting factor
to harvest energy. In the last phase, devices use an active transmission to upload
to the HAP. For instance, the works in [203, 204] adopt a beamforming HAP to
improve the sum-throughput of a WPCN deployed on a human body. Their goal
is to jointly optimize the HAP’s beam pattern and the time allocation, reflection
coefficient, and power splitting factor of all devices. In another example [205], the
authors consider using multiple HAPs for wireless energy delivery and data collection via backscattering. Specifically, in the first phase of the Harvest/Backscatterthen-Harvest/Receive-then-Transmit protocol, the authors aim to optimize the time
which each HAP spends charging devices. This means more charging time is granted
to the HAP with a high channel gain to sensor devices. In this case, the backscatter
duration of sensor devices is also optimized to transmit to the HAP that has good
channel conditions.
Devices operating under the Harvest-then-Backscatter protocol switch between
their sleep and active states. During their sleep state, devices harvest energy. Then,
during their active state, devices backscatter the energy signal of an HAP to a
receiver. For example, the works in [209, 210] jointly optimize the sleep and active
time of devices in order to maximize sum-throughput.
Lastly, in the Harvest-and-Backscatter protocol, a device performs energy harvesting and backscattering simultaneously by adjusting its reflection coefficient. For
instance, the authors of [207] consider integrating spectrum sensing into the Harvestand-Backscatter protocol. Their goal is to jointly optimize the time allocated to
spectrum sensing and energy harvesting/backscattering. Specifically, after detecting strong ambient RF signals, a device enters its active mode to harvest energy
and perform backscattering. In another example, the works in [197, 200] consider
employing a beamforming HAP and the Harvest-and-Backscatter protocol. They
aim to jointly optimize the HAP’s transmit and receive beamformer as well as the
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reflection coefficient of devices such that the sum-throughput is maximum.

2.2.2.2

Energy efficiency maximization

A fundamental problem in WPCNs is the low energy efficiency of the wireless power
transfer process. One approach to improve the energy efficiency of a WPCN is to
increase its throughput without raising the overall energy expenditure via backscattering communication [218, 219]. Advantageously, devices are able to backscatter
the energy signal that charges legacy devices in a WPCN.
The work in [218] aims is to jointly optimize the beam pattern, the transmit
power of an HAP and the transmission time allocation for devices. Specifically,
each time slot is divided into two sub-slots. In the first sub-slot, the HAP forms a
beam pattern that charges a set of active devices. During charging, a backscatter
device leverages an HAP’s energy signal to transmit to an AP. Then, in the second
sub-slot, active devices upload data to the AP in a TDMA manner.
In another work [219], the authors consider devices that are able to process data
locally or upload them to an HAP for processing via both active and backscatter
transmissions. The authors aim to optimize the time allocated for energy harvesting,
data processing, and transmission in both active and backscatter mode. Specifically,
the operation of a device is divided into three phases. In the first phase, the device
harvests energy. Then, the device uses active transmissions in the second phase
before using backscattering in the last phase. Moreover, the device is able to process
its data locally while harvesting energy and during communications. This means
that a device allocates its harvested energy to process part of its data and uploads
the remaining data via active and backscatter transmissions.

2.2.3

Data collection with backscattering/mobile collector

Data collection in backscatter enabled WPCNs is constrained by the communication range of devices as the received signal suffers double path loss. As a result, the
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received data cannot be decoded successfully due to low SNR. To solve this problem,
works such as [113, 220–227] employ a mobile data collector to receive a backscattered signal. Their general aim is to optimize the trajectory of a data collector. They
consider two types of backscatter enabled data collector: Unmanned Aerial Vehicle
(UAV) [113, 220, 223–227], and Unmanned Ground Vehicle (UGV) [221, 222]. Furthermore, among works that employ UAV, only [113] considers planning the UAV’s
flight altitude.
The works that consider a fixed UAV flight altitude, i.e., [220, 223–227], jointly
plan the hovering points of a UAV and the reflection coefficient of a set of devices
to ensure a given data rate. In this case, a general data collection procedure is to
query sensor devices illuminated by the carrier signal of a UAV in a TDMA manner.
For example, in [225], the authors consider uploading the data collected from a set
of devices to a base station. In particular, they consider three stages. In the first
stage, the UAV hovers at a location and collects data from all devices in a TDMA
manner. In the second stage, the UAV travels to the base station. Lastly, the UAV
uploads its collected data to the base station using active transmissions. In another
example [220], the authors consider the existence of eavesdroppers in a backscatter
enabled WPCN. Specifically, in each time slot, the UAV collects data from a single
device via monostatic backscattering. A backscatter communication is considered
secured when the channel capacity between a transmitter and the UAV is larger
than the capacity between the transmitter and a set of eavesdroppers. This means
that the UAV and an uploading device have to cooperatively adjust their location
and reflection coefficient such that the channel capacity between the device and
the UAV is larger than the capacity of all eavesdropper channels. Furthermore,
in [223], the authors consider multiple UAVs for data collection. Specifically, each
UAV has its own charging station and they are able to recharge themselves during
their operation. Lastly, in [226, 227], the authors consider deploying ground carrier
emitters such that a UAV collects data through bistatic backscattering. Specifically,
each device is associated with the carrier emitter closest to it and uploads data
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in a TDMA manner. During a device’s scheduled upload, it harvests energy and
transmits data simultaneously by optimizing its reflection coefficient. Also, to ensure
the quality of the signal received at the UAV, the carrier emitter adjusts its transmit
power so that a minimum signal SNR is met.
Some works such as [113] equip a UAV with an SIC radio to enable simultaneous data collection. They aim to optimize the UAV’s altitude and the reflection
coefficient of devices to achieve the maximum number of bits successfully decoded
by the UAV while minimizing its flight time. Specifically, the UAV adjusts its altitude to determine the number of devices it serves in a time slot. After altitude
selection, sensor devices are divided into sub-groups where the UAV collects data
from one group at a time. During data upload, all devices that belong to the same
sub-group adjust their reflection coefficient such that their signal SINR is greater
than a threshold at the UAV. Intuitively, the received signal SINR is high when few
devices are served at the same time. However, this leads to a low UAV altitude,
which results in a long flight time as the UAV needs to spend more time moving
between sub-groups of devices. On the other hand, the UAV’s flight time is low at
a higher altitude as more devices are included in a single sub-group. However, this
leads to a decrease in received signal quality due to excessive interference.
Works that employ a UGV to collect data have a similar operational procedure
to works that use a UAV [221, 222]. Specifically, the authors aim to jointly optimize
its trajectory, transmit power, and communication duration. The UGV traverses
predetermined stopping points to perform data collection. At each stopping point,
the UGV serves a subset of devices within its backscatter range in a TDMA manner.
To satisfy a required data rate, the UGV adjusts its transmit power to compensate
for possible poor channel conditions.
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2.3

Summary

In summary, this chapter has reviewed target monitoring problems and their respective system in both ambient, RF, and hybrid energy harvesting WSNs. Moreover,
data collection problems are examined in the context of backscatter enabled WPCNs
with and without a mobile data collector. The works in this thesis differ from prior
research in the following manners:
1. Past works on targets monitoring in WSNs only employ battery-powered sensor devices [119]. Works in the context of energy harvesting WSNs do not
consider optimizing the energy allocation and sensor activation to monitor a
set of moving targets with a known trajectory. They mainly focus on leveraging the energy harvesting capability of devices to either prolong network
lifetime [91], increase target capture probability [141], or lower sensor deployment cost [59]. Moreover, they do not time the recharging and activation of
devices to coincide with the movement of target(s). Lastly, prior works have
not considered monitoring data quality in relation to the distance between a
moving target and a sensor device. To fill these research gaps, this thesis aims
to construct a charging and activation schedule for an HAP and devices in
order to maximize a quality of monitoring metric.
2. Prior works that monitor stochastic targets such as [141–144] only consider
ambient energy harvesting WSNs. Their main focus is to improve target detection probability via strategies such as sensor cooperation. Different from
these works, this thesis considers a dedicated energy source, whereby an HAP
delivers energy in an on-demand manner and has imperfect channel gain or device battery level knowledge. To cope with the uncertainty in channel gain and
target appearance duration, this thesis leverages stochastic programming [228]
to derive a charging and activation schedule that leads to the maximum target
monitoring time.

52

3. Existing works on data collection in backscatter enabled WPCNs such as [176–
178] do not employ a mobile data collector. The works that consider backscattering and a mobile collector do not charge devices using an HAP, see [113,
220, 221] for an example. They also assume devices always have data to transmit to the collector. The focus of these works is to optimize the trajectory
of the collector and the reflection coefficient of devices. Different from prior
works, this thesis considers energy harvesting devices that use both active
and backscatter transmissions. Moreover, this thesis considers data relay via
multi-hop backscatter communications.
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Chapter

3

Deterministic Mobile Targets Monitoring
This chapter considers an RF-energy harvesting system that monitors mobile targets
with a known trajectory. Its aim is to develop the optimal charging and activation
schedule for an HAP and sensor devices in order to maximize a novel QoM. The
QoM is defined to be proportional to the total time duration in which a target is
monitored, and is inversely proportional to sensor-to-target distance. This means a
short sensor-to-target distance and long monitoring time will result in a high QoM.
To this end, this chapter proposes three approaches to determine the aforementioned
schedules, namely, an MILP, a cross-entropy based method, and a heuristic named
ERLPA.
To illustrate the problem, consider the example given in Figure 3.1. There are
three sensor devices A, B and C and an HAP. These sensor devices rely on the HAP
for energy. The target is a vehicle travelling from right to left and it is currently
within the sensing range of B and C; see dashed lines. In order to maximize QoM,
sensor B needs to be activated because it is closest to the target. The HAP thus
needs to ensure sensor B has the required energy. In this respect, the HAP needs
a charging schedule. Observe that the target has just entered the sensing range of
B. One solution is to charge nodes A and B simultaneously but not device C. This
is because a device can only use its harvested energy in the next time slot. In this
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case, once device C has sufficient energy, the target would have left its sensing range.
Hence, it is better to charge devices B and A and activate them in subsequent time
slots to monitor the passing target. Hence, the HAP assigns node A and B channels
F1 and F2 for charging, respectively.
HAP

F1

A

F2

B

C

Figure 3.1: An RF harvesting network being used to monitor a vehicle/target.
From the previous example, given the target/vehicle’s trajectory, the problem at
hand is to determine a set of devices to be charged given the following challenges.
The first challenge is to determine which subset of devices to charge in each time slot.
In particular, the HAP can only charge a fixed number of sensor devices at a time
due to limited number of channels and transmission power. The second challenge is
time varying channel gains, meaning an HAP needs to decide whether to charge a
device before a target arrives if its channel gain to the device is good. However, this
strategy may cause some sensor nodes to be neglected or to have insufficient energy
when a target is within their monitoring range. An alternative option is for the HAP
to charge a sensor device only in the time slot before a target arrives. However, the
received energy may be low. In both cases, sensor devices will have a short active
time as they have harvested less than the optimal amount of energy. Consequently,
the resulting QoM will be low.
Henceforth, this chapter makes the following contributions:
C1 This chapter considers a new problem, where it seeks to charge a subset of
sensor devices using a finite number of channels in order to maximize a novel
QoM metric over a given time horizon. This problem is significant as IoTs
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networks are likely to employ RF charging technologies to power sensor devices
and task them to sense targets with a known trajectory and collect data.
C2 This chapter outlines a Mixed Integer Linear Program (MILP) that can be
used to determine the optimal channel assignment that maximizes the said
QoM metric. The MILP also model non-linear RF-energy conversion rates.
As the problem is NP-complete, this chapter proposes two approaches for
large problem instances. First, this chapter proposes a Cross-Entropy (CE)
based method to derive a solution. Second, this chapter develops a heuristic algorithm called Energy Reallocation Linear Programming Approximation
(ERLPA) to allocate channels to sensor devices.
C3 This chapter studies the following factors: (i) energy storage capacity, (ii) sensor device energy consumption rate, (iii) number of available channels, (iv)
sensor sensing radius, and (v) number of intervals used to approximate nonlinear energy conversion efficiency at devices. This chapter finds that (a) QoM
increases with the energy storage capacity of sensor devices, (b) QoM growth
stops when the energy storage capacity of sensor devices is sufficient to support an active time of one time slot duration, (c) when the number of available
channels is low, the HAP seeks to charge sensor devices that will see a target in the next time slot, (d) QoM increases when fewer intervals are used to
approximate nonlinear energy conversion efficiency. The results in Section 3.6
also indicate that both CE and ERLPA are able to have similar QoM as MILP.

3.1

Preliminaries

This chapter considers a half-duplex HAP that is responsible for charging and collecting sensed data from sensor devices. The HAP has a maximum transmission
power of Pmax . This chapter assumes the HAP has a finite set C = {c1 , . . . , c|C| } available channels in the frequency or spatial domain, which allows the HAP to charge
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Notation
S
Z
C
Vt
Ut
r0
dtij
di0
d0
dr
δit
Eit
Pit
Pc
Ei0
Pmax

Description
The set of all sensor nodes.
The set of all targets.
The set of all channels.
The set of sensors monitoring target(s) in time slot t.
The set of sensors that can be charged fully in time slot t.
Sensing radius of sensor devices.
Distance between sensor si and target zj at time t.
Distance between sensor si and the HAP.
Inter-sensor distance.
Distance between sensor devices and road.
Activation duration of sensor node i in time slot t.
The energy harvested by sensor node i in time slot t.
The power allocated to sensor node si at time t by the HAP.
Energy consumption rate of a single sensor.
Initial energy level of sensor node i.
Maximum transmission power.
Table 3.1: Common Notations

up to |C| sensor devices at a time. In particular, these channels can be achieved via
the multi-frequencies charging method in [229] or via beamforming [229].
There is a set of sensor devices S = {s1 , . . . , s|S| } and a set of targets denoted as
Z = {z1 , . . . , z|Z| }. Each sensor node si ∈ S has an RF energy harvester; e.g., [230].
Targets travel at a constant speed of v (m/s) and they have a known trajectory; this
can be obtained using methods such as [231]. This chapter assumes time is discrete
and indexed by t and there are |T | time slots in total. Each time slot t has duration
τ , which is assumed to be one second for convenience; in the sequel, this chapter
uses the terms power and energy interchangeably. Each sensor node si has a fixed
sensing range of r0 meter. The Euclidean distance at time t between sensor si and
target zj is denoted as dtij . For a given time slot t, let the set V t = {si | dtij ≤ r0 }
contain all sensor nodes that are able to monitor a target. This chapter writes Pjt
as the transmission power used over channel cj in the t-th time slot, which have
P
the constraint j∈F Pjt ≤ Pmax . The HAP is aware of each sensor device si ’s initial
energy level, denoted as Ei0 . The HAP can obtain this information by polling each
device before the start of |T | time slots. Each node has a maximum energy storage
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capacity of B. The active duration of a sensor device i in time slot t is denoted as δit
seconds. Without loss of generality, all sensor devices have an energy consumption
rate of Pc (Watts). This is reasonable because all sensor devices have the same
monitoring task.
This chapter assumes block fading, where the channel remains constant in each
time slot but varies across time slots. The received power at sensor device i over
channel j is calculated as,

ρti

λ2
= G1 G2
Pjt + X ,
2
(4πdi0 )

(3.1)

where λ is the wavelength, di0 is the Euclidean distance between the HAP and device
i, and G1 and G2 are the transmission and reception antenna gain, respectively. Here
X is a zero mean Gaussian random number with variance σ 2 that is used to model
channel variation over time.
Recall that there are only |C| available channels. At a given time t, let Iit be a
binary variable where Iit = 1 whenever sensor device si is assigned with a channel.
This chapter notes that the energy conversion efficiency is non-linear; see [232]. Let
η = f (ρti ) be the energy conversion rate given receive power ρti . The available energy
at sensor device si evolves as follows,
Eit = Eit−1 + Iit ρti f (ρti )τ − Pc δit ,

(3.2)

This chapter sees that the available energy at sensor si is a function of its existing
energy plus the harvested energy if it is assigned with a channel minus any consumed
energy.
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3.2

Network Model

This section starts by defining QoM,

Q=

XXX

δit /dtij

(3.3)

t∈T i∈V t j∈Z

In words, QoM is proportional to the active time of sensor devices in each time slot t
and inversely proportional to their distance to a target. The metric Q is to promote
a higher quality for the sensed data as a sensor device generate high quality sensing
data when the target-to-sensor distance is short. In order to maximize metric Q,
sensor devices are encouraged to activate when a target is close.
Given an HAP, a set of sensor devices and targets, the aim is to optimize Q. To
this end, this section formulates a Mixed Integer Non-Linear Program (MINLP), see
(3.4). Its key decision variables are (i) the transmission power Pit over each channel
, and (ii) the activation time δit of each sensor si , which is a function of available
energy, and (iii) the subset of sensor nodes to be charged or assigned a channel.
Table 3.2 provides an explanation of key constraints.
XXX

maximize
δit , Pit , Iit

δit /dtij

(3.4a)

t∈T i∈V t j∈Z

subject to
0 ≤ Iit ρti f (ρti )τ ≤ B − Eit−1 ∀i ∈ S, ∀t ∈ T ,
Pc δit ≤ Eit−1
∀i ∈ V t , ∀t ∈ T ,
X
Iit ≤ |C|
∀t ∈ T ,

(3.4b)
(3.4c)
(3.4d)

i∈S

X

δit ≤ 1

∀t ∈ T ,

(3.4e)

Pit ≤ Pmax ,

∀t ∈ T ,

(3.4f)

δit ≥ 0
Pit ≥ 0
Iit ∈ {0, 1}

∀i ∈ V t , ∀t ∈ T ,
∀i ∈ S, ∀t ∈ T ,
∀i ∈ S, ∀t ∈ T

(3.4g)
(3.4h)
(3.4i)

i∈V t
|S|
X
i=1
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Constraint
(3.4b)
(3.4c)
(3.4d)
(3.4e)
(3.4f)
(3.4g) and (3.4h)
(3.4i)

Description
This bounds the received energy of each sensor device to be no
more than their available energy storage capacity B − Eit−1 .
This limits the energy available for activation to be no more
than the energy stored in the previous time slot.
The number of sensor nodes receiving a charge must be less
or equal to the number of available channels.
The total activation time of sensor nodes must be within one
time slot.
In each time slot, the sum of transmission power used by the
HAP must be within Pmax .
These constraints ensure the activation time and transmission
power are non-negative.
The channel selection variable can only take the value of one
or zero.
Table 3.2: Description of Constraints

Next, this section proceeds to linearize the function f (ρti ) that maps a given
received power to a corresponding energy efficiency value. This section divides the
possible received power or domain of f (ρti ) into |H| intervals of equal length. Define
H = {η1 , . . . , η|H| }, where ηh is the energy conversion efficiency for interval h. Let
the h-th interval be defined as [Wh , Wh+1 ), where Wh and Wh+1 are the lower and
upper limit of a given interval; as a simple example, if the domain of f (ρti ) is [0, 1]
and |H| = 4, then the intervals are [0, 0.25), [0.25, 0.5), [0.5, 0.75) and [0.75, 1.0).
t
Each interval h has an associated binary variable Mih
, where it is set to one when

the received power of sensor si falls in the h-th interval. this section now rewrites
constraint (3.4b) where for each t ∈ T , h ∈ H, and i ∈ S, the constraints are now,
X

t
Iit ρti τ Mih
ηh ≤ B − Eit−1

(3.5)

t
t t
t
Mih
Wh ≤ Mih
ρi τ ≤ Mih
Wh+1
X
t
Mih
=1

(3.6)

0≤

h∈H

(3.7)

h∈H
t
Mih
∈ {0, 1}

(3.8)

Constraint (3.6) ensures that the corresponding charging efficiency is selected for a
60

given received power, and (3.7) ensures only one interval is active. Observe that the
new model is still non-linear due to the product of three decision variables, i.e., Iit ,
t
Mih
, and ρti . In order to cast the model into an MILP, the second term in (3.5) is
t
linearized by introducing two additional continuous variables xtih and yih
. Constraint

(3.5) and (3.6) are now replaced with,
X

t
yih
ηh ≤ B − Eit−1

(3.9)

t
t
Mih
Wh ≤ xtih ≤ Mih
Wh+1

(3.10)

0≤

h∈H

t
yih
≤ Iit Φ1

(3.11)

t
≤ xtih
yih

(3.12)

t
yih
≥ xtih − Φ1 (1 − Iit )

(3.13)

t
xtih ≤ Mih
Φ2

(3.14)

xtih ≤ ρti

(3.15)

t
xtih ≥ ρti − Φ2 (1 − Mih
)

(3.16)

t
yih
, xtih ≥ 0

(3.17)

where Φ1 and Φ2 are the upper bound of ρti ; this section sets both to Pmax . Briefly,
constraints (3.14)-(3.17) set xtih to equal the received power ρti . This in turn will ent
able the corresponding interval, meaning that Mih
has the value one for one interval
t
t
in H. Given an active interval, i.e., Mih
= 1, then constraint (3.11)-(3.13) force yih

to one if sensor device i is assigned a channel (Iit = 1).
The main challenge when solving the MILP is that the HAP has

|S|
|C|



choices in

each time slot. This becomes computationally intractable with increasing number of
sensor devices; indeed as shown in Proposition 3.27, see Section 3.5, problem 3.4 is
NP-hard. To this end, in the next two sections, this chapter introduces two heuristic
solutions to select sensor devices in each time slot for large problem instances.
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3.3

A Heuristic Algorithm: ERLPA

This section outlines ERLPA. Its basic idea is to first assume all devices are each
assigned with a channel in all time slots. It then uses an LP to determine an energy
assignment over these channels that maximizes QoM. After that, ERLPA checks the
number of devices that receive energy in each time slot. If this number exceeds the
number of allowed channels, it then updates the channel assignment by removing
the channel assigned to devices that do not see targets and also received the least
amount of energy. It then calls the said LP again with the revised channel allocation,
and the process repeats. On the other hand, if the number of channels used in each
slot satisfies constraint (3.4d), ERLPA terminates.
Figure 3.2 depicts the flowchart for ERLPA. It first computes a collection Cˆ of sets
where Cˆ = {Cˆ1 , . . . , Cˆ|T | }; each set in Cˆ contains the largest set of channels required
to charge sensor devices that have target(s) within their sensing range in time slot-t.
ˆ ERLPA solves a relaxed LP, which is simply the MILP in Section 3.2
To compute C,
but without binary variables. After that it determines whether the resulting set of
channels satisfies constraint (3.4d). If not, ERLPA reduces the number of channels
as follows. First, if the difference between the energy received by sensor devices
is less than a small positive value , ERLPA removes multiple channels until the
number of channels is satisfied. Second, if the difference in the received energy of
sensor devices is larger than , ERLPA removes the channel assigned to the sensor
device that has received the least amount of energy. Lastly, ERLPA redistributes
the HAP’s transmission power among the remaining channels. ERLPA terminates
when the number of assigned channels in each time slot satisfies constraint (3.4d).
Before explaining ERLPA further, this section first define the relaxed LP, which is
denoted as LPr (K). Its input is a channel assignment K = {Kit | ∀t ∈ T , ∀i ∈ S}. It
returns the power allocation that leads to the optimum QoM without any constraint
on the number of channels. The elements of K, namely Kit , indicates whether there
is a channel assigned, i.e., Kit = 1, to sensor device i in the t-th time slot. Formally,
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Initialize
Solve LP with the
current channel
assignment

Yes

Return channel
assignment

Channel
constraint
satisfied?

Yes

No

Difference in
sensor received energy
less than ?

Remove
multiple channels

No

Remove a
single channel

Figure 3.2: Flowchart of ERLPA.
LPr (K) is defined as,

maximize
δit , Pit

XXX

δit /dtij

(LPr )

t∈T i∈V t j∈Z

subject to
(3.19) (3.20) (3.4c) (3.4e) (3.4f) (3.4g) (3.4h)

The new constraints (3.19) and (3.20) are defined as

0 ≤ 0.5Kit ρti τ ≤ B − Eit−1 , ∀i ∈ S, ∀t ∈ T
0 ≤ Kit ρti τ ≤ 10, ∀i ∈ S, ∀t ∈ T

(3.19)
(3.20)

Constraint (3.19) limits the amount of energy received by each sensor device to be no
more than its remaining energy storage capacity. The non-linear energy conversion
efficiency f (ρti ) is replaced with the average energy conversion efficiency, i.e., 50%.
Constraint (3.20) bounds the input power to be within 10 mJ because it is the largest
input power supported by RF-energy harvester [230].
The details of ERLPA are presented in Algorithm 3.1. It first solves LPr (K).
Initially, the algorithm sets Kit = 1 for all time slot t ∈ T and sensor device i ∈ S.
The function LPr () returns a power allocation over all the channel in K. The
function ReceivedEnergy() then uses the power allocation to calculate the energy
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received by sensor devices in every time slot. It then returns the collection R =
{R1 , . . . , R|T | }. Each set Rt records the energy of each sensor device in time slot-t.
In line-2, base on R, the function AssignFreq() assigns a channel to sensor devices
that have received energy as determined by LPr (K). The result is stored in the set
ˆ
C.
At this stage, the number of channels used in Cˆ for each time slot t may exceed
|C|. In lines 3-5, for each slot, ERLPA checks the number of assigned channels. If a
slot has more than |C| assigned channels, see line-5, then ERLPA will un-assign some
channels. For a given time slot t, ERLPA un-assigns one channel if the difference
in sensor received energy is larger than ; see line 8-12. In line-9, ERLPA checks
whether the difference in sensor received energy is larger than . Note that the
function NonZero() returns the first nonzero element in Rt . If the condition in line9 is true, in line-11, ERLPA removes the channel assigned to the sensor device that
has received the least amount of energy using the function UnassignFreq(), where
the function Min() returns the smallest nonzero element. In line-14, ERLPA adds
to the set L the identity of the sensor device that has received some energy.
Line-17 is entered when the difference between all received energy is within .
In this case, based on the sensor devices included in L, in line-18, ERLPA selects
|Cˆt | − |C| sensor devices using the function Select(), where it first returns the sensor
device that has no target within their sensing range. After that, Select() picks a
sensor device k that has the largest combined distance between itself and all targets
within its sensing range, and has the smallest number of targets within its sensing
range. Then in line-19, function UnassignFreq() removes the channel assigned to
sensor device k. After checking all time slots, if the number of channels remains
higher than |C| in any time slot, ERLPA solves LPr again; see line-25. Otherwise,
if the number of channels is less than |C| in every time slot, ERLPA terminates and
ˆ see line-27.
returns the channel assignment C;
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Algorithm 3.1: ERLPA
Output: Cˆ
1 R = ReceivedEnergy(LPr (K)) ;
ˆ = AssignF req(R) ;
2 C
ˆt | |Cˆt | > |C|, ∀t ∈ T } =
3 while {C
6 ∅ do
4
for t ← 1 to |T | do
5
if |Cˆt | > |C| then
6
MultiFreqRemoval ← True ;
7
L=∅;
8
for e ∈ Rt do
9
if |N onZero(Rt ) − e| >  then
10
MultiFreqRemoval ← False ;
11
UnassignFreq(Cˆt , M in(Rt )) ;
12
Break ;
13
else
14
L = L ∪ Index(e) ;
15
end
16
end
17
if MultiFreqRemoval = True then
18
for k ∈ Select(L) do
19
UnassignFreq(Cˆt , k) ;
20
end
21
end
22
end
23
end
24
if {Cˆt | |Cˆt | > |C|, ∀t ∈ T } =
6 ∅ then
ˆ ;
25
R = ReceivedEnergy(LP (C))
26
else
27
Return Cˆ ;
28
end
29 end
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3.4

A Cross-Entropy (CE) Method

This section first presents an overview of the CE method; see [116] for more details.
The CE method is often used to estimate the occurrence probability of rare events,
and advantageously, it can be adapted to solve combinatoric optimization problems.
The CE method has the following general steps. First, it draws L random samples, denoted as xi , where i = 1, . . . , L, from a parameterized Probability Distribution Function (PDF). Each sample xi is then evaluated by a so-called real-valued
fitness function S(xi ). Next, it seeks to improve the parameters of the said PDF so
that it can be used to draw the best samples. To do this, the CE method sorts the
samples according to their value. Given a θ ∈ [0, 1], it then identifies the (1 − θ)-th
quantile sample value. Let this value be γ. After that the CE method collects together those samples that satisfy S(xi ) ≥ γ, and uses their statistics to update the
parameters of aforementioned PDF. The process then repeats until convergence.
This section will use the CE method to select sensor devices to be charged in
each time slot. Recall that MILP (3.4) has a total of N = |T ||S| binary variables of
type Iit . Recall that the variable Iit has the value of one when a channel is assigned
to sensor si at time t. Let I t ∈ {0, 1}|S| be a binary vector that indicates the
assignment of channels in time slot t; note that |I t | ≤ |C|. A sample xl or channel
assignment can thus be represented as a binary vector xl ∈ {0, 1}N . Specifically,
xl is defined as (I 1 , I 2 , . . . , I |T | ). Each sample xl is characterized by a multivariate
Bernoulli distribution pr , i.e., xl ∼ Ber(pr ). The parameter or vector pr ∈ [0, 1]N
describes the success/failure probability of each element in xl at iteration r. Initially,
at iteration r = 0, each element has a probability of 0.5; i.e., p0 = (0.5, 0.5, . . .). In
the sequel, this section will write prn to denote the n-th element of the vector pr .
The details of the CE method are shown in Algorithm-3.2. The parameter α
represents the learning rate and governs how fast the parameter pr converges, and
Φ denotes the maximum number of iterations. In lines 2-5, this section obtains
L samples and their value. Specifically, in line-3, function G(), which takes the
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parameter pr , is called to obtain a random vector xl . Line-4 evaluates the value of
xl . This section remarks that S(xl ) returns the objective value of LPr . In line-6,
the algorithm sorts the sample values in non-decreasing order. Let q be a sorted
list of samples in non-decreasing order. Then in line-7, the algorithm extracts the
(1 − θ)-th percentile value from q. In line-9, the algorithm updates the elements of
pr as it is needed to generate L new samples in the next iteration. Specifically, the
elements of pr are computed as the weighted average of their value in iteration r
and r − 1. The probability value of each element in pr is,

prn

PL
=

l=1 I{S(xl )≥γ r } I{xln =1}
,
PL
l=1 I{S(xl )≥γ r }

(3.21)

The denominator of (3.21) corresponds to the total number of samples with a value
that is equal or greater than γ r ; notice that this is a normalizing factor that ensures
prn has a value in [0,1]. In the numerator, the algorithm only includes those samples
with values that are equal or greater than γ r ; this is represented by I{S(xl )≥γ r } . Out
of these samples, the algorithm counts the number of samples whereby their n-th
element has the value of one; i.e., I{xln =1} . Lastly, pr has converged if each of its
elements has a value that is within some tolerance bound away from zero or one.
This section remarks that it is possible that pr does not converge. This occurs when
multiple samples yield the same QoM. In this case, the algorithm pick one of these
samples as the solution.

3.5

Analysis

This section presents the following propositions: (i) the optimal QoM bound, (ii)
the number of decision variables and constraints in the formulated MILP, (iii) the
number of times ERLPA calls LPr , and (iv) the NP-hardness of our problem 3.4.
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Algorithm 3.2: A CE based channel assignment method.
Initialize: p0 = [0.5, . . . , 0.5], r = 0, θ, α
1 while r ≤ Φ AND not converge do
2
for l ← 1 to L do
3
xl = G(pr ) ;
4
ql = S(xl ) ;
5
end
6
q = Sort(q1 , . . . , qL ) ;
7
γ r = Percentile((1 − θ), q) ;
8
for n ← 1 to |pr | do
9
prn = αprn + (1 − α)pr−1
;
n
10
end
11
r ←r+1 ;
12 end

Proposition 3.22. The maximum QoM value is,
XXX

B/Pc dtij

(3.23)

t∈T i∈S j∈Z

Proof. In each time slot, there are |V t | sensor devices that have target(s) within their
sensing radius. In order to achieve a high objective value, the HAP needs to activate
as many sensor devices in the set V t as possible in each time slot. The maximum
attainable operation time of each device is B/Pc , meaning the maximum QoM is
achieved when all sensors devices that belong to the set V t have an operation time
of B/Pc . Moreover, the number of sensor devices that can monitor the target(s) is
P
P P
bounded by |S|. Therefore, the optimal QoM is t∈T i∈S j∈Z B/Pc dtij .
The next proposition quantifies the number of decision variables and constraints
of the MILP (3.4); this fact serves to indicate the computation time required to
solve the MILP (3.4).
P
Proposition 3.24. The MILP has t∈T |V t | + |T ||S|(2 + 3|H|) decision variables,
P
and t∈T |V t | + |T |(3 + 3|S| + 8|S||H|) constraints.
Proof. In each time slot, the variables δit are assigned to sensor devices that have
a target within their sensing range. This yields |V t | variables in each time slot.
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The power allocation variable ρti exists for all sensor devices in all time slots, which
equates to |T ||S|. In all time slots, the variable xtih is assigned to every input power
intervals of each sensor device. This generates |T ||S||H| variables. The same number
t
of variables is needed for yih
. In every time slot, the channel selection variable

Iit is assigned to every sensor device, which yields |T ||S| variables. Additionally,
t
is assigned to each of the input power
for each sensor device, the variable Mih

interval. This yields a total of |T ||S||H| variables. Hence, in total the MILP has
P
t
t∈T |V | + |T ||S|(2 + 3|H|) decision variables.
Constraint (3.4b) applies to all sensor devices in all time slots, which implies
2|T ||S| such constraints. The eight constraints (3.10)-(3.16) are used to linearize
constraint (3.4b). This yields 8|T ||S||H| constraints because there are a total of
P
|T ||S||H| intervals and each interval has eight constraints. The MILP has t∈T |V t |
constraint (3.4c) as it is applied only to sensor devices that can monitor a target in
each time slot. Constraints (3.4d), (3.4e), and (3.4f) apply to all time slots. Hence,
there are 3T such constraints. Constraint (3.7) applies to all sensor devices in all
time slots, which equate to T |S| such constraints. This means in total, MILP 3.4
P
has t∈T |V t | + |T |(3 + 3|S| + 8|S||H|) constraints.
Next, this section shows how many times ERLPA calls LPr , which has a direct
impact on its running time.
Proposition 3.25. ERLPA calls LPr at most |S| − |C| times.
Proof. In the worst case scenario, LPr is called (|S| − |C|) times. Consider Algorithm 3.1. The worst case scenario occurs when the channel assignment Cˆ assigns
channel to all sensor devices. Within each iteration, Algorithm 3.1 reduces the energy assignment by one in every time slot in order to meet the channel constraint.
Therefore, the algorithm will iterate |S| − |C| times, as desired.
Next, this section shows how many times the CE based channel assignment
method calls LPr , which affects its run time.
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Proposition 3.26. The CE based channel assignment method calls LPr at most
Φ × L times.
Proof. This proof shows that the proposed CE based channel assignment method
calls LPr at most Φ × L times; see Algorithm 3.2. Given Φ learning iterations and L
random samples, the worst case scenario occurs when the algorithm does not achieve
convergence after Φ iterations. Within each learning iteration, the algorithm calls
LPr L times to evaluate the objective value of each random sample xl , l = 1, . . . , L.
Therefore, the CE based channel assignment method calls LPr at most Φ × L
times.
Lastly, this section shows the NP-hardness of the MILP.
Proposition 3.27. Deriving the optimum QoM is NP-hard.
Proof. This proof shows that a special case of the MILP is the NP-hard constrained
0-1 multi-knapsack problem [233]. This proof first outlines the 0-1 multi-knapsack
problem. Assume there are n items and m knapsacks. Each item is associated with
two properties, value and weight. Each knapsack has a capacity limit. Given n
items and a set of m knapsacks, within the limit capacity of each knapsack, the 0-1
multi-knapsack problem aims to select m subsets of the items so that the value of
selected items is maximized.
Consider a special case of the MILP 3.4 where in every time slot, all sensor
devices have target(s) within their sensing ranges and their energy storage units
have been recharged fully. Therefore, to maximize the QoM, the HAP selects |T |
subsets of sensor devices for energy delivery. However, in each time slot, the HAP
can only select up to |C| sensor devices. The 0-1 multi-knapsack problem can now
be reduced into problem (3.4). The m knapsacks corresponds to |T | time slots. The
capacity of each knapsack is |C|. The n items corresponds to the sensor devices
that have the target(s) within its sensing range in each time slots. In this case,
selecting an item for the t-th knapsack is to allocate power to a sensor device in
time slot-t. The value of an item is the QoM achieved from the activation of a
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sensor. The weight of an item corresponds to one in problem (3.4). This means
that every time a channel is assigned to a sensor device in time slot-t, the capacity
of the t-th knapsack |C| is decreased by one. Therefore, to maximize the value of
selected items is the same as maximizing the QoM by selecting sensor devices to
receive energy in problem (3.4).

3.6

Evaluation

This section solves MILP 3.4 using Gurobi [234]. Unless stated explicitly, the maximum transmission power of the HAP is 1 W. This chapter considers battery-less
RF-harvesting devices that store energy using a capacitor [235], which has a maximum energy storage capacity of 5.4 mJ, and coincides with the maximum energy
that can be received by a sensor device in a single time slot. Except for Section 3.6.1,
all sensor nodes use the said capacity. Initially, all sensor nodes have no energy. The
channel gain is modelled by N (0, 0.1) [112]. Sensor devices are located on a line to
form a sensor array. This simulates a vehicle monitoring application; viz. Figure 3.1.
The vehicle is located at a distance of 5 meters from the line. One end of the line is
labeled as ‘Left’ and is marked as having distance 0 m. The other end is marked as
‘Right’. Starting from the ‘Left’ end, ten sensor devices are placed 6 meters apart.
The HAP is 20 meters away from the sensor array, which is well within the operation
limit of Powercast’s P2110B RF harvester [232]. Devices have a sensing radius of
10 meters. This section considers two scenarios: single and multiple targets. In
the former scenario, a target is placed initially at the 0 m position and moves at a
constant speed of 10 m/s. In the multiple targets case, the initial position, speed,
acceleration, and direction of each target are given in Table 3.3; these parameters
simulate a scenario with two accelerating vehicles, two vehicles travelling at constant speed and a person on a bicycle. Depending on the simulation, the number
of channels available to the HAP is set to be less than or equal to the number of
sensor devices. For the CE based method, this section sets Φ = 50, α = 0.6; the
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Target index
1
2
3
4
5

Initial position (m)
0
14
46
60
52

Speed (m/s)
10
8
6
12
14

Acceleration
(m/s2 )
0
2
0
0
1

Direction
Left to right
Left to right
Left to right
Right to left
Right to left

Table 3.3: Targets positions
elite sample percentile θ is initially set to 0.5 and reduces at a rate of 0.1 every 10
iterations. The results are an average of 50 simulation runs. Table 3.4 summarizes
key parameter values. Lastly, as the problem is novel, there are no other solutions
this section could compare against fairly.
Parameter
|S|
d0
di0
dr
Pmax
Ei0

Description
10
6m
≤27 m
5m
1W
0J

Parameter
X
|C|
r0
Pc
B
G1 , G2 , λ

Description
N (0, 0.1)
≤ |S|
10 m ≤ r0 ≤ 20 m
10 mW ≤ Pc ≤ 90 mW
1 mJ ≤ B ≤ 13 mJ
24.6 dB, 0 dB, 915 MHz

Table 3.4: Parameter values of experiments

3.6.1

Energy Storage Capacity and Energy Consumption
Rate

This section first studies the impact of energy storage capacity and sensor energy
consumption rates on QoM. From Figure 3.3 and 3.4, QoM increases with the energy
storage capacity of sensor devices because it allows sensor devices to have more
energy to monitor targets. The QoM experiences two phases of growth. The first
phase of growth can be observed in Figure 3.3 at Pc = 10 mW when the energy
storage capacity B increases from 1 to 5 mJ, and in Figure 3.4, when B is 1 to 3 mJ.
These storage capacities, however, are insufficient to store the maximum energy
arrival in a time slot of 5.4 mJ. Hence, any increase in energy storage capacity
allows sensor devices to store more energy or monitor target(s) for a longer period.
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Figure 3.3: Varying energy storage capacity versus QoM – single target scenario.

1.4
P c = 10 mW
P c = 30 mW
P c = 50 mW
P c = 70 mW
P c = 90 mW

1.2

1

QoM

0.8

0.6

0.4

0.2

0

0

2

4

6

8

10

12

14

Battery capacity (mJ)

Figure 3.4: Impact of battery capacities – multiple targets scenario.
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The second phase of QoM growth can be observed in Figure 3.3 at Pc = 10 mW
when the energy storage capacity B increases from 6 to 10 mJ, and in Figure 3.4,
when B is 4 to 10 mJ. The QoM growth is slower as compared with the first
phase. This is because the growth is limited by constraint (3.4e), which restricts the
total sensor active time to be no larger than one second. Referring to Figure 3.4, at
Pc = 10 mW, the QoM growth rate starts to decrease when the sensor energy storage
capacity is 3 mJ. When the energy storage capacity B is 3 mJ, all five devices in
time slot-3 are able to operate at their maximum operation time, i.e., 0.3 seconds.
However, the sum of their activation time violates constraint (3.4e). Therefore,
only those sensors that have the shortest sensor-target distance can operate at their
maximum operation time. This reduces the growth rate of QoM.
We see that QoM stops increasing when the energy storage capacity of sensor devices is 10 mJ at Pc = 10 mW; see Figure 3.3 and 3.4. This is because at full capacity,
sensor devices are able to support their operation for the duration of one time slot.
In this case, the system achieves its maximum attainable QoM; see Proposition 3.22.

3.6.2

HAP Channel Selection and Energy Allocation

This section now studies the relationship between HAP channel assignment and
QoM when the number of channels |C| ranges from one to ten. This section also
considers two sensing radii: 10 m and 20 m. The energy storage capacity and sensor
energy consumption rates are set to 5.4 mJ and 50 mW, respectively. All targets take
at most six time slots to move from one end to the other end of a road. To facilitate
exposition, a scalar β is defined to represent the maximum number of sensor devices
that have target(s) within their sensing range over all time slots. This section also
denote the set of sensor devices that can be charged fully in the t-th time slot as U t .
Note that the set U t does not necessarily equal V t , which contains sensor devices
that can monitor targets in the t-th time slot. Lastly, this section defines two types
of channel assignments: Type-I and Type-II. In Type-I, the HAP assigns a channel
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to a sensor device that is required to operate in the next time slot. It also delivers
the maximum amount of energy that the RF harvester of the sensor device is rated
to receive. Type-II channels are used to deliver energy to sensor devices that will
be activated in a future time slot; i.e., if a channel is assigned to a sensor device in
time slot t and the device is only activated in time slot t + k, where k > 1. Note
that for Type-I channels, k has value of one. This section observes that the received
power of sensor devices assigned with Type-II channel typically falls in the interval
that yields the highest non-linear energy conversion efficiency.
The QoM increases steadily when the number of available channels |C| is less than
the maximum number of sensor devices that have target(s); i.e., β. This is because
every additional channel means the HAP can activate one more sensor device via
a Type-I channel. From Figure 3.5, QoM increases at an average rate of 0.0298
as |C| grows from one to three in the single target scenario. When the number of
channels varies from one to four in the multiple targets scenario, QoM grows at an
average rate of 0.057, see Figure 3.6. For example, in the single target scenario,
HAP assigns mostly Type-I channels to sensor devices that are close to the target
when |C| < β. Figure 3.7 shows the channel assignment in the first time slot where
the number of channels varies from one to ten. We observe that sensor-4 is always
assigned with a Type-I channel for any number of channels. This is because it is
closest to the target in the second time slot. As the number of channels |C| increases
to two, sensor-3 is assigned with a Type-I channel in the second time slot because
it has the second shortest sensor-to-target distance in the second time slot. Lastly,
sensor-5 is assigned with a Type-II channel when the HAP has three channels. This
is because sensor-5 has the target within its sensing range in both the second and
third time slot. Consequently, it is assigned a Type-II channel in the first time slot.
This thus allows it to accumulate more energy to be used in later time slots.
The QoM is near optimal when the number of available channels |C| is equal
to β. This is because sensor devices in the set U t have received energy via Type-I
channels, and thus they have sufficient energy to monitor target(s). In Figure 3.5
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Figure 3.5: QoM versus the number of channels – single target scenario.
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Figure 3.6: QoM versus the number of channels – multiple targets scenario.

76

and 3.6, QoM decreases as the number of channels |C| becomes larger than three in
the single target scenario and four in the multiple targets scenario. Furthermore,
for time slots where |V t | is less than β, the HAP is able to utilize the additional
|C| − |V t | channels as Type-II channels. This helps increasing QoM further as these
Type-II channels allow sensor devices in U t to accumulate more energy over multiple
time slots. Consider the single target scenario as an example when the number of
channels is three and the sensing range is 10 meters. Figure 3.8 and 3.9 show the
energy usage of sensor devices over multiple time slots. Each bar represents the
normalized energy storage unit status of a sensor device in each time slot. Referring
to Figure 3.8, we see sensor devices have a full charge except for sensor 3, 4, and 6.
This is because they are required to operate in the second time slot; i.e., they can
only harvest energy over one slot. On other hand, if the HAP has more channels,
i.e., when |C| is near β, sensor-6 is able to fill its energy storage unit completely as
0.1 mJ of energy can be delivered via an additional channel in the first time slot.
The following conditions limit QoM growth: (i) Condition-I – when the batteries
of sensor devices are full or when they have limited charging time, which bounds
the amount of delivered energy, and (ii) Condition-II – HAP stops charging when it
has allocated 1 W in each time slot or no additional power can be allocated due to
limited number of sensor devices. For example, when the sensing radius is 10 meters,
from Figure 3.5 and 3.6, we see that the QoM for the single and multiple targets
scenario stops increasing when the number of channels |C| becomes larger than five
and six, respectively. The QoM stops growing in the single target scenario because
Condition-I is met. To see this, consider an example that has six available channels
when the sensing radius is 20 m, see Figure 3.9. From the figure, we see that the
majority of sensor devices in the set U t have received a full charge of their energy
storage unit except for sensor-3 and 4. This means that the activation time of sensor
devices in the set U t cannot increase further. Note that this includes sensor-3 and
4 because they can only receive energy in time slot-1. In multiple targets scenario,
QoM stops increasing because Condition-II is met. In other words, the HAP uses a
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transmit power of 1 W in almost all time slots. To further elaborate, consider the
power allocation when |C| = 5 and |C| = 10 channels are available to HAP. Referring
to Figure 3.10, we see that the HAP has allocated 1 W of power in all time slots
except for the fifth and sixth time slot. Note that the HAP has allocated 0.9823 W
instead of 1 W in the fifth time slot because only sensor-10 can monitor the target in
the sixth time slot. Therefore, without the need to charge any other sensor devices,
the HAP allocates 0.9823 W to sensor-10. There is no energy allocated in the sixth
time slot as there is no target to monitor after this time.

3.6.2.1

Ratio between number of sensor and channels

There does not exist a fixed ratio between the number of sensor devices and available
channels that produce the highest QoM. This is because QoM stops growing when
either Condition-I or Condition-II is satisfied, see Figure 3.5 and 3.6. This means
that QoM growth is a function of the energy storage capacity of sensor devices, and
the maximum transmission power of HAP, which does not depend on the number of
sensors nor channels. For example, in the multiple targets scenario, with seven or
ten sensor devices, the respective highest QoM is achieved after five channels upon
meeting Condition-II.

3.6.3

Impact of sensing ranges

Figure 3.5 and 3.6 also show that QoM is similar when the number of channels is
less than β. In the single target case, when there is one channel, QoM remains
the same; see Figure 3.5. This is because in order to achieve the highest QoM, the
HAP needs to activate the sensor device that is closest to the target. In particular,
increasing the sensing radius only adds more sensor devices to the set V t but the
sensor that has the shortest target-to-sensor distance does not change. Referring
to Figure 3.6, we see that the QoM achieved at 20 m sensing radius in the multiple
targets scenario is 0.0143 higher than it is at 10 m. This is because extending
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the sensing radius of sensor devices means more targets to monitor. As the QoM
is proportional to the number of targets, a higher QoM is achieved under a larger
sensing range in the multiple targets scenario when |C| is one. Referring to Figure 3.5
and 3.6, the difference in QoM becomes larger when the HAP has more channels.
This is because a larger sensing radius results in more sensor devices that are able
to monitor target(s) simultaneously. Thus, the HAP needs more channels to deliver
energy to these sensor devices.

3.6.4

QoM derived from MILP, ERLPA, and CE

The next set of experiments study the QoM for different number of channels; the
quantity |C| is set to 80%, 50% or 30% of the number of sensor devices. The number
of sensor devices varies from six to thirteen. Sensor devices are deployed on a line
that is 120 m in length; this considers the fact we have more than ten sensor devices.
The distance between sensor devices remains at 6 m.
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Referring to Figure 3.11 and 3.12, on average, the QoM of ERLPA is 0.0111
higher than the CE method when the number of channels is half the number of sensor
devices. ERLPA is affected by the number of channels available to the HAP while
CE is affected by its learning rate α. The following paragraphs further elaborate
these observations.
The difference between QoM achieved by MILP and ERLPA becomes larger
as the number of channels |C| decreases; see Figure 3.11. This is because ERLPA
removes the channel assigned to the sensor device with the lowest energy in each slot,
and does not consider the energy received by the sensor device over multiple time
slots; see Section 3.3. Consequently, ERLPA may remove Type-II channels because
the HAP gives Type-I channels priority when allocating its transmission power. This
is reasonable because sensor devices that have a Type-I channel need to be activated
in the next time slot. The surplus power at the HAP is then allocated to Type-II
channels to allow sensor devices that are activated in later time slots to accumulate
energy. The removal of Type-II channels results in loss charging opportunities, which
leads to shorter activation time.
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Figure 3.11: QoM of MILP and ERLPA at |C| = b0.5|S|c, |C| = b0.3|S|c

The QoM computed by the CE based method is closer to the MILP solution
when its learning rate α is near 0.4; see Algorithm 3.2. This learning rate affords
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the CE method more opportunities to explore the solution space, which helps it find
good solutions. When the learning rate is high, the CE method will assign a high
probability to elite samples; i.e.,those that appear in the top (1 − θ)-th percentile.
As a result, samples generated in subsequent iterations will be similar to those in
past iterations. This causes the probability vector p to quickly converge but limits
its ability to explore different samples. To illustrate, The experiments consider two
different learning rates, namely α1 = 0.6 and α2 = 0.4. In this experiment, only
50% of the sensor devices are given a channel for charging. From Figure 3.12, we
see that the QoM obtained using the CE based method with α2 is on average 0.0112
closer to the optimum than the QoM obtained using α1 .
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Figure 3.12: QoM achieved by MILP and CE at |C| = b0.5|S|c

3.6.5

Non-linear energy conversion efficiency

This section considers three receive power intervals: |H| = {3, 12, 18}. From Figure 3.13, QoM is higher when the number of intervals is small. This is expected as
the coarser approximation means more energy is delivered to sensor devices due to
overestimation of the energy conversion efficiency, which leads to longer activation
time and better QoM.
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Figure 3.13: QoM achieved by MILP at |H| = 3, |H| = 12, and |H| = 18

3.7

Summary

This chapter considers an HAP charging sensor device for the purpose of monitoring
targets. This chapter develops an MILP to assign channels, power allocation, and
activation time to each sensor device in order to maximize a novel QoM metric.
This chapter also considers different non-linear energy conversion efficiencies and
proposes a heuristic algorithm ERLPA and a cross-entropy based method to solve
large problem instances. This chapter finds that increasing the energy requirement
of sensor devices has a significant impact on the QoM. The results show that the
QoM is affected by the sensing range of sensor devices, and channels are assigned
to sensor devices that are closest to target(s) when the number of channels is lower
than β. This chapter finds that the QoM is limited by the energy storage capacity
of sensor devices and the transmission power of the HAP. Lastly, this chapter finds
that the CE based method produces channel assignment that is near optimum when
the learning rate is near 0.4.
A key assumption in this chapter is that a target has a well-known trajectory.
Hence, the HAP knows the time interval in which the target is near a sensor device.
The next chapter relaxes this assumption whereby targets have random arrivals
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time, and remain within each sensor device’s monitoring range for some random
time period.
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Chapter

4

Stochastic Targets Monitoring
This chapter considers stochastic targets monitoring under random channel conditions. Its aim is to determine the energy allocation of an HAP and the activation
policy of a set of sensor devices such that the total target monitoring time is maximum. To this end, it proposes a stochastic program to compute the aforementioned
schedules in a centralized manner. It also outlines a distributed algorithm called
SMC-L to determine activation policy for sensor devices.
To illustrate the system under consideration, consider Figure 4.1, where there are
two sensor devices A and B. Assume the HAP charges them using two beams w1 and
w2 , respectively. The sensing range of sensor devices is indicated by the dashed line.
Assume there are three time slots, where each slot represents one second of active
time. Three targets are observed over two separate time slots where V1 appears for
0.5 s in time slot t2 . Targets V2 and V3 appear in time slot t3 for 0.1 s and 0.9 s,
respectively. The HAP delivers energy to sensor devices to ensure they can become
active to monitor the said targets. In this example, assume perfect channel condition
and that the target appearance time is known to the HAP and sensor devices. One
solution is for the HAP to evenly divide its transmission power in time slot t1 so
that both devices can monitor target V1 in time slot t2 for 0.5 s units of time. Then
in time slot t2 , the HAP allocates 90% of its power to device A as target V3 will
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appear for 0.9 s in slot t3 . The remaining 10% power is given to B for monitoring
target V2 in time t3 , which appears for 0.1 s units of time. As a result, all three
targets are monitored for their entire appearance, which maximizes the total targets
monitoring time.
HAP
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Figure 4.1: An RF-harvesting network being used to monitor targets; e.g., vehicles
in a smart city.
In the previous example, there are two important assumptions: (i) the HAP
and sensor devices know when a target appears and the duration in which a target
will remain within a device’s sensing range, and (ii) the HAP has perfect channel state information. However, in practice, these quantities are random variables.
Henceforth, this chapter makes the following contributions:
C1 It considers a novel problem: maximize the expected total targets monitoring
time over a given time horizon under random targets appearance times and
channel gains. As shown in Chapter 2, no prior works have considered a
problem whereby an HAP must first supply RF-energy to sensor devices before
tasking them to monitor targets with random appearance times. In addition,
the HAP is not aware of the channel gain to devices or their available energy.
C2 It presents two novel approaches. First, it outlines a Stochastic Program (SP)
to determine the optimum power allocation of an HAP and the active time of
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sensors in order to maximize the total expected targets monitoring time. The
Sample Average Approximation (SAA) method [236] is then used to obtain
a statistically bounded solution. It also proposes a Sequential Monte-Carlo
based reinforcement learning (SMC-L) method [237] that allows sensor devices
to independently learn the best active time given random system states.
C3 It studies the following factors: (i) quality of solutions derived using the SAA
method, (ii) sensing radius of sensor devices, (iii) learning parameters of the
SMC-L method, and (iv) differences in solutions derived by SP and SMC-L.
The results show that (a) the expected total targets monitoring time grows
with increasing sensing radius, (b) the SMC-L method achieves better learning
outcomes under two circumstances: firstly, when the temperature parameter
τ of its Boltzmann exploration strategy is low; secondly, when the discount
factor γ is closer to one, (c) on average, the sensor active time policy derived
using SMC-L method leads to a total target monitoring time 0.97 less than
the ones derived using the proposed SP when there are 16 devices.

4.1

Preliminaries

The system under consideration has a half-duplex HAP equipped with an antenna
array that is responsible for charging sensor devices [238]. Specifically, the HAP
delivers energy to sensor devices via a set of sharp beams W = {w1 , . . . , w|W| };
it has a maximum transmission power of Pmax . Time is discrete and indexed by
t. There are T time slots in total. Each time slot t has duration τ ; it is set one
second for convenience; i.e., doing so allows the terms power and energy to be
used interchangeably. At the HAP, its transmit power allocation in time slot t is
represented by a set P t = {pt1 , . . . , pt|W| }, where ptw is the power allocated to the wth beam. Let P = {P 1 , . . . , P T } denote the collection of transmit power allocation
over T time slots. The HAP is aware of the initial battery capacity of each sensor
device at the start of each time slot.
87

A set of RF-energy harvesting sensor devices D = {s1 , . . . , s|D| } are deployed on a
two dimensional area to monitor target(s). The locations of these sensor devices are
given as L = {l1 , . . . , l|D| }, where each element l is a tuple representing the coordinate
(x, y) of a sensor. The HAP with index 0 is placed at the origin l0 = (0, 0) of the
plane. Each sensor device has a maximum battery capacity of B. The operation
duration of a sensor device si in time slot t is denoted as δit seconds. All sensor
devices have an energy consumption rate of Ec .
A set of targets Y = {h1 , . . . , h|Y| } appear stochastically within the areas monitored by sensor nodes. For a given time slot t, let V t denote the set of sensor devices
that can monitor one or more targets in Y. The appearance of targets is governed
by some probability distributions; this fact is made specific in Section 4.5. Let βit
be a random number that represents the time duration in which a target remains
within the sensing range of the i-th sensor device in the t-th time slot. In addition,
T
the random vector β = [β00 , . . . , β|D|
] represents the target appearance time at all

sensor devices over T time slots.
The HAP has imperfect channel state information; this means it is unaware of
the exact energy that arrives at sensor devices. Let ρti be a random number that
represents the energy received by the i-th sensor at time t. Let the random vector
ρ = [ρ00 , . . . , ρT|D| ] represents the energy received by all sensor devices over T time
slots. Formally, the received energy over beam w at sensor device-i in time slot t is
defined as,
ρti = GT GR

λ2
g t pt ,
(4πdi0 )2 i w

(4.1)

where λ is the wavelength, di0 is the Euclidean distance between the HAP and
device-i, git is a complex Gaussian random number with non-zero mean, and GT and
GR are the transmission and reception antenna gain, respectively.
The RF-energy conversion process is non-linear; see [232, 239]. The said process
is modeled using a piecewise function f (). This function approximates the energy
conversion rate η given the power received at sensor device ρti , i.e., η = f (ρti ). Thus,
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for a given time slot t, the energy available to sensor device si is,
Eit = Eit−1 + ρti f (ρti )τ − Ec δit .

(4.2)

In words, the available energy at sensor si is a function of its existing energy plus the
harvested energy minus any consumed energy. A summary of symbols is provided
in Table 4.1.
Notation
D
L
W
P
Pt
Y
Vt
r
di0
δit
Eit
ptw
Ec
Ei0
Pmax
βit

Description
The set of sensor devices.
Locations of all sensor devices.
The set of all beams.
The set of power allocated to each beam in all time slots.
The set of power allocated to each beam in t-th time slot.
The set of all targets.
The set of sensor nodes monitoring target(s) in time slot t.
Sensing radius of all sensor devices.
Distance between the i-th sensor and the HAP.
Activation duration of sensor node i in time slot t.
The energy harvested by sensor i in time slot t.
The power allocated to the w-th beam at time t by the HAP.
Energy consumption rate of a single sensor.
Initial battery level of sensor node i.
Maximum transmission power.
Time duration in which a target stays in the i-th sensor device’s
sensing range in time slot t.
Table 4.1: Common Notations

At this point, a brief description of a two-stage Stochastic Program (SP) is
provided; refer to [236] for more details. As its name suggests, in the first stage, a
decision is taken which is then used in the second stage to optimize a sub-problem.
In general, an SP has the following general structure:

minimize
x

cT x + Eξ [Q(x, ξ)]

subject to Ax ≥ b,

(4.3a)
(4.3b)

where Q(x, ξ) is the optimum value of the second stage problem, which is defined
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as follows,

qT y

(4.4a)

subject to T x + W y ≤ h.

(4.4b)

minimize
y

In problem (4.3), x ∈ Rn represents a vector of decision variables. Each of which
is bounded by a finite number of constraints; see (4.3b). The elements in vector c are
the associated costs for decision variables in x. A random vector ξ = [q, h, T, W ]
contains the data for the second stage problem. The expectation is taken with
respect to the joint probability distribution over all realizations of ξ. The vector y
represents the decision variables for the second stage problem and the elements of
q are their associated cost; see (4.4).
The aim of the aforementioned two-stage SP is to select a decision variable
that minimizes the objective function subject to all realizations in the second stage
problem. Note that the first stage decision variable x is made prior to the realization
of ξ, which only becomes available in the second stage problem. Thus, the aim of
the second stage problem is to optimize y given x in order to ensure that constraint
(4.4b) remains feasible.

4.2

A Stochastic Model

The aim of the problem at hand is to charge sensor devices in order to maximize
the expected targets monitoring time under random channel conditions and targets
appearance times. To achieve this, the HAP needs an appropriate charging schedule
and each sensor device needs an activation policy based on its energy level. This
is formulated as a two-stage stochastic program (4.6) that aims to maximize the
following objective,

g(P) =

T
X

MIN{P t } + Eξ [Q(P, ξ)] ,

t=1
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(4.5)

where ξ = [β, ρ], which corresponds to a random vector of targets appearance times
and energy received by devices over T time slots. The expression Q(P, ξ) represents the total active time of sensor devices given a power allocation P, and Eξ [.] is
the expectation over the random vector ξ. The said objective captures the aim of
this chapter, which is to optimize the HAP’s power allocation and sensor’s active
time based on its available energy in order to maximize the averaged total target
monitoring time. The first term in (4.5) corresponds to the minimum allocated
transmit power among |W| beams at time t. The motivation here is to reduce the
number of beams with zero power and promote continuous target monitoring. Zero
power allocation occurs when certain sensor charged by a different beam experience a prolonged target appearance time, which requires more power to support its
activation.
Inequality (4.6) and (4.7) present the constraints of the proposed SP. The first
stage problem has the following three constraints. Constraint (4.6b) and (4.6c) limit
the sum of allocated power to be no larger than the maximum transmit power and
also transmit power must be non-negative. To model the first term of (4.5), it is
replaced with an auxiliary variable Z t . In each time slot t, the variable Z t is set to
be no larger than the element ptw in P t , see constraint (4.6d). Therefore, maximizing
variable Z t and the minimum allocated power in P t is equivalent.

maximize
δit , ptw

T
X

Z t + Eξ [Q(P, ξ)]

(4.6a)

t=1

subject to
|W|
X

ptw ≤ Pmax

∀t,

(4.6b)

ptw ≥ 0

∀w ∈ W, ∀t,

(4.6c)

Z t ≤ ptw

∀w ∈ W, ∀t

(4.6d)

w=1

The second stage problem has six constraints. Constraint (4.7b) ensures a sensor
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device stores energy within its storage capacity. Constraints (4.7e), (4.7c), and (4.7d)
concern the activation of a sensor device. Firstly, its activation time δit cannot
exceed the target appearance time βit , see constraint (4.7e). Secondly, let Emin
be the minimum energy required by a sensor to become active. The activation
duration u corresponds to Emin is then calculated as u = Emin Pc−1 . Therefore, a
sensor cannot monitor a target if its stored energy Eit−1 is insufficient to sustain
u seconds of activation, see constraints (4.7c) and (4.7d). Constraints (4.7c) and
(4.7d) compare the activation time of sensor i supported by its current energy level
to u and jointly determines the value of binary variable kit . The value of kit is one if
the sensors current energy level supports at least u seconds of activation. Otherwise,
kit is set to zero. The binary variable kit is then used in (4.7e) to indicate whether a
sensor is allowed to activate and Φ is a large constant. Constraint (4.7f) limits the
energy available for activation to be no more than the energy stored in the previous
time slot. Lastly, constraint (4.7g) ensures the activation time of sensor devices is
non-negative.

maximize
δit

T X
X
t=1

δit

(4.7a)

i∈V t

subject to
0 ≤ ρti f (ρti )τ ≤ B − Eit−1

∀i ∈ D, ∀t,

(4.7b)

Eit−1 Pc−1 ≥ u − Φ(1 − kit ) ∀i ∈ D, ∀t,

(4.7c)

Eit−1 Pc−1 ≤ u + Φkit

∀i ∈ D, ∀t,

(4.7d)

δit ≤ kit βit

∀i ∈ D, ∀t,

(4.7e)

δit Pc ≤ Eit−1

∀i ∈ D, ∀t,

(4.7f)

δit ≥ 0

∀i ∈ D, ∀t

(4.7g)

Note that constraint (4.7b) is non-linear due to the term f (ρti ). Thus, in order
to cast the second stage problem into an Mixed Integer Linear Program (MILP), it
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is important to linearize f (ρti ). As an aside, note that the linearization process to
follow can be used to linearize any non-linear functions including the model in [240],
which is obtained via curve fitting over measurement data. The linearization process
works as follows. It first divides the possible received power into intervals. Let the
h-th interval be defined as [Wh , Wh+1 ), where Wh and Wh+1 are the lower and upper
limit of a given interval. Let the energy conversion efficiency of interval h be ηh ; also
t
,
define H = {η1 , · · · , η|H| } and associate each interval h with a binary variable Mih

where it is set to one when the received power of sensor si falls in the h-th interval.
Given the above, rewrite constraint (4.7b), where for each t, h ∈ H, and i ∈ D we
have,
X

t
ρti Mih
ηh ≤ B − Eit−1

(4.8)

t
t t
t
Mih
Wh ≤ Mih
ρi ≤ Mih
Wh+1
X
t
Mih
=1

(4.9)

0≤

h∈H

(4.10)

h∈H
t
Mih
∈ {0, 1}

(4.11)

Constraint (4.9) ensures that the corresponding charging efficiency is selected for a
given received power, and (4.10) ensures only one interval is active.
Observe that the new model is still non-linear due to the product of two decision
t
variables in (4.8), i.e., Mih
and ρti . Thus, the second term in (4.8) is linearized

by introducing an additional continuous variable xtih . The variable xtih replaces the
t
product between Mih
and ρti . Constraints (4.8) and (4.9) are now replaced with,

X

xtih ηh ≤ B − Eit−1

(4.12)

t
t
Mih
Wh ≤ xtih ≤ Mih
Wh+1

(4.13)

0≤

h∈H
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t
xtih ≤ Mih
Φ

(4.14)

xtih ≤ ρti

(4.15)

t
xtih ≥ ρti − Φ(1 − Mih
)

(4.16)

xtih ≥ 0

(4.17)

where φ is the upper bound of ρti which is set to equal Pmax . Briefly, constraint (4.14)(4.17) set xtih to equal the received power ρti . This in turn will enable the correspondt
ing interval, meaning we have Mih
= 1 for one of the |H| intervals.

Solving the stochastic program stated in (4.6) is challenging due to the infinite
number of scenarios, i.e., there are infinitely many instances of ξ. Therefore, the
next section presents an approach that computes a statistically bounded solution to
the aforementioned stochastic program.

4.3

Sample Average Approximation (SAA)

SAA uses Monte Carlo simulation to approximate the optimum solution to (4.6)
with a finite number of scenarios [236]. The main idea is to replace the expectation
function Eξ [Q(P, ξ)] by its sample average. Specifically, we have
N
1 X
q̂N (P) =
Q(P, ξ j ),
N j=1

(4.18)

where N is the number of sampled scenarios or realizations of the random vector
ξ, where the j-th realization is denoted as ξ j . Scenarios are independent identically distributed (iid) and equally likely to happen, meaning scenario occurs with
probability N −1 . To apply SAA, replace the objective function in (4.6) with

maximize
δit , ptw

T
X

Zt +

t=1

N
1 X
Q(P, ξ j ).
N j=1

(4.19)

In addition, for each of the N scenarios, generate a copy of the constraints (4.7b)94

(4.7g) replacing the random variables ρti and βit with their corresponding realization
given in ξ j . After that, optimize (4.19) subject to these N sets of constraints.

4.3.1

Solution Quality

To evaluate the quality of a candidate solution, this thesis adopts the statistical
procedure of [236]. Given a candidate solution that specifies the power allocation
over |T | time slots, P̂ = {P̂ 1 , . . . , P̂ |T | }, the quality of a solution or its optimality
gap is defined as,
gap(P̂) = g(P̂) − v∗ ,

(4.20)

where v∗ is the objective value given the optimal power allocation P ∗ of the stochastic
problem (4.6).
First, estimate the true value of g(P̂), i.e., the objective value given power allo0

cation P̂, using Monte Carlo sampling. For N 0 iid random scenarios {ξ 1 , . . . , ξ N },
g(P̂) is estimated by its sample average,

ĝ(P̂) =

T
X

Z t + q̂N 0 (P̂).

(4.21)

t=1

The sample variance is calculated as follows,

2
σ̂N
0 (P̂)

N0 h
i
X
1
= 0 0
Q(P̂, ξ k ) − q̂N 0 (P̂) .
N (N − 1) k=1

(4.22)

Then an approximate 100(1 − α)% confidence interval upper bound for g(P̂) is given
as,
2
upperN 0 (P̂) = ĝ(P̂) + zα σ̂N
0 (P̂),

(4.23)

where zα is the α critical value of Gaussian distribution. Two quantities are needed
in order to calculate a lower bound for the optimum objective value v∗ . Start by
estimating the expectation of the objective value obtained via SAA. Let v̂N be the
objective value obtained via SAA with N scenarios.
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Then, estimate E [v̂N ] by its sample mean. Formally,

v̄N,M

M
1 X j
=
v̂ ,
M j=1 N

(4.24)

where M is the number of samples and v̂jN is the j-th objective value sample obtained
by solving (4.19) with N scenarios. Secondly, the variance of v̄N,M is calculated as
M

2
σ̂N,M

X j
1
=
(v̂N − v̄N,M )2 .
M (M − 1) j=1

(4.25)

Then an approximate 100(1 − α)% confidence lower bound for E [v̂N ] is given as,
2
lowerN,M = v̄N,M − tα,µ σ̂N,M
,

(4.26)

where tα,µ is the α critical value of the t-distribution with µ degrees of freedom.
Finally, an estimation of the optimality gap given a solution g(P̂) is calculated as,

ˆ P̂) = upperN 0 (P̂) − lowerN,M .
gap(

4.4

(4.27)

Learning a Sensor Activation Policy

The previous SP is a centralized solution and assumes all sensor devices have a probability distribution that describes targets appearance time. However, in practice,
this probability distribution is difficult to obtain. To this end, this chapter adapts
the Sequential Monte-Carlo based reinforcement learning (SMC-L) method [237] to
find an activation policy for each sensor device that maximizes the total expected
target monitoring time. Advantageously, it does not require devices to have a probability distribution of targets appearance time; i.e., it is a model free approach. In
addition, SMC-L is an actor-critic reinforcement learning approach that is designed
for continuous action space. Note that more sophisticated methods such as [241]
can also be used to derive a solution. The evaluation of such methods is a potential
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future work. The following sections first give a brief description of SMC-L before
applying it to the problem at hand.

4.4.1

SMC-L

For each state given, SMC-L aims to find an action that has the largest state-action
value. More specifically, given a state s ∈ S, a so called actor selects an action
a ∈ A(s). After that, a critic evaluates action a and provides the actor with a
corresponding reward. The actor then assigns a probability or weight to each action
according to its reward. Upon convergence, SMC-L chooses the action with the
largest weight in each state.
SMC-L has the following main steps; see Figure 4.2. Assume a finite set of
states S. In each state s ∈ S, let π t (a|s) denote a stochastic policy that returns the
possibility of selecting action a at time t. Initially, the policy π 0 (a|s) is set to the
uniform distribution at t = 0, i.e., all actions are equally probable. Let p(a|s) denote
the optimum policy, also known as the target distribution, given state s. SMC-L
approximates p(a|s) using importance sampling. The idea is to first sample from a
proposed distribution, i.e., π t (a|s), of which each sample ai ∈ A(s) = {a1 , . . . , aN }
is weighted by the ratio p(ai |s)/π t (ai |s). Denote the weight for each sample ai
as wi ∈ W(s). Over the course of learning the weights in W(s), the difference
between p(a|s) and π t (a|s) diminishes and the resulting policy π t (a|s) approximates
the target policy p(a|s). Formally, the policy π t (a|s) is approximated as,

t

π (a|s) '

N
X

wi · δ(a − ai ),

(4.28)

i=1

where δ is the Dirac delta measure. This means that the probability of selecting an
action ai is determined by its associated weight wi . The optimal action is learnt by
updating the weights in W(s).
Then, for each time step t, SMC-L does the following:
i) The actor samples an action a from the set A(s) according to the policy π t (a|s)
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Sample N candidate actions
from a proposed policy
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the current state and the weights of each action

Environment

Observe the next state
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Update the predicted
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SARSA

Generate SARSA-table
at time t and t+1

Figure 4.2: General steps of SMC-learning.
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based on its current state s.
ii) To determine the performance of an action a, based on its reward r, the critic
evaluates a by estimating its state-action value denoted as Qt (s, a). Typically,
the estimation of Qt (s, a) is achieved using an on-policy Temporal Difference
(TD) algorithm [242]. We use the SARSA algorithm [242] as an example in
the flow chart.
iii) The actor employs the Boltzmann exploration strategy to update the weight
of each action, which is calculated according to

wit+1 = wit PN

i)
exp ∆Q(s,a
τ

∆Q(s,ak )
t
k=1 wk exp
τ

,

(4.29)

where ∆Q(s, ai ) = Qt+1 (s, ai ) − Qt (s, ai ) and temperature τ controls the level
of sample exploration.
iv) As noted in [237], there is an issue known as weight degeneracy. Specifically,
the weights of a state s are said to be degenerate if the majority of samples
have negligible weights. This implies the majority of actions in A(s) have a
low reward. This requires the actions in A(s) to be replaced with new ones.
The weight degeneracy of a state s is measured by

χ(s) = P

1

wi ∈W(s)

wi2

.

(4.30)

A low χ(s) value indicates weight degeneracy, in which case, SMC-L re-samples
the action A(s) whenever χ(s) falls below a given threshold . The new actions
are then stored in A(s) and their weight is set as follows: wi = 1/N, ∀wi ∈
W(s).
Another issue of concern is sample impoverishment; this occurs when actions
with large weight are sampled multiple times in the importance sampling step. This
means the re-sampled actions A(s) contains many identical copies of the same action
99

and the issue becomes worse as weights become degenerate. Moreover, as SMC-L
operates in a continuous action space, it is unlikely that the initial N discrete samples
contain the optimum solution. Thus, in order to solve the two issues stated above,
SMC-L employs a sample smoothing step that replaces (4.28) with,

t

π (a|s) '

N
X

wi · Ki (a − ai ),

(4.31)

i=1

where Ki (a−ai ) is a uniform kernel for action ai , which is defined as U [ (ai−12−ai ) ; (ai+12−ai ) ].
1)
For boundary points a1 and aN , the kernels are defined as U [(a1 − a2 ); (a2 −a
] and
2

U [ (aN −12−aN ) ; (aN − aN −1 )], respectively.

4.4.2

Sensor activation policy generation

The problem at hand can be modeled as a Markov Decision Process (MDP) [243].
Briefly, the framework of MDP can be described as a tuple < S, A, O, R, γ >. Given
a state s ∈ S and an action a ∈ A, the set O determines the transition probability
to the next state s0 ∈ S. For every possible state and action combination, there is
a reward r ∈ R.
The state S is defined as the energy level of sensor devices, which is represented
by S = {s1 , . . . , s|S| }. The amount of stored energy is discretized into twelve intervals. Let the i-th interval be defined as [Li , Li+1 ), where Li and Li+1 are the lower
and upper bound of the interval. The action A(s) given a state s is defined as the
active time of a sensor device, which is defined over interval [0, 1]. The state of a
sensor device, i.e., its available energy level, evolves from st to st+1 depending on
the received energy and the action taken at time t. The transition probability O
from state st to st+1 given action at is unknown; i.e., it is a model-free approach.
Lastly, the target monitoring time is used as the reward R. Specifically, if the active time of a sensor is less than a target’s appearance time β t , i.e., β t > at , the
obtained reward is at − (β t − at ). Otherwise, if at ≥ β t , the actor receives a large
reward of ten minus the time spent not monitoring target, i.e., 10 − (at − β t ). In the
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case that the available energy cannot support the selected active time at , the sensor
stays idle and receive a reward of −100. The negative reward is chosen to speed
up the learning process. Otherwise, if a small negative reward is used, the weight
of unwanted actions does not degenerate sufficiently quickly. As a result, the actor
continues to explore these sub-optimal actions.
Observe that the action space is continuous and thus contains an infinite number
of actions. These issues are addressed by the SMC-L method [237]. Algorithm 4.1
describes the SMC-L based sensor activation policy generation. The algorithm consists of four phases: initialization, learning, and action re-sampling. The algorithm
outputs the sensor activation policy after completing ω learning episodes.
In order to explore the action space equally, the initial policy π(a|s) is set to
be uniformly distributed over the interval [0, 1] for each state s. A set of actions
A(s) are then sampled using policy π(a|s) using the function Uniform-Sampler().
To ensure all actions in A(s) are explored by the actor initially, they are given a
uniform weight using the function Assign().
Lines 5-12 specify the learning phase. It has two main steps: state-action value
estimation and weight update. SARSA [242] is used to evaluate the expected reward
of state-action pair (st , at ). Let Q̂(st , at ) denote the true expected reward of stateaction pair (st , at ) provided that policy π(a|s) is followed in all subsequent states. In
order to estimate Q̂(st , at ), SARSA updates the state-action value Qt (st , at ) based on
the rule specified in line-10. The true expected reward of the next state-action pair
Q̂(st+1 , at+1 ) is replaced by its estimation Qt (st+1 , at+1 ) in line-10. The estimation of
the expected reward is arbitrarily initialized for all state-action pairs at the beginning
of algorithm 4.1. Additionally, in line-10, α is the learning rate and γ is the discount
factor. The Boltzmann exploration strategy is employed to update the weight W(st )
as per (4.29); see line-12. Specifically, the term ∆Q(st , at ) is the difference in stateaction value after the SARSA update, i.e., ∆Q(st , at ) = Qt+1 (st , at ) − Qt (st , at ).
Lines 13-21 correspond to the action re-sampling phase. As per (4.30), the
algorithm first checks for weight degeneracy [237] in state st ; see line-13. This
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Algorithm 4.1: Sensor Activation Policy Generation
Initialize: ω, ζ, τ , , α, γ, Q1
Output: Π = {a0 , · · · , a|S| }
1 for φ ← 1 to |S| do
2
A(s) = Uniform-Sampler(0, 1, ζ) ;
3
W(s) = Assign(ζ −1 ) ;
end
4 while ω 6= 0 do
5
a1 = Sampler(A(s1 ), W(s1 ), 1) ;
6
for t ← 1 to T do
7
[st+1 , β t ] = Environment() ;
8
rt = Reward(at , β t ) ;
9
at+1 = Sampler(A(st+1 ), W(st+1 ), 1) ;
10
Qt+1 (st , at ) = Qt (st , at ) + α(rt +
γQt (st+1 , at+1 ) − Qt (st , at )) ;
11
for i ← 1 to ζ do
∆Q(st ,ati )
12
wit+1 = wit exp
P τ
∆Q(st ,atk )
/ ζk=1 wkt exp
;
τ
end P
13
χ = 1/ wi ∈W(st ) wi2 ;
14
if χ ≤  then
15
A(st ) = Sampler(A(st ), W(st ), ζ) ;
16
for ai ∈ A(st ) do
17
Qt+1 (st , ai ) = Qt (st , ai ) ;
end
18
A(st ) = SampleSmoother(A(st )) ;
19
W(st ) = Assign(ζ −1 ) ;
20
if st = st+1 then
21
at+1 = Sampler(A(st ), W(st ), 1) ;
end
end
end
22
ω = ω − 1;
end
23 for φ ← 1 to |S| do
24
Π = Π ∪ Select(A(s), Max(W(s))) ;
end
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happens when a minority of weights become dominant in W(st ). To combat weight
degeneracy, the algorithm replaces the actions in A(st ) with a set of new actions
sampled from A(st ) according to their weight W(st ). All new actions will inherit
the same state-action value stored in Qt . However, due to weight degeneracy, the resampled actions contain multiple copies of the same action. This leads to the sample
impoverishment problem as noted in [237]. This issue is solved by employing the
sample smoothing step as per (4.31). For each duplicated action, the idea is to
uniformly re-sample the action in an interval defined as [

(ati−1 +ati ) (ati +ati+1 )
,
).
2
2

Then,

the actions in A(st ) are assigned with an uniform weight to ensure equal sample
exploration. In the case that state remains the same in the next time step, i.e.,
st = st+1 , the algorithm re-samples action at+1 . This is because the action at+1
previously selected in the learning phase was removed from set A(st ) during the
sample smoothing step.
Lastly, the algorithm outputs a sensor activation policy. Let set Π = {a0 , . . . , a|S| }
denote the output policy. For each state s ∈ S, policy Π stores the action with the
largest weight; see line-24. Lastly, the computational complexity of Algorithm 4.1
is as follows.
Proposition 4.32. Algorithm 4.1 has a run time complexity of O(|S|(1+ζ +T ×ω)).
Proof. In the initialization phase of Algorithm 4.1, SMC-L assigns actions and their
associated weights to each state, see lines 1-3. This results in a run time complexity
of O(|S| × ζ) as there are |S| states and ζ actions. Then, for each time slot in each
learning episode, the weights to all actions are updated before checking for weight
degeneracy for all states, see lines 7-21. This give rise a computational complexity
of O(|S|). There are a total of ω learning episodes and T time slots. Hence, the
combined run time complexity for lines 4-22 is O(|S| × T × ω). Lastly, SMC-L
goes through all states to select the output sensor activation policy, which has a
complexity of O(|S|). Combine all sections of Algorithm 4.1, we arrive at a run
time complexity of O(|S|(1 + ζ + T × ω)).
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4.5

Evaluation

The proposed stochastic program is solved Gurobi [234]. The HAP has a maximum transmission power of 100 mW, which is typical of an 802.11b WiFi access
point [244]. The carrier frequency is 915 MHz and the simulator uses Rician fading.
Devices use battery-less RF-harvesting and store energy using a capacitor [235],
which has a maximum energy storage capacity of 200 mJ. The energy consumption
rate of sensor nodes is 50 mW when active, which is based on the specification of
WaspMote [245]. Thus, the energy storage unit is able to sustain the operation of a
sensor device for four time slots when fully charged. Initially, all sensor devices have
no energy. There are ten time slots. Sensor devices are deployed uniformly within
an area of size 20 m × 20 m, where an HAP is located in the center. The minimum
distance between the HAP and sensor devices is 10 m and inter-sensor distance is
5 m. Each sensor has a sensing range of 5 m.
The experiments consider Solution Quality, Sensing Radius, and Sensor activation policy. Specifically, experiments are conducted to study the relation between
the number of samples used by SAA and the 95 % confidence interval upper bound.
Then a study on the impact of different sensor sensing ranges on the solution quality of SAA is conducted. Lastly, this chapter compares the results computed by SP
versus those achieved by SMC-L. The results are an average of 50 simulation runs.

4.5.1

Solution quality

The first study concerns the quality of solutions generated by SAA. This is quantified
by the 95% confidence interval upper bound of the solutions achieved under different
number of scenarios. There are three different targets appearance time, namely
{β1 , β2 , β3 }, which are Gaussian random numbers. Specifically, the appearance time
of {β1 , β2 , β3 } is modelled as β1 ∼ N [0,1] (0.2, 0.1), β2 ∼ N [0,1] (0.5, 0.1), and β3 ∼
N [0,1] (0.8, 0.1), where N [a,b] denotes the truncated normal distribution defined over
the interval [a, b] [140]. The number of samples N is varied between five and 50 with
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a step size of five. The experiments use N 0 = 200 iid scenarios to evaluate solution
quality as per (4.21).
22.1
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Figure 4.3: Confidence interval upper bound versus the number of samples N .
The solutions quality achieved by SAA improve as the number of sampled scenarios increases. From Figure 4.3, we see that the confidence interval upper bound
of solution P̂ decreases steadily for all three target appearance time as the number of
samples increases. This indicates that the optimality gap is decreasing between the
total target monitoring time g(P̂) and the optimal objective value v∗ as per (4.20).

4.5.2

Sensing Radius

The first experiment investigates the relation between the sensing radius of sensor
devices and the objective value derived using SAA. The sensing radius varies from
1.5 m to 5 m with an increment of 0.5 m. Additionally, the energy consumption rate
Pc of sensor devices varies between 10 and 50 mW with a step size of 10 mW. The
distribution of target appearance times is represented as a Gaussian mixture that is
obtained empirically from four Markovian targets K = {κ1 , κ2 , κ3 , κ4 }. Specifically,
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at each time step, a target chooses to travel one meter in one of eight directions:
north, northeast, east, southeast, south, southwest, west, and northwest. The transition probability to each of these directions is uniform. Let κ̂i be a Gaussian random
number that represents the time taken for the i-th target to travel one meter in
one of the aforementioned eight directions. The distributions used to model travel
time are κˆ1 ∼ N [0,1] (0.1, 0.2), κˆ2 ∼ N [0,1] (0.3, 0.05), κˆ3 ∼ N [0,1] (0.05, 0.03), and
κˆ4 ∼ N [0,1] (0.2, 0.1). Each sensor device records the appearance duration for each
target that stays within its sensing range. The parameters of the Gaussian mixture
are then calculated via the Expectation Maximization (EM) algorithm [246].
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Figure 4.4: Objective value (total activation duration stated in 4.7) at different
sensing radii.
Referring to Figure 4.4, the objective value stated in 4.7 grows with increasing
sensing radius when sensor devices have a low energy consumption rate. Both of
these factors increase targets monitoring duration. In Figure 4.4, the objective value
has increased by 23.47 as the sensing radius varies from 1.5 m to 3 m at Pc = 10 mW.
This increase is expected as a larger sensing radius allows sensor devices to monitor
targets for a longer period of time, which leads to a higher objective value. For
a sensor device, Table 4.2 shows the Gaussian mixture parameters of distributions
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that describe targets appearance time for sensing radius ranging from 1.5 m to 5 m;
observe that a target is likely to appear for a longer time when devices have a large
sensing range. Initially when the sensing radius is at 1.5 m, the distribution that
has the largest mean is centered around 0.303 s. Figure 4.5 (a) shows the histogram
that describes the target appearance time when the sensing radius is 1.5 m. The
longest target appearance time is 0.6 s. In Figure 4.5 (b), at r = 3 m, the longest
target appearance time has increased to 1 s. However, the majority of samples are
centered around 0.15 s which means it is more likely to see a target that appears
for 0.15 s than 1 s. Increasing the sensing radius further to 4.5 m, see Figure 4.5 (c),
results in the majority of samples being centered around 0.99 s. This means a sensor
device will have to operate for 1 s in the majority of time slots to fully monitor all
passing targets.
The target monitoring time does not vary with increasing sensing radius when
their sensor energy consumption rate is high. This is observed in Figure 4.4 when
their energy consumption rate is 30 mW, 40 mW, and 50 mW, respectively. This
is because sensor devices are unable to operate for sufficiently long to monitor the
entire appearance of targets. In this case, when the sensor energy consumption
rate is 30 mW or larger, the operation time of a sensor is at most 0.21 s given
the maximum amount of energy a sensor can receive in a single time slot. This
means the increase in target appearance time does not result in the increase in
target monitoring time. Therefore, sensor devices achieve the same objective value
regardless of their sensing radius.

4.5.3

Sensor activation policy

Here, this section studies how learning parameter γ and τ impact learning outcomes; see Figures 4.6 and 4.7. The reward value increases with the number of
learning episodes. This indicates that sensor devices are learning increasingly better
activation policies. This section also compares the results of SMC-L against SAA,
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Figure 4.5: Histograms of target appearance time seen by a sensor device at different
sensing radii.
Table 4.2: Target appearance time distribution at sensor device-1
Sensing radius
1.5 m
2.0 m
2.5 m
3.0 m
3.5 m
4.0 m
4.5 m
5.0 m

Gaussian mixture parameters
N (0.097, 0.002), N (0.303, 0.016)
N (0.218, 0.008), N (0.49, 0.036)
N (0.255, 0.01), N (0.517, 0.03)
N (0.156, 0.009), N (0.473, 0.037), N (0.991, 0.001)
N (0.168, 0.011), N (0.562, 0.037), N (0.989, 0.001)
N (0.164, 0.01), N (0.523, 0.038), N (0.992, 0.001)
N (0.337, 0.058), N (0.993, 0.001)
N (0.349, 0.057), N (0.993, 0.001)

see Figure 4.8. The target appearance time is a Gaussian random number, i.e.,
β t ∼ N [0,1] (0.5, 0.1). The same power allocation P derived by SAA is used in the
learning process. Sensor devices are trained for over 2000 episodes.
SMLC-L or Algorithm 4.1 achieves a higher reward for low temperature τ values;
see Figure 4.6. This results in active time with a high reward or a large weight. This
means a sensor device is more likely to sample the action that has the largest reward
as opposed to exploring other actions. A large τ value leads to a less aggressive
weight update, which prevents a sensor device from exploiting high reward actions.
Referring to Figure 4.6, the reward obtained when τ = 10 is 4377.8 and 6156.2 higher
than the reward achieved at 30 and 50 degrees respectively at episode number 230.
Algorithm 4.1 achieves a high reward when it uses a large discount factor γ; see
Figure 4.7. This is because if the sensor active time in the next time slot is estimated
to have a high Q(st+1 , at+1 ) value, the use of a large γ value results in a large Q(st , at )
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Figure 4.6: Reward achieved for different temperature settings.
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Figure 4.7: Reward achieved for different discount factors.
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value for the current sensor active time. This then affects the weight update of the
current active time, which results in the exploitation of active times with a high
reward. Referring to Figure 4.7, the resulting reward per learning episode is higher
under a large γ setting. The difference in reward between γ = 0.75 and γ = 0.25
is 11201.4 at episode number 99. For example, assuming rt = 4 and α = 0.5, if the
estimated state-action value is five for (st , at ) and ten for (st+1 , at+1 ), the updated
state-action value Qt+1 (st , at ) is 8.25 and 5.75 when γ = 0.75 and 0.25.
25
40 devices SP objective
40 devices SMC-L objective
16 devices SP objective
16 devices SMC-L objective
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Figure 4.8: Objective values achieved by SAA and SMC-L under different number
of sensor devices.
Referring to Figure 4.8, we see that the objective value achieved by Algorithm 4.1
is less than those obtained using SAA. This is because the activation policy derived
by Algorithm 4.1 does not fully utilize the received energy for targets monitoring.
Note that Algorithm 4.1 assigns a large reward to a sensor device that monitors a
target for its entire appearance time. This leads to an activation policy that prefers
to accumulate energy to support E[β] seconds of activation, i.e., the expected target
appearance time. As a result, when the channel condition is poor, sensor devices fail
to activate as their accumulated energy does not support E[β] seconds of activation.
The activation policy obtained via SAA, however, fully utilizes the available energy
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for activation. For example, assume that there are six time slots and it takes five
time slots on average for a sensor device to store sufficient energy in order to activate
for E[β] seconds. The policy derived using Algorithm 4.1 specifies that the first five
time slots are used by sensor devices to accumulate energy. In the sixth time slot,
they monitor the target. However, if the energy received in the first five time slots
is affected by poor channel conditions and thus the harvested energy is insufficient
to support E[β] seconds of operation, the sensor will stay idle in the sixth time
slot. This results in missed target monitoring opportunity which leads to a lower
objective value.
The difference in objective value achieved by SAA and Algorithm 4.1 is larger
when there are more sensor devices. In Figure 4.8, the average difference in objective
value is 2.01 and 0.97 when there are 40 and 16 devices. This is expected as each
sensor device obtains a similar activation policy using Algorithm 4.1, which aims
to store sufficient energy to support E[β] seconds of operation. As discussed in the
previous paragraph, the aforementioned policy leads to sensor devices not utilizing
their received energy for targets monitoring under poor channel conditions. More
sensor devices equipped with the said policy result in more missed target monitoring
opportunities, which results in a larger difference in objective value achieved by SAA
and Algorithm 4.1.

4.6

Summary

This chapter aims to deliver RF-energy to sensor devices and task them to monitor
targets. It outlines a stochastic program to allocate energy and activate sensor
devices in order to maximize the average targets monitoring time over a given time
horizon. It also proposes a learning method called SMC-L to determine the active
time of sensor devices. The results show that the expected target monitoring time
is independent of the sensing radius when sensors have a high energy consumption
rate. They show that the confidence interval upper bound of solutions derived using
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SAA decreases as the number of target appearance time samples increases. The
results show that the total target monitoring time is independent on the sensing
radius when sensors have a high energy consumption rate. The results indicate that
the sensor activation policy generated by SMC-L achieves a high reward under low
temperature τ and high discount factor γ settings. Lastly, SMC-L performs worst
than SAA because sensor nodes do not fully utilize their received energy under poor
channel conditions.
In the previous two chapters, all sensor devices use active RF transmissions.
Hence, they spend a significant amount of their energy on communication. Moreover,
they only consider single hop transmissions. To this end, the next chapter considers
backscatter communications over one or multiple hops. In addition, there is a mobile
collector to help collecting data using backscatter communication.
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Chapter

5

Data collection in Backscatter and Mobile
Collector Aided Sensor Networks
This chapter considers a mobile collector aided data collection problem in a novel IoT
system. Specifically, this system consists of (i) an HAP that acts as an information
sink and charges devices via RF, (ii) devices equipped with both a conventional or
active RF radio and a backscatter transceiver, (iii) multi-hop communications, and
(iv) a mobile data collector that collects data from devices via backscattering. The
data collector has a known trajectory, meaning there is a time window in which it
is located within the transmission range of each device. The HAP operates in two
modes, namely, charging and receiving. In the charging mode, the HAP delivers
energy to all devices by transmitting an unmodulated signal. In the receiving mode,
to avoid interference, only a single device can transmit to the HAP via its active
RF radio. Each device decides whether to send their data to the HAP or mobile
collector. That is, it has the option of (a) waiting for the mobile collector to arrive
and transmit its data using backscattering. Hence, its communication with the
mobile collector must be enabled by the HAP or an active RF transmission, (b)
forward its data to a neighbour using active RF, or (c) transmit its data directly to
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the HAP via active RF transmission.
Referring to Figure 5.2, at the beginning of each time slot, the HAP enters
charging mode and devices with sufficient energy start sampling or gathering data.
Devices with insufficient energy enter backscatter transmission mode if their data
queues are not empty. When the HAP enters the receive mode, a device with
sufficient energy uploads data to the HAP using its active radio. This transmission
also enables the backscattering transmission of other nearby devices. The aim is to
maximize the total amount of data collected by the HAP and collector. The problem
at hand is to optimize the following quantities. For devices, we need to optimize
their (i) sampling, (ii) backscattering, and (iii) active RF radio upload duration. As
for the HAP, we optimize its (iv) charging, and (v) data reception duration. To
this end, this chapter proposes an MILP model and a heuristic algorithm named
RS-LPA to determine the aforementioned schedules.
To illustrate the problem, consider Figure 5.1 (a), where sensor devices S1 , S2 ,
and S3 monitor one or more targets. The dotted line indicates the backscattering
transmission range of each device. As shown in Figure 5.1 (b), the HAP dedicates
half of each time slot for charging. The data collector is within the backscatter
communication range of device S1 at t = 3 and device S3 at t = 4, see Figure 5.1
(c). One way to schedule data upload is to let S1 backscatter to the collector at
t = 3 while HAP is in charging mode. When the HAP is in receiving mode, device
S2 transmits to the HAP via its active radio. This also allows S1 to backscatter its
data to the collector. At time t = 4, sensor S3 backscatters to the collector during
HAP’s charging period and transmits using its radio when the HAP is in receiving
mode.
In summary, this chapter makes the following contributions:
C1 It considers a novel IoT system and problem. Specifically, it outlines the
first Mixed Integer Linear Program (MILP) that can be used to optimize
the HAP charging schedule and time used by sensor devices for sampling
and data upload. It contains a novel heuristic algorithm called Reduced-Set
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Figure 5.1: A target monitoring RF-harvesting IoT network with a robot as a data
collector. The wiggly line in (a) indicates the trajectory of the data collector. The
dash-dotted and dashed line represent active RF radio upload and the backscatter
link, respectively. The HAP’s charging and data collector’s backscatter schedule are
given in (b) and (c), respectively.
Linear Program Approximation (RS-LPA). This algorithm constructs a subset
of active-RF and backscattering transmission sets, and uses these transmission
sets in a relaxed MILP to compute the activation schedule for sensor devices.
C2 It contains the first study of the said problem and solution. It reports the first
results that show that (a) the total throughput increases with the number
of backscattering groups regardless of the collector speed, (b) less data is
uploaded to the collector as more devices are included, (c) less data is uploaded
to the collector when devices have a low sensing cost, and (d) on average, the
throughput of RS-LPA is 10.55% lower than that of MILP.

5.1

Preliminaries

The HAP is half-duplex and has a maximum transmission power of P0 (in Watt).
Time is discretized into T slots; each slot is indexed by t and has a duration of one
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Figure 5.2: Operations carried out in a single time slot.
second. Hence, from here onward, the term energy and power are used interchangeably. In each time slot, the HAP has two modes: charge and receive. First, it enters
the charging mode for τ seconds. The HAP then enters the receive mode in the remaining 1 − τ seconds to collect data from devices via their active RF transmissions;
see Figure 5.2.
Let D = {i1 , . . . , i|D| } be a set of RF-energy harvesting devices. Each device is
equipped with an RF energy harvester. It has one or more sensors and is capable of
active RF transmissions and backscattering.
There is a mobile data collector, denoted as m. It has a known trajectory, which
is defined as a set of discrete locations denoted as J = {j1 , . . . , jT }, where jt is
defined as the coordinate (x, y) ∈ R2 of the collector at time t. Note, trajectory
planning is complementary and beyond the scope of the work in this chapter. As
the collector m is mobile, it induces the same or a new network topology at each time
t. Let Gt (V, E t ) be a directed graph at time t. Here, V is the set of vertices/devices
t
and E t is the set of edges or wireless links. Let lij
∈ E t denote the link between node

i and j. The index 0 and m are reserved for the HAP and the collector, respectively.
Next, this chapter details the model for devices, channel, and backscatter communication. It also outlines the data flow and energy usage of devices. Table 5.1
summarizes key notations.

5.1.1

Device Model

In each time slot t, device i chooses to perform the following operations:
• Samples for αit seconds.
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Notation
1.
D
J
T (k)
R0 (i)
Rk (i)
M t (0)
M t (k)

Iit (0)
Iit (k)
2.
τt
φ0i
φki
dxy
αit
βit
xt
δiy

eti
Eit
Dit
3.
dˆ
P0
P̄T
P̂S
Bmax
Dmax

Description
Sets
The set of devices.
Data collector trajectory.
A function that returns the set of devices that backscatter device k’s
signal.
A function that returns the set of backscatter receivers when device
i is backscattering the HAP’s charging signal.
A function that returns the set of backscatter receivers when device
i is backscattering device k’s signal.
A function that returns the set of devices that backscatters the HAP’s
charging signal to the collector at time t.
A function that returns the set of devices that are able to backscatter
to the collector when device k uses an active RF transmission at time
t.
A function that returns the set of devices that backscatters the HAP’s
charging signal to device i at time t.
A function that returns the set of devices that are able to backscatter
to device i when device k uses an active RF transmission at time t.
Variables
HAP charging time in time slot t.
Backscatter transmission range when device i is backscattering the
HAP’s charging signal.
Backscatter transmission range when device i is backscattering device
k’s signal.
Distance between x and y, where x and y could be a device, the HAP
0, or the collector m.
Sampling duration of device i in time slot t.
Active RF duration of device i in time slot t.
Active time of backscattering link (i, y) at time t, where y could be
either a device j or the collector m. When the symbol x is 0, device i
backscatters the HAP’s charging signal. Device i backscatters device
k’s signal if x is k.
Energy received by device i in time slot t.
The energy level of device i at time t.
The data queue length of device i at time t.
Constants
Backscattering range of a device.
The HAP’s transmit power.
The active RF transmit power of all devices.
The sampling power of all devices.
Maximum energy storage capacity of each device.
Maximum data storage capacity of each device.
Table 5.1: Common Notations
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• Uploads its samples to the HAP for βit seconds via an active RF transmission.
• Backscatters the HAP’s charging signal. Specifically, device i either backscat0t
ters to (i) device j for δij0t seconds, or (ii) to the data collector m for δim

seconds.
• Backscatters device k’s transmission to (i) device j for δijkt seconds, or (ii) the
kt
mobile collector m for δim
seconds.

Each device is capable of storing a maximum of Bmax Joules. Its data storage
capacity is Dmax (in kB). The sampling rate of devices is Rs (in kB/s). Sampling
costs P̂S (in Watt). The active RF transmission rate and transmit power of all
devices is respectively Ru (in kB/s) and P̄T W. Note, the presented model ignores
circuit power consumption [247]. This quantity can be added to P̄T and has the
effect of scaling the results; that is, it does not change the trend of the reported
results and conclusions. The transmission rate of backscattering is Rb (kB/s) with
Rb  Ru and consumes negligible energy [9].

5.1.2

Channel Model

The work in this chapter considers two channel models: (i) Rayleigh fading, and
(ii) Friis. Rayleigh fading is for links between devices and the HAP, and between
devices. The channel between devices and the mobile collector uses the Friis model.
This is because the distance between the collector and a device during data upload
is short. Hence, there are no multi-path effects.
Model (i) assumes block fading, where the channel gain remains constant in each
time slot but varies over different time slots. Let gijt be channel gain between device
i and j (or the HAP). Formally, gijt is given as [248],
gijt


= ξc0

dij
d0

−σ
,

(5.1)

where ξ is an exponential random variable with unit mean, c0 = −20 dB is the
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path loss at reference distance d0 = 1 m, σ is the path loss exponent, and dij is the
Euclidean distance between device i and j; note, g0j is the channel gain between
device j and the HAP.
As for the channel gain between a device and data collector m, we have the
following Friis equation [249],

t
gim


= GT GR

λ
4πdtim

σ
,

(5.2)

where λ is the wavelength, dtim is the Euclidean distance between device i and
data collector, and GT and GR are the transmission and reception antenna gain,
respectively.

5.1.3

Backscatter Transmission Model

5.1.3.1

Backscatter reception sets

Let R̄ be the minimum incident power required to receive a backscattered transmission. This means there is a backscattering range. This range is different depending
on whether the transmitter of a signal is from (a) the HAP, or (b) another device,
say k. Let the backscattering range for scenario (a) and (b) be φ0i and φki , respectively. Eq. (5.1) is used to compute φ0i by setting it to the required minimum
t
t
P0 is the incident power on
P0 , where the term g0i
incident power, i.e., R̄ = gijt g0i

device i. Solving for the required distance, i.e., φ0i , we have
t
φ0i = g0i
P0 ξc0 /R̄

1/σ

.

(5.3)

Using φ0i , the set of receivers when device i backscatters the HAP’s signal is therefore
R0 (i) = {j ∈ D | dij ≤ φ0i }.
For scenario (b), the transmission range φki is
t
φki = gki
Pt ξc0 /R̄
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1/σ

.

(5.4)

The set of devices that are able to receive device i’s backscatter transmission when
it backscatters device k’s signal is defined as Rk (i) = {j ∈ D | dij ≤ φki }.
5.1.3.2

Backscatter transmission sets

Backscattering is enabled by (a) the signal of an active transmitting device, say k,
or (b) the HAP’s charging signal. Specifically, as per [9], a device i is able to employ
backscatter if its received power from the HAP or device k is higher than R̂. Similar
to the derivation of Eq. (5.3), the maximum distance from transmitter k in which
the received power is R̂ is given as
1/σ

ˆ
.
d = Pt ξc0 /R̂

(5.5)

Define T (k) as a function that returns the set of devices that are able to backscatter
ˆ
device k’s active RF transmission. Formally, we have T (k) = {i ∈ D | dik ≤ d}.
Similarly, devices that are able to backscatter to the collector are recorded in the
set M t (k) = {i ∈ T (k) | dtim ≤ φki }. Lastly, devices that are able to backscatter
k’s signal to device i is recorded in the set Iit (k) = {j ∈ D | dtji ≤ φkj }, where
Iit (k) ⊆ T (k).
When the HAP is charging devices, devices backscattering to the collector are
recorded in the set M t (0) = {i ∈ D | dtim ≤ φ0i }. Devices backscattering to device i
are recorded in the set Iit (0) = {j ∈ D | dtji ≤ φ0j }.

5.1.4

Interference

A critical issue is the interference between active links, which is modeled using the
physical interference model [250]. Let χtij denote the Signal-to-Interference-plust
Noise-Ratio (SINR) of link lij
. A backscatter transmission is successful if and only

if the SINR at the receiving device exceeds a threshold , i.e., χtij ≥ . Next, this
chapter first discusses the interference between backscattering links followed by the
interference between active RF links.
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Figure 5.3: Illustration of different transmission scenarios. Each triangle represents
a device, and the robot is the data collector. Figure 5.3 (a) illustrates the usage of
variable Sat , where the dotted circle represents the transmission range of device i and
j when they are backscattering the HAP’s charging signal. The backscatter links
in (a) are divided into three transmission sets G1t = {a}, G2t = {b}, and G3t = {c},
G4t = {d}, G5t = {a, b}, G6t = {c, d}, and G7t = {a, d}. Here, the links in set G7t
are active because variable S7t = 1, and S1t , . . . , S6t = 0. Figure 5.3 (b) illustrates
ˆ i.e., the range
the usage of variable Uijt , where the dotted circle has a radius of d,
in which devices are able to backscatter device k’s signal. Lastly, Figure 5.3 (c)
illustrates the usage of variable Hit .
This chapter considers two interference cases: Case-1: when the HAP is in
charging mode, interference could occur between backscatter links. Let Z t = {G1t , . . . , GZt }
be a collection of backscatter transmission sets for each time slot. Each backscatter
transmission set Gat contains all links with SINR that is greater than . This means
that links included in set Gat are able to activate without interfering with each other.
Therefore, only one backscatter transmission set is allowed to activate at a time.
To this end, let Sat be a binary variable that has the value of one if backscatter
transmission set Gat is active in time slot t. For example, in Figure 5.3(a), we see
that there are four backscattering links a, b, c, and d. However, simultaneously activating these four links will cause interference. There are a total of seven backscatter
transmission sets, see the caption of Figure 5.3 (a) for details. Only one set of links
is active at time t; see the red dashed arrows. Case-2: the second interference case
occurs when device k uses an active RF transmission, see Figure 5.3(b). Define a
binary variable Uijt ∈ {0, 1}. It is set to one when backscatter link (i, j) is active.
Referring to Figure 5.3(b), we see that both device i and q are able to backscat-
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ter device k’s signal. However, to prevent interference, only link (i, j) is active as
indicated by the red dashed arrow.
Lastly, interference occurs at the HAP when multiple devices use active RF
transmission simultaneously, see Figure 5.3(c). Hence, only one device is allowed to
upload to the HAP at time t. Let Hit be a binary variable that has the value one
if device i is allowed to use an active RF transmission. For example, we see that in
Figure 5.3 (c), device i is uploading to the HAP as indicated by the red dash-dotted
arrow.

5.1.5

Device Data Model

Let Dit be the data queue length of device i at time t. The value of Dit is affected
by (a) the number of samples taken at time t, which is defined as Rs αit , (b) the
amount of data uploaded to the HAP, which is defined as Ru βit Hit , (c) the amount
of data transmitted via backscattering, and (d) the amount of data received via
backscattering.
First define the amount of data backscattered by device i, which is equal to
the sum of data device i transmits by backscattering (i) device k’s signal, and (ii)
t
t
the HAP’s charging signal. For quantity (i), it is equal to Rb υki
, where υki
is the

duration which device i backscatters to either the collector m or device j. Formally,
t
υki
is given as

t
υki


X
X
kt t
kt t
=
1M t (k) (i)δim Uim + 1T (k) (i)
δij Uij Hkt ,
k∈D

(5.6)

j∈Rk (i)

where 1M t (k) (i) is an indicator function that returns the value of one if device i is in
t
set M t (k). Eq. 5.6 shows that υki
corresponds to the active duration δijkt when device

k uses an active RF transmission and device i backscatters its signal to device j.
t
t
Quantity (ii) is equal to Rb υ0i
, where υ0i
is the duration which device i backscatters
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t
is calculated as
to either the collector m or device j. Formally, υ0i

t
υ0i

=

Z
X


0t
1Gat (lim ) Sat .
δij0t 1Gat (lij ) + δim

(5.7)

a=1

t
is equal to the active duration δij0t when the active backscatReferring to Eq. (5.7), υ0i

ter transmission set Gat has link lij .
The last quantity is the amount of data device i receives from a neighboring device j. Here, device j either backscatters (i) the active RF transmission of device k,
or (ii) the HAP’s charging signal. For scenario (i), the amount of data received is det
t
fined as Rb νki
, where νki
is the duration which device i spends receiving transmission
t
is given as
from device j. Formally, νki

t
νki


X
X
kt t
1T (k) (j)
δji Uji Hkt .
=
k∈D

(5.8)

i∈Rk (j)

t
t
The amount of data received in scenario (ii) is given as Rb ν0i
, where ν0i
is the
t
duration which device i spends receiving transmission from device j. Formally, ν0i

is given as
t
ν0i
=

Z
X

0t t
Sa .
1Gat (lji )δji

(5.9)

a=1
t
0t
to the active duration δji
when the active backscatter transmission
Eq. (5.9) sets ν0i

set Gat includes link lji .
The quantity Dit is defined as follows. Specifically, the amount of data at a node
is a function of its existing data plus its sensed and received data minus the data
t
t
transmitted via backscattering and active RF transmissions. Define θit = υki
+ υ0i

to be device i’s total backscattering duration in time slot t. Then, the total amount
of time device i spends receiving backscatter transmission in time slot t is defined
t
t
as µti = νki
+ ν0i
. Formally, device i’s data queue length at time t is

Dit = Dit−1 + Rs αit + Rb µti − Rb θit − Ru βit Hit .
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(5.10)

5.1.6

Device Energy Model

Devices employ the harvest-store-and-active model of [114, 115], where the harvested
RF-energy in time slot t is available for use at the start of time slot t+1. The energy
expended by device i for sampling is P̂S αit . Similarly, the energy spent by device i
on an active RF transmission is P̄T βit Hit .
To model the energy received by device i at time t, let η be the RF-energy
t
P0 τ̂it , where
conversion efficiency. The energy received by device i is then eti = ηg0i
t
is the charging time of device i. This means device i cannot harvest
τ̂it = τ t − υ0i

extra energy while backscattering the HAP’s charging signal. It is worth noting
that a device is able to harvest energy while performing backscatter communications. However, the amount of harvested energy is only sufficient for backscatter
communication [251, 252]. Note that η is a nonlinear function of the incident RF
t
power; formally, η = f (g0i
P0 ), see [232].

Thus, device i’s energy level at the end of time slot t is

Eit = Eit−1 + eti − P̂S αit − P̄T βit Hit .

(5.11)

In other words, the energy level of a device is a function of its remaining energy plus
the harvested energy minus energy consumed in sampling and active transmission.

5.2

A Mathematical Model

This section first outlines key constraints before outlining the objective of the mathematical model. Then, it shows how non-linear constraints can be linearized, and
thereby, creating an MILP.

5.2.1

Constraints

The constraints are divided into the following four categories: (a) energy evolution,
(b) data evolution, (c) active RF transmissions, and (d) backscattering.
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Firstly, the energy received by a device cannot exceed its energy storage capacity.
Formally,
0 ≤ eti ≤ Bmax − Eit−1 ,

∀i ∈ D, t = 1, . . . , T.

(5.12)

The energy available to device i for sampling and an active RF transmission at time
t is bounded by

P̂S αit + P̄T βit Hit ≤ Eit−1 ,

∀i ∈ D, t = 1, . . . , T.

(5.13)

The data evolution constraint is twofold. To begin with, the amount of data a
device receives at time t cannot exceed its available data storage capacity at time
t − 1. Formally,

0 ≤ Rs αit + Rb µti ≤ Dmax − Dit−1 ,

∀i ∈ D, t = 1, . . . , T

(5.14)

Also, the data transmission at time t is only from data available in the queue at
time t − 1, i.e.,

Ru βit Hit + Rb θit ≤ Dit−1 ,

∀i ∈ D, t = 1, . . . , T.

(5.15)

The next constraints relate to active RF transmissions. Firstly, as stated in
Section 5.1.4, only one device is allowed to use an active RF transmission when the
HAP is in receive mode. Mathematically, this is represented as
X

Hit ≤ 1,

t = 1, . . . , T.

(5.16)

i∈D

Secondly, the duration which a device uses active RF transmission is bounded by
the HAP receive time. Formally,
X

βit Hit ≤ 1 − τ t ,

i∈D
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t = 1, . . . , T.

(5.17)

Lastly, when the HAP is in receive mode, device i is able to perform at most one
of the following three tasks: (a) use an active RF transmission, (b) backscatter to
device j or (c) the data collector. Formally,

t
Uijt + Uim
+ Hit ≤ 1,

∀i ∈ D, t = 1, . . . , T.

(5.18)

The next set of constraints relate to backscattering. First consider the scenario
where devices backscatter the HAP’s charging signal. The time which device i
spends backscattering and sampling cannot exceed the HAP charging time, i.e.,

t
≤ τ t,
αit + υ0i

∀i ∈ D, t = 1, . . . , T.

(5.19)

At most one backscatter transmission set Gat is allowed to be active at time t. Mathematically,
Z
X

Sat ≤ 1,

t = 1, . . . , T.

(5.20)

a=1

The next scenario is when devices backscatter another device k’s signal. In order
to avoid interference, at most one device is allowed to backscatter device k’s signal
at time t. Formally,
X

t
Uijt + Uim
≤ 1,

t = 1, . . . , T.

(5.21)

i∈D

Also, the time which device i spends backscattering device k’s signal cannot exceed
device k’s active RF transmission time,

t
υki
≤

X

βkt Hkt ,

t = 1, . . . , T.

(5.22)

k∈D

Additionally, all continuous variables must be non-negative, i.e.,

τ t , αit , βit , δij0t , δijkt ≥ 0,

∀i, j ∈ D, t = 1, . . . , T.
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(5.23)

Moreover, the variables Hit , Uijt , and Sat are restricted to be binary,
Hit , Uijt , Sat ∈ {0, 1}, ∀i, j ∈ D, t = 1, . . . , T, a = 1, . . . , Z.

5.2.2

(5.24)

Objective

The objective of interest represents the total amount of data collected by the HAP
and the data collector over T time slots, which consists of three parts. The first
part accounts for the data uploaded to the HAP via active RF transmissions, i.e.,
Ru βit Hit . The second part describes the data backscattered to the collector when
P
it
t
device i is using an active RF transmission, i.e., Rb j∈M t (i) δjm
Ujm
Hit . The third
part computes the data uploaded to the collector when devices backscatter the
P
0t
1Gat (lim )Sat . Formally, the objective value O
HAP’s charging signal, i.e., Rb Za=1 δim
is given as

O=

T
X
X
t=1

 t
it
t
Ru βit + Rb 1M t (i) (j)δjm
Ujm
Hi

i∈D

+Rb

Z
X

!
0t
δim
1Gat (lim )Sat . (5.25)

a=1

5.2.3

Linearization

First note the following non-linear terms in the aforementioned constraints and
t
objective (5.25): f (g0i
P0 ), βit Hit , δijkt Uijt Hkt , and δij0t 1Gat (lij )Sat . Next, this section

shows how these terms can be linearized via standard techniques [253].
t
Consider the term f (g0i
P0 ). First, divide the possible received power at a device

into intervals. Let the h-th interval be defined as [Wh , Wh+1 ), where Wh and Wh+1
are the lower and upper limit of a given interval. Let the energy conversion efficiency
of interval h be ηh ; also define H = {η1 , · · · , η|H| } and associate each interval h with
t
a binary variable Kih
, where it is set to one when the received power of device i falls

in the h-th interval. Rewrite constraint (5.12) where for each t, h ∈ H, and i ∈ D
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we have

0≤

X

t
t
g0i
P0 τ̂it Kih
ηh ≤ Bmax − Eit−1 ,

(5.26)

h∈H
t
t t
t
Kih
Wh ≤ Kih
g0i P0 ≤ Kih
Wh+1 ,
X
t
= 1,
Kih

(5.27)
(5.28)

h∈H

Constraint (5.27) ensures that the corresponding charging efficiency is selected for
a given received power, and (5.28) ensures only one interval is active. Observe that
the new model is still non-linear due to the product of two variables in (5.26), i.e., τ̂it
t
t
and Kih
. The term τ̂it Kih
can be linearized by introducing a non-negative auxiliary
t
variable vih
. Thus, constraint (5.26) is rewritten as

0≤

X

t
t
P0 vih
ηh ≤ Bmax − Eit−1 ,
g0i

(5.29)

h∈H
t
t
vih
≤ Kih
Φ,

(5.30)

t
vih
≤ τ̂it ,

(5.31)

t
t
vih
≥ τ̂it − Φ(1 − Kih
),

(5.32)

where Φ is the upper bound of device i’s charging time τ̂it , which is the length of a
t
time slot. Briefly, constraints (5.30)-(5.32) set vih
to equal device i’s charging time
t
τ̂it whenever the incident power falls into the h-th interval, i.e., Kih
= 1.

Secondly, in order to linearize the product between variable βit and Hit , introduce
a non-negative auxiliary variable zit . This way, the energy level of device i at time t
is rewritten as
Eit = Eit−1 + eti − P̂S αit − P̄T zit .

(5.33)

Similarly, the data queue length of device i at time t is

Dit = Dit−1 + Rs αit + Rb µti − Rb θit − Ru zit .
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(5.34)

Then, rewrite constraints (5.13), (5.15), (5.17), and (5.22) as

P̂S αit + P̄T zit ≤ Eit−1 ,

(5.35)

Ru zit + Rb θit ≤ Dit−1 ,
X
zit ≤ 1 − τ t ,

(5.36)
(5.37)

i∈D
t
≤
νki

X

zkt ,

(5.38)

k∈D

zit ≤ Hit Λ,

(5.39)

zit ≤ βit ,

(5.40)


zit ≥ βit − Λ 1 − Hit ,

(5.41)

where Λ is the upper bound of the continuous variable βit which is the duration of a
time slot. Briefly, constraints (5.39)-(5.41) set zit to equal the active RF transmission
time βit whenever binary variable Hit takes the value one.
Thirdly, linearize the term δijkt Uijt Hkt by introducing a non-negative continuous
variable yijkt , which replaces the product δijkt Uijt . Another non-negative continuous
kt
t
variable xkt
ij is used to linearize the product between yij and Hk . This way, the
t
t
backscatter transmission time υki
given in Eq. (5.6) and reception time νki
given in

Eq. (5.8) are replaced with

t
υki

=

X

1M t (k) (i)xkt
im

+ 1T (k) (i)

k∈D

X

xkt
ij


,

(5.42)

j∈Rk (i)
t
νki
=

X

1T (k) (j)

k∈D

X

xkt
ji ,

(5.43)

i∈Rk (j)

yijkt ≤ Uijt Ψ1 ,

(5.44)

yijkt ≤ δijkt ,

(5.45)


yijkt ≥ δijkt − Ψ1 1 − Uijt ,

(5.46)

t
xkt
ij ≤ Hk Ψ2 ,

(5.47)
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kt
xkt
ij ≤ yij ,

(5.48)


kt
t
xkt
ij ≥ yij − Ψ2 1 − Hk ,

(5.49)

where Ψ1 is the duration of a time slot, which is the upper bound of δijkt . Furthermore,
Ψ2 is also the length of a time slot, which is the largest value taken by variable yijkt .
In words, constraint (5.44)-(5.46) sets yijkt to equal the backscattering duration δijkt
whenever we have Uijt = 1. When variable Hkt has a value of one, constraint (5.47)kt
(5.49) enforces variable xkt
ij to be equal to yij .

Lastly, linearize the term δij0t 1Gat (lij )Sat by introducing a non-negative continuous
variable fijat that replaces the product between δij0t and Sat . This way, the backscatter
t
given by Eq. (5.7) is rewritten as
transmission time υ0i

t
υ0i

=

Z
X


at
fijat 1Gat (lij ) + fim
1Gat (lim ) .

(5.50)

a=1
t
given by Eq. (5.9) with
Then, replace the backscatter reception time ν0i

t
ν0i
=

Z
X

fjiat 1Gat (lji ).

(5.51)

a=1

Formally, constraints that linearize the product between δij0t and Sat are given as
fijat ≤ Sat Ψ3 ,

(5.52)

fijat ≤ δij0t ,

(5.53)

fijat ≥ δij0t − Ψ3 (1 − Sat ),

(5.54)

where Ψ3 is the upper bound of δij0t , which is the length of a time slot. Briefly,
constraints (5.52)-(5.54) set fijat to take the value of δij0t if the variable Sat has the
value one.
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5.2.4

MILP

The MILP has objective O. Its key decision variables include: (i) the HAP charging
time τ t , (ii) the device sampling time αit , (iii) the device active RF transmission time
βit , (iv) the time which a device backscatters the HAP’s charging signal δij0t , and (v)
the time which a device backscatters device k’s signal δijkt . Formally, the MILP is

maximize

τ t ,αti ,βit ,xkt
ij
0t ,δ kt ,f at
zit ,δij
ij ij

T
X
X
t=1

+ Rb

Ru zit + Rb 1M t (i) (j)xitjm



i∈D
Z
X

!
at
1Gat (lim )
fim

(5.55)

a=1

subject to

(5.14), (5.16), (5.18) − (5.24), (5.27) − (5.32),
(5.35) − (5.41), (5.44) − (5.49), (5.52) − (5.54).

Given T time slots, note that the previous MILP has |D|T different active RF
transmission schedules with the i-th schedule defined as Ai = {a1i , . . . , aTi }. The
t-th element ati ∈ A represents the device that uses active RF transmission at time
t. Similarly, there are Z T different backscatter transmission schedules, where the
i-th schedule is given as Ci = {Ci1 , . . . , CiT }. The element Cit ∈ Ci records the set of
backscatter links that are active at time t. We see that as the number of devices
and backscatter sets increases, the time which takes to solve the MILP becomes
intractable. This motivates the heuristic presented in the next section.

5.3

Heuristic algorithm: RS-LPA

This section outlines a heuristic named Reduced-Set Linear Program Approximation
(RS-LPA), which has two main steps. First, it generates one transmission schedule
for both active RF and backscatter transmissions in each time slot. When constructing transmission sets, it uses the following idea: devices near the HAP will
use active RF transmission, and those that are farther away will use backscattering.
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This is because devices near the HAP harvest more energy and hence, they are able
to afford active RF transmissions. On the other hand, devices further away from
the HAP, which have comparably less energy, dedicate their energy for sampling or
data generation. This ensures more devices have data to transmit. These devices
then transmit their sensed data with negligible communication cost to a neighbor
using active RF transmission or the mobile collector. In its second step, RS-LPA
uses an LP, namely Relaxed LP, to solve for the HAP’s charging schedule and the
activation duration of devices in U and links in B, see Section 5.3.2.
Define ut ∈ D as the device that uses active RF transmission at time t. Define
U = {u1 , . . . , uT }. Let B t ⊆ E t be a set of backscatter links for each time t. The
collection of backscatter transmission sets in each time slot is B = {B 1 , . . . , B T }. The
transmitting devices of links included in B backscatter the HAP’s charging signal
to either the collector or another device. The construction of U and B is detailed
in Section 5.3.1. Let the HAP’s charging schedule be denoted as X = {τ 1 , . . . , τ T },
where element τ t represents the HAP’s charging duration at time t. The activation
schedule of devices is stored as Y = {Y1 , . . . , Y|V| }. An element Yi ∈ Y is defined
as a set of tuples, where each tuple (αit , βit , δij0t ) represents the activation schedule of
device i at time t.

5.3.1

Transmission schedule construction

Algorithm 5.1 shows the procedure used to construct U and B. Its main idea is
to divide devices into two sets, namely active I and passive P. The devices in the
active set I have an incident power larger than threshold ρ. The passive set P contains devices not included in I, i.e., P = D \ I. It consists of four phases: (a) active
RF transmission schedule construction, (b) candidate link selection, (c) backscatter transmission set construction, and (d) backscatter transmission set selection.
Specifically, it first constructs U using devices in the active set I. To construct the
backscatter schedule B t , it first selects a set of candidate backscatter links from the
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passive set P, and denotes them as K. Then, it constructs up to |K| backscatter
transmission sets using links in K, and stores them in F. Lastly, it selects one
transmission set from F as B t . The following paragraphs present the details of the
said phases.
Phase (a) constructs schedule U using the active set I, see lines 1-5. To construct
the active set I, Algorithm 5.1 calls the function Incident-power() to calculate the
incident power of each device. Then, Algorithm 5.1 constructs the schedule U using
the function Sort-and-assign(). Specifically, function Sort-and-assign() considers
two cases:
1. |I| ≥ T : it constructs the schedule U using the first T devices in I sorted in
ascending order of their distance to the HAP, i.e., d0i . This allows devices that
are further away from the HAP to accumulate more energy before activation.
2. |I| < T : it first schedules all devices in I to upload in the first |I| time slots.
Then, for time slots |I| + 1 to T , the function repeats the previous schedule if
the remaining number of time slots T − (|I| + 1) is greater than or equal to |I|.
Otherwise, if T − (|I| + 1) < |I|, the function schedules the first T − (|I| + 1)
devices in set I to upload their data.
The goal of phase (b) is to construct a set of candidate backscatter links, which
is denoted as K, see lines 7-11. These candidate backscatter links will then be used
to form backscatter transmission sets in phase (c). To check whether link l, with
transmitter i and receiver j, is a candidate backscatter link, it determines whether
link l satisfies the following conditions (line 10): (i) its transmitter i is not in U, and
(ii) its receiver j is closer to the HAP as compared to its transmitter i, i.e., d0j < d0i
or its receiver j is the collector.
Phase (c) constructs backscatter transmission sets F using the candidate links
in K, see line 12. It uses Transmission-set() to check the SINR of links and also
to ensure all transmission sets are unique, see Algorithm 5.2. Specifically, in Algorithm 5.2, for each candidate link l in set K, it checks whether link l can be included
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into the set Fk . That is, link l can be included into Fk if the SINR of all links in
Fk remains greater than ; this check is carried out using Check-SINR(). Otherwise,
Algorithm 5.2 removes link l from Fk . Lastly, Algorithm 5.2 discards set Fk if it
already exists in F.
Phase (d) determines the set of active backscatter links B t for the t-th time slot,
see lines 13-19. To do so, Algorithm 5.1 uses the weight of links, which represents
how soon their receiver is scheduled to upload data to the HAP or a collector.
Specifically, let tu be the time slot in which the receiver of link l is scheduled to
upload its data to either the HAP or the collector. Then, the weight of link l
corresponds to the number of time slots between the current time slot t and tu . Let
tw = tu − t. The weight of link l is defined as 1/tw . The weight is zero if the receiver
of l cannot upload to either the HAP or the collector. The weight of a transmission
set is then equal to its total link weights.
To conclude, the run-time complexity of Algorithm 5.1 is as follows.
Proposition 5.56. Algorithm 5.1 has a run time complexity of O(|V| + T × (|E t | +
|K|2 )).
Proof. In phase (a), Algorithm 5.1 checks the incident power of all devices before
constructing schedule U. This results in a run time complexity of O(|V|) as there are
|V| devices. For each time slot, Algorithm 5.1 iterates through all backscatter links
at time t to select candidate links, see phase (b). This gives rise to a computational
complexity of O(|E t |). In phase (c), the function Transmission-set performs the
SINR test |K| − 1 times in constructing a single transmission set Fk , see step (i) of
Algorithm 5.2. This is because the function goes through links in candidate link set
K to check if they can be included in set Fk . The SINR test is executed |K| − 1
times because the first link stored in Fk does not require the test. This results in a
run time complexity of O(|K| × (|K| − 1)) as function Transmission-set constructs
at most |K| transmission sets. Lastly, in phase (d), Algorithm 5.1 goes through all
transmission sets to select the output backscatter schedule, which has a complexity
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of O(|K|). Combining all phases of Algorithm 5.1, we arrive at a run time complexity
of O(|V| + T × (|E t | + |K|2 )).
Algorithm 5.1: Transmission schedule generation
Input: Gt (V, E t ), , ρ
Output: U, B
Initialize: t = 1, R = 0, I = ∅
Phase (a) Active RF schedule construction
I=∅;
for i ∈ V do
if Incident-power(i) ≥ ρ then
I =I ∪i ;
end
end
U = Sort-and-assign(I, T ) ;
while t 6= T do
Phase (b) Candidate link selection
K=∅;
for l ∈ E t do
(i, j) = (Tx(l), Rx(l)) ;
if i ∈
/ U AND (d0i > d0j OR j = m) then
K =K∪l ;
end
end
Phase (c) Transmission sets construction
F = Transmission-set(K, t, ) ;
Phase (d) Transmission set selection
W=∅;
for Fk ∈ F do
w=0;
for l ∈ Fk do
w = w + Weight-assignment(l) ;
end
W =W ∪w ;
end
B t = Select-max(F, W) ;
t=t+1 ;
end
Return U, B ;
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Algorithm 5.2: Transmission-set()
Input: K, t, 
Output: F
Initialize: k = 1, L = ∅
while |L| =
6 |K| do
Fk = ∅ ;
w = Select(K \ L) ;
Fk = Fk ∪ w ;
L=L∪w ;
Step (i) SINR test
(i, j) = (Tx(w), Rx(w)) ;
for l ∈ K \ w do
(a, b) = (Tx(l), Rx(l)) ;
if i 6= a then
F lag = Check-SINR(Fk ∪ l) ;
if F lag = T rue then
Fk = Fk ∪ l ;
end
end
end
Step (ii) duplication test
if Fk ∈
/ F then
F = F ∪ Fk ;
k =k+1 ;
end
end
Return F ;
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5.3.2

Relaxed LP

The next step is to determine the HAP’s charging schedule X and activation duration
Y for devices in U and links in B. The said quantities are computed using Relaxed
LP; it is a modification of MILP (5.55). Specifically, Relaxed LP (i) removes binary
variables Hit and Sat that determine the active RF device and backscattering links.
This is because transmission schedules are now generated using Algorithm 5.1, and
(ii) modifies the energy and data evolution model of devices to reflect the removal
of binary variables Hit and Sat .
The energy evolution model of devices is modified as follows. Let Êit be the
energy available to device i at time t. Formally, Êit is given as
Êit = Êit−1 + êti − P̂S αit − P̄T βit 1U (t) (i),

(5.57)

where 1U (t) (i) returns a value of one if device i is scheduled to upload its data at
t
P0 τ̂it . The energy
time t as per U. Also, device i’s received energy is êti = 0.52g0i

conversion efficiency is η as 52%, which corresponds to the average η value in the
set H = {η1 , . . . , η|H| }.
As for the data evolution model, let D̂it be the data queue length of device i at
time t. Formally, D̂it is given as
t
t
D̂it = D̂it−1 + Rs αit + Rb ν̂0i
− Rb υ̂0i
− Ru βit 1U (t) (i),

(5.58)

t
where device i’s backscatter transmit and receive duration are υ̂0i
= δij0t 1Bt (lij ) +
0t
t
0t
δim
1Bt (lim ), and ν̂0i
= δji
1Bt (lji ), respectively. The removal of backscatter duration
t
t
variable δijkt from υ̂0i
and ν̂0i
is because Relaxed LP only considers backscattering the

HAP’s charging signal.
The formulation of Relaxed LP is shown in (5.59). Its objective, namely (5.59),
represents the total amount of data uploaded to the HAP and the data collector
over T time slots. Constraints (5.59b) and (5.59c) concern the energy evolution of
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devices. Constraint (5.59c) bounds the energy expenditure of device i to its available
energy. Constraints (5.59d) and (5.59e) ensure each device only receives data it is
able to store. Also, at time t, device i is only able to transmit data received at
time t − 1, see constraint (5.59e). Constraints (5.59f) and (5.59g) relate to active
RF and backscatter transmissions. Device i cannot use active RF transmission
longer than the HAP’s receive time, see constraint (5.59f). Also, device i is only
allowed to perform sampling and initiate backscatter transmission during the HAP’s
charging time, see constraint (5.59g). Lastly, all variables must be non-negative, see
constraint (5.59h).

maximize
τ t , αit , βit , δij0t

T
X

0t
Ru βit 1U (t) (i) + Rb δim
1Bt (lim )



(5.59a)

t=1

subject to
0 ≤ êti ≤ Bmax − Êit−1 , ∀i ∈ D, t = 1, . . . , T,

(5.59b)

P̂S αit + P̄T βit 1U (t) (i) ≤ Êit−1 , ∀i ∈ D, t = 1, . . . , T,

(5.59c)

0 ≤ Rs αit + Rb µ̂ti ≤ Dmax − D̂i
t−1

t−1

, ∀i ∈ D, t = 1, . . . , T,

Ru βit 1U (t) (i) + Rb θ̂it ≤ D̂i , ∀i ∈ D, t = 1, . . . , T,
βit 1U (t) (i) ≤ 1 − τ t , t = 1, . . . , T,
t
αit + υ̂0i
≤ τ t , ∀i ∈ D, t = 1, . . . , T,
τ t , αit , βit , δij0t ≥ 0, ∀i, j ∈ D, t = 1, . . . , T.

5.4

(5.59d)
(5.59e)
(5.59f)
(5.59g)
(5.59h)

Evaluation

The formulated MILP (5.55), and Relaxed LP (5.59) are solved using the Gurobi
toolbox [234]. The HAP has a maximum transmit power of 10 W [157]. The carrier
frequency is 915 MHz. Devices have an on-board capacitor with a maximum capacity
of 1 J [235]; they have zero energy initially. Their energy consumption rate is P̂S for
sensing and P̄T for active RF transmission, which ranges from 10 to 50 mW [245].
Each device has a data storage with capacity 20 kB [198]. The RF transmission and
backscatter data rate are set to ru = 10 kB/s and rb = 1 kB/s, respectively [180].
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Additionally, the data collection rate is Rs = 5 kB/s for all devices. Devices are
deployed randomly within an area of size between 10 m × 10 m to 15 m × 15 m in
size. The minimum distance between any two devices is larger or equal to 2 m.
Denote the throughput at the collector and the HAP as T c and T h , respectively.
Let T † = T c + T h denote the network throughput. There are three sets of experiments. The first set of experiments study how the number of backscattering
transmission sets Z affect network throughput T † . The category of experiments
study the ratio between T c and T † . The last set of experiments compare T † of both
RS-LPA and MILP. The reported results are an average of 50 runs.
Note that to generate backscatter transmission sets in practice, the HAP can
first transmit a carrier signal, which is backscattered by all sensor devices in turn.
Sensor devices that receive the backscattered signal check whether the signal’s SNR
is above the threshold . If so, they are recorded in a backscatter transmission set.
Once the HAP computes an activation schedule, it is transmitted to devices at the
beginning of each time slot in a beacon message.

5.4.1

Varying backscatter transmission sets

This experiment varies the number of backscattering groups from one to 19. The
data collector moves at a speed from 2 m/s to 3 m/s with a step size of 0.5 m/s.
There are 15 devices that are placed on an 10 m × 10 m area.
Referring to both Figures 5.4 and 5.5, we see that both throughput quantities,
namely, T † and T c , grow with increasing number of backscattering transmission sets
Z regardless of the collector speed. When the data collector is travelling at 2 m/s,
we see a 1.28 kB increase in network throughput T † from Z = 1 to 19. Similarly,
at 2.5 m/s and 3 m/s, the network throughput grows to 0.92 kB and 0.66 kB, respectively. Correspondingly, at the collector, its throughput increased by 1.07 kB,
0.74 kB, and 0.55 kB, respectively. This is because more backscatter links in set E t
are included in transmission sets Z t when we increase Z.
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Figure 5.4: Data uploaded to both the collector and HAP versus Z.
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Figure 5.5: Data uploaded to the collector versus Z.

140

19

From Figures 5.4 and 5.5, the network throughput is high when the collector
speed is low. Specifically, when the collector is traveling at a speed of 2 m/s, the
corresponding network throughput T † and T c is respectively on average 5.3 and
0.4 kB higher than when the collector has a speed of 2.5 m/s. The average difference
in T † and T c increased to 13.67 and 0.58 kB as compared to the travelling speed of
3 m/s. This is expected as a lower data collector speed leads to more opportunities
for devices to upload to the mobile collector.

5.4.2

Throughput versus sensing cost

The experiments to follow investigate the relationship between the amount of data
uploaded to the collector T c and the total throughput T † under different sensing
cost. The experiments use three different sensing costs (in mW): P̂S ∈ {10, 30, 50}.
From Figure 5.6, the data uploaded via backscattering declines steadily for all
P̂S settings as the number of devices increases. When there are six devices, the data
uploaded by backscattering accounts for 65%, 67.4%, and 64.1% of the total data
uploaded data T † for P̂S = 10 mW, 30 mW, and 50 mW, respectively. When there
are 14 devices, the utilization of backscattering reduces to 50% for P̂S = 30 mW and
50 mW, and 39% for P̂S = 10 mW. This is because the distances between devices
become smaller with increasing number of devices. As a result, more backscatter
links are available between devices. Hence, compared with backscattering to the
mobile collector, more data is relayed to devices with abundant energy and then
uploaded to the HAP via active radio transmissions.
From Figure 5.6, the percentage of data uploaded via backscatter at P̂S = 10 mW
is lower than when P̂S is 30 mW or 50 mW. Compared with P̂S = 10 mW, we
see 4.3% and 5.1% more data uploaded to the collector when P̂S is 50 mW and
30 mW. This is because at a low sensing energy consumption rate P̂S , sensor devices
have more energy available for active radio transmissions or backscattering. In
this case, devices transmit to the HAP via active radio transmissions as opposed

141

to backscattering to the collector. This is because the data rate for active radio
transmission ru is much larger than that of backscattering rb .
From Figure 5.6, the ratio of data uploaded via backscatter is similar to when
the sampling cost P̂S is at 30 mW and 50 mW. This is because at high sampling cost
P̂S = 50 mW, each sensor device only samples small amount of data as compared
to P̂S = 30 mW. This causes more sensors to be tasked with data generation in
order to maximize the amount of sampled data. As a result, the data collector is
utilized to collect data from more devices when the sampling cost is 50 mW. On the
other hand, when the sampling cost is 30 mW, fewer devices are used to generate
data, meaning there is less data routed to the data collector. However, as a device
generates more data when the sampling cost is 30 mW, more data is uploaded to the
collector. As a result, the ratio of data uploaded to the collector when the sampling
cost is 30 mW and 50 mW remains similar to each other.

Figure 5.6: Percentage of the total data uploaded via backscattering versus the
number of devices when the sampling power is P̂S = 10 mW, 30 mW, 50 mW.
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5.4.3

RS-LPA versus MILP

This section studies the throughput, namely T † , of MILP versus RS-LPA. The
number of sensor devices ranges from 15 to 25, and the incident power threshold ρ
is adjusted so that the number of devices that upload to the HAP varies from one to
seven. To ensure the MILP is able to compute a solution, the number of backscatter
transmission sets Z is set to ten.
From Figure 5.7, RS-LPA achieves 10.55% less than the MILP in terms of the
network throughput T † when there are five devices in the active RF transmission
schedule U. The reason for the difference in T † is that RS-LPA does not consider
backscatter the signal of an active transmitting device. This prevents devices with
low energy from backscattering to the collector or a device in the schedule U. This
decreases the total amount of data uploaded to the collector as compared with the
data upload schedule derived by MILP.
Referring to Figure 5.7, for RS-LPA, its highest T † value is when there are five
devices in set U. This is because when |U| is small, there are insufficient time slots
for devices that have transmitted to the HAP to recharge and sample data before
their next scheduled transmission. In the case where |U| = 1, the average difference
between the T † of MILP and RS-LPA is 12.79 kB. When |U| = 1, the device closest
to the HAP uses active RF transmission in every time slot. This results in an underutilization of the upload link capacity as the device cannot accumulate data over
multiple time slots. On the other hand, throughput T † is low when |U| is large, see
the case of |U| = 7 in Figure 5.7. The link utilization is low in this case because as
|U| increases, more devices that are farther away from the HAP are included in set
U. Throughput T † decreases if a device in set U cannot receive sufficient energy,
meaning it does not have sufficient data to saturate its link capacity.
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Figure 5.7: Network throughput T † achieved by MILP and RS-LPA.

5.4.4

Baseline scenarios comparison

This section compares the throughput T † achieved by MILP with the throughput
obtained under different baseline network scenarios. Specifically, it considers two
baseline scenarios. First, sensor devices are only allowed to upload to the HAP using
active RF transmissions in a TDMA manner; this scenario is labeled as TDMA-only.
To compare TDMA-only and MILP fairly, the number of TDMA time slots is set to
be equal to the number of sensor devices visited by the mobile collector in MILP. The
second scenario does not use a data collector; i.e., sensor devices are only allowed to
transmit via multi-hop backscatter and active RF communications. This scenario
is labeled as No-Collector. The number of sensor devices varies from eight to 12.
To ensure the MILP is able to compute a solution, there are Z = 10 backscatter
transmission sets.
From Figure 5.8, No-Collector recorded 19.1% lower throughput as compared
with MILP. This result shows the benefit of using a mobile collector. In the NoCollector scenario, sensor devices backscatter data to a neighbouring device, which
then uploads to the HAP via active RF communications. However, this requires
significant energy expenditure, which limits the amount of data that can be relayed
to the HAP.
Referring to From Figure 5.8, we see that on average, the MILP achieves a
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Figure 5.8: Network throughput T † achieved by MILP, TDMA, and without a data
collector.
throughput T † that is 53.9% higher as compared to TDMA-only. The reason for
this difference in throughput is twofold. First, a sensor device far away from the
HAP has insufficient energy to upload using an active RF transmission. Secondly,
when there are more than eight devices, not all sensor devices have a chance to
upload to the HAP. Additionally, TDMA-only achieves a throughput T † of 20.2 kB
on average irrespective of the change in the number of devices. This is because the
number of TDMA time slots does not increase with more sensor devices.

5.5

Summary

This chapter considers a novel wireless powered IoT network that collects sensor data
via backscattering and active RF transmissions. It outlines an MILP to optimally
determine the HAP charging duration in conjunction with the activation schedule
of sensor devices. It also contains a heuristic algorithm called RS-LPA to determine the HAP charging and device activation schedule for large problem instances.
The results show that throughput increases with growing number of backscattering
transmission sets and that less data is uploaded to the collector when more devices
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are included in the network. Lastly, the performance gap between RS-LPA and the
MILP is caused by the fact that RS-LPA does not consider backscattering the signal
of an active RF transmitting device.

146

Chapter

6

Conclusion
Targets monitoring is a key functionality of IoT networks. It is relied upon by surveillance services. Hence, many researchers have studied targets monitoring problems
in the context of both battery-operated and energy harvesting WSNs. A key assumption adopted by these works is that targets are static. This means a target’s
physical location does not change over time and/or its appearance time is given.
As a result, the goal of these works is to duty cycle sensor devices to monitor a
target continuously such that a network achieves a prolonged lifetime. However, no
prior works have considered scheduling energy harvesting sensors to monitor mobile
targets with a known trajectory. Also, past works that monitor stochastic targets
assume perfect knowledge of channel conditions and energy arrivals. Given these assumptions, their aim is to schedule sensor devices to cooperatively monitor a target.
However, no past works have considered delivering RF energy to monitor stochastic
targets and random channel gains.
Data collection is integral to any targets monitoring service. It allows users to
collect samples and analyze changes in a target’s status and the occurrence of a
event. In order to maximize the amount of collected data, managing the energy of
sensor devices is critical. To this end, an interesting research direction is to leverage
backscatter communications. Another approach is to employ a mobile collector such
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as a backscatter enabled UAV. In this case, the UAV travels to each sensor device
and collects data via monostatic backscatter communications.
This thesis contributes to the above research directions by considering a RFcharging IoT network that is deployed to monitor one or more targets. It considers
various setups pertaining to whether an HAP has knowledge of a target’s trajectory
or appearance time/duration, and whether sensor devices have multi-hop communication and backscattering capabilities. In addition, it considers networks with a
mobile collector. In these setups, the primary goal is to determine the charging and
activation schedule of sensor devices.
To this end, this thesis studies a number of novel problems and presents three
main contributions:
1. It first outlines a novel metric to monitor a target with a known trajectory. It
then proposes an MILP that jointly determines the activation duration of sensors, channel assignment, and the charging power of an HAP. Specifically, the
MILP considers the non-linear energy conversion efficiency of a RF-energy harvester. Chapter 3 also proposes a cross-entropy based method and a heuristic
algorithm named ERLPA to determine the charging and activation schedules
in large networks. The simulation results show that charging channels are
assigned to sensor devices that are closest to the target when the number of
available channels is lower than a given threshold β. On the other hand, the
HAP assigns charging channels preemptively when the number of charging
channels is larger than β. Moreover, the cross-entropy based method produces near optimum channel assignment when the learning rate is near 0.4.
Also, ERLPA produces near optimum solutions when the number of charging
channels exceed 50% of the number of devices.
2. The second contribution considers maximizing the sampling duration of stochastic targets under random channel conditions. This thesis outlines a novel
stochastic program to determine the optimum energy allocation and sensor
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activation in order to monitor stochastic targets. In particular, it considers
a minimum energy requirement for a sensor device to become active and also
considers their non-linear energy conversion rate. This thesis also proposes
a reinforcement learning based method named SMC-L to compute a sensor
activation policy when a statistical model describing the appearance time of
targets is not available. The simulation results in Chapter 4 show that the
total sampling time is independent of the sensing radius when sensor devices
have a high energy consumption rate. Moreover, the SMC-L method generates
activation policy that achieves a high reward when the temperature parameter
τ is set to a low value and a high discount factor γ value. Also, SMC-L has a
lower total sampling time than the stochastic program due to its inability to
fully utilize the received energy of sensor devices.
3. Lastly, this thesis studies for the first time a multi-hop backscatter enabled
network with a mobile collector. It formulates a novel MILP to optimally
determine the charging, and activation schedule for an HAP and a set of
sensor devices, respectively. It also outlines a heuristic called RS-LPA for
use in large networks. The results in Chapter 5 show that sum-throughput
increases with growing number of backscatter transmission sets. Moreover,
they also show less data is uploaded to the collector when devices have low
sensing power. Also, due to the fact that RS-LPA does not leverage the signal
of a transmitting device for backscatter communications, the resulting sumthroughput achieved by RS-LPA is on average 10.55% lower than the MILP.
There are many possible research directions. For example, a promising research
direction is to employ RF-harvesting mobile sensor devices to monitor mobile targets
with complex known trajectory. This is because an optimally deployed mobile sensor
can monitor multiple targets simultaneously and conserve energy expenditure. In
each time slot, the position of each sensor devices are optimized according to the
location of the targets. Sensors with low energy level could choose to either remain
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at the same location or move closer to a HAP to harvest RF-energy and replenish
their battery. In this way, the research problem is to optimize the deployment and
trajectory of mobile sensor devices.
In stochastic targets monitoring, a sensor device fails to cover a target’s entire
appearance due to energy outage. To this end, a new research direction is to employ
a two-tier energy storage architecture. This is to prolong the operation of sensor
devices as their operation are not entirely dependent on the harvested RF-energy.
Specifically, the first tier storage is a super-capacitor, which is used to store harvested
energy and power the operation of sensor devices. The second tier storage is a Li-ion
battery, which is used as a backup energy storage. The backup storage is only used
when harvested energy stored in the super-capacitor fails to support the monitoring
of stochastic targets. Moreover, the super-capacitor can replenish the Li-ion battery
if it has energy surplus. This way, the research problem becomes charging and
energy management optimization.
Another future work is to consider a mobile collector with charging capability.
This is because devices further away from an HAP harvest less RF-energy due to
significant path-loss. To overcome this issue, a mobile collector could serve as a
charger, delivering RF-energy to devices while collecting data via backscattering.
This way, sensor devices further away from an HAP are able to trade off backscatter
uploading time for energy harvesting. As a result, a sensor is able to use the extra
energy for sampling and active radio communications.
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