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This article highlights eight common issues that limit the policy impact of environmental science research. The article
also discusses what environmental scientists can do to resolve these issues, including (1) optimising the directness of
their study so that it examines similar processes/populations/environments/ecosystems to that of policy interest; (2)
using the most powerful study design possible, to increase confidence in the identified causal mechanisms; (3)
selecting a sufficient sample size, to reduce the chance of false positives/negatives and increase policy-makers’ confidence
in extrapolation of the findings; (4) minimizing the risk of bias through randomization of study units to treatment
and control groups (reducing the risk of selection bias), blinding of study units and investigators (reducing the
risk of performance and detection bias), following-up study units from enrolment to study completion (reducing
the risk of attrition bias) and prospectively registering the study on a publically-available platform (reducing the
risk of reporting and publication bias); (5) proving that statistical analyses meet test assumptions by reporting the
results of statistical assumption checks, ideally publishing full datasets online in an open-access format; (6) publishing
the research whether statistically significant or not, policy-makers are just as interested in the negative or insignificant
results as they are in the positive results; (7) making the study easy to find and use, the title and abstract of an article
are of high importance in determining whether articles are examined in detail or not and used to inform policy;
(8) contributing towards systematic reviews on environmental topics, to provide policy-makers with comprehensive,
reproducible and updateable syntheses of all the evidence on a given topic.
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Evidence from environmental science is used to inform
public policies but those policies sometimes deviate in
significant ways from what the evidence may seemingly
support. This can be a source of frustration for some en-
vironmental scientists. Frequently, deviation of policy
from scientific evidence occurs because policy implemen-
tation is multidimensional and includes electoral, ethical,
cultural, practical, legal and economic considerations [1].
Occasionally, deviation of policy from apparent scien-
tific evidence occurs because of problems surrounding the
quality or reporting of the scientific evidence itself. The
following eight sections of this article identify common is-
sues associated with evidence from environmental science* Correspondence: g.s.bilotta@brighton.ac.uk
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in any medium, provided the original work is pand discuss what environmental scientists can do to
resolve these issues to increase the potential policy
impact of their research.Optimise the directness of the study
Policy-makers can make more use of evidence from studies
that examine similar processes/populations/environments/
ecosystems to that of policy interest, including consider-
ation of the appropriateness of the temporal and spatial
scales of observations. For example, one of the criticisms of
the scientific evidence of the impacts of neonicotinoid in-
secticides on insect pollinators centres on the use of labora-
tory conditions to simulate exposures in the wild. In their
article ‘A restatement of the natural science evidence base
concerning neonicotinoid insecticides and insect pollina-
tors’ , Godfray et al. [2] state that ‘the strengths of laboratory
studies are that they allow carefully controlled experiments
to be performed on individual insects subjected ton Open Access article distributed under the terms of the Creative Commons
g/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction
roperly credited.
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are conducted under very artificial conditions (which
may affect tolerance to external stress), any avoidance
response by the insect is limited and hence the expos-
ure dose and form is determined solely by the experi-
menter, and responses at the colony or population
level are both difficult to study and to extrapolate to
the field’ [2]. The directness of a study is something
that depends on the purpose for which the study is to
be used, and this may only become fully apparent after
a study is published. However, optimising directness
of a study to policy questions can often be considered
from the onset of study design (in balance with the de-
gree of experimental control). Scientists can aid the
decision by policy-makers, who are considering how
similar a study is to the situation of policy interest, by
reporting as much background information as possible
on the study units and the conditions of the study.
Use the most powerful study design possible
Study design underlies how much confidence policy-
makers will have in the findings. Non-randomised ob-
servational studies that lack control groups and simply
report correlations between variables will typically at-
tract less confidence than a randomised controlled
study on the same topic. This is because policy-makers
recognise that correlation between observations does
not signify causation. Tyler Vigen has created a website
called Spurious Correlations, which demonstrates this
point in a number of amusing ways. Vigen trawls data
sets and matches parameters until he comes up with aFigure 1 The spurious correlation. Correlation (0.99) between ‘US spend
(US OMB) and ‘Suicides by hanging, strangulation and suffocation’ (US) (Ccorrelation. In the example shown in Figure 1, Vigen pre-
sents the correlation (0.99) between ‘US spending on
science, space, and technology’ and ‘Suicides by hanging,
strangulation and suffocation’.
The more data are trawled for patterns, the more
likely it is that the patterns found will simply reflect
chance associations. This might be innocuous as long as
we are comparing clearly unrelated variables, such as
those shown in Figure 1. But if environmental scientists
find a chance correlation between two variables that just
happen to have a plausible functional cause and effect
relationship, then there is a higher risk of misinterpret-
ation. Where there is a choice, this is why policy-makers
will often place more confidence in evidence from scien-
tific studies that have both control groups and treatment
groups, and where the individual study units have been
allocated to these different groups based on some ran-
dom allocation process that is not possible to predict.
Without a control group (i.e. study units that are dealt
with in exactly the same way as study units in the ex-
perimental group except for the treatment applied), it is
difficult to determine whether a given treatment really
had an effect or whether, for example, there was a nat-
ural change over time in the outcome of interest that
may be unconnected with the treatment. Without ran-
dom allocation of study units to control and treatment
groups, it is difficult to ensure that the groups are bal-
anced at baseline with respect to known and unknown
determinants of outcome, and therefore, it is difficult to
ascertain whether variances in outcomes were caused by
the treatment/intervention of interest. An example of aning on science, space, and technology’ in Millions of today’s dollars
DC). Reproduced from http://www.tylervigen.com/.
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cation of study units to control and treatment groups is
provided by Peach et al. [3], who attempted to assess the
effect of Countryside Stewardship Schemes (CSS) on
populations of cirl buntings (Emberiza cirlus). This study
surveyed the entire geographic range of the species, be-
tween 1992 and 1998, and compared changes in the
abundance of cirl buntings in tetrads (2 × 2 km squares)
over time. There was some evidence, however, that the
selection of sites to be managed under the CSS (though
not carried out by the investigators) may not have been
random and may have been related to the outcome of
interest. The authors acknowledge that ‘the relatively
high densities of cirl buntings in 1992 on land that sub-
sequently entered CSS agreements probably reflects a
tendency for sites already supporting cirl buntings to be
more likely to apply for, and be offered, CSS status.
Many of the CSS agreements…include Sites of Special
Scientific Interest or County Wildlife Sites, and land-
owners of sites known to support cirl buntings have
been encouraged to apply for CSS status’ [3].Select a sufficient sample size
The sample size and the sampling strategy (e.g. random,
systematic, stratified) of a study are important determi-
nants of how representative the study findings will be of
the wider population (biotic or abiotic). The sample size
of a study is also an important determinant of the valid-
ity of the statistical conclusions, and it is therefore of
critical interest to policy-makers [4,5]. The adequacy of
the sample size, or the ‘sample power’, to detect an effect
or difference can often be estimated a priori using statis-
tical power analyses or alternative Bayesian approaches
[6]. The lower the power, the less likely it is that the
study will detect an effect that exists and thus the more
likely that it will falsely accept a null hypothesis. A stat-
istical power of 0.8 means that for ten true hypotheses
tested, two will be ruled out because their effects are not
detected in the data. However, consideration and report-
ing of statistical power is rare in environmental science
studies [4-6]. For example, a review of fisheries and
aquatic science research papers [7] that did not reject
some null hypothesis found 98% of the papers failed to re-
port statistical power. To increase the potential policy im-
pact of environmental studies, researchers should carry-
out a priori statistical power analyses (where this is pos-
sible) and should report the results of this in any publi-
cations arising from the work. If researchers are unable
to achieve an acceptable statistical power through in-
creasing their sample size, reducing their measurement
errors and/or increasing their limits of acceptable
change, then they should consider whether the study is
worth conducting [8].Minimise bias within the study
A bias is a systematic error resulting from poor study
design or issues associated with conduct in the collec-
tion, analysis, interpretation and reporting of data. Biases
can operate in either direction, causing an under- or an
overestimation of effect, which if unaccounted for may
ultimately affect the validity of the conclusions from a
study [9]. Biases in scientific research can be cryptic [1],
and it is usually impossible to know the extent to which
they have affected the results of a particular study. How-
ever, Gluud [10] highlights, from investigating variations
in the results of studies of the same intervention accord-
ing to features of their study design, that there is empir-
ical evidence that the following key aspects of study
design help to minimize the risk of bias:
 Randomization minimizes the risk of selection bias
(systematic differences between baseline characteristics
of the groups that are to be compared).
 Blinding of study units and investigators minimizes
the risk of performance bias (systematic differences
between groups in the care that is provided or in
exposure to factors other than the interventions of
interest due to lack of blinding of investigators) and
detection bias (systematic differences between
groups in how outcomes are determined) due to
participants’ or investigators’ expectations.
 Follow-up of study units from enrolment to study
completion minimizes the risk of attrition bias
(systematic differences between groups in
withdrawals from a study/loss of samples).
 Prospective study registration (including a description
of the number of study units, treatment protocols,
duration of the study, primary outcomes to be
measured and planned analyses) and unselective
reporting of outcomes minimizes the risk of reporting
bias (systematic differences between reported and
unreported findings). Studies that are registered
prospectively are also far less likely to be derailed
by chance correlations. Various mechanisms for
prospective scientific study registration already
exist or are in development (e.g. the Open Science
Framework).
Many of these aspects of study design are not tech-
nically difficult to implement and would not necessarily
add significantly to the expense of a study, but they can
significantly increase policy-makers’ confidence in the
findings of a study.
Prove that statistical analyses meet test assumptions
Most statistical tests are based on a set of assumptions
about the data that must be met prior to the application
of the statistical analysis and testing of a hypothesis. For
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tion that the data come from a population that follow a
certain distribution. Other assumptions include homosce-
dasticity (data from multiple groups have the same vari-
ance), linearity (data have a linear relationship) and
independence (data are independent). Violating as-
sumptions of a statistical test may make tests more or
less likely to make type I or II errors (false positives
and false negatives), which can lead to incorrect in-
ferences about the cause-effect relationship and thus
undermine meaningful research. Statistical procedures
can and should be used to check that the statistical ana-
lyses meet the assumptions of the statistical test, and the
results from these procedures need to be reported to
verify that the statistical analyses are valid. Ideally, re-
searchers should publish full datasets online with a
digital object identifier (DOI) to persistently identify
the dataset from which conclusions were drawn and en-
able subsequent researchers to use, interrogate, and test
the data. There are multiple repositories for making
data more widely available, such as Dryad - a curated
general-purpose repository that makes the data under-
lying scientific publications discoverable, freely reusable
and citable; Figshare - a repository that offers a means
for sharing data and other research materials; and the
Open Science Framework, which offers infrastructure for
documenting, archiving and sharing data within col-
laborative teams and making research materials pub-
licly available. Academic journals are also increasingly
adopting policies for making data, protocols and analytical
codes available. Publishing data enables easy verification
of statistical conclusions and will facilitate inclusion of
the data in meta-analyses by policy-makers.
Publish the research whether statistically-significant or not
Researchers, and sometimes the journals that publish
research, are more likely to publish positive results (e.g.
showing a statistically significant finding) than results
that are negative (i.e. supporting the null hypothesis) or
insignificant. This phenomenon is often referred to as
publication bias. Song et al. [11] found that the principle
reasons for non-publication of completed studies included
lack of time or low priority (35%), unimportant results
(20%) and journal rejection (10%); indicating that publish-
ing bias primarily originates from researchers failing to
write up and submit to journals when the results are
negative or non-significant, and rather concentrated on
‘wonderful results’. In reality, policy-makers are just as
interested in the negative or insignificant results as they
are in the positive results. In fact, as explained in an ex-
cellent animation in the Economist [12], the negative
results can be much more trustworthy. Policy-makers
need to know both positive and negative findings in
order to make well-informed decisions, so scientistsshould publish results whether they show a statistically-
significant positive effect or not.
Make the study easy to find and use
Policy-makers do not have subscriptions to every environ-
mental science journal that exists, neither do they have
unlimited resources to search for every article related to a
given topic. As a consequence, the title and abstract of an
article are of high importance in determining whether ar-
ticles are examined in detail or not and used to inform
policy. Titles that are informative, concise and include
keywords that identify the article’s main concepts, vari-
ables and relationships between them increase the chance
of policy-makers finding and using research. Structured
abstracts have been found to contain more information, are
more easily searched and help readers, including policy-
makers, to find information more quickly compared to
traditional abstracts [13]. There are publication guidance
documents and checklists for standardised reporting of dif-
ferent types of studies (e.g. CONSORT for randomised con-
trolled trials, STROBE for observational studies, PRISMA
for systematic reviews and meta-analyses) and an updated
list of reporting guidelines is maintained by the EQUATOR
Network [14]. In addition, publishing research in an
open access format or publishing pre-proof versions of the
article online in accordance with publishers’ rules increases
the chance of research findings being accessed and used by
policy-makers who do not have access to all academic
journals.
Contribute to systematic reviews
There are alternative methods of influencing public policy
other than conducting and reporting primary research:
contributing to synthesising multiple sources of primary
evidence is a good example of one of these alternative
means. The scientific evidence-base on many environmen-
tal topics is large and continually growing [15]. Systematic
reviews, such as those conducted by the Collaboration for
Environmental Evidence (CEE; an open community of
scientists and managers who, from their initial centres in
Australia, Canada, South Africa, Sweden and the UK,
prepare systematic reviews on environmental topics)
can be extremely useful to policy-makers; providing a com-
prehensive, objective, reproducible and updateable synthe-
sis of all the evidence on a given topic [16]. Policy-makers
prefer systematic reviews to traditional narrative literature
reviews as it is acknowledged that narrative literature re-
views are more vulnerable to author bias which can occur
when the review authors intentionally or unintentionally
select or emphasise research according to their own
opinions, prejudices or commercial interests. Further-
more, narrative literature reviews rarely consider, in a
reproducible and meaningful manner, the methodo-
logical quality, degree of bias and therefore reliability
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narrative literature reviews are more likely to lead to
ill-informed environmental policies.
To date, the CEE has published more than 60 systematic
reviews, with a further 30 in progress. These systematic re-
views, which are all available from the CEE Library, cover a
range of topics including pure environmental science ques-
tions such as ‘What is the evidence for glacial shrinkage
across the Himalayas?’ [17], applied environmental man-
agement topics such as ‘Evaluating the biological effective-
ness of fully and partially protected marine areas’ [18] and
human - environment interaction questions such as ‘What
is the evidence that scarcity and shocks in freshwater
resources causes conflict instead of collaboration?’ [19].
Through contributing to further systematic reviews, it
may be possible in the future for policy-makers to visit
the CEE and other systematic review libraries for com-
prehensive syntheses on many topics relevant to their
policy questions.
Conclusions
This article highlights eight common issues surrounding
the quality or reporting of environmental science research
that can limit its potential policy impact. The article also
discusses what environmental scientists can do to resolve
these issues to increase their potential impact on public
policy. The recommendations made arise from the devel-
opment of a best-practice approach to quality assessment
of evidence from environmental science [20]. This quality
assessment tool, known as the Environmental-GRADE
tool, is adapted from a best-practice tool developed by
the healthcare sector and used by the World Health
Organization, the UK National Institute for Health and
Care Excellence (NICE), and more than 20 health care
bodies internationally [9].
The Environmental-GRADE tool describes four levels
of evidence quality (high, moderate, low and very low).
The highest quality rating is initially for randomised
controlled trials, the low quality rating is generally for
sound observational studies and the very low quality
rating includes, but is not limited to, studies with crit-
ical problems and unsystematic observations (e.g. case
studies). Assessors can, however, downgrade evidence
to moderate, low or even very low quality evidence,
depending on the presence of the three factors: (1) The risk
of bias within the study - assessed using the Environmental-
Risk of Bias Tool which was adapted from the Cochrane
Collaboration’s Risk of Bias tool [21]. (2) The directness of
the study - assessed using Environmental-GRADE tool
criteria. (3) The precision of the effect estimatesa - assessed
using Environmental-GRADE tool criteria. Observational
studies can be upgraded to moderate or high quality if such
studies yield large effects and there is no obvious bias
explaining those effects; all plausible confounding factorswould reduce a demonstrated effect or suggest a spuri-
ous effect when results show no effect and/or if there is
evidence of a dose-response gradient.
It is hoped that wider awareness of the quality assess-
ment criteria used in Environmental-GRADE, and an
understanding of the justification for these criteria, as
highlighted in this article, will contribute to improved
study design and reporting of environmental science re-
search that will increase its potential policy impact. It
will however remain the case, even when high quality
scientific evidence is available, that public policy will be
informed by a number of different evidence sources, in-
cluding electoral, ethical, cultural, practical, legal and
economic considerations. Nevertheless, policy-makers
should publicly explain the reasons for policy decisions,
particularly when the decision is not consistent with sci-
entific advice, and in doing so should accurately repre-
sent the evidence.
Endnote
aIn this case, imprecision refers to random error, mean-
ing that multiple replications of the same study would
produce different effect estimates.
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