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Abstract
Noether’s Theorem yields conservation laws for a Lagrangian with a variational
symmetry group. The explicit formulae for the laws are well known and the sym-
metry group is known to act on the linear space generated by the conservation
laws. The aim of this paper is to explain the mathematical structure of both the
Euler-Lagrange system and the set of conservation laws, in terms of the differ-
ential invariants of the group action and a moving frame. For the examples we
demonstrate, knowledge of this structure allows the Euler-Lagrange equations to be
integrated with relative ease. Our methods take advantage of recent advances in the
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theory of moving frames by Fels and Olver, and in the symbolic invariant calculus
by Hubert. The results here generalise those appearing in Kogan and Olver [1] and
in Mansfield [2]. In particular, we show results for high dimensional problems and
classify those for the three inequivalent SL(2) actions in the plane.
1 Introduction
In 1918, Emmy Noether proved in [3] that for systems derived from a variational principle,
conservation laws may be obtained from Lie group actions that leave the functional invari-
ant. Since then, Noether’s Theorem has been widely used among applied mathematicians
and physicists.
In this paper we present the mathematical structure behind both the Euler-Lagrange
equations and the set of conservation laws which come from the application of Noether’s
Theorem. We show that the new format presented here for the Euler-Lagrange equations
and the set of conservation laws can simplify greatly the extremising problem. In particu-
lar, we give results for variational problems that are invariant under a Lie symmetry group
whose Lie algebra is semisimple, such as sl(n), so(n), su(n), sp(n), which are extensively
found in physical examples.
Section 2 of this paper gives a brief introduction to the theoretical foundations of our re-
sults: the application of moving frames to actions on jet spaces which yields a “symbolic
invariant calculus” for differential invariants and their invariant derivatives, the Adjoint
action of a Lie group on its Lie algebra, and the Killing form of the Lie algebra. Fur-
thermore, we show how the symbolic invariant calculus can be applied to obtain the
Euler-Lagrange equations for variational problems with a Lie group symmetry directly
in terms of the invariants. Then in section 3 we state and demonstrate our main result;
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Noether’s conservation laws can always be written as a divergence of the product of a
moving frame with a vector of invariants, where the representation for the moving frame
is the inverse of the Adjoint representation of the Lie group on its Lie algebra. The one
dimensional case was proved in [2], here we extend the result to higher dimensional prob-
lems. The main pedagogic example used throughout is the projective action of SL(2)
acting on curves in the plane, and on surfaces in 3-space. In section 4 we show how the
integration problem can be reduced for the case of one dimensional Lagrangians that are
invariant under a Lie symmetry group whose Lie algebra is semisimple. Finally we classify
integration results for Lagrangians that are left unchanged under the three inequivalent
SL(2) actions on the plane.
1.1 Motivating Example
Consider the group SE(2), the special (orientation preserving) Euclidean group, acting
on the space of curves in the (x, u(x))-plane, x
u
 7→
 x˜
u˜
 =
 cos θ − sin θ
sin θ cos θ

 x
u
+
 a
b
 , (1)
where θ, a and b are constants that parametrise the group action. The Euclidean curvature
of a curve x 7→ (x, u(x)), given by
κ =
uxx
(1 + u2x)
3/2
,
is the lowest order differential invariant, where a differential invariant is an invariant for
the prolonged action of a Lie group on a jet-space. All differential invariants for the action
(1) are functions of κ and its derivatives with respect to arc length, s, where
d
ds
=
1√
1 + u2x
d
dx
.
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Under this action the one dimensional variational problem
∫
κ2ds has SE(2) as a varia-
tional symmetry group. When the conservation laws arising from the Lie symmetry are
calculated using the formulae associated with Noether’s Theorem (see [4], §5.4, and Prop.
5.98; the formulae appear complicated but are relatively easily coded), the result can be
arranged in matrix form as A(x, u, ux)υ(I) = c, where υ(I) is a vector of invariants and
c are the constants of integration, specifically,
xs −us 0
us xs 0
xus − uxs uus + xxs 1


−κ2
−2κs
2κ
 =

c1
c2
c3
 (2)
where us = ux/
√
1 + u2x and xs = 1/
√
1 + u2x, and where this defines A and υ(I). The
first conservation law comes from the translation in x, the second from the translation
in u, and the third results from the rotation in the (x, u)-plane. The Euler-Lagrange
equation for this variational problem was obtained by Euler himself, and is κss+
1
2
κ3 = 0,
which can be solved in terms of elliptic functions; the extremal curves are also known as
Euler’s elastica. If one takes a solution for κ and inserts it into Equation (2) above, then
one has three equations for x, xs, u and us as functions of s. Combining these with the
defining constraint for s, which is x2s + u
2
s = 1, and simplifying, we obtain
κ4 + 4κ2s − (c21 + c22) = 0, (3)
c1u− c2x+ c3 − 2κ = 0, (4)
us(c
2
1 + c
2
2) + c2κ
2 − 2c1κs = 0. (5)
It can be seen the integration problem is now completely straightforward once κ is known.
We will show in this paper that results like this are not unusual.
The matrix A in Equation (2) is equivariant , namely, if one applies the group action to
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the components then the group action factors out; in this case we have
A(x˜, u˜, u˜x˜) = R(θ, a, b)
−1A(x, u, ux),
where
R(θ, a, b)−1 =

cos θ sin θ 0
− sin θ cos θ 0
b −a 1
 .
The matrix R(θ, a, b) is a representation of SE(2). Indeed, the group product in parameter
space is given by
(θ, a, b) · (φ, α, β) = (θ + φ, a+ α cos θ − β sin θ, b+ α sin θ + β cos θ),
and it is simple to check that
R(θ, a, b)R(φ, α, β) = R ((θ, a, b) · (φ, α, β)) .
In fact, the representation is well-known as the so-called Adjoint representation, see §3.3
of [2]. The map A is thus an example of a moving frame, which is an equivariant map
from the space M on which a Lie group G acts, to G.
The example of SE(2) invariant Lagrangians with the independent variable being Eu-
clidean arc length was first carried out in [1] and is also fully explored in [2].
2 Moving Frames, the Adjoint Action and the Invari-
ant Calculus of Variations
In this section, we will give a brief description of the concepts needed to explain our
results, namely moving frames following the development in [5] (and also [2]), the Adjoint
5
action of a Lie group and the Killing form on its Lie algebra, and the symbolic invariant
calculus. We will use the results of the pedagogical examples in the following sections.
A smooth group action on a smooth space induces an action on the set of smooth curves
and surface elements in that space including their higher order derivatives in the relevant
jet bundle, the so-called prolonged curves and surfaces. In this paper, the set M on which
G acts consists of these prolonged curves and surfaces.
2.1 Moving Frames
A group action of G on M is a map G×M →M , written as (g, z) 7→ g · z, which satisfies
either g · (h · z) = (gh) · z, called a left action, or g · (h · z) = (hg) · z, called a right action.
We will also write g · z as z˜ to ease the exposition in places.
We assume that G is a Lie group and that the action is smooth. Further, we assume the
action is free and regular in some domain U ⊂M , which means, in effect, that
1. the intersection of the orbits with U have the dimension of the group G and further
foliate U ;
2. there exists a surface K ⊂ U that intersects the orbits of U transversally, and the
intersection of an orbit of U with K is a single point. This surface K is known as
the cross-section and has dimension equal to dim(M)− dim(G);
3. if we let O(z) denote the orbit through z, then the element h ∈ G that takes z ∈ U
to {k} = O(z) ∩ K is unique.
Under these conditions, an equivariant map ρ : U → G can be defined. Such a map is
called a moving frame on U . Specifically, we can define the map ρ : U → G to be the
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unique element in G which satisfies
ρ(z) · z = k, {k} = O(z) ∩ K.
We say ρ is the right moving frame relative to the cross-section K. By construction, we
have for a left action that ρ(g ·z) = ρ(z)g−1, and for a right action that ρ(g ·z) = g−1ρ(z),
so that ρ is indeed equivariant. The cross-section K is not unique, and is usually selected
to simplify the calculations for a given application. In practice, the procedure to find the
frame is as follows:
1. define the cross-section K to be the locus of the set of equations ψi(z) = 0, for
i = 1, ..., r, where r is the dimension of the group G;
2. find the group element in G which maps z to k ∈ K by solving the normalisation
equations,
ψi(z˜) = ψi(g · z) = 0, i = 1, ..., r.
Hence, the frame ρ satisfies ψi(ρ(z) · z) = 0, i = 1, ..., r.
Example 2.1 Consider the group SL(2) acting projectively on the plane as follows
x˜ = g · x = x, u˜ = g · u = au+ b
cu+ d
,
where
g =
a b
c d
 , ad− bc = 1. (6)
The induced actions on ux and uxx, defined to be that obtained using the chain rule, are
respectively
g · ux = u˜x = u˜x˜ = ux
(cu+ d)2
,
7
g · uxx = u˜xx = u˜x˜x˜ = uxx(cu+ d)− 2cu
2
x
(cu+ d)3
.
If we take M to be the space with coordinates (x, u, ux, uxx, uxxx, ...), then the action is
locally free near the identity of SL(2) and regular away from the coordinate plane ux = 0.
Hence we consider ux 6= 0, and take the normalisation equations to be u˜ = 0, u˜x = 1, and
u˜xx = 0, to obtain
a =
1√
ux
, b = − u√
ux
, and c =
uxx
2u
3/2
x
(7)
as the frame in parametric form, or in matrix form, substituting for a, b and c into (6),
ρ(u, ux, uxx) =

1√
ux
− u√
ux
uxx
2u
3/2
x
2u2x − uuxx
2u
3/2
x
 .
The square root indicates that the domain of the frame is restricted, and the choice of
root is such as to ensure that ρ is the identity element on the cross-section K. If x, u
are considered to be real and ux < 0 for the application at hand, one can use the frame
equation u˜x = −1 instead.
Theorem 2.2 Let ρ be a right moving frame. Then the quantity I(z) = ρ(z) · z is an
invariant of the group action (see [5]).
If z = (z1, ..., zn), i.e. z is given in coordinates, and the normalisation equations are z˜i = ci
for i = 1, ..., r, where r is the dimension of the group, then
ρ(z) · z = (c1, ..., cr, I(zr+1), ..., I(zn)),
where
I(zk) = g · z|g=ρ(z), for k = r + 1, ..., n.
In this paper we are interested in Lie group actions on jet bundles. We denote the inde-
pendent variables as x = (x1, x2, . . . , xp), and the dependent variables as u = (u
1, . . . , uq).
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We denote the derivative terms as
uαK =
∂|K|
∂xk11 · · ·∂xkpp
uα = ∂Ku
α
where this defines ∂K , with K being a multi-index of differentiation, K = (k1, . . . , kp) and
|K| = k1 + · · ·+ kp. Then coordinates on the n-th jet bundle Jn(x,u) are the xi, the uα,
and the uαK , where |K| ≤ n. Thus, the operator ∂/∂xi extends on this space to the total
differentiation operator
Di =
D
Dxi
=
∂
∂xi
+
q∑
α=1
∑
K
uαKi
∂
∂uαK
.
We denote the invariantised jet bundle coordinates as
Ji = I(xi) = x˜i|g=ρ(z), IαK = I(uαK) = u˜αK |g=ρ(z). (8)
These are also known as the normalised differential invariants.
Example 2.3 Consider the action of the SL(2) group on the plane, as in Example 2.1.
We have
g · z|g=ρ(z) = (x˜, u˜, u˜x, u˜xx, u˜xxx)|g=ρ(z)
= (I(x), Iu, Iu1 , I
u
11, I
u
111)
=
(
x, 0, 1, 0,
uxxx
ux
− 3
2
u2xx
u2x
)
.
The last component is the well-known SL(2) invariant known as the Schwarzian derivative
of u, often denoted as {u; x} . The second, third and fourth components correspond to the
normalisation equations u˜ = 0, u˜x = 1, and u˜xx = 0 respectively. Continuing, one could
obtain Iu1111 = (g · uxxxx)
∣∣
g=ρ
and so on. In fact Iu1111 = {u; x}x, and all the higher order
invariants can be obtained in terms of {u; x} and its derivatives.
Theorem 2.4 (Replacement Theorem [6]) If f(z) is an invariant, then
f(z) = f(I(z)).
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Example 2.3 (cont.) By applying the normalisation equations to the Schwarzian we
obtain
uxxx
ux
− 3
2
u2xx
u2x
=
Iu111
Iu1
− 3
2
Iu11
Iu1
= Iu111,
confirming the result above.
The Replacement Theorem can be used to express historically known invariants in terms
of the IαK invariants even when the normalisation equations cannot be solved for the frame.
For the pedagogic examples used in this paper, we are able to solve normalisation equa-
tions for the frame and explicitly calculate the IαK . Perhaps the most significant outcome
arising from the seminal paper [5] is that a symbolic invariant calculus for the IαK can be
constructed from the normalisation equations alone, that is, without knowing the frame
explicitly. This symbolic calculus was formulated rigorously by Hubert ([7, 8, 9, 10, 11]),
and a “working mathematician’s guide” appears in [2]. Simply put, we can differentiate
the invariants IαK symbolically in terms of the I
α
K and hence calculate the differential
relations that they satisfy using symbolic computation software [12].
The invariant differential operators are obtained in a way analogous to that of the nor-
malised differential invariants.
Definition 2.5 A distinguished set {Di | i = 1, . . . p} of invariant differential operators is
obtained by evaluating the transformed total differential operators on the frame, i.e.
Di = D˜i|g=ρ(z),
where D˜i is defined as follows
D˜i =
D
Dx˜i
=
p∑
j=1
(D˜x)ijDi.
Here (D˜x)ij = ((Dx˜)
−1)ij.
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The invariant differential operatorsDi map differential invariants to differential invariants.
We know that
∂
∂xi
uαK = u
α
Ki,
but the same is not true once we invariantise; DiIαK 6= IαKi, and we have
DiIαK = IαKi +MαKi, (9)
where MαKi is known as the error term. Equation (9) indicates that the processes of
differentiation and invariantisation do not commute. The error terms may be calculated
from knowledge of the normalisation equations and the infinitesimal action alone, that is,
without solving for the frame explicitly ([2] §5.1.1), and symbolic software that implements
the formulae have been written ([12] amongst others).
Consider the two generating differential invariants IαJ and I
α
L and let JK = LM so that
IαJK = I
α
LM . This implies that
DKIαJ −MαJK = DMIαL −MαLM . (10)
Equations such as (10) are called syzygies or differential identities.
Example 2.3 (cont.) If we now set u = u(x, τ), and take the same normalisation
equations as before, we obtain
u˜τ |g=ρ(z) = Iu2 =
uτ
ux
.
Further, since both x and τ are invariant, Dτ = ∂/∂τ and Dx = ∂/∂x. Next,
DτIu111 = Iu1112 − Iu12Iu111, D3xIu2 = Iu1112 − 3Iu12Iu111 − Iu1111Iu2
so that eliminating the Iu1112 term, and noting that DxIu2 = Iu12 and DxIu111 = Iu1111 gives a
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syzygy between Iu2 and I
u
111. The syzygy is
Dτσ = (D3x + 2σDx + σx)Iu2 , (11)
where σ = Iu111 = {u; x}, which can be verified directly. In this case, it can be shown that
the invariants Iu2 and I
u
111 generate the set of all differential invariants under invariant
differentiation and functional composition.
Equation (11) is an example of the presentation of the syzygies we will need to obtain
our results. Theorems concerning the finite generation of the algebra of invariants, and
their related syzygies have been given by Hubert ([8, 9]). Syzygies given in the form of
Equation (21), needed for our calculations which follow, will hold for a wide class of group
actions and their moving frames.
2.2 The Adjoint Action and the Killing Form
In this section we briefly review the Adjoint action and the Killing form for a Lie group.
The calculations we show will be needed in Section 4.
Suppose the Lie group G acts on the smooth space M with local coordinates (z1, . . . , zn).
We denote by X (M) the space of vector fields on M . By an abuse of notation, for any
g ∈ G we denote the smooth map z 7→ g · z also by g : M →M .
Definition 2.6 The action Ad of G on X (M) is
(g,v) 7→ Adg(v), Adg(v)(z) = Tg−1v(g · z), (12)
where Tg : TM → TM is the tangent map of g : M → M .
In coordinates, if
v =
∑
j
fj(z)
∂
∂zj
= fT∇,
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then
Adg(v) =
((
∂z˜
∂z
)−1
f(z˜)
)T
∇,
where (∂z˜/∂z) is the Jacobian of the map z 7→ g · z = z˜.
It can be seen that Adg is a linear map on X (M), and further that Adg ◦Adh = Adgh by
the chain rule.
Given a smooth group action of G on M where dimG = r, there is an r dimensional
vector subspace XG(M) ⊂ X (M), the so-called infinitesimal vector fields of the group
action, which is a representation of the Lie algebra g of G, obtained as follows. We take
the view that g is the tangent space TeG of G at its identity element e, and that this space
is modelled by smooth paths γ : [−ǫ, ǫ] → G, ǫ > 0, such that γ(0) = e, where paths
are considered to be equivalent if their derivatives at e are equal (see for example [13]).
Such a path generates a smooth path through every element z ∈ M given by t 7→ γ(t) · z,
and then the derivative of each path at t = 0 yields a vector field on M . The set of such
vector fields is XG(M). A standard result is that this is a linear space and that a basis of
TeG yields a basis of XG(M). It can be shown from the definition of Ad, Equation (12),
that Adg : XG(M)→ XG(M) by noting that the map γ 7→ g−1γg takes TeG to itself.
Example 2.7 Consider the SL(2) action as in Example 2.1. Paths at the identity of
G = SL(2) yield paths
t 7→
(
x,
a(t)u+ b(t)
c(t)u+ (1 + b(t)c(t)) /a(t)
)
where a(0) = 1, b(0) = c(0) = 0 and where a′(0) = α, b′(0) = β, and c′(0) = γ are
independent constants. Differentiating at t = 0 yields the three dimensional vector space
of infinitesimal vector fields, with basis
v1 = 2u∂u, v2 = ∂u, v3 = −u2∂u (13)
13
and generic element
v = (α(2u) + β + γ(−u2))∂u. (14)
Extending the action to the (x, u, ux, uxx, . . . )-space via the chain rule leads to the “pro-
longation” of vector fields, for example v3 prolongs to ([4], §2.3)
v3 = −u2∂u − 2uux∂ux − (2u2x + 2uuxx)∂uxx − · · ·
Given a basis vi of XG(M), i = 1, ..., r,
Adg
(∑
i
αivi
)
=
∑
i
αiAdg(vi) =
∑
i, j
αiAd(g)ijvj ,
for some r× r matrix Ad(g). In practice, it can be easier to calculate the induced action
on the coefficients αi, ∑
i, j
αiAd(g)ijvj =
∑
i
α˜ivi,
so that writing α as a column vector, α˜ = Ad(g)Tα. If a basis of infinitesimal vector
fields {vi} is given on a space with coordinates (z1, z2, . . . , zn), with vi =
∑
ζ ir∂zr , we
define the matrix of infinitesimals Ωα(z) to be
Ωα(z) = (Ωαir) = (ζ
i
r). (15)
In terms of the matrix of infinitesimals, the matrix Ad(g) satisfies
Ad(g)Ω(z) = Ω(z˜)
(
∂z˜
∂z
)−T
. (16)
In the following example we calculate Ad(g) and verify Equation (16).
Example 2.7 (cont.) To find Ad(g), we calculate the Adjoint action of g ∈ SL(2) on
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the generic infinitesimal vector field given in (14). We obtain
Adg(v)(z) = (α(2u˜) + β + γ(−u˜2)) ∂
∂u˜
= (α˜(2u) + β˜ + γ˜(−u2)) ∂
∂u
,
so that 
α˜
β˜
γ˜
 = Ad(g)
T

α
β
γ
 =

ad+ bc cd −ab
2bd d2 −b2
−2ac −c2 a2


α
β
γ
 . (17)
On (u, ux)-space, the matrix of infinitesimals is
Ωu(z) =

u ux
a 2u 2ux
b 1 0
c −u2 −2uux

and with z = (u, ux) we have
Dz˜
Dz
=

∂u˜
∂u
∂u˜
∂ux
∂u˜x
∂u
∂u˜x
∂ux
 =

1
(cu+ d)2
0
−2cux
(cu+ d)3
1
(cu+ d)2
 .
Equation (16) is easily verified.
Remark 2.8 There are several reasons for considering the Adjoint action of a Lie group
G, not on its matrix Lie algebra but on the representation of the Lie algebra, XG(M).
To begin with, Lie symmetries of variational problems are found using symbolic software
which return the vector field representation of the Lie algebra; it is the flows of these fields
that generate G so that the (local) group action is found by integrating the infinitesimal
vector fields. Even more importantly, it is the infinitesimal vector fields that appear in
the derivation of the formulae for Noether’s Theorem.
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If v ∈ XG(M), then there is a linear map, called the adjoint map of v,
adv : XG(M)→ XG(M), adv(w) = [v,w]
where [ , ] is the standard bracket of vector fields. A standard calculation yields
adAdg(v) = Adg ◦ adv ◦ Ad−1g .
If one takes a basis v1, . . . , vr of XG(M), where r = dim(G), then an r × r matrix
representation of adv can be obtained to which we give the same name. The bilinear
Killing form B on XG(M) is defined to be
B(v,w) = trace (advadv)
and this form is then overtly Adg invariant. In terms of the matrix
B = (Bij), Bij = B(vi,vj),
the Adg invariance takes the form
AdgBAd Tg = B. (18)
Example 2.7 (cont.) We continue with the projective SL(2) action described above.
The basis of XSL(2)(M) is given in (13) and setting v = αv1+βv2+ γv3 we have relative
to that basis that
adv =

0 2β −2γ
γ −2α 0
−β 0 2α

and hence the Killing form is
B =

8 0 0
0 0 4
0 4 0
 . (19)
16
The Ad-invariance of B using Ad(g) from Equation (17) is easily verified.
2.3 The Invariant Calculus of Variations
We assume the independent variables are x = (x1, . . . , xp), the dependent variables are
u = (u1, u2, . . . , uq), and that the Lagrangian is a smooth function of x, u and finitely
many derivatives of the uα; such a Lagrangian is denoted as L [u] =
∫
L[u] dx.
Suppose we have a Lagrangian that is invariant under some smooth action of a Lie group
G. Let κj, j = 1, . . . , N be the generating differential invariants of the group action. By
the Replacement Theorem, we may assume the κj are in fact some set of the I
α
K and their
derivatives with respect to the independent variables, and with respect to a frame ρ, on
some open domain in the (xi, u
α, uαK)-space. We suppose that the action leaves the xi
invariant, so that the variational problem can be written as
∫
L[κ] dx. This can always
be achieved by reparametrisation, and setting the original independent variables to be
dependent on the new invariant parameters. Note that if a parameter is assumed to be an
arc length then the relevant constraint needs to be inserted with a Lagrange multiplier.
Reparametrisation has the additional advantage that the resulting Euler-Lagrange system
is a differential system with respect to standard commuting differential operators, so that
standard solution methods can be applied.
The Euler-Lagrange equations for such a problem have G as a Lie symmetry, so that they
can be expressed as differential equations for the κj (there can also be trivial non-invariant
multipliers which do not affect the solution space and can be discarded). Kogan and
Olver [1] constructed a variational tricomplex to show how to derive the Euler-Lagrange
equations directly in terms of the invariants, bypassing the need to use the standard
formulae and then invariantising. Here we show how the invariantised Euler-Lagrange
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equations can be obtained using calculations which are close in style to those used to
obtain them in the underlying (x,u) variables. The syzygies discussed in Section 2.1 play
a central role.
If x 7→ (x,u(x)) extremises the functional L [u], then for a small perturbation of u we
obtain
0 =
d
dε
∣∣∣∣
ε=0
L [u+ εv]
=
∫ q∑
α=1
[
E
α(L)vα +
∑
i
D
Dxi
(
∂L
∂uαi
vα + · · ·
)]
dx,
(20)
after differentiation under the integral sign and integration by parts, where D/Dxi is the
total derivative operator with respect to xi, and where
E
α(L) =
∑
K
(−1)|K| ∂
|K|
∂xk11 · · ·∂xkpp
∂L
∂uαK
,
is the Euler operator with respect to the dependent variable uα acting on L. The boundary
terms play an important role in the determination of the natural boundary conditions,
and also the formulae for Noether’s Theorem, in the event the perturbation is given by the
group action. We note that the boundary terms are linear in the vα and their derivatives.
In order to obtain the invariantised analogue of d
dε
∣∣
ε=0
L [u+ εv], where the Lagrangian
is given in terms of differential invariants, we first introduce a dummy invariant indepen-
dent variable, τ . Since both τ and the xi are invariant, by construction and hypothesis
respectively, we have for all i that
Dτ = D
Dτ
, Di = D
Dxi
, and [Dτ ,Di] = 0.
Furthermore, symbolically,
d
dε
∣∣∣∣
ε=0
L [u+ εv] =
D
Dτ
∣∣∣∣
uτ=v
L [u].
We assume that L = L[κ], where κj = I(u
αj
Kj
), that is, the invariants used to express
L are symbolic invariants obtained via a moving frame, as in Equation (8). It turns
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out it is not necessary to append the syzygies between the κj as constraints to L; since
we are obtaining the Euler-Lagrange equations with respect to the variables u and in
terms of those variables, the syzygies are identically zero, and hence the syzygies do
not contribute. To demonstrate this, in Example 2.9 we keep the additional syzygy as a
constraint with Lagrange multiplier and show that this term disappears in the final result.
The introduction of a new independent variable results in q new invariants, Iατ = g ·uατ
∣∣
g=ρ
(as in Equation 8), for α = 1, . . . , q, and a set of syzygies Dτκ = HI(uτ ) that is,
Dτ

κ1
κ2
...
κN

= H

I1τ
I2τ
...
Iqτ

, (21)
where H is a N × q matrix of operators depending only on the Di, the κj and their
invariant derivatives.
Mirroring the calculation of Eα(L), we have
0 =
∂
∂τ
∫
L[κ]dx
=
∫ [∑
j,K
∂L
∂DKκjDKDτκj
]
dx
=
∫ [∑
j,K
(−1)|K|DK ∂L
∂DKκjDτκj
]
dx + B.T.’s
=
∫ ∑
j,α
[
E
j(L)Hj,αIατ
]
dx + B.T.’s
=
∫ [∑
j,α
H∗j,αEj(L))Iατ +
∑
i
D
Dxi
(∑
J,α
IατJC
α
i,J
)]
dx,
where “B.T.’s” stands for boundary terms, Ej is the Euler operator corresponding to
variations in κj , H∗j,α is the adjoint of Hj,α and Cαi,J is the coefficient of IατJ under the DDxi
operator in the B.T.’s. In principle one could add a null divergence to the boundary terms
without changing the above equation. However, if one uses standard integration by parts
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procedures in the calculation of the B.T.’s, one obtains an expression that is linear in the
IατJ and from this point of view the C
α
i,J are well-defined. By the definition of I
α
τ we know
that Iατ contains u
α
τ . Thus, from the Fundamental Lemma of Calculus of Variations, the
coefficient of Iατ must be zero, that is, E
α(L) =
∑
jH∗j,αEj(L) or in matrix form,
E
u(L) = H∗Eκ(L) (22)
where (H∗)a,b = (Hb,a)∗. Equation (22) represents the invariantised Euler-Lagrange equa-
tions.
This derivation of the invariantised analogue of d
dε
∣∣
ε=0
L [u + εv] can be found in §7 of
[2].
Example 2.3 (cont.) We continue with the study of curves in the plane under the
projective action of SL(2), with σ = {u; x}, the Schwarzian derivative. Suppose we have
the variational problem
∫
L[σ] dx. Introducing the dummy variable τ , with u = u(x, τ) to
effect the variation and recalling that we have
Iuτ =
uτ
ux
, Dτσ = HIuτ ,
where H = D3x + 2σDx + σx, then the Euler-Lagrange equation of L with respect to u is
E
u(L) = H∗Eσ(L).
In this case, H∗ = −H, so that, for example, if L[σ] = 1
2
σ2x, then
E
u(L) = − (D3x + 2σDx + σx) (−σxx) ,
which can be verified directly.
Example 2.9 We now consider the projective action of SL(2) on surfaces, u = u(x, t),
that is
x˜ = x, t˜ = t, u˜ =
au+ b
cu+ d
, ad− bc = 1.
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Take the normalising equations for the frame to be u˜ = 0, u˜x = 1 and u˜xx = 0 as before.
The generating invariants are then, as above, σ = {u; x} = Iu111 and κ = ut/ux = Iu2
and their syzygy is Dtσ = (D3x + 2σDx + σx)κ as above. Suppose we have a variational
problem
∫
L[σ, κ] dxdt. Introduce the dummy variable τ , and set u = u(x, t, τ) to effect
the variation. We now have a new invariant, Iuτ = uτ/ux (by the same calculation that
yields Iu2 = κ), and new syzygies are calculated via the method of Equation (10), yielding
Dτ
 σ
κ
 =
 H1
H2
 Iuτ
where H1 = H, and H2 = Dt−κDx+Dx(κ). We introduce the syzygy between σ and κ as
a constraint into the Lagrangian with a Lagrange multiplier λ(x, t) in order to show what
happens. It turns out that λ does not appear in the final result; this is expected since we are
obtaining the Euler-Lagrange equation with respect to the variable u and in terms of that
variable, the syzygy is identically zero. The calculation of the Euler-Lagrange equation of
L with respect to u is calculated as follows,
Dτ
∫
[L[σ, κ] + λ (Dtσ −Hκ)] dxdt
=
∫ [(∑
K
∂L
∂DKσDK
)
Dτσ +
(∑
K
∂L
∂DKκDK
)
Dτκ+ λDτ (Dtσ −Hκ)
]
dxdt
=
∫
[(Eσ(L)− λt − λκx + λxκ)Dτσ + (Eκ(L) + λσx + 2λxσ + λxxx)Dτκ] dxdt
=
∫
[(Eσ(L)− λt − λκx + λxκ)H1Iuτ + (Eκ(L) + λσx + 2λxσ + λxxx)H2Iuτ ] dxdt
=
∫
[H∗1 (Eσ(L)− λt − λκx + λxκ) +H∗2 (Eκ(L) + λσx + 2λxσ + λxxx)] Iuτ dxdt.
Suppressing the boundary terms, we obtain
E
u(L) = H∗1 (Eσ(L)− λt − λκx + λxκ) +H∗2 (Eκ(L) + λσx + 2λxσ + λxxx) .
In fact, the terms involving λ greatly simplify, to be 2λx(Hκ− σt) + λ(Hκ− σt)x which is
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identically zero by virtue of the syzygy. Hence we obtain finally
E
u(L) = H∗1Eσ(L) +H∗2Eκ(L) = −
(D3x + 2σDx + σx)Eσ(L) + (−Dt + κDx + 2κx)Eκ(L).
3 Structure of Noether’s Conservation Laws
Consider Equation (20) where the variation comes from a group action uα 7→ g · uα and
which leaves the independent variables invariant. For any path g(t) ⊂ G with g(0) = e
we will have vα = d/dt
∣∣
t=0
g(t) · uα, that is, the uα component of an infinitesimal vector
field. In this case, we have by the invariance of L that
0 =
∑
α
vαEα(L) +
∑
i
D
Dxi
Pi
so that ∑
i
D
Dxi
Pi = 0
on solutions of the Euler-Lagrange system. These conservation laws could well be iden-
tically zero, but we do not address this case in this paper. This result is Noether’s
Theorem and we will obtain a conservation law for every infinitesimal vector field. It can
be seen since the expressions for the Pi are linear in the v
α and their derivatives that we
need consider only a basis of infinitesimal vector fields. The formulae for the Pi are well
known [4]. In the one dimensional problem, we obtain r = dim(G) first integrals of the
Euler-Lagrange equations.
Example 2.3 (cont.) Consider the SL(2) group action as in Example 2.1 and consider
the Lagrangian
L(σ, σx, σxx, ...)dx
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where
σ =
uxxx
ux
− 3
2
u2xx
u2x
= Iu111.
The group SL(2) is a three parameter group and so there are three conservation laws.
Calculating these according to the known formulae, and writing third order and higher
derivatives of u in terms of σ, these three laws are
1− uuxx
u2x
2u
ux
uxx
ux
− uu
2
xx
2u3x
−uxx
2u2x
1
ux
−u
2
xx
4u3x
−u+ u
2uxx
2u2x
−u
2
ux
ux − uuxx
ux
+
u2u2xx
4u3x

︸ ︷︷ ︸
Ad(ρ)−1

−2 d
dx
E
σ(L)
σEσ(L) +
d2
dx2
E
σ(L)
−2Eσ(L)

︸ ︷︷ ︸
υ(I)
=

c1
c2
c3

where the matrix on the left equals Ad(ρ)−1, the inverse of the representation of the SL(2)
Adjoint action on the vector fields obtained in Equation (17) and evaluated on the moving
frame obtained in Equation (7), and υ(I) is a vector of invariants.
The following theorem generalises the result appearing in [2].
Theorem 3.1 Let
∫
L(κ1, κ2, ...)dx be invariant under G×M →M , where M = Jn(X×
U), with generating invariants κj, for j = 1, ..., N , and let g · xi = xi, for i = 1, ..., p.
Introduce a dummy variable τ to effect the variation and then integration by parts yields
∂
∂τ
∫
L(κ1, κ2, ...)dx =
∫ [∑
α
E
α(L)Iατ + Div(P )
]
dx,
where this defines the p-tuple P , whose components are of the form
Pi =
∑
α,J
IατJC
α
i,J , i = 1, ..., p,
and the vectors Cαi = (Cαi,J). Recall that IατJ = I(uατJ), where J is an index with respect to
the independent variables xi, for i = 1, ..., p. Let (a1, ..., ar) be coordinates of G near the
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identity e, and vi, for i = 1, ..., r, the associated infinitesimal vector fields. Furthermore,
let Ad(g) be the Adjoint representation of G with respect to these vector fields. For each
dependent variable, define the matrix of infinitesimals to be
Ωα(z˜) =
(
ζ˜ ij
)
,
where
ζ ij =
∂z˜i
∂aj
∣∣∣∣
g=e
are the infinitesimals of the prolonged group action. Let Ωα(I), for α = 1, ..., q be the
invariantised version of the above matrices. Then the r conservation laws obtained via
Noether’s Theorem can be written in the form
∑
i
D
Dxi
Ad(ρ)−1υi(I) = 0,
where
υi(I) =
∑
α
Ωα(I)Cαi .
Proof We denote ∂uα/∂xj by u
α
j . We know that
d
dε
∣∣∣∣
ε=0
L [uα + εvα] and
∂
∂τ
∣∣∣∣
uατ=v
α
L [uα]
yield the same symbolic result. Thus,
∂
∂τ
∣∣∣∣
uατ=v
α
L [uα] = 0
provides us with the following boundary term
∑
i
D
Dxi
∑
α
(
Iατj1 I
α
τj1j2
· · ·
)
Cαi = 0. (23)
By definition, IατJ is equal to
IατJ = u˜
α
τJ |g=ρ(z).
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Hence, by the chain rule,(
Iατ I
α
τj1 I
α
τj1j2 ...
)
=
(
uατ u
α
τj1 u
α
τj1j2 · · ·
)
∂(u˜α, u˜αj1, u˜
α
j1j2
, ...)
∂(uα, uαj1, u
α
j1j2
, ...)
∣∣∣∣∣
T
g=ρ(z)
, (24)
where the indices jκ represent the derivatives with respect to any independent variable
except the dummy variable τ . We now set
∂u˜α
∂τ
∣∣∣∣
g=e
= uατ = φ
α
i =
∂uα
∂ai
∣∣∣∣
g=e
, (25)
and we know
Ad(ρ)−1Ω(I) = Ω(z) ∂z˜
∂z
∣∣∣∣T
g=ρ(z)
, (26)
where ∂z˜
∂z
corresponds to
∂(u˜α,u˜α
j1
,u˜α
j1j2
,...)
∂(uα,uα
j1
,uα
j1j2
,...)
(see Theorem 3.3.10 in [2]).
Substituting the vector
(
Iατ I
α
τj1 I
α
τj1j2 ...
)
in (23) by its expression in Equation (24)
yields ∑
i
D
Dxi
∑
α
(
uατ u
α
τj1
uατj1j2 · · ·
)
∂z˜
∂z
∣∣∣∣T
g=ρ(z)
Cαi = 0.
By (25), the vector
(
uατ u
α
τj1
uατj1j2 · · ·
)
in the above equation can be substituted by
every single row of the matrix of infinitesimals Ωα(z), as defined in Equation (15). Hence,
for each independent group parameter aj we obtain
∑
i
D
Dxi
∑
α
Ωαj (z)
∂z˜
∂z
∣∣∣∣T
g=ρ(z)
Cαi = 0, j = 1, ..., r, (27)
where Ωαj (z) corresponds to row j in Ω
α(z).
If we have r group parameters describing group elements near the identity of the group,
we can write the r equations in matrix form as
∑
i
D
Dxi
∑
α
Ωα(z)
∂z˜
∂z
∣∣∣∣T
g=ρ(z)
Cαi = 0.
Finally, using Equation (26), we obtain
∑
i
D
Dxi
Ad(ρ)−1
∑
α
Ωα(I)Cαi = 0.
✷
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If there is only one independent variable, we obtain a set of r first integrals,
c = Ad(ρ)−1υ(I) = Ad(ρ)−1
∑
α
Ωα(I)Cα, (28)
where c = (c1 c2 . . . cr)
T . Once the invariants are obtained by solving the Euler-Lagrange
equations, this form of the conservation laws can be used to solve for the original depen-
dent variables, as demonstrated in the motivating example of Section 1.1 and in the
examples in Section 4.1 provided the vector of constants is not zero. We note that if the
ci are all zero, the methods detailed in [2] (§7) can be used.
We demonstrate the details in the following examples.
Example 2.9 (cont.) In order to compute conservation laws we specify the order of the
invariantised Lagrangian. Thus we will consider
∫
[L(σ, σx, σt, κ, κxκt) + λ(x, t)(Dtσ −Hκ)]dxdt. (29)
We showed earlier that the terms involving λ disappear in the calculation of the Euler-
Lagrange equations, and here we show they disappear in the calculation of the conservation
laws. Recall that Dτσ−Hκ = 0, where H = D3x+2σDx+σx, is the syzygy between σ and
κ, and that with the introduction of a dummy variable τ we get a new invariant Iuτ , and
thus an extra two syzygies
Dτ
σ
κ
 =
D3x + 2σDx + σx
Dt − κDx + κx
 Iuτ . (30)
To compute the vectors of invariants υi(I) for i = 1, 2, as for the calculation of the Euler-
Lagrange equation, we must differentiate (29) with respect to τ under the integral sign
and then integrate by parts in two steps. However, now we will keep track of the boundary
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terms. Thus after the first set of integration by parts we obtain∫∫ [
(Eσ(L)− λt − λκx + λxκ)Dτσ︸︷︷︸+(Eκ(L) + λxxx + λσx + 2λxσ)Dτκ︸︷︷︸
+Dx
((
∂L
∂σx
− λκ
)
Dτσ +
(
∂L
∂κx
− 2λσ − λxx
)
Dτκ+ λxDxDτκ− λD2xDτκ
)
+Dt
((
∂L
∂σt
+ λ
)
Dτσ + ∂L
∂κt
Dτκ
)]
dxdt.
After replacing the underlined syzygies using (30), we perform a second set of integration
by parts which yields∫∫ [(
(−D3x − 2σDx − σx)Eσ(L) + (−Dt + κDx + 2κx)Eκ(L)
+λ(Hκ−Dtσ)x + 2λx(Hκ−Dtσ)
)
Iuτ
+Dx
((
∂L
∂σx
− λκ
)
Dτσ +
(
∂L
∂κx
− 2λσ − λxx
)
Dτκ+ λxDxDτκ− λD2xDτκ+
(
D2xEσ(L)
+2σEσ(L)− κEκ(L)− λκσx − 2λσκx − λκxxx − 2λtσ − λxκxx + λxxκx − λxxt
)
Iuτ
+(−DxEσ(L) + λκxx − λxxκ + λxt)DxIuτ + (Eσ(L)− λκx + λxκ− λt)D2xIuτ
)
+Dt
((
∂L
∂σt
+ λ
)
Dτσ + ∂L
∂κt
Dτκ+ (Eκ(L) + λσx + 2λxσ + λxxx)Iuτ
)]
dxdt.
Due to the relation between σ and κ, it can be checked that all the terms involving λ will
disappear. Finally, substituting Dτσ, Dτκ, DxIuτ and D2xIuτ respectively by the following
invariant differential formulae
Dτσ = Iu111τ − σIu1τ ,
Dτκ = Iu2τ − κIu1τ ,
DxIuτ = Iu1τ ,
D2xIuτ = Iu11τ − σIuτ ,
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yields the boundary terms
Dx
(
(σEσ(L)− κEκ(L) +D2xEσ(L))Iuτ +
(
− ∂L
∂κx
κ− ∂L
∂σx
σ −DxEσ(L)
)
Iu1τ
+Eσ(L)Iu11τ +
∂L
∂σx
Iu111τ +
∂L
∂κx
Iu2τ
)
+Dt
(
E
κ(L)Iuτ +
(
− ∂L
∂σt
σ − ∂L
∂κt
κ
)
Iu1τ +
∂L
∂σt
Iu111τ +
∂L
∂κt
Iu2τ
)
.
Next, using the matrix of invariantised infinitesimals below
Ωu(I) =

0 2 0 2σ 2κ
1 0 0 0 0
0 0 −2 0 0
 ,
we get the vectors of invariants
υ1(I) =

−2DxEσ(L)
σEσ(L)− κEκ(L) +D2xEσ(L)
−2Eσ(L)
 , υ2(I) =

0
E
κ(L)
0
 .
Finally inverting Ad(g) found in Example 2.7 and evaluating it at the frame (7) gives
Ad(ρ)−1 =

1− uuxx
u2x
2u
ux
uxx
ux
− uu
2
xx
2u3x
−uxx
2u2x
1
ux
−u
2
xx
4u3x
−u+ u
2uxx
2u2x
−u
2
ux
ux − uuxx
ux
+
u2u2xx
4u3x

.
Hence, the conservation laws are
Dx

Ad(ρ)−1

−2 d
dx
E
σ(L)
σEσ(L)− κEκ(L) + d
2
dx2
E
σ(L)
−2Eσ(L)


+Dt

Ad(ρ)−1

0
E
κ(L)
0


= 0. (31)
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Remark 3.2 Equation (31) shows the structure of the conservation laws much more
clearly than lengthy expressions in the original variables. It is in this sense that our
theorem “adds value” to Noether’s result.
4 Conservation laws from Semisimple Groups
The result in Theorem 3.1 gives the conservation laws for a variational problem in a par-
ticular form which we can use to advantage. In this section, we consider one dimensional
problems in the case that the group is semisimple, the case in which the Killing form
B is invertible. We show that one can then always obtain a first integral of the Euler-
Lagrange system. We then examine all three inequivalent actions of SL(2) in the plane,
and show how our expression of the conservation laws can be used to radically simplify
the integration problem in each case.
Theorem 4.1 Consider v ∈ XG(M), where XG(M) is a semisimple Lie algebra of in-
finitesimal vector fields that generate the transformation group G. Let B be the Killing
form for XG(M). Let L(κα, καs , ...)ds be invariant under the group action of G, which
leaves the only independent variable s unchanged. Then
υ(I)TB−1υ(I) = cTB−1c
is a first integral for the Euler-Lagrange equations Eα(L) = 0, for α = 1, ..., q, where υ(I)
is given in Theorem 3.1 and c is a constant vector.
Proof From Theorem 3.1 we know that Ad(ρ)−1υ(I) = c. Since XG(M) is semisimple,
we can multiply both sides by cTB−1 and obtain
cTB−1Ad(ρ)−1υ(I) = cTB−1c.
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Substituting the vector cT by υ(I)TAd(ρ)−T on the left-hand side gives us
υ(I)TAd(ρ)−TB−1Ad(ρ)−1υ(I) = cTB−1c. (32)
Using Equation (18), i.e. B = AdgBAd Tg , we can simplify Equation (32) which yields the
result. ✷
Looking again at the equality Ad(ρ)−1υ(I) = c, multiplying both sides of it by B−1 and
then using Equation (18), we obtain
Ad(ρ)TB−1υ(I) = B−1c.
In the examples that follow, we write the conservation laws in the form
Ω(z)TAd(ρ)TB−1υ(I) = Ω(z)TB−1c, (33)
which yields a remarkable simplification in the system to be solved.
4.1 Integration Results for the SL(2) Actions on the Plane
In this section, we will calculate the conservation laws associated to variational problems
that are invariant under the three inequivalent SL(2,C) actions and find the solutions
that extremise these variational problems.
We assume the vector c of constants is non-zero.
So taking the coordinates of C2 to be (x, u) and a generic element of SL(2,C) to be
g =
a b
c d
 ,
where ad− bc = 1, then the three inequivalent actions are:
Action 1
x˜ = x, u˜ =
au+ b
cu+ d
,
30
Action 2
x˜ =
ax+ b
cx+ d
, u˜ =
u
(cx+ d)2
,
Action 3
x˜ =
ax+ b
cx+ d
, u˜ = 6c(cx+ d) + (cx+ d)2u.
4.1.1 SL(2) Action 1
Consider the variational problem
∫
L(σ, σs)ds invariant under the SL(2) Action 1, with
a frame defined by the normalisation equations
u˜ = 0, u˜s = 1, and u˜ss = 0,
and the generating differential invariant {u; s} = Iu111 = σ. Then the Euler-Lagrange
equation is
E
u(L) = (−D3x − 2σDx − σx)Eσ(L) = 0
and the conservation laws are
1− uuss
u2s
2u
us
uss
us
− uu
2
ss
2u3s
− uss
2u2s
1
us
− u
2
ss
4u3s
−u+ u
2uss
2u2s
−u
2
us
us − uuss
us
+
u2u2ss
4u3s


−2DsEσ(L)
σEσ(L) +D2sEσ(L)
−2Eσ(L)

=

c1
c2
c3

.
Now using Theorem 4.1, where B is as in (19), we obtain the first integral of the Euler-
Lagrange equation Eu(L),
4(DsEσ(L))2 − 8Eσ(L)D2sEσ(L)− 8σ(Eσ(L))2 = c21 + 4c2c3.
Next, rewriting the conservation laws in the form (33), we obtain a simplified system
containing the following equation
− 2Eσ(L)us − c1u+ c2u2 − c3 = 0. (34)
31
Equation (34) is a first order ODE. It can be transformed into a Riccati equation with
constant coefficients by setting τ =
∫
1
2Eσ(L)
ds, yielding
uτ = −c1u+ c2u2 − c3.
Thus, once we have solved for σ, the solution of Equation (34) is
u(s) =
c1
2c2
− β
2c2
tanh
(
1
2
βf(s)
)
,
where β =
√
c22 + 4c2c3 and f(s) =
∫
1
2Eσ(L)
ds + c4. We note the remaining equations
coming from the conservation laws all then simplify to zero.
4.1.2 SL(2) Action 2
In this case, we reparametrise (x, u(x)) as (x(s), u(s)) and we may take an additional
equation to fix the parametrisation, provided the result leads to the full solution set. By
construction, s is invariant and thus Ds = d/ds. We do this to simplify the calculation
of the conservation laws, as it sends denominators to unity. We take the frame for the
SL(2) Action 2 to be defined by the normalisation equations
x˜ = 0, u˜ = 1, and u˜s = 0,
and the generating invariants are Ix1 and I
u
11, which we will rename as η and σ, respectively.
The additional equation we take is η = 1 and this is introduced as a constraint. Thus we
consider the variational problem
∫
[L(σ, σs, σss)− λ(s)(η − 1)]ds where λ is the Lagrange
multiplier. After using Ex(L) = 0 to eliminate λ, we obtain
E
u(L) = D2sEσ(L)− 2σEσ(L) + L−
(
∂L
∂σs
−Ds
(
∂L
∂σss
))
σs +
∂L
∂σss
σss = 0,
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and the conservation laws are
1− xus
uxs
2x
u
us
xs
− xu
2
s
2ux2s
− us
2uxs
1
u
− u
2
s
4ux2s
−x+ x
2us
2uxs
−x
2
u
u− xus
xs
+
x2u2s
4ux2s

υ(I) =

c1
c2
c3
 ,
where the vector of invariants υ(I) is
υ(I) =

−2DsEσ(L)
E
σ(L)− 2σEσ(L) + L−
(
∂L
∂σs
−Ds
(
∂L
∂σss
))
σs − ∂L∂σssσss
−2Eσ(L)

.
Applying Theorem 4.1, we obtain the first integral of the Euler-Lagrange equation to be
4(DsEσ(L))2 − 8Eσ(L)
(
E
σ(L)(1 − 2σ) + L
−
(
∂L
∂σs
−Ds
(
∂L
∂σss
))
σs − ∂L
∂σss
σss
)
= c21 + 4c2c3. (35)
Next, writing the laws in the form (33), we obtain the equation,
− 2Eσ(L)u− c1x+ c2x2 − c3 = 0. (36)
Assuming we have solved the Euler-Lagrange equation for σ, we can solve this equation
together with the constraint η = 1 for x and u. Recall that η = Ix1 = x˜s|frame = xsu = 1,
thus xs = u. Hence Equation (36) becomes
−2Eσ(L)xs − c1x+ c2x2 − c3 = 0,
which is the same equation as Equation (34). Thus, the solution for x is
x(s) =
c1
2c2
− β
2c2
tanh
(
1
2
βf(s)
)
,
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where β =
√
c21 + 4c2c3 and f(s) =
∫
1
2Eσ(L)
ds+ c4. Differentiating this with respect to s
will give us the solution for u;
u(s) = − β
2
8c2Eσ(L)
sech2
(
1
2
βf(s)
)
.
Note that the restriction on η does not lead to a reduction in the number of independent
constants in the solution. We note the remaining equations coming from the conservation
laws all then simplify to zero.
4.1.3 SL(2) Action 3
Again, we reparametrise (x, u(x)) as (x(s), u(s)) and we may take an additional equation
to fix the parametrisation, provided the result leads to the full solution set. By construc-
tion, s is invariant and thus Ds = d/ds, which dramatically simplifies the calculations.
For a Lagrangian L(η, ηs, σ, σs, σss)ds invariant under the SL(2) Action 3, whose moving
frame is defined by the normalisation equations
x˜ = 0, x˜s = 1, and u˜ = 0,
and for which the set of generating invariants is {Ix11 = η, Iu1 = σ}, the Euler-Lagrange
equations are
E
x(L) = D2sEη(L)− ηDsEη(L)−
1
3
σEη(L)− σDsEσ(L) + ησEσ(L)− σsEσ(L) = 0,
E
u(L) =
1
3
E
η(L)−DsEσ(L)− ηEσ(L) = 0,
and their associated conservation laws are
1 +
1
3
xu
2x
xs
− 1
18
xxsu
2 − 1
3
xsu
1
6
u
1
xs
− 1
36
xsu
2
−x− 1
6
x2u −x
2
xs
xs +
1
3
xxsu+
1
36
x2xsu
2


2Eη(L)
−DsEη(L) + σEσ(L)
6Eσ(L)

=

c1
c2
c3

.
(37)
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Applying Theorem 4.1 to (37) yields the following first integral for the Euler-Lagrange
equations
4(Eη(L))2 + 24σ(Eσ(L))2 − 24Eσ(L)DsEη(L) = c21 + 4c2c3.
Next writing the conservation laws (37) using (33) we obtain two equations
6Eσ(L)xs − c1x+ c2x2 − c3 = 0, (38)
2Eη(L)xs − 2Eσ(L)x2su− c1xs + 2c2xxs = 0. (39)
We assume we have first solved the Euler-Lagrange equations for σ and η. Equation (38)
is a first order ODE which can be transformed into a Riccati equation with constant
coefficients by setting τ =
∫
1
6Eσ(L)
ds. Thus, the solution to Equation (38) is
x(s) =
c1
2c2
+
β
2c2
tanh
(
1
2
βf(s)
)
,
where β =
√
c21 + 4c2c3 and f(s) =
∫
1
6Eσ(L)
ds+ c4. Now simplifying Equation (39) yields
6Eη(L)− 3c1 + 6c2x+ u(−c1x+ c2x2 − c3) = 0,
which is a linear equation for u. Hence,
u(s) =
3c1 − 6c2x− 6Eη(L)
−c1x+ c2x2 − c3 .
We note the remaining equation coming from the conservation laws simplifies to zero.
5 Conclusion
Noether’s Theorem is a classical result giving conservation laws for Lie group invariant
variational problems. Expressed in the original variables, the conservation laws for high
order Lagrangians can have tens of terms which are difficult to analyse. In Theorem 7.4.1
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of [2], it is shown that for one dimensional variational problems the essential structure of
the laws associated to these can be written in terms of differential invariants and a moving
frame. In this paper we have generalised this result to higher dimensional variational
problems. In this condensed view, the information contained in the laws becomes clearer.
The laws for one dimensional SL(2) invariant Lagrangians are studied in detail, and we
show that in the three inequivalent cases, our methods lead to a far simpler integration
problem than that for in the original variables. In [14], we will show the results for SE(2)
and SE(3) invariant Lagrangians.
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