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Abstract
This paper presents a systematic approach to the design of a robust dynamic state feedback controller using copies of the plant
nonlinearities, which is based on the use of IQCs and minimax LQR control. The approach combines a linear state feedback
guaranteed cost controller and copies of the plant nonlinearities to form a robust nonlinear controller.
1 INTRODUCTION
This paper presents a new approach to the constructive
design of a robust nonlinear dynamic state feedback con-
troller using an integral quadratic constraint (IQC) ap-
proach. The idea of using a copy of the plant nonlinear-
ity in the controller is used previously in the literature
[1,2,3]. However in this paper, we apply a new method-
ology to construct a controller which uses linear state
feedback guaranteed cost control and copies of the plant
nonlinearities to form a dynamic state feedback robust
nonlinear controller. This approach provides robust per-
formance in the case where uncertainties and nonlinear-
ities are present in the plant.
2 System Definition
Consider a class of uncertain nonlinear systems de-
scribed by the following state equations:
x˙(t) = Ax(t) +
k∑
j=1
Bˇ1,jξ1,j(t) +
g∑
i=1
B¯1,iµi(t)
+B2(t)u(t); x(0) = x0;
ζ1,j(t) = Cˇ1,jx(t) + Dˇ1,ju(t); j = 1, · · · , k,
νi(t) = C¯1,ix(t) + D¯1,iu(t); i = 1, · · · , g,
(1)
where x(t) ∈ ℜn is the state, u(t) ∈ ℜm is the control
input, ζ1,1(t) ∈ ℜq1 , ζ1,2(t) ∈ ℜq2 , · · · , ζ1,k(t) ∈ ℜqk are
the uncertainty outputs, ξ1,1(t) ∈ ℜp1 , ξ1,2(t) ∈ ℜp2 ,
· · · , ξ1,k(t) ∈ ℜpk are the uncertainty inputs, ν1(t) ∈
ℜh1 , · · · , νg(t) ∈ ℜ are the nonlinearity outputs, µ1(t) ∈
ℜ, · · · , µg(t) ∈ ℜ are the nonlinearity inputs. Also,
ξ1,j(t) = φj(ζ1,j(t), t); ∀j = 1, · · · , k. (2)
The nonlinearity inputs and outputs are related as fol-
lows:
µi(t) = ψi(νi(t), t) ∀i = 1, 2, · · · , g, (3)
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where the nonlinear functions ψi(·) satisfy the following
generalized monotonicity conditions:
[ψi(ν1)−ψi(ν2) ν1−ν2]Ni
[
ψi(ν1)− ψi(ν2)
ν1 − ν2
]
≥ 0 (4)
for all ν1 ∈ ℜ, ν2 ∈ ℜ and i = 1, 2, · · · , g. Also,
Ni ∈ ℜ2×2 are given symmetric matrices representing
the monotonicity or global Lipschitz conditions; see [1].
Furthermore, we assume that
ψi(0) = 0 ∀ i = 1, 2, · · · , g (5)
and the uncertainty in the system satisfies the following
integral quadratic constraints, (see [4]):
∫ T
0
[ξ1,j(t)
′
ζ1,j(t)
′]M1,j
[
ξ1,j(t)
ζ1,j(t)
]
dt+ x(0)TS1,jx(0) ≥ 0,
(6)
for all j = 1, 2, · · · , k. Here theM1,j are given symmetric
matrices and theS1,j are given positive definite matrices.
Let us define
x˜(t)
△
=


x(t)
µ˜1(t)
...
µ˜g(t)

 ; u˜(t)
△
=


u(t)
ν˜1(t)
...
ν˜g(t)
z¯1
...
z¯g


. (7)
Hence the class of controllers considered here are non-
linear dynamic state feedback controllers which contain
a copy of the plant nonlinearities (see Fig. 1);
u˜ = Kx˜, (8)
where
˙˜µi = µ¯i + z¯i, (9)
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Fig. 1. Nonlinear system with a nonlinear dynamic state
feedback controller.
and
µ¯i(t) = ψi(ν˜i(t)), i = 1, 2, · · · , g. (10)
Also K is a controller gain matrix. The following IQCs,
which follow from (4), are satisfied:
E
{ ∫ T
0
[µi − µ˜i νi − ν˜i]Ni
[
µi − µ˜i
νi − ν˜i
]
dt
+ x(0)′S˘i,1x(0)
} ≥ 0; (11)
E
{ ∫ T
0
[µi νi]Ni
[
µi
νi
]
dt+ x(0)′S˘i,2x(0)
} ≥ 0; (12)
E
{ ∫ T
0
[µ˜i ν˜i]Ni
[
µ˜i
ν˜i
]
dt+ x(0)′S˘i,3x(0)
} ≥ 0; (13)
for all i = 1, · · · , g. Here the S˘i,1, S˘i,2, S˘i,3 are any posi-
tive definite matrices. Now, we first move the controller
nonlinearities (10) into the plant description and intro-
duce new notation as follows:
B˜2,i
△
=
[
B¯1,i 0
0 I
]
; B˜2
△
=
[
B¯2 0 0
0 0 I
]
;
ξ˜2,i =
[
µi
µ˜i
]
; ζ˜2,i =
[
νi
ν˜i
]
; C˜1,j =
[
Cˇ1,j 0
]
;
B˜1,j
△
=
[
Bˇ1,j
0
]
; C˜2,i =
[
C¯1,i 0
0 0
]
;
D˜2,i =
[
D¯1,i 0
0 0
]
; D˜1,j =
[
Dˇ1,j
0
]
, A˜ =
[
A 0
0 0
]
,
(14)
for all i = 1, · · · , g and j = 1, · · · , k. Using the above
notation and (7), a new system can be written as follows:
˙˜x = A˜x˜+
k∑
j=1
B˜1,jξ1,j +
g∑
i=1
B˜2,iξ˜2,i + B˜2u˜
ζ1,j = C˜1,j x˜+ D˜1,j u˜; ζ˜2,i = C˜2,ix˜+ D˜2,iu˜,
(15)
∀ i = 1, · · · , g and j = 1, · · · , k. Also, the IQCs (11)–
(13) for the nonlinear uncertainty terms can be written
as follows:
∫ T
0
[ξ˜′
2,i ζ˜
′
2,i]M˜i,p
[
ξ˜2,i
ζ˜2,i
]
dt+x(0)T S˜i,px(0) ≥ 0, (16)
for i = 1, 2, · · · , g, p = 1, 2, 3, where M˜i,p and S˘i,p are
positive definite matrices.We consider the following cost
functional associated with the system (15):
J˜(·) =
∫ ∞
0
(x˜T R˜x˜+ u˜T G˜u˜)dt, (17)
where R˜ ∈ ℜn×n and G˜ ∈ ℜm×m are positive-definite
symmetric matrices.
Observation 1 It is observed that the nonlinearities (3)
and (10) satisfy the IQCs (11)–(13). Hence, it follows
that if the linear uncertain system (15) and (16), with the
linear controller (8), leads to an upper bound on the cost
function (17) then the same controller (8) will yield the
same upper bound for the uncertain system (1), (3), (6)
and (10). Furthermore, it follows from the above discus-
sion that the system (1), (3), (6) with controller (8) and
(10) will also lead to the same upper bound on the cost.
3 Main Results
We first write the IQC (16) in the following form which
is parametrized by a set of multipliers λi > 0 for i =
1, 2, · · · , g:
∫ ti
0
[ξ˜′
2,i ζ˜
′
2,i]M˜i(λi)
[
ξ˜2,i
ζ˜2,i
]
dt+x(0)T S˜i,p(λi)x(0) ≥ 0,
(18)
where M˜i(λi) =
∑
3
p=1 λi,pM˜i,p, S˜i(λi) =
∑
3
p=1 λi,pS˜i,p.
Furthermore, λi = [λi,1, λi,2, λi,3] where all λi ∈ Γ =
{λi ∈ ℜ3 : λi,p ≥ 0∀i, p}. Note that we only consider
those λi ∈ Γ which satisfy the following condition
Π(M˜i(λi)) = 2; detUi,11(M˜i(λi)) 6= 0 (19)
whereΠ(·) represents the number of negative eigenvalues
of M˜(λi) and U11(M˜i(λi)) is the matrix of eigenvectors
corresponding to the negative eigenvalues. If condition
(19) is satisfied, then there exists a matrix Ti such that
the matrix T ′i (M˜i(λ))Ti is a diagonal matrix
T ′i (M˜i(λ))Ti =
[−I2×2 0
0 I
]
. (20)
We define Ti = U(M˜i(λi))DiU(M˜i(λi))
−1 where
Di(M˜i(λi)) =
[
D1,i 0
0 D2,i
]
,D1,i = diag[
√−σ¯1,i,√−σ¯2,i]
and D2,i = diag[
√
σ1,i,
√
σ2,i]. Here σ¯1,i, σ¯2,i are the
negative eigenvalues and σ1,i, σ2,i are the positive eigen-
values of the matrix M˜i(λ). Now a change in variables
is introduced as follows:
[
ξ˜2,i(t)
ζ˜2,i(t)
]
= Ti
[
ξ¯2,i(t)
ζ¯2,i(t)
]
; (21)
2
[
ξ¯2,i(t)
ζ¯2,i(t)
]
= T−1i
[
ξ˜2,i(t)
ζ˜2,i(t)
]
=
[
T˜11 T˜12
T˜21 T˜22
] [
ξ˜2,i(t)
ζ˜2,i(t)
]
.
(22)
The IQCs (18) for a given i ∈ 1, · · · , g can now be modi-
fied by incorporating new variables as given below (from
now on we remove the argument (t) from the equations
wherever possible for the sake of brevity):
∫ T
0
[ξ¯′2,i ζ¯
′
2,i]
[
−I 0
0 I
][
ξ¯2,i
ζ¯2,i
]
dt+ x(0)′S˜2,i(λ)x(0) ≥ 0.
(23)
Hence, ∫ T
0
‖ξ¯′2,i‖2 − ‖ζ¯′2,i‖2dt− x(0)′S¯2,ix(0) ≤ 0. (24)
We have ξ¯2,i = T˜11ξ˜2,i + T˜12ζ˜2,i and ζ˘2,i = T˜21ξ˜2,i +
T˜22ζ˜2,i, which imply the following relation:
ξ˜2,i = T˜
−1
11
(ξ¯2,i − T˜12ζ˜2,i);
ζ˘2,i = T˜21T˜
−1
11
(ξ¯2,i − T˜12ζ˜2,i) + T˜22ζ˜2,i.
(25)
Hence, we obtain
[
ξ˜2,i(t)
ζ¯2,i(t)
]
=
[
T˜−1
11
−T˜−1
11
T˜12
T˜21T˜
−1
11
T˜22 − T˜21T˜−111 T˜12
] [
ξ¯2,i(t)
ζ˜2,i(t)
]
.
(26)
Substituting for ξ˜ and ζ¯ into (15) gives the following
dynamical system:
˙˜x = A¯x˜+
k∑
j=1
B˜1,jξ1,j +
g∑
i=1
B¯2,iξ¯2,i + B¯2u˜;
ζ˜1,j = C˜1,j x˜+ D˜1,ju˜, ζ¯2,i = C¯2,ix˜+ D¯2,iu˜+ D¯11,iξ¯2,i;
(27)
for all j = 1, · · · , k, and i = 1, · · · , g where
A¯
△
= A˜−
g∑
i=1
B˜2,iT˜
−1
11 T˜12C˜2,i, B¯2,i
△
=
g∑
i=1
B˜2,iT˜
−1
11 ,
B¯2
△
= −
g∑
i=1
B˜2,iT˜
−1
11 T˜12D˜1 + B˜2, D¯11,i
△
= T˜21T˜
−1
11 ,
C¯2,i
△
= (T˜22 − T˜21T˜−111 T˜12)C˜2,i, D¯2,i △= (T˜22 − T˜21T˜−111 T˜12)D˜2,i.
(28)
Also in order to deal with the D11,i terms in (27) we use
standard loop shifting ideas [1,5] where we require that
the following condition is satisfied for all j = 1, · · · , k
and i = 1, · · · , g:
D¯′
11,iD¯11,i < I. (29)
For this purpose, we first define the following quantities:
Φi = I − D¯′11,iD¯11,i > 0, Φ¯i = I − D¯11,iD¯′11,i > 0.
(30)
By using the definition in (30), we define the transformed
uncertainty inputs and outputs as follows:
ξˇ2,i
△
= Φ
1/2
i ξ¯2,i − Φ−1/2i D¯′11,i[C¯2,ix+ D¯2,iu˜];
ζˇ2,i
△
= Φ¯
−1/2
i [C¯2,ix+ D¯2,iu˜].
(31)
Hence, ξ¯2,i = Φ
−1/2
i ξˇ2,i + Φ
−1
i D¯
′
11,i[C¯2,ix + D¯2,iu˜] and
(24) can be rewritten as follows for all i = 1, · · · , g:∫ T
0
‖ξˇ′2,i‖2 − ‖ζˇ′2,i‖2dt− x(0)′S˜2,ix(0) ≤ 0. (32)
Now, we re-write (27) using (31) as follows:
˙˜x = Aˇx˜+
k∑
j=1
B˜1,jξ1,j +
g∑
i=1
B¯2,iξˇ2,i + Bˇ2u˜;
ζ1,j = C˜1,j x˜+ D˜1,ju˜, ζˇ2,i = Cˇ2,ix˜+ Dˇ2,iu˜;
ζˇ2,i = Φ¯
−1/2
i C¯2,ix˜+ Φ¯
−1/2
i D¯2,iu˜;
(33)
for all j = 1, · · · , k, and i = 1, · · · , g where
Aˇ
△
= A¯+
g∑
i=1
B¯2,iD¯
′
11,iΦ
−1
i C¯2,i, Bˇ2,i
△
= B¯2,iΦ
−1/2
i ;
Bˇ2
△
=
g∑
i=1
B¯2,iD¯
′
11,iΦ¯
−1
i D¯2,i + B¯2;
Cˇ2,i
△
= Φ¯
−1/2
i C¯2,i, Dˇ2,i
△
= Φ¯
−1/2
i D¯2,i.
(34)
In order to obtain a bound on the cost function (17), we
design a guaranteed cost controller for the system (33).
The theory of guaranteed cost controllers can be found
in [4]. In order to apply a guaranteed cost controller of
the form (8), a parameter dependent algebraic Riccati
equation is required to be solved for different values of
the multipliers τ1,j > 0 and λi ∈ Γ for all j = 1, · · · , k
and i = 1, · · · , g. This Riccati equation is given below:
(Aˇ− Bˇ2G−1τ DτCτ )Xτ +Xτ (Aˇ− Bˇ2G−1τ DτCτ )T
−Xτ B˜2G−1τ B˜T2 Xτ +Xτ B˜2τ B˜T2τXτ
+CTτ (I −DτG−1τ DTτ )Cτ = 0;
(35)
where
Cτ =


R1/2
0√
τ1,1C˜1,1
...√
τ1,kC˜1,k
Cˇ2,1
...
Cˇ2,g


, Dτ =


0
G1/2√
τ1,1D˜1,1
...√
τ1,kD˜1,k
Dˇ2,1
...
Dˇ2,g


, Gτ = D
T
τ Dτ ,
B2τ =
[
B˜1,1√
τ1,1
· · · B˜1,k√
τ1,k
Bˇ2,1 · · · Bˇ2,g
]
.
(36)
The parameters τ1,1, · · · , τ1,k and λi ∈ Γ are chosen such
that the Riccati equation (35) has a positive definite
solution Xτ > 0.
3
Assumption 1 For any τ1,j > 0 and λi ∈ Γ ∀ j =
1, · · · , k and i = 1, · · · , g satisfying conditions (19), (29),
the following conditions are satisfied:
(1) The Riccati equation (35) has a symmetric nonneg-
ative definite solution Xτ .
If the conditions (19), (29) along the Assumption 1 are
satisfied then a controller of the form (8) for the system
(33) can be obtained as follows:
u˜ = −G−1τ [BˇT2 Xτ +DTτ Cτ ]x˜ (37)
and hence we define K
△
= −G−1τ [BˇT2 Xτ + DTτ Cτ ]. The
corresponding bound on the cost function is obtained as
follows:
J ≤ x˜T
0
Xτ x˜0 +
k∑
j=1
τ1,j x˜
T
0
S1,jx˜0 +
g∑
i=1
x˜T
0
S˜2,ix˜0. (38)
Theorem 1 Suppose there exist constants τ1,j > 0 and
vectors λi ∈ Γ ∀ j = 1, · · · , k and i = 1, · · · , g such
that conditions (19), (29), along with Assumption 1 are
satisfied. Then:
(1) If the controller defined by (35), (36), and (37) is
applied to the uncertain system defined by (32), (33),
(32), then the cost functional (17) satisfies the bound
J˜(u(·)) ≤ Vτ .
(2) If the controller defined by (35), (36), and (37)
is applied to the uncertain system defined by (24),
(27), then the cost functional (17) satisfies the bound
J˜(u(·)) ≤ Vτ .
Proof: The first part of the theorem follows directly
from the main results of [4] [Theorem 5.3.1]. The second
part of the theorem is a result of condition (29) which
allows for the system (24), (27) to be written in the
form (32), (33) and hence application of the result in [4]
[Theorem 5.3.1] to this system will result in J˜(u(·)) ≤ Vτ
as noted in Observation 1. 
Theorem 2 Suppose there exist constants τ1,j > 0 and
vectors λi ∈ Γ ∀ j = 1, · · · , k and i = 1, · · · , g such
that conditions (19), (29), along with Assumption 1 are
satisfied. If the nonlinear controller defined by (8), (10),
(14) is applied to the nonlinear uncertain system defined
by (1), (3), (6), then the cost functional (17) satisfies the
bound J˜(u(·)) ≤ Vτ .
Proof: The result directly follows from part (ii) of The-
orem 2 and the construction of the IQC (24), the system
(27) and the controller (8) along with the discussion in
Observation 1. 
4 Illustrative Example
An example of state feedback control of axial compressor
surge is considered in [1,6,7] and is given as follows:
x˙1 = −x2 − 3
2
x
2
1 − 12x
3
1, x˙2 = u; (39)
where x1 and x2 are the system states, and u is the con-
trol input. In order to obtain a nonlinearity which is
monotonic and sector bounded, we add a linear function
to the nonlinearity. We also add an additional uncer-
tainty satisfying an IQC for robustness purposes. Hence,
we obtain
x˙1 = (
3
2
x1 − x2 − µ1), x˙2 = (u+ ξ1,1);
ζ1,1 = 0.1x1; ν1 = x1;
(40)
0 2 4 6 8 10
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0.5
1
x 1
0 2 4 6 8 10
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Fig. 2. Compressor states x1, x2 and control input u.
where µ1 = ψ(ν1) =
3
2
ν1 +
3
2
ν2
1
+ 1
2
ν3
1
. The uncer-
tainty input ξ1,1 satisfies the IQC
∫ T
0
ξ2
1,1dt ≤
∫ T
0
ζ2
1,1dt
for all T > 0. We solve the algebraic Riccati equation
(35) for the steady state stabilizing solution for possi-
ble values of τ1,1 > 0 and λ1 ≥ 0 satisfying conditions
(4), (5), (29) along with Assumption 1 and considering
the IQCs (6), (11)-(13). These values of τ1,1 > 0 and
λ1 = [λ1,1, λ1,2, λ1,3] are chosen so that steady state
cost bound (38) is minimized. The value of bound on the
cost functional (17) for an initial condition of x1(0) = 1
and x2(0) = 0 is obtained as Vτ = 0.5772 for the follow-
ing values of the parameters:
λ1,1 =1, λ1,2 = 0.1, λ1,3 = .12, τ1,1 = 0.15.
The cost bound obtained using this scheme is lower than
the cost bound obtained in [1] for the same example.
This is expected as in the state feedback design we as-
sume that all states are available for measurement. The
nonlinear system with the nonlinear state feedback con-
troller has also been simulated using the above initial
conditions and by assuming ξ1,1 = 0. The result of the
simulation is presented in Fig. 2. It is observed that the
control system performance is satisfactory.
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