Introduction
There are a number of reasons why we might want to forecast the internal gravity-wave motions which are generated by airflow over orography (mountain waves). For example, the waves may give rise to sudden changes in wind speed and direction and can cause severe turbulence in regions where the waves overturn (wave breaking).
Although not yet fully understood, 'trapped' gravity-wave motions are often associated with rotor effects, where large eddies form in the lee of mountains (e.g. Doyle & Durran 2002) . These effects pose a significant threat to aviation safety, particularly when airports are sited near mountainous terrain and accurate quantitative forecasts of wave activity would be very valuable. Severe downslope windstorms (e.g. Klemp & Lilly 1975; Smith 1985) are another example of a potentially dangerous wave motion for which reliable forecasts would be desirable, and recent work by Doyle et al. (2000) suggests that under certain circumstances such forecasts might be possible. Doyle et al.' s results demonstrate that different high-resolution simulations of a Boulder windstorm event are broadly insensitive to the precise model details, suggesting that windstorm events could be predicted with some confidence. Glider pilots would also benefit from accurate wave forecasts since they can use the associated updrafts to stay aloft for long periods of time and to achieve high altitudes and great distances (e.g. Ohlmann 2001 ). Forecasts of gravity-wave motions have also proved extremely useful in research applications. For example, recent aircraft investigations of polar stratospheric clouds (PSCs) have been guided by mesoscale wave forecasts ) for predictions of whether the wave perturbations are sufficient to cause the temperature to fall below the threshold value for PSC formation.
Much of our current understanding of gravity waves generated by flow over orography stems from linear theory (e.g. Scorer 1949; Smith 1980 ). According to linear theory, the propagation characteristics of gravity waves are described by the well-known vertical structure equation (Sawyer 1962) for the Fourier transformed vertical velocity, namely, generally able to propagate freely in the vertical and radiate into the stratosphere, where they may eventually break, causing turbulence. The exception occurs when the waves encounter a critical level, a level at which the wind speed, resolved in the direction of the horizontal wavevector, is zero (Shutts 1998; Shutts & Gadian 1999) . In this case the wave amplitude is strongly attenuated above the critical level (Booker & Bretherton 1967 ) and the waves break, causing turbulent motion beneath the critical level (e.g. Dörnbrack 1998 ). For shorter wavelengths, the sign of l 2 -κ 2 may change with height and in the typical case where l 2 > κ 2 in the lower and mid-troposphere (due to relatively low wind speeds, for example) and l 2 < κ 2 in the upper troposphere, the wave energy becomes trapped within the lower layer and wave energy is ducted horizontally downstream. Such trapping is generally only partial, due to the fact that l 2 -κ 2 will often be positive in the lower stratosphere and wave motions are able to 'tunnel' through layers in which l 2 -κ 2 . In cases where the trapping is strong the waves may be ducted horizontally for several hundreds of kilometres downstream. Such waves are commonly referred to as lee waves.
Previous methods used for forecasting lee waves have often been based on obtaining approximate solutions to Eq. (1) with profiles of -U -and N taken from forecast models. Although it is possible to obtain numerical solutions to Eq. (1) which utilise the full available resolution of the forecast profiles, the lack of computing resources available to bench forecasters in the past has necessitated far simpler approaches. For example, the widely used Casswell (1966) calculation involves the assumption that l 2 decays exponentially with height and an estimate for this vertical decay scale is obtained using profile data at only three heights. By applying suitable boundary conditions, however, and employing an iterative procedure, numerical solutions to Eq. (1) can now be obtained (e.g. Lane et al. 2000; Vosper & Mobbs 1996) with, by modern standards, quite modest computing resources. Predictions can be made of the wavelength and vertical structure of the resonant (or naturally occurring) lee wavemodes with very fine vertical resolution (e.g. tens of metres). Recently, Shutts (1997) has developed a forecasting system based on this approach. A set of solutions to Eq. (1) is obtained over a range of horizontal wavevector directions (centred on the low-level wind direction) and then one particular solution is chosen. The actual vertical velocity associated with the chosen wavemode can only be calculated if the spectral composition of the underlying orography is known. Since the Fourier spectrum of real orography is generally very irregular and for practical purposes can only be computed for a discrete set of wavelengths, Shutts instead suggests assuming a power-law dependence (on the horizontal wavenumber) for the vertical velocity at some height near the ground (the wave 'launching height'). A vertical profile of horizontally averaged vertical velocity can then be estimated by applying suitable scaling to the solutions to Eq. (1). An alternative technique developed by Bacmeister et al. (1994) Although the above approaches enable forecasts to be generated very quickly for several locations (or even globally), they do not allow for detailed predictions of the structure of the wave field. For some special applications, such as the planning of aircraft missions and balloon launches during research programmes, or for forecasting the likely occurrence of wind shear and turbulence near specific airfields, such information could be of real benefit. In the past, detailed computation of three-dimensional wave fields over real terrain was possible only on the fastest supercomputers. With recent technological advances and the availability of low-cost memory and fast processors, however, such calculations are now possible even on desktop systems. High resolution simulations can now be run sufficiently quickly for forecasting requirements. The purpose of this paper is to describe and validate a numerical model which has been used to do just this. The remainder of this paper is set out as follows. Details of the model are provided in section 2 and the results of a series of simulations of mountain waves observed during a field campaign on the Isle of Arran, south-west Scotland, are presented in section 3. The accuracy of these simulations, which are initialised with radiosonde profiles of wind, potential temperature and density, is assessed by comparing model predictions with fluctuations in the radiosonde ascent rates. A forecast system is then described in section 4 which was used to provide forecasts of wave fields during the field campaign. The forecasts were generated by running the same numerical model, but instead of initialising the simulations with radiosonde measurements, they were based on global model (ECMWF) forecast profiles. Wave forecasts were made almost continually throughout the field campaign and the usefulness of such forecasts is assessed by comparing with the simulations based on the real profile data. Conclusions are drawn in section 5.
Simon Vosper

Model description and setup
Mountain-wave simulations were conducted using a three-dimensional numerical model based on the linearised equations of motion. Full details of the model are given by Vosper & Worthington (2002) but a brief outline is provided here. The equations of motion are linearised about a steady background wind and potential temperature field which are assumed to be a function of height only and the shallow convection form of the Boussinesq approximation is made. The linear approximation, generally valid for small amplitude waves, is a reasonable one provided the mountain slopes are small and the Froude number, F=U/NH (where H is a typical mountain height), is greater than about unity (Smith 1980 (Smith , 1988 ) wavemodes exist, however, and although quasi-analytic solutions for such modes exist which are valid downstream of the topography (Sawyer 1960 (Sawyer , 1962 , when the topography is complex (and consists of many separate mountain peaks for example) there are uncertainties regarding where such solutions are valid.
Due to the above difficulties, the approach taken here does not involve any spectral decomposition of the wave field. Instead, the model equations are discretised on a staggered mesh in the standard manner using a second-order accurate centred finite-difference scheme. Although we seek steady wave solutions the time dependence is retained in the equations (see Eqs. A1 and A2) and solutions are obtained by integrating forward in time from a state in which no waves are present, until a quasi-steady wave field is obtained. The time integration is achieved using a modified leapfrog scheme (Rees 1988 ) and at each time-step a Poisson equation for the wave induced pressure perturbation is solved which ensures that mass continuity (Eq. A3) is satisfied throughout the integration. A free-slip linearised lower-boundary condition is applied, namely
where w′ is the vertical velocity and h(x,y) is the terrain height. Note that as part of the linearisation it is valid to apply Eq. (3) at z=0, instead of z=h. Thus, the linear approximation conveniently allows us to solve the system of equations on a Cartesian grid, avoiding the need for terrain-following coordinates which are common in nonlinear models (e.g. Shutts & Broad 1993) . Strict application of Eq. (3) would always imply zero wave amplitude since in reality the wind speed falls to zero at the ground. Because, however, the model equations contain no representation of surface friction, it is perhaps more appropriate to think of the model as a representation of the flow above the surface layer and apply the lower boundary condition at some wave launching height, above the ground. In this study the lower boundary condition was applied very close to the surface, at a height of 20 m. This was the lowest height at which radiosonde measurements were available. The sensitivity of the model results to this choice is discussed in section 3. Zero perturbation conditions are imposed at the upper and side boundaries and Rayleigh damping is applied below the upper boundary in order to absorb upward radiating waves. Similarly, damping was applied near all side boundaries in order to minimise wave reflection.
The model domain was centred on the Kintyre peninsula and the Isle of Arran in south-west Scotland, UK. The highest mountains in this region reach 874 m (Goat Fell, 55°38′ N, 5°12′ W) and lie on the north end of the Isle of Arran. At the southern end of the island and on Kintyre, typical peak heights are between 200 and 500 m. The orography included in the computational domain is shown in Figure 1 . The domain consisted of 128 × 128 grid points in the horizontal and 60 vertical levels. The horizontal grid spacing was 500 m and a stretched vertical grid was used whose grid length increased from 128 m at the ground to 780 m at the model top, which was placed at 20 km. The use of this stretched mesh ensured that wave motions in the region of interest (the lower and mid-troposphere) were well resolved; the resolution at 5 km, for example, was 254 m. Rayleigh damping was applied above 15 km to minimise wave reflection from the upper boundary and in columns 6 km wide adjacent to all four lateral boundaries. In both the upper damping layer and the lateral boundary damping columns, the Rayleigh damping coefficient increased linearly towards the boundaries. The maximum value corresponded to a damping timescale of 167 s. The model equations were integrated forward in time for approximately one hour, by which time quasi-steady wave fields were obtained. The wave fields were steady in the sense that both the vertical velocity field within the troposphere and the surface pressure drag showed little variation with time.
Simulations of mountain waves over the Isle of Arran
During the period February and March 2000, radiosondes were released regularly from Machrie (55°32.4′ N, 5°19.5′ W) on the west coast of Arran (see Figure 1) . The ascents formed part of a field campaign aimed primarily at investigating the near-surface flow over a hill called Tighvein located on the southern end of Arran. During the field campaign there were generally one or High resolution mountain-wave forecasting system
two radiosonde releases per day, usually around 09 and/or 21 UT, although on a few days, when conditions were unfavourable for waves, no balloons were launched. As well as providing direct observations of gravity-wave motion, the radiosonde data can be used to give background wind and potential temperature fields for model initialisation. In using such data we should always bear in mind that, since radiosondes usually exhibit significant downwind drift during an ascent, the data are not truly representative of the undisturbed upstream flow and are likely to be contaminated by the wave signal itself. A good example is highlighted by Shutts (1997) who discussed the case when the mean ascent rate of the balloon is comparable to the vertical wave motion. In this case the radiosonde may at times travel horizontally through the wave field, encountering large fluctuations in temperature and wind along its trajectory. In theory we can attempt to remove the wave signal via smoothing or filtering. Such practices always involve some degree of subjectivity, however, as it is difficult to determine which variations are genuine features of the background flow and which are wave induced.
Simulations have been conducted using wind, potential temperature and density data from a total of 51 of the Machrie radiosonde ascents during February and March 2000. A few ascents were not used because of corrupted or missing data. For each simulation radiosonde data were interpolated onto the model vertical grid and then smoothed using a three-point filter (with 5 passes) similar to that described by Shutts (1997 (a) (b) (c) 20 km. Such a wavelength is consistent with the variation of l 2 in the lower troposphere at that time (see Figure 2c) ; a value of about 0.25 km -2 at 3 km suggests that only disturbances whose horizontal wavelength is greater than about 12.6 km will be present. It is interesting to note that the wavelength of the dominant mode in the 28 February simulation is approximately the same as the east-west distance between the midpoints of the Kintyre ridge and Arran (~20 km). This case is an example of the resonance effect demonstrated by Vosper (1996) for flow over two two-dimensional ridges, i.e. the amplitude of a trapped mode whose wavelength matches the ridge separation will be significantly increased. The north-westerly and south-easterly flows on 15 and 23 March, respectively, both produce a wave field with a horizontal wavelength of about 7 km. The main regions of wave generation appear to be the mountains at the north end of Arran and the southern tip of the Kintyre peninsula. The horizontal wavelengths are again consistent with the values of l 2 in the lower troposphere; values of about 1 km -2 in the lowest 3 or 4 km suggest a minimum horizontal wavelength of about 6.3 km.
Assuming that fluctuations in the balloon ascent rates are largely due to gravity-wave motion, we can make a direct comparison between the simulated waves and those observed by the radiosondes. (a) (b) In each case the mean ascent rates of the radiosondes have been subtracted. The model appears to capture both the observed amplitude and phase variation extremely well in all three cases.
Although in many cases the model and observed vertical velocities agree well, there are some examples where the agreement is poor. One such example is the wave field observed at 1012 UT on 11 March (Julian day 71.4). In this case the flow is north-westerly and the variation of l 2 with height (not shown) gives rise to trapped waves generated by both Arran and Kintyre (see Figure 6a ). Figure 6b reveals that in this case the model appears to slightly overestimate the wave amplitude and also gives a poor representation of the phase variation along the path of the radiosonde. Examination of high-resolution satellite imagery does, however, provide a clue as to why the model might perform badly in this case. As shown by AVHRR channel 1 (visible) data at 1507 UT (Figure 7 ), there is a clear wave signature in the cloud pattern over most of Scotland on this day. The waves over Arran appear to form part of a particularly strongly trapped, and hence long, wave train, which originates from as far upwind as the Outer Hebrides. Although not shown here, AVHRR channel 4 (infra-red) imagery at 0614 UT shows this was also true earlier in the day. The waves measured by the radiosonde are probably a result of interference of waves generated locally by Arran, with those which arrive from far upwind. It is perhaps not surprising, therefore, that the model simulation (which of course assumes an undisturbed upstream flow) compares poorly with the observations in this case.
The accuracy of all the simulations has been assessed by identifying the largest wave (in ascent rate) which was encountered by each of the radiosondes (and which occurred within the region covered by the model domain) and evaluating its peak-to-peak amplitude. Similarly, the largest peak-to-peak amplitude in the model vertical velocity along the radiosonde trajectory was evaluated and the results are presented as a time series in Figure 8a . When comparing the model results
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Figure 6. As for Figure 3 but for 1012 UT on 11 March 2000 (Julian day 71.4). The vertical velocity field in (a) is at 2.1 km. Also shown in (b) is the vertical velocity predicted by a nonlinear version of the model (bold dashed line). See text for further details.
(a) (b) and observations we should note that due to noise in the ascent rate (typically around ±0.5 ms -1 ) there is a significant level of uncertainty in the measurements. In general the model predictions agree reasonably well with the observations. Indeed, averaging over all the simulations, the mean absolute difference between the model and radiosonde amplitude is 0.64 ms -1 . Figure  8b , which shows a scatter plot of the same data, emphasises the correlation between the model predictions and the observations. The correlation coefficient is approximately 0.8 and the line of best fit (shown) has a slope of 1.06 and zero intercept of 0.1 ms -1 .
Unlike the 11 March case, in general it is difficult to identify reasons why the model simulations compare well with observations in some instances and less well in others. For example, there appears to be no obvious relationship between model accuracy and incident wind direction or the degree to which the background wind turns with height. Neither is there any clear relationship with the Froude number, F (estimated from radiosonde data), which we might expect if nonlinearity played an important role (Smith 1980) . Further, although not discussed in detail here, a number of the simulations have also been conducted using a nonlinear version of the present linear model. The design of this model was almost identical to that of the linear model: the model employed the same time integration scheme, the same boundary conditions (though the free-slip lower boundary condition was nonlinear) and a centred finite-difference scheme. In total, seven nonlinear simulations have been conducted, including the case of 1012 UT on 11 March (the other six were: 0925 UT on 5 March, 1807 UT on 5 March, 1025 UT on 10 March, 2220 UT on 12 March, 1038 UT on 13 March and 2226 UT on 24 March). As shown by Figure 6b , in the latter case nonlinearity makes no significant improvement to the level of agreement with the radiosonde measurements above that achieved with the linear model. This is true in the other cases also and it appears, therefore, that in these flows at least, nonlinearity does not appear to play a significant role.
One possible cause for error is the level of uncertainty in the true upstream values of wind and temperature. As well as wave induced fluctuations, there are likely to be errors in the near-surface wind measurements due to turbulence encountered by the radiosonde as it rises up through the boundary layer. This could have a major impact on the accuracy of the simulations since the surface wind determines the strength of the forcing (via the lower boundary condition, Eq. 3) and hence has a strong influence on the wave amplitude. To illustrate this further, all 51 simulations have been repeated with the lower boundary moved up from 20 m above the ground to a new height of 250 m. Figure 9 shows the values of w′ max -w′ min at a height of 2.1 km for each of the simulations, where w′ max and w′ min are the maximum and minimum values of the vertical velocity at that height, respectively. In general, the effect of increasing the height of the lower boundary is to increase the wave amplitude. The reason for this is simply that, due to the vertical shear in the background flow, the wind speed is usually higher at 250 m than it is close to the ground. In cases where the wind shear is large, the model wave amplitude is particularly sensitive to the height of the lower boundary. It appears, therefore, that the correct choice of wave launching height is in some cases crucial for accurate predictions of the wave amplitude and uncertainty in this will inevitably lead to errors. Comparison of Figures 9 and 8a indicates that 20 m is a better choice for the launching height than 250 m since the latter height would result in overestimates of the wave amplitude. At first glance this result appears somewhat contrary to the recent findings of Worthington (1999) who, through analysis of several years of VHF radar data, demonstrated that, on average, the horizontal wavevector of mountain waves over Wales is aligned with the wind direction at some height near the top of the boundary layer. Worthington's analysis suggests a wave launching height of around 720 m for the Welsh mountains, a much greater height than that of the lower boundary in these simulations. One possible explanation for this discrepancy is that the absence of boundary-layer dissipation in the model results in an overestimate of the wave amplitude which, to some extent, is compensated for by choosing a wave launching height close to the surface, thus reducing the strength of the wind which forces the waves. Although beyond the scope of this paper, it is possible that representation of boundarylayer processes in the model would improve the model accuracy and to some extent remove the uncertainty regarding the launching height.
Mountain-wave forecasts
During the course of the field campaign the linear model was run routinely to provide forecasts of wave activity over Arran and Kintyre. The aims of this exercise were firstly to help guide measurement strategies (e.g. the timing and frequency of radiosonde releases to capture good gravity-wave events) and secondly to assess the feasibility of routinely providing high-resolution wave forecasts. Forecasts were made daily during February and March 2000. On each day predictions of the wave field were made for at least two of the following times: 12 UT and 18 UT on the day in question and 06 UT and 18 UT on the following day. These forecasts were based on profile data extracted from ECMWF (0.5°× 0.5°horizontal resolution) 24 h, 30 h, 42 h and 56 h global forecast data, respectively. The precise number of forecasts generated each day varied according to the availability of computing resources. The profiles were extracted from the ECMWF forecast data above a point located in the stretch of sea between Arran and Kintyre (at 55°30′ N, 5°30′ W). A separate model run was conducted for each profile using the configuration described in section 2. The forecasts were run on a Silicon Graphics Origin 2000 system at the University of Leeds and graphical output, such as maps of vertical velocity, was made available to scientists in the field via the internet.
In order to assess the accuracy of the wave forecasts we would ideally make direct comparisons with the radiosonde ascent rate fluctuations, of the type shown in figures 3(b) to 6(b). However, since the radiosonde launch times do not in general coincide with the forecast times, we shall instead compare the trend of the forecast wave amplitude over the experiment, with results from the radiosonde based simulations. Figure  10 shows the values of w′ max -w′ min at 2.1 km which were forecast for midday during March. (Only March forecasts are shown here since the February forecasts frequently suffered from technical problems connected with reliability of forecast profile data transfer. These problems were largely overcome by the end of February.) These forecasts were based on the 24 h ECMWF forecast profiles. Also shown are the values from the simulations based on the March radiosonde ascents (when the lower boundary was placed at 20 m). The overall trend of the two signals appears to be fairly similar. When making this comparison we must bear in mind that the accuracy of the forecasts, relative to the simulations based on the radiosonde profiles, is entirely dependent on the accuracy of the input from the global forecast model. To illustrate this point, two examples of the forecasts are presented in Figure 11 , which shows the 24 h forecast vertical velocity for 12 UT on 15 March and 23 March. Despite a time difference of over 10 hours, the forecast waves for 12 UT on 15 March (Figure 11a ) appear to be quite similar to those in the simulation based on the 2210 UT ascent ( Figure 4a ). As shown in Figure 12 (a), the height variation of the Scorer parameter, l 2 , calculated from the 24 h forecast profile is quite similar to that obtained from the radiosonde ascent. In this case, therefore, we should expect the forecast waves to resemble those in radiosonde based simulation. The waves forecast for 12 UT on 23 March (Figure 11b ), however, differ from those in the 2134 UT simulation (Figure 5a ) in that the forecast wavelength is considerably longer.
Although not shown here, examination of a simulation based on an earlier ascent (0927 UT) reveals little change in the wavelength and therefore it seems unlikely that this difference can be explained by some temporal evolution of the waves. As shown by Figure  12b , the forecast Scorer parameter is somewhat different to that calculated from the radiosonde data, particularly at about 3 km. It would seem that in this case the discrepancy between the forecast waves and those in the radiosonde based simulation is simply due to an inaccuracy in the global model forecast of wind and potential temperature.
Conclusions
The aim of this paper has been to describe and validate (through comparison with observations) a numerical model which can be used to produce high-resolution detailed forecasts of mountain waves over specific sites. The model itself involves many simplifications, such as the neglect of nonlinear terms in the equations of motion, yet retains sufficient complexity to capture the dominant dynamical processes important for threedimensional gravity-wave propagation. In the limited number of cases studied here, comparisons between linear and nonlinear simulations indicate that nonlinearity plays only a minor role in determining the mountain-wave structure. We should note, however, that this will not always be the case. Previous studies have demonstrated that, for strongly trapped waves, nonlinearity can have a significant effect, causing unsteadiness in the wave field for example (Nance & Durran 1998) and affecting the amplitude. Perhaps more importantly, nonlinear effects will dominate when the wave amplitude is sufficiently large. Wave breaking and critical layer reflection (which may occur when the wind turns significantly with height) are highly nonlinear phenomena which cannot be accurately described by the present model. There are also other factors neglected in the model which, under certain circumstances, could be important. Latent heating, for example, is not represented, and there is currently no representation of boundary-layer processes, which (along with nonlinearity) are likely to be important in the formation of rotors. Note, however, that a new version of the model, which includes a turbulence parametrisation and a no-slip lower-boundary condition, is presently under evaluation and is being tested as a predictive tool for rotor formation. With further increases in computing power likely in the near future, we may also soon be in a position to run fully nonlinear codes sufficiently quickly for forecasting purposes.
Despite the simplicity of the linear model, this study has shown that the radiosonde measurements of gravity waves over Arran and Kintyre are generally well represented by the model simulations. The maximum peak-to-peak amplitude in the model vertical velocity is usually accurate to within about 0.6 ms -1 and in many cases the model vertical velocity along the path of the radiosonde agrees well with fluctuations in the balloon ascent rate. As long as the mountains are not so high that nonlinear effects become important, there is every reason to expect similar levels of accuracy when the model is applied to other locations. This is confirmed by the recent work of Vosper and Worthington (2002) , who obtained good agreement (using the same model) with VHF radar observations of mountain waves over Wales.
By using data from a global forecast model to represent the background flow, it has been demonstrated how the model can be used to provide detailed mountain-wave forecasts for specific sites. (Forecasts have also recently been generated for other field experiments involving aircraft missons over Wales and Scandinavia.) As illustrated in section 4, the skill of these forecasts will always be affected by the accuracy of the background profiles obtained from numerical weather prediction models. Despite this, the trend in the 24 h forecast wave amplitude during March is fairly similar to that of the radiosonde based simulations. It seems likely, therefore, that these forecasts are sufficiently reliable to be of genuine use to forecasters. The forecasts presented here were produced on a fairly powerful computer (a Silicon Graphics Origin 2000) and typical run times required for each separate forecast were around 1 hour. Very recently, however, trials conducted on far less expensive desktop computers indicate that forecasts (at precisely the same resolution) can be produced in similar, if not faster, run times. Typical forecast runs on a PC with dual 1 GHz Intel Pentium III processors, for example, take less than an hour. Evidently, high-resolution three-dimensional mountain-wave forecasts are now possible with only modest computing resources. involved whose name is missing from this list. The support of the Met Office, who provided the radiosondes and ground station is gratefully acknowledged. I would also like to acknowledge the UK Forestry Commission for their contribution to the fieldwork, the Ministry of Defence for providing funding towards the fieldwork and the Natural Environment Research Council for funding under the Postdoctoral Fellowship Scheme. Finally, I would like to thank Dr Andreas Dörnbrack, who helped provide the global model forecast data.
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