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Clifford theory on rational Cherednik algebras of
imprimitive groups
Shoumin Liu
Abstract
Ram and Rammage have introduced an automorphism and Clifford
theory on affine Hecke algebras. Here we will extend them to cyclotomic
Hecke algebras and rational Cherednik algebras.
1 Introduction
Symmetric groups are important classical groups in representation theory. Usu-
ally, we consider the symmetric group Sn as a subgroup in GL(n,Cn) as those
matrices with just n 1s and n(n− 1) 0s as their matrix items. If we extend it to
those matrices in GL(n,Cn) with just n nonzero items but those nonzero items
have values of rth root of 1, then we obtain the imprimitive group G(r, 1, n).
There exists a subgroup the subgroup G(r, p, n) of G(r, 1, n), for those having
determinant of rp th root of 1 for p | r.
In [1] and [2], the representations of Hecke algebras associated to G(r, 1, n)
and G(r, p, n) are given; furthermore, In [2], the author gives a shift operator
to obtain the irreducible representation of type G(r, p, n) from type G(r, 1, n),
which can be considered as an application of Clifford theory. In [11], the Clifford
theory on affine Hecke algebras are studied with combinatorial method applied.
Recently, there are some conclusions of rational Cherednik algebras which are
closely related to Hecke algebras, especially in [8] and [4]. In [12], some con-
nection between the rational Cherednik algebras of type G(r, 1, n) and crystals
of Fock spaces are proved. There is a Knizhink-Zamolodchikov functor which
builds a bridge between the representations of rational Cherenik algebras and
Hecke algebras of the corresponding types.
In this paper, definitions and basic properties of the related groups, algebras
will be introduced. We will show the analogous conclusion as in [11] for the cy-
clotomic Hecke algebra and prove the clifford operator are the inverse of Ariki’s
shift operator on the irreducible representations of cyclotomic Hecke algebras.
We also extend the clifford operators to the rational Cherednik algebra of type
G(r, 1, n), and prove that the subalgebra invariant under Clifford operator is
the rational Cherednik algebra of type G(r, p, n). The commutating relations of
restriction functor and Knizhnik-Zamolodchikov functor, and the Clifford func-
tor and Knizhnik-Zamolodchikov functor are proved in this paper.
We sketch the paper in the following. First we recall the definitions and basic
properties about rational Cherednik algebras and cyclotomic Hecke algebras in
Section 2. In Section 3, we extend the automorphism in [11] to these algebras.
Then we present the relation of the automorphism on modules and the shift
operator given by Ariki in Section 4. In Section 5, we introduce the KZ functor
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and prove the commutating relations of restriction functor and KZ functor, and
the Clifford functor and KZ functor, then we end this by the classical example
of type Bn and type Dn.
2 Rational Cherednik algebras of imprimitive
groups
2.1 Rational Cherednik algebras
Let V be an n-dimensional Hilbert space and U(V ) be the group of unitary
transformation on V . Suppose that W ⊂ U(V ) is a finite complex reflection
group. Let C be the set of W -orbits of reflection hyperplanes and let A be the
full hyperplane arrangement,namely ∪C∈CC. For a hyperplane H in an orbit
C ∈ C, the stabilizer
WH := {w ∈W : wx = x for any x ∈ H}
is isomorphic to a cyclic group Z/eCZ. Here, eC is the order of WH , which is
determined by the orbit C.
Let γ : A → CW , H 7→ γH be a W -equivariant map such that γH is an element
of CWH ⊂ CW with trace zero. Giving γ is equivalent to giving anW -invariant
function c on all reflections such that
γH =
∑
g∈WH\{1}
cg · g. (2.1)
The Cherednik algebras Hc(W ) can be defined directly, in terms of generators
and relations. The algebra Hc(W ) is generated by elements x ∈ V
∗, y ∈ V and
w ∈ W subject to the following relations:
[x, x′] = 0, [y, y′] = 0, wxw−1 = w(x), wyw−1 = w(y) (2.2)
[y, x] = 〈y, x〉+
∑
H∈A
〈αH , y〉 〈x, vH〉
〈αH , vH〉
γH (2.3)
where αH ∈ V
∗(the dual space of V under a W -invariant inner product) is the
linear equation defining H ; we take αH = v
∗
H , where vH is a norm of H .
2.2 Imprimitive groups
The imprimitive group G(r, 1, n) are defined with generators {Si}
n
i=1 and the
following relations,
(1) SiSj = SjSi, if |i− j| > 1,
(2) SiSi+1Si = Si+1SiSi+1, for 2 ≤ i ≤ n− 1,
(3) S1S2S1S2 = S2S1S2S1,
(4) Sr1 = S
2
i = 1, for 2 ≤ i ≤ n.
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The group G(r, p, n) with p | r is the subgroup of index p in G(r, 1, n) generated
by
s0 = S
p
1 , s1 = S1S2S1, si = Si, 2 ≤ i ≤ n.
Let u1, . . ., ur, 0 6= q ∈ C. The cyclotomic Hecke algebra Hr,1,n(u1, . . . , ur, q)
is the algebra generated over C given by generators {Ti}
n
i=1 and the following
relations,
(1) TiTj = TjTi, if |i− j| > 1,
(2) TiTi+1Ti = Ti+1TiTi+1, for 2 ≤ i ≤ n− 1,
(3) T1T2T1T2 = T2T1T2T1,
(4) (T1 − u1)(T1 − u2) · · · (T1 − ur) = 0,
(5) (Ti − 1)(Ti + q) = 0, for 2 ≤ i ≤ n.
The algebra Hr,1,n(u1, . . . , ur, q) is of dimension r
nn! (see [1]). Let d = r/p. Let
{vi}
d−1
i=0 ⊂ C and ξ be a primitive pth root of 1. for 1 ≤ j ≤ r, define
uj = ξ
kvl if j − 1 = lp+ k, (0 ≤ k ≤ p− 1, 0 ≤ l ≤ d− 1) (2.4)
i.e., {ui}
r
i=1 are chosen so that
(T1 − u1)(T1 − u2) · · · (T1 − ur) = (T
p
1 − v
p
0)(T
p
1 − v
p
1) · · · (T
p
1 − v
p
d−1) (2.5)
The algebra Hr,p,n(v0, . . . , vd, q) is the subalgebra of Hr,1,n(u1, . . . , ur, q) gener-
ated by the elements
t0 = T
p
1 , t1 = T
−1
1 T2T1, ti = Ti, 2 ≤ i ≤ n.
If ζ is a primitive rth root of 1, then we have
Hr,1,n(1, ζ, . . . , ζ
r−1, q) ∼= CG(r, 1, n).
If η is a primitive dth root of 1, then we have
Hr,p,n(1, η, . . . , η
d−1, q) ∼= CG(r, p, n).
Without the defining relation (4) for Hr,1,n(u1, . . . , ur, q), the affine Hecke alge-
bra is obtained, which we denote as H∞,1,n(q). To distinguish H∞,1,n(q) from
Hr,1,n(u1, . . . , ur, q), we replace the generator T1 by X , therefore the genera-
tors of H∞,1,n(q) are {X1} ∪ {Ti}
n
i=2. Just as Hr,p,n(v0, . . . , vd, q) rising from
Hr,1,n(u1, . . . , ur, q), we define H∞,p,n(q) is the subalgebra of H∞,1,n(q) with
generators
t0 = X
p, t1 = X
−1T2X, ti = Ti, 2 ≤ i ≤ n.
Naturally we have the following commutative diagram, where we denote the
quotient map from H∞,1,n(q) to Hr,1,n(u1, . . . , ur, q) by φ.
H∞,p,n(q)


//
φ


H∞,1,n(q)
φ


Hr,p,n(v0, . . . , vd, q)


// Hr,1,n(u1, . . . , ur, q)
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3 Automorphism on Hc(G(r, 1, n))
Let’s first recall Theorem 2.2 in [11].
Theorem 3.1. Let ξ be a primitive pth root of unity. The algebra automorphism
τ : H∞,1,n(q)→ H∞,1,n(q) defined by
τ(X) = ξX, τ(Ti) = Ti, 2 ≤ i ≤ n.
gives rise to an action of the group Z/pZ = 〈τ〉 on H∞,1,n(q) by algebra auto-
morphism and
H∞,p,n = (H∞,1,n)
Z/pZ.
We apply the argument analogous to [11] to prove the following theorem.
Theorem 3.2. Let ξ be a primitive pth root of unity and Hr,1,n(u1, . . . , ur, q)
be as defined above with parameters satisfying the relations (2.4) and (2.5). the
map τ defined on the generators to Hr,1,n(u1, . . . , ur, q) as the below,
τ(T1) = ξT1, τ(Ti) = Ti, 2 ≤ i ≤ n.
induces an algebra isomorphism on Hr,1,n(u1, . . . , ur, q) and an action of the
group Z/pZ = 〈τ〉 on H∞,1,n(q) and
Hr,p,n(v0, . . . , vd, q) = (Hr,1,n(u1, . . . , ur, q))
Z/pZ.
Furthermore, we have the following commutative diagram,
H∞,p,n(q) //
φ

H∞,p,n(q)
τ
//
φ

H∞,1,n(q)
φ

Hr,p,n(v0, . . . , vd, q) // Hr,1,n(u1, . . . , ur, q)
τ
// Hr,1,n(u1, . . . , ur, q)
Proof. First, one can verify that all relations in the definition of Hr,p,n are kept
under τ , especially the relation (4) in the definition replaced by (2.5).
In H∞,1,n(q), let X
ǫ1 = X and Xǫi = TiX
ǫi−1Ti for 2 ≤ i ≤ n. View {ǫi}
n
i=1 as
a basis of Rn. Let
L =
n∑
i=1
Zǫi, Q =
n∑
i=2
Z(ǫi − ǫi−1), Lp = Q+ pL.
Let Xλ = (Xǫ1)λ1 · · · (Xǫn)λn for λ =
∑n
i=1 λiǫi ∈ L. The sets
{XλTw | λ ∈ L,w ∈ Sn} and{X
λTw | λ ∈ Lp, w ∈ Sn}
are bases of H∞,1,n(q) and H∞,p,n(q), respectively([9]). Let Cr = {λ ∈ L | 0 ≤
λi < r}. Ariki and Koile [1], and Arike [2] have shown that the sets
{XλTw | λ ∈ Cr, w ∈ Sn} and {X
λTw | λ ∈ Lp ∩ Cr, w ∈ Sn}
are bases of Hr,1,n(u1, . . . , ur, q) and Hr,p,n(v0, . . . , vd, q), respectively.
Take an element h ∈ Hr,1,n(u1, . . . , ur, q), then h can be written as
h =
∑
λ∈Cr,w∈Sn
cλ,wφ(X
λ)w,
so
τ(h) =
∑
λ∈Cr,w∈Sn
ξ|λ|cλ,wφ(X
λ)w,
where |λ| =
∑n
i=1 λi. Hence τ(h) = h if and only if h ∈ Hr,p,n(v0, . . . , vd, q).
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If we replace algebrasHr,p,n(v0, . . . , vd, q), (Hr,1,n(u1, . . . , ur, q)) by C[G(r, p, n)]
andC[G(r, 1, p)], respectively, and define the τ -action on generators ofC[G(r, 1, p)]
similarly, we can obtain the following corollary.
Corollary 3.3. The map τ induces an algebra isomorphism on C[G(r, 1, p)]
and an action of the group Z/pZ = 〈τ〉 on C[G(r, 1, p)]. We have
C[G(r, p, n)] = (C[G(r, 1, p)])Z/pZ.
Here we want to extend the τ on to Rational Cherednik algebra associated
to G(r, 1, n), but we need to give restriction on the γ-function on reflections. we
require cg = 0 in (2.1) if g ∈ G(r, 1, n) \G(r, p, n).
Theorem 3.4. Let τ act on V as the identity and on C[G(r, 1, p)] as in Corol-
lary 3.3. Then τ induces an algebra isomorphism on Hc(G(r, 1, p)) and an
action of the group Z/pZ = 〈τ〉 on C[G(r, 1, p)]. We have
Hc(G(r, p, n)) = (Hc(G(r, 1, p)))
Z/pZ.
Proof. First, it can be verified easily that the relations (2.2) and (2.3) for defin-
ing Hc(G(r, 1, p)) still hold as identities under the action of τ , therefore it in-
duces an algebra isomorphism on Hc(G(r, 1, p)) with order p. The second claim
follows from the same argument as in Theorem 3.2 and the PBW basis given in
[7], where it was proved that Hc(G(r, 1, p)) ∼= C[V ]⊗ C[V
∗]⊗ C[G(r, 1, p)].
4 Ariki’s shift operation and τ
Let R be an algebra and G be a finite group acting by automorphism on R.
Let N be a (finite dimensional) left R-module. For each g ∈ G define an R-
module gN , which has the same underlying vector space N but such that gN
has R-action given by
r ◦ n = g−1(r)n,
for r ∈ R, n ∈ N . Therefore gN is simple if and only if N is simple. Thus there
is an action of g on the set of simple R-module.
Let’s describe the Ariki’s shift operation in [2].
A Young diagram is a finite subset λ of N × N which has the property that if
(k, l) ∈ λ, then (k′, l′) ∈ λ for all k′ ≤ k, l′ ≤ l. The elements of λ are called
cells of λ. We say that (k, l) is the cell located in the k-th row and the l-th
column.
Let λ = (λij)0≤i≤p,1≤j≤d be an r-tuple of Young diagrams of size
∑
i,j |λ
i
j | = n.
A standard tableau T = (T ij ) of shape λ is , by definition, a bijection from
{1, . . . , n} to the set of cells of λ such that if two numbers a < b are mapped
to adjoint cells, (k, l) and (k′, l′), respectively, then k < k′ or l < l′ holds. If
1 ≤ y ≤ n is located in T, then we write a(T, y) = i and b(T, y) = j if a is
located in a cell of λij . The content of y in T is defined by c(T, y) = l− k if y is
located in the kth row and lth column of λ
a(T,y)
b(T,y) .
We define a shift operator on the set of r-tuple of Young diagrams or on the set
of standard tableaux by;
shift(λ) =
(
λi+1j
)
(4.1)
shift(T) =
(
T i+1j
)
(4.2)
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for λ = (λij) and T = (T
i
j ) respectively. Here we regard i as i modulo p.
Theorem 4.1. Suppose that the algebra Hr,1,n(u1, . . . , ur, q) is semisimple and
satisfies the relation (2.5) and vpi 6= v
p
j for i 6= j. Up to some ordering of ui, we
have that
τ ◦ shift = 1
on the simple Hr,1,n(u1, . . . , ur, q)-modules.
Proof. First, we need to recall the defining action on the r-tuple Young diagram
from [1].
Set T (λ) = {standard tableaux of shape λ}. We define symbols, {v(T) | T ∈
T (λ)}. Let V (λ) is the C-vector space with these symbols as its basis. Since
our action τ on Hr,1,n(u1, . . . , ur, q) and the action of Hr,1,n(u1, . . . , ur, q) on
V (λ) are defined on generators {Ti}
n
i=1, and τ acts trivially on {Ti}
n
i=2, hence
we just need to study them on T1.
It was defined as that
T1v(T) = ξ
avbv(T), where a = a(T, 1), b = b(T, 1),
therefore we see that
T1τ(v(T)) = τ
−1(T1)v(T)
= ξ−1ξavbv(T) = ξ
a−1vbv(T).
Then it can be verified that (Here i ≡ i (mod p).)
τ(λ) =
(
λi−1j
)
(4.3)
τ(T) =
(
T i−1j
)
(4.4)
Which implies that τ moves all Young diagram backward for index i, but the
shift moves all Young diagram forward for index i, so τ ◦ shift = 1.
If there exists a k such that shiftk(λ) = µ, we say that λ and µ are cyclic
equivalent. We denote the cyclic equivalent class of λ by λ¯. Let eλ = p/|λ¯| and
Gλ be the stabilizer of λ in G = 〈τ〉 = 〈shift〉 ≃ Z/pZ. We see that
Gλ =
〈
τ
p
eλ
〉
≃ Z/eλZ.
In [2], all the irreducible representation of Hr,p,n(v0, . . . , vd, q) are represented
by V (λ¯, l), 0 ≤ l ≤ eλ. Let αλ be function defined from Gλ × Gλ to C and
(CGλ)α−1
λ
be defined as in the Appendix in [11].
By [2, Lemma 2.4] and [11, Theorem A.6, Theorem A.13], we can get the fol-
lowing two theorems.
Theorem 4.2. Let π be a simple module (linear character) of (CGλ)α−1
λ
.
For the Hr,1,n(u1, . . . , ur, q)⋊Gλ-module V (λ)⊗ π, we define that
RGV (λ),π = Ind
Hr,1,n(u1,...,ur,q)⋊G
Hr,1,n(u1,...,ur,q)⋊Gλ
(V (λ) ⊗ π).
Then each simple Hr,1,n(u1, . . . , ur, q)⋊G-module are obtained under this con-
struction, and RGV (λ),π ∼= RGV (λ
′
),π
′
if and only if λ and λ
′
are cyclic equiva-
lent and π ∼= π
′
.
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Theorem 4.3. Take V (λ) as a module of Hr,1,n(u1, . . . , ur, q)⋊Gλ. We have
a decomposition as the following.
V (λ) = ⊕eλl=1V (λ¯, l)⊗ (πl)
∗,
as Hr,p,n(v0, . . . , vd, q) ⋊ Gλ-mod, where πl is a simple (CGλ)αλ -module, and
(πl)
∗ is the dual of the simple (CGλ)α−1
λ
-module πl, and V (λ¯, l) is the standard
irreducible module of Hr,p,n(v0, . . . , vd, q) in [2].
5 Restriction functor and KZ functor
5.1 Category O and KZ functor
The categoryO ofHc(W ) is the full subcategoryOc(W ) of the categoryHc(W )-
modules consisting of objects that are finitely generated as C[V ]-modules and
V -locally nilpotent. Let’s recall more conclusions about Oc(W ) from [8].
The category Oc(W ) is a highest weight category([6]) and artinian. Let Irr(W )
be the isomorphism classes of irreducible representations ofW . For σ ∈ Irr(W ),
equip it with a CW ⋉ C[V ∗]-module structure by allowing the element in V ∈
C[V ∗] act by zero, the standard module corresponding to σ is
∆(σ) = Hc(W )⊗CW⋉C[V ∗] σ.
It is an indecomposable module with a simple head L(σ). Both {L(σ)}σ∈Irr(W )
and {∆(σ)}σ∈Irr(W ) give a basis of C-vector space K(Oc(W )), the Grothendick
ring of Oc(W ). We say that a module N ∈ Oc(W ) has a standard filtration if
it admits a filtration
0 = N0 ⊂ N1 ⊂ N1 ⊂ · · · ⊂ Nn = N
such that the quotient Ni/Ni−1 is isomorphic to a standard module.
Following [3], let eH = |WH | and
ǫH,j =
1
eH
∑
w∈WH
det(w)jw
the idempotent of CWH associated to character det
−j
|WH
. Given γ as before,
there is an unique family {kH,i = kH,i(γ)}H∈A/W,0≤i≤eH of elements of k such
that kH,0 = kH,eH = 0 and
γH = eH
eH−1∑
j=0
(kH,j+1(γ)− kH,j(γ))ǫH,j (5.1)
=
∑
w∈WH\{1}

eH−1∑
j=0
det(w)j(kH,j+1(γ)− kH,j(γ))

w. (5.2)
For each H ∈ A, we put that
aH =
eH−1∑
j=0
eHkH,j(γ)ǫH,j . (5.3)
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Let Vreg = V \ ∪H∈AH and D(Vreg) be the ring of differential operators over
Vreg. In [7], there is an automorphism defined from Hc(W ) to D(Vreg) ⋊ W
given by x 7→ x, w 7→ w for x ∈ V ∗, w ∈ W , and
y 7→ Ty = ∂y +
∑
H∈A
〈y, αH〉
αH
aH
for y ∈ V .
Let x0 ∈ Vreg, and let BW = π1(Vreg/W, x0) be the Artin Braid group associated
to W . Let H(W,V, γ) be the Hecke algebra of W over C defined as the quotient
of C[BW ] by the relations ([5]),
(T − 1)
eH−1∏
j=1
(T − det(s)−je2iπkH,j ) = 0 (5.4)
for H ∈ A, s ∈ W the reflection around with nontrivial eigenvalue e
2ipi
eH and T
an s-generator of the monodromy around H .
For any M ∈ Oc(W ), write
Mreg =M ⊗C[V ] C[Vreg].
By Dunkl isomorphism, It can be regarded as an D(Vreg)⋊W -module which is
finitely generated over C[Vreg]. Hence Mreg is an W -equivariant vector bundle
on Vreg with an integrable connection ∇ given by ∇y = ∂ym for m ∈M , y ∈ V .
It is proved in [8] that the connection ∇ has regular singularities. Let OanVreg the
sheaf of holomorphic function on Vreg. For any free C[Vreg]-module N of finite
rank, we consider Nan = N ⊗C[V ] O
an
Vreg
. For ∇ an integrable connection on N .
The sheaf holomorphic horizontal sections
N∇ = {n ∈ Nan : ∇y(n) = 0, ∀y ∈ V }
is a W -equivariant local system on Vreg. Hence it is a local system on Vreg/W .
By Riemann-Hilbert correspondence, it yields a finite dimensional representa-
tion of CBW . For M ∈ Oc(W ) it is proved ([8]) that the action of CBW factors
through the Hecke algebra H(W,V, γ). The Knizhinik-Zamolodchikov functor
(KZ) is the functors,
KZ(W,V ) : Oc(W )→ H(W,V, γ), M 7→ (Mreg)
∇.
5.2 Restriction from H
c
(G(r, 1, n)) to H
c
(G(r, p, n))
In this section, we will prove the commutativity the restriction functor from
Hr,1,n(u1, . . . , ur, q) to Hr,p,n(v0, . . . , vd, q) and the KZ functors.
In order to make the definition from [5] and the definition from [11] compatible
and have the Hecke algebra of type G(r, p, n) as a subalgebra of type G(r, 1, p),
we have the relation below:
e2iπkH,i = e2iπkH,j if i ≡ j mod d, (5.5)
for H in the C0, G(r, 1, n)-orbit of the hyperplane corresponding to S1. This
will make the relation (2.5) and (5.4) coincide.
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Let refl(r, 1, n) and refl(r, p, n) are reflections of G(r, 1, p) and G(r, p, n), respec-
tively. We know that
refl(r, 1, n) \ refl(r, p, n) = {w ∈WH | det(w)
r
p 6= 1, H ∈ C0} ⊂ ∪H∈C0WH .
The formula (5.3) for aH can be rewritten as the following
aH =
∑
w∈WH

eH−1∑
j=0
kH,jdet(w)
j

w.
Here we define the coefficient of w ∈ refl(r, 1, n) \ refl(r, p, n) to be 0, namely
eH−1∑
j=0
kH,jdet(w)
j = 0, (5.6)
then we can verify that the corresponding coefficient in (5.2) for γH is 0, because
kH,0 = kH,eH = 0 and
eH−1∑
j=0
det(w)jkH,j+1 = det(w)
−1
eH∑
j=1
det(w)jkH,j = 0.
Remark 5.1. We can replace (5.5) by a stronger equation as below
kH,i = kH,j if i ≡ j mod d, (5.7)
and we can write
aH =
∑
w∈WH

eH−1∑
j=0
kH,jdet(w)
j

w
=
eH−1∑
j=0
kH,j +
∑
w∈WH∩refl(r,p,n)

eH−1∑
j=0
kH,jdet(w)
j

w
+
∑
w∈WH∩(refl(r,1,n)\refl(r,p,n))

eH−1∑
j=0
kH,jdet(w)
j

w.
For w ∈ WH ∩ (refl(r, 1, n) \ refl(r, p, n)), we have det(w)
d 6= 1, therefore it
follows that
eH−1∑
j=0
kH,jdet(w)
j =
d∑
l=0
p−1∑
t=0
det(w)td+lkH,td+l
=
d∑
l=0
(
p−1∑
t=0
det(w)td+l
)
kH,l = 0
which implies that aH vanishes on w ∈WH ∩ (refl(r, 1, n) \ refl(r, p, n)).
Theorem 5.2. Suppose that the parameters of Hc(G(r, 1, n)) satisfy relations
(5.5) and (5.6). Let Resr,p,n and Res
′
r,p,n be the restriction functor from Hr,1,n(u1, . . . , ur, q)-
mod to Hr,p,n(v0, . . . , vd, q)-mod and Oc(G(r, 1, n)) to Oc(G(r, p, n)), respec-
tively. Then we have that the following diagram commutes.
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Oc(G(r, 1, n))
Res
′
r,p,n
//
KZ(G(r,1,n),V )

Oc(G(r, p, n))
KZ(G(r,p,n),V )

Hr,1,n(u1, . . . , ur, q)−mod
Resr,p,n
// Hr,p,n(v0, . . . , vd, q)−mod
Proof. LetA(r, 1, n) andA(r, p, n) be the set of reflection hyperplanes ofG(r, 1, n)
and G(r, p, n), respectively. We write Vreg = V \ ∪H∈A(r,1,n)H and V
′
reg =
V \ ∪H∈A(r,p,n)H . Let φDl and φ
′
Dl be the Dunkl isomorphisms defined on
Hc(G(r, 1, n)) and HC(G(r, p, n)). By assumption, we have
φDl(y) = φ
′
Dl(y) = ∂y +
∑
H∈A
〈y, αH〉
αH
aH .
Therefore the ∇y for Hc(G(r, 1, n)) and HC(G(r, p, n)) are the same. And we
see that the quotient field of Vreg and V
′
reg are the same. Therefore it can be
verified that
Resr,p,nKZ(G(r, p, n), V )(M) = Resr,p,n((M ⊗ C[Vreg])
∇))
= (Res
′
r,p,n(M)⊗ C[Vreg]
′
)∇ = KZ(Res
′
r,p,n(M)),
for M ∈ Oc(G(r, 1, n)).
Corollary 5.3. We have the following result for C[V ]⊗ V (λ),
Res
′
r,p,n(C[V ]⊗ V (λ)) =
eλ∑
l=1
C[V ]⊗ V (λ¯, l).
If we consider the τ -action on the Oc(G(r, 1, n)) induced by the automor-
phism through the τ -action onHc(G(r, 1, n)), we can get the following Theorem.
Theorem 5.4. The τ-action on Oc(G(r, 1, n)) and on Hr,1,n(u1, . . . , ur, q)-mod
commutes with KZ(G(r, 1, p), V ), namely,
KZ(G(r, 1, p), V ) ◦ τ = τ ◦KZ(G(r, 1, p), V ).
Proof. Since τ acts on the C[V ] and C[V ∗] trivially, and on the generators of
G(r, 1, n) just by changing S1 to ξS1, then by the monodromy, it will naturally
have the same action on the corresponding Hecke algebra on the correspond-
ing generators. At the same time that there is an projective module PKZ in
Oc(G(r, 1, n)) such that theKZ functor is isomorphic to HomOc(G(r,1,n))(PKZ ,−).
Therefore the theorem follows from
HomOc(G(r,1,n))(PKZ ,M
τ ) ∼= HomOc(G(r,1,n))(PKZ ,M)
τ ,
for any M ∈ Oc(G(r, 1, n)).
In fact, If we consider the Heckeman-Opdam shift operator in [4], the auto-
morphism τ can be represented as an Heckeman-Opdam shift operator on the
parameters {kH,i} as the following,
τ(kH,i) = kH,i −
1
p
for H ∈ C0,
τ(kH,i) = kH,i otherwise.
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Let χ be the character function onG(r, 1, p) defined by χ(S1) = ξ
−1 and χ(Si) =
1 for 1 ≤ i ≤ 2. Hence we see that τ(V (λ)) ∼= χ⊗ V (λ). By [10, Theorem 4.2],
we have the following corollary.
Corollary 5.5. Let FV (λ)(t) be the fake degree of V (λ) in [10]. Then there
exists an m ∈ Z, such that
Fτ(V (λ))(t) = t
mFV (λ)(t).
Therefore, for the r-tuple Young diagrams λ, λ′ are on the same orbit of Ariki’s
shift operator, FV (λ′)(t) = t
m′FV (λ)(t) for some m
′ ∈ Z.
5.3 From type B
n
to type D
n
For the classical Weyl groups, obtaining the type Dn from type Bn is the most
canonical application of Clifford theory or spin theory. It is known that the Weyl
groups W (Bn) and W (Dn) are isomorphic to G(2, 1, n) and G(2, 2, n), respec-
tively. The irreducible representations of W (Bn) are one to one corresponding
to the bipartition of n, namely
{V (λ) | λ = (λ1, λ2), |λ1|+ |λ2| = n}.
By the restrction from W (Bn) to W (Dn), we get the decomposition of biparti-
tion module:
ResBnDn(V ((λ1, λ2)))
∼= ResBnDn(V ((λ2, λ1))), λ1 6= λ2,
ResBnDn(V ((λ1, λ2)))
∼= V ((λ1, λ2), 0)⊕ V ((λ1, λ2), 1), λ1 = λ2.
which are all the irreducible modules of W (Dn).
The reflection representation ofW (Bn) andW (Dn) is realized in C
n. The reflec-
tion hyplanes for W (Bn) and W (Dn) are defined by linear equations {xi, xi ±
xj}1≤i6=j≤n and {xi±xj}1≤i6=j≤n, respectively. If all parameters forHc(W (Bn))
satisfy the relations in the last section, then we get the decomposition of the
standard module for Hc(W (Bn)) for restrcition to Hc(W (Dn)).
C[Cn]⊗ V (λ) ∼= C[Cn]⊗ V (λ¯), λ = (λ1, λ2), λ1 6= λ2,
C[Cn]⊗ V (λ) ∼= C[Cn]⊗ V (λ¯, 0)⊕ C[Cn]⊗ V (λ¯, 1), λ = (λ1, λ2), λ1 = λ2.
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