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ABSTRACT
THEORETICAL STUDIES AND AB INITIO SIMULATIONS OF HETEROGENEOUS
PHENOMENA ON SURFACES AND INTERFACES
Tian Qiu
Andrew M. Rappe

With decades of studies on matter and energy conversion in catalysis, electrochemistry, and
material engineering, the importance of material surfaces and interfaces has been widely
realized. The flexible tunability of morphology, composition, and local geometry by the
pressure, temperature, chemical potential, and other experimental controlling methods has
convinced researchers that a broad and profound understanding of phenomena at surfaces
and interfaces provides new mechanisms and paradigms to solve the challenging problems
people are currently facing. However, different from studies of a single phase where symmetries and isotropy can usually simply the problem, the heterogeneity of surfaces and
interfaces leads to the intrinsic complexity in studies of these system. With the development of computers and theories of computational chemistry, theoretical studies through
large-scale modeling and ab initio simulation have become a powerful approach to decipher the heterogeneous phenomenon. In this thesis, we present our studies in different
fields to demonstrate that how theoretical studies enrich the understanding of the heterogeneous phenomena in these fields. In the field of catalysis and electrochemistry, how the
reaction mechanism of the oxygen evolution reaction is modified by the hydrated surface
of CaMnO3 is explained; in the field of material design and synthesis, how unstable phases
can be stabilized by the substrate is presented; and in the field of matter transport, how an
hierarchical nanoporous structure increases the total ion diffusion rate is proposed. In order to find stable surface reconstructions under different chemical potential, an automated
searching algorithm based on the ab initio grand canonical Monte Carlo simulation is also
iv

introduced.
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Chapter 1
Introduction

1

The heterogeneous phenomenon is broadly involved in many fields where surfaces and
interfaces are systems of interest. On one hand, the potential fruitful discoveries and knowledge in the heterogeneous phenomenon has drawn great attention of researchers, but on the
other hand, the complexity of the problem slows down the pace in investigations. Compared with experiments, the ab initio simulations have unique advantages in tackling this
problem, because the information of atomic positions, electronic structures, reaction mechanisms, and many other physical and chemical quantities can be revealed in details. However, the length scale of the involved system is usually too large such that a direct simulation
of the full system is not feasible. Carefully chosen assumptions and approximations have to
be made to simplify the problem such that the the simulation is both practical and reliable.
In this thesis, we aim to present how the studies of the heterogeneous phenomenon can
be accomplished for some topics in the field of catalysis, electrochemistry, and material
designing, and how the conclusions drawn by the simulation enhance our understandings
in these fields.
Chapter 2 summaries the relevant theories and methodologies used in this thesis. Chapter 3 demonstrates an improvement to a computational scheme with which the ab initio
simulation of large-scale heterogeneous system can be made feasible.
In Chapter 4, a study of the oxygen evolution reaction (OER) is presented. OER is the
cathode reaction of the water splitting process through which the electric energy is converted into the chemical energy. On cathode the half reaction undergoes a four-electrontransfer procedure, i.e. 2H2 O −→ O2 + 4H+ + 4e− in the acidic condition or 4OH− −→
O2 + 2H2 O + 4e− in the alkaline condition. On anode the half reaction is 2H+ + 2e− −→
H2 in the acidic condition and 2H2 O + 2e− −→ H2 + 2OH− in the alkaline condition. The
problem of this process is that the required electrode potential is usually higher than what
Nernst equation predicts assuming the process is reversible. The extra electrode potential,
known as the overpotential, causes the energy cost and reduces the energy conversion effi2

ciency. Since the majority of the overpotential is introduced by OER, extensive studies have
been made on this process. Researchers have proposed a mechanism that the four-electrontransfer process can be decomposed into four single-electron-transfer process, with the
intermediates ∗ OH, ∗ O, ∗ OOH, and ∗ O2 , respectively, where the asterisk stands for that the
species are adsorbed on the surface of the electrode material. Detailed studies suggest that
an intrinsic overpotential cannot be avoided in the mechanism, because the energy difference between ∗ OH and ∗ OOH do not match the optimal electrode potential and this energy
difference can hardly be influenced by the surface that the intermediates adsorb on. What
is shown by us in Chapter 4 is that, by the thoughtful studies of the fully reconstructed
and hydrated surfaces of CaMnO3 , the surface oxygen vacancy can participate in OER and
influence the intermediates such that the scaling between ∗ OH and ∗ OOH is broken, and
hence the intrinsic overpotential in OER can be avoided.
In Chapter 5, we show how the stability of an epitaxially growing thin film on the
substrate can be predicted through ab initio simulations. By calculating the formation
energy of possible phases from a ternary system with the constraint that these phases are
epitaxially registered onto the the substrate, a ternary phase diagram is constructed. This
phase diagram represents the coexistence between phases, where the ones coexisting with
the substrate are predicted stable. By applying this method to the Ba-Ti-O2 ternary system
with BaTiO3 (001) surface as the substrate, we found that the naturally unstable rock-salt
type Ti4 O5 and TiO phases can be stabilized. This result explains the observation of the
rock-salt type TiOx layer on the BaTiO3 (001) surface under the electron beam irradiation.
Furthermore, this work implies that, instead of discovering what phases is stable on the
substrate, it is possible to revert the process and use the ab initio simulations to predict what
substrate can stabilize a naturally unstable material, which extend our ability in designing
functional materials because the question of stability can be separated and becomes an
independent study.
3

An important question arising from Chapter 4 and 5 is to find the stable surfaces or
surface reconstructions of a material under given condition. the traditional method is to
use the chemical intuition to list all possible candidates with different compositions and
structures, and enumerate through them to find the most stable one. This approach is useful
when the intuition of the system is well established, or in other words, the system or similar
systems have be widely studied such that the knowledge about the stability is known. The
limitation of this approach however, is also clear: the construction of possible phases for
a complicated system is exhaustive, and the intuition of a rarely studied system is questionable. Moreover, the discovery of the most stable surfaces or surface reconstructions is
usually the first step in many studies, so an automated procedure is desired to focus majority of efforts on the rest part of the problem. In Chapter 6, we propose an algorithm that
shows how the surface discovery procedure can be automated through the ab initio grand
canonical Monte Carlo simulation. By deploying this method to the Ag-O system, we show
that it can reproduce the building block of the most stable surface reconstructions found in
experiments with almost no input from human intuitions. Since this algorithm generates
a large database for surface reconstructions of the interested system, we have also applied
the machine learning techniques to reveal the key features that control the surface stability
of this system.
In Chapter 7, we investigated the geometric effect of the electrode surface to the capacity of the sodium ion battery. Sodium ion battery is the battery where the sodium ion
(Na+ ) is the charge carrier in the electrolyte and participates in reactions on the cathode
and the anode. The chemical potential for Na on the anode is higher than that on the cathode, so when the battery discharges, the electron is released from the anode into the circuit
outside the battery while Na+ is released into the electrolyte inside the battery. As Na+
migrates from the anode towards the cathode, the electron moves in the same direction but
through the circuit outside the battery. The chemical energy released from the chemical
4

potential differences of Na between the anode and the cathode is then converted into the
electric energy. This process is reversed during the charging process, where the electric
energy is converted into the chemical energy. A problem of this system is that the anode
material undergoes huge volume change during the charging-discharging cycle such that
the electrode material cracks and electrons cannot be collected at the anode. As such, the
capacity will be significantly reduced. To overcome this issue, a nanoporous morphology is
designed to accommodate the volume change during the charging-discharging cycle. What
is discovered in our work is that, by introducing pores with radii orders greater than the
nano-pores, the capacity of the material can be further enhanced by approximately 50%.
We use the kinetic Monte Carlo simulation to show that this enhancement can be attributed
to the increase of the active surface area by creating large pores. The rationale is that the
nano-pores are too small such that most of the surface from nano-pores are inactive, in the
sense that they do not have direct contact with the electrolyte so Na+ cannot diffuse into the
material through them. The surface area exposed by larger pores do not have such problem
and is always considered active. Since the capacity of a battery is measured within a certain
charging duration, the enhancement of the charging kinetics increases the measured battery
capacity. To provide a general study of this geometric effect, We have also proposed an
analytic model to predict the active surface area of such hierarchical porous material.

5

Chapter 2
Theory and Methodology
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2.1

Density Functional Theory

The development of quantum mechanics has significantly increased human’s understanding
in physics and chemistry. However, the governing equation of the quantum world in the
non-relativistic condition, i.e., Schrödinger equation, is extremely complicated to solve for
the many-particle system with interactions, see Equation 2.1:
−i~

∂
Ψ(~r1 , ~r2 , ..., ~rN ; t) = H (~r1 , ~r2 , ..., ~rN )Ψ(~r1 , ~r2 , ..., ~rN ; t)
∂t
H (~r1 , ~r2 , ..., ~rN ) = T (~r1 , ~r2 , ..., ~rN ) + V (~r1 , ~r2 , ..., ~rN )
=

N
X

(2.1)

T̃ (~rj ) + V (~r1 , ~r2 , ...~rN )

j=1

H is the Hamiltonian of the system, T is the total kinetic energy of the system, and V is the
potential of the system. Since the kinetic energy term is usually separable, one can treat it
as the sum of the kinetic energy of each particle, i.e. T̃ , the potential term however, is not
separable if interactions exist. The cost for solving this equation increases exponentially
as the number of particles increases, hence attempts to find a solution of the system by
directly solving Equation 2.1 is infeasible.

2.1.1

Hohenberg-Kohn Theorem

One of the most important fundamental theorem for the modern quantum chemistry calculation reveals that all quantities of the system are uniquely determined by an one variable
object, the particle density ρ(~r) of the ground state [2], which is defined as:
ˆ
ρ(~r) := N

d~r2 d~r3 ...d~rN |Ψ0 (~r, ~r2 , ~r3 ...~rN )|2
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(2.2)

Where Ψ0 (~r, ~r2 , ~r3 ...~rN ) is the ground state many-body wavefunction of the system, N is
the number of particles. The Hohenberg-Kohn theorem can be rigorously stated as follows:
• For any system of interacting particles in an external potential V ext (~r), the potential is
uniquely determined by the particle density ρ(~r) if the ground state is not degenerate,
except for a constant.
The proof of this theorem is rigorous and simple. Suppose two different external potentials
V 1ext (~r) and V 2ext (~r) have the same ground state particle density ρ(~r), with the corresponding ground state wavefunctions Ψ1 (~r, ~r2 , ~r3 ...~rN ) and Ψ2 (~r, ~r2 , ~r3 ...~rN ), respectively. The
Hamiltonian of each system is

H 1 = T + V ee + V 1ext

(2.3)

H 2 = T + V ee + V 2ext

(2.4)

and

respective, where T is the kinetic energy operator and V ee is the electron-electron interaction operator. The variational principle states that

H 1 |Ψ1 i < hΨ2 |H
H 1 |Ψ2 i
hΨ1 |H

(2.5)

which is equivalent to
ˆ
T + V ee |Ψ1 i − hΨ2 |T
T + V ee |Ψ2 i <
hΨ1 |T

V 2ext (~r) − V 1ext (~r))ρ(~r)
d~r(V

(2.6)

On the other hand,
H 2 |Ψ2 i < hΨ1 |H
H 2 |Ψ1 i
hΨ2 |H
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(2.7)

which is equivalent to
ˆ
T + V ee |Ψ2 i − hΨ1 |T
T + V ee |Ψ1 i <
hΨ2 |T

V 1ext (~r) − V 2ext (~r))ρ(~r)
dr(V

(2.8)

Adding Equation 2.6 and 2.8 together, one achieve

0<0

(2.9)

This can never be true. Therefore, two different external potentials must give two different
ground state particle density functions. Since one ρ(~r) cannot be the ground state particle
density of two different external potentials, it determines one unique external potential.
Since the external potential determines all properties of the system, the ground state
charge density also determines all properties of the system. Therefore, there exists a universal functional of charge density for the total energy, i.e.

Etot = E[ρ]

(2.10)

On the other hand, the energy contribution from the external potential
ˆ
Eext =

d~rV ext (~r)ρ(~r)

(2.11)

is also a functional of the charge density, the functional for the total energy can be written
as

ˆ
Etot = Ekinetic+ee [ρ] +

d~rV ext (~r)ρ(~r)

(2.12)

i.e., the kinetic energy plus the electron-electron interaction energy together is also a functional of the charge density.

9

2.1.2

Kohn–Sham Equation

Although the Hohenberg-Kohn Theorem shows that in principle the complex many-body
problem can be studied through a single variable function, the proof does not provide a
technical way to realize it. It is Kohn and Sham [3] who made an ansatz and proposed a
Schrödinger-like one-body equation such that DFT becomes a practical method rather than
staying as a philosophy. In their approach, they replaced the interacting many-body system
with an auxiliary system. They assumed that the ground state charge density is the same
as the charge density of a non-interacting system, and that the Hamiltonian of the auxiliary
system has the usual kinetic energy operator and an effective local potential which itself is
a functional of the charge density. For systems with two spins, the charge density is
σ

ρ(~r) =

X

ρσ (~r) =

N
XX
σ

σ

|ψiσ (~r)|2

(2.13)

i=1

Where σ denotes different spins, ρσ (~r) is the density for the spin state σ, N σ is the occupation number for each spin channel, and ψiσ (~r) is the ith eigenwavefunction of the auxiliary
Hamiltonian.
The total energy of the system in the Kohn-Sham framework is

EKS [ρ] = TKS [ρ] + Eext [ρ] + EHartree [ρ] + Exc [ρ]

where Eext [ρ] =

´

d~rV ext (~r)ρ(~r), EHartree [ρ] =

´

(2.14)

0

r)ρ(~
r)
d~rd~r0 ρ(~
is the classical electron|~
r−~
r0 |

electron Coulomb interaction energy, and Exc [ρ] is the exchange-correlation energy that
accounts for many-body interactions. Compare Equation 2.14 with Equation 2.14, the
exchange-correlation energy term is

Exc [ρ] = Ekinetic+ee [ρ] − TKS [ρ] − EHartree [ρ]
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(2.15)

The ground state charge density minimizes the total energy of the system, so it also
minimizes the total energy of the Kohn-Sham system. The solution can be carried out
through the variational principle. Since the kinetic energy of a non-interacting system is an
explicit functional of the single electron wavefunction, the variation of total Kohn-Sham
equation is performed with respect to the wavefunction:


δEKS
δTKS
δExc
δρ(~r)
=
+ Vext (~r) + Vhartree (~r) +
=0
σ∗
σ∗
δψi (~r)
δψi (~r)
δρ(~r) δψiσ∗ (~r)

(2.16)

subject to the constraints
0

hψiσ |ψjσ i = δi,j δσ,σ0
Since

δTKS
δψiσ∗ (~
r)

= − 12 ∇2 ψiσ (~r) and

δρ(~
r)
δψiσ∗ (~
r)

(2.17)

= ψiσ (~r), and apply the constraints using the

Lagrange multipliers, Equation 2.16 can be written as



1 2
δExc
− ∇ + Vext (~r) + Vhartree (~r) +
ψ σ (~r) = σi ψiσ (~r)
2
δρ(~r) i

By defining Vxc (~r) =

δExc
δρ(~
r)

(2.18)

and Veff (~r) = Vext (~r) + Vhartree (~r) + Vxc (~r), Equation 2.18

becomes a quasi-Schrödinger equation with a charge density-dependent potential. Since
Vext is the normal external potential, Vhartree (~r) + Vxc (~r) can be viewed as the screening
to the potential due to the response of the charge density to the external potential. If the
expression of Vxc (~r) is known, Equation 2.18 can be solved in an self-consistent way.

2.1.3

Local Density Approximation and Beyond

The first approximation one can made for Exc is that the exchange and correlation energies
are determined locally by a local exchange-correlation energy density, i.e.
ˆ
Exc =

d~rρ(~r)xc (ρ(~r))
11

(2.19)

This is usually referred to as the local density approximation (LDA). Since xc (ρ(~r)) is
a universal function, one can apply this framework to the homogeneous electron gas and
achieve its formula. The exchange energy density of the homogeneous gas is given by a
simple analytic form:

 1
3 3 3 1
x (~r) = −
ρ 3 (~r)
4 π

(2.20)

The correlation energy density does not have an analytic formula but can be fitted with high
precision to the result of an accurate simulation, for example, the Quantum Monte Carlo
simulation.
The success of LDA in systems where electron-electron interactions are weak leads to
varies improvements to the functional in order to extend the condition that DFT is reliable.
By introducing the amplitude of the charge density gradient |∇ρ(~r)|, people have proposed
a family of functional referred to as the generalized-gradient approximation (GGA) functional, and by further including the Laplacian of the charge density ∇2 ρ(~r), people have
proposed more sophisticated functional known as the meta-GGA functional. Besides this
serial of extension, exhaustive work has been done to overcome the tendency in DFT that
electrons prefer to be delocalized. This class of improvement tries to cancel the delocalization error in DFT by introducing a fraction of the exchange energy from the Hartree-Fork
method, which has errors in the opposite direction. The functional arising from this idea is
know as the hybrid functional.

2.2

Pseudopotential

Real electronic structure calculations can be further simplified in two ways. Since the core
states do not usually contributes to the bonding of the system, they can be removed from
the system in most of the case; The strongly oscillated wavefunctions near the nuclei have
limited effect to the electronic structure and therefore can be replaced with a smooth func12

tion. Both of these two simplifications require to modify the − |~Zr| Coulomb-type potential.
This demand leads to the study of a field known as “pseudopotential”.

2.2.1

Norm-conserving Pseudopotential

While pseudopotentials can be empirically fitted to enforce the smoothness as well as to
reproduce the experimental electronic band structure, people have tried to find an “ab initio” method to generate pseudopotentials without the aid from experiments. One of the well
studied scheme in this direction leads to the pseudopotential known as the norm-conserving
pseudopotential (NCPP). [4]
In this approach, the pseudopotential generated from a reference electron configuration
satisfies the following criteria:
• The pseudo valence states and the real valence states of the reference electron configuration for an isolated atom have the same eigenvalues.
• The pseudo valence wavefunctions and the real valence wavefunctions of the reference electron configuration for an isolated atom are identical for r greater than a
threshold rc .
• The integrated charged density from 0 to r > rc of the pseudo valence wavefunctions
and the real valence wavefunctions for an isolated atom are identical.
• The logarithmic derivatives and their first energy derivatives of the pseudo valence
wavefunctions and the real valence wavefunctions for an isolated atom are the same
for r > rc .
The first two criteria allow NCPP to represent the correct chemical behavior for the
reference electron configuration, while the last two criteria are necessary such that the
chemical behavior for electron configurations different from the reference configuration is
13

correct. This property is referred to as the “transferbility” of the pseudopotential. To be
specific, the third criterion guarantees that the electrostatic potential outside rc are identical
for the real and pseudo charge distribution. The forth criterion, guarantees that the scattering properties of the real ion cores are reproduced with minimum error by the pseudo
core when eigenvalues are shifted from the atomic energy levels. It is found that these two
criteria are mathematically identical:


ˆ R
2 2 d d
drr2 ψ 2
2π r ψ
ln ψ = 4π
d dr
0
R

(2.21)

To generate a NCPP that satisfies these four criteria, the first step is to choose a reference configuration. An ab initio calculation is performed to solve this isolated single-atom
system to achieve the wavefunctions and the eigenvalues. Since the system has the spherical symmetry, this problem can be simplified as the one-dimensional radial problem which
can be solved efficiently. With these “all-electron” eigenvalues and wavefunctions, the rc
value will then be chosen such that the wavefunctions do not have any nodes for r < rc .
Since the tail of the wavefunctions as well as the integrated charge density for r > rc ,
the wavefunction for r < rc can be freely chosen under the constraint that the norm is
a constant. Once the pseudo wavefunction is achieved, the Kohn-Sham equation will be
inverted:
Veff (r) =

∇2 ψpseudo
+
2ψpseudo

(2.22)

to find the effective potential that this wavefunction is supposed to be solved from. Since
the charge density is known, the screening terms VHartree and Vxc can be directly calculated
and subtracted off from Veff to achieve the desired pseudopotential.
For systems with multiple valence orbitals, the extension to the approach mentioned
in the previous section is not straightforward, because for the real system the potential is
the same for all wavefunctions but the NCPP approach requires a unique potential for each
14

valence state. Two more techniques are developed to handle this problem.

2.2.2

Kleinman-Bylander Nonlocal Form

If the valence orbitals with the same orbital quantum number l do not have different principal quantum number n, one can construct a nonlocal pseudopotential that uses the angular
part (spherical harmonics) to separate them, so called HSC pseudopotential [4]:

V HSC (r) = V local (r) +

X

|Ylm i ∆Vl (r) hYlm |

(2.23)

lm

Where ∆Vl (r) = Vl (r) − V local (r). It can be shown that the effect of this potential on states
ψlm with the orbital quantum number l are equivalent to Vl (r):
V HSC (r)ψlm
=V

local


ˆ
X
∗
(r)ψlm +
Yl0 m0 (θ, φ)∆Vl0 (r) dΩYl0 m0 (θ, φ)Ylm (θ, φ)ψlm (r)
l0 m0

=V local (r)ψlm + Ylm (θ, φ)∆Vl (r)ψlm (r)

(2.24)

=V local (r)ψlm + (Vl (r) − V local (r))ψlm
=Vl (r)ψlm
However, the HSC pseudopotential in Equation 2.23 requires many efforts to be implemented into practical quantum chemistry calculations for solids where the basis set is
the plane-wave, because the expansion of HSC pseudopotential on the plane-wave basis
requires huge number of integrals (O(n2 ) where n is the number of plane-wave basis functions). A modified version of the pseudopotential, know as the Kleinman-Bylander (KB)
form [5], reduced the number of integrals from O(n2 ) to O(n). The KB form of the pseu-
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dopotential is as follows:

V KB (r) = V local (r) +

X |∆Vl (r)ψlm i hψlm ∆Vl (r)|
lm

hψlm |∆Vl (r)|ψlm i

(2.25)

where ψlm are eigenstates of the reference configuration. Similar as the HSC pseudopotential, The effect of V KB (r) on ψlm is equivalent to Vl (r) on ψlm :
V KB |ψlm i
=V

local

|ψlm i +

X
l 0 m0

=V local |ψlm i +

|∆Vl ψl0 m0 i hψl0 m0 ∆Vl |
hψl0 m0 |∆Vl |ψl0 m0 i


|ψlm i

|∆Vl ψlm i hψlm |∆Vl |ψlm i
hψlm |∆Vl |ψlm i

(2.26)

=(V local + ∆Vl ) |ψlm i
=Vl |ψlm i
People also call Equation 2.23 the semi-local form and Equation 2.25 the nonlocal form, in
the sense that whether the radial part of the potential is local or not.

2.2.3

Ghost State

Although NCPP guarantees the correct scattering properties, the pseudopotential in KB
form may sometimes result in incorrect electronic structure. A detailed study [6] shows that
this is because the pseudopotential in the KB form does not obey the Wronskian theorem.
This theorem implies that, for the same orbital quantum number l, eigenwavefunctions with
more nodes in the radial part have higher energies. Since this theorem only works for the
local potential while the pseudopotential in the KB form are nonlocal, some “ghost states”
with nodes may exist with lower energy than eigenstates of the reference configuration.
The total charge density, which sums over eigenstates sequentially from the lowest energy
one up until the number of electron pairs, will be incorrect.
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Gonze et al. [6] have also presented the criteria to examine whether the ghost exists or
not, and proposed possible approaches to avoid the ghost state. Their discovery relies on
three quantities: El , Ellocal , and ElKB , where El is the energy of the reference state, Ellocal is
the energy of the eigenstate of only the local potential, and ElKB is defined as follows:
ElKB = hRl |∆Vl |Rl i

(2.27)

where Rl is the radial part of the pseudo wavefunction. They found that a ghost state with
the energy lower than El exists in the following two conditions:
• ElKB < 0 and El > Ellocal,0
• ElKB > 0 and El > Ellocal,1
where Ellocal,0 and Ellocal,0 are ground and first exited state of the local potential, respectively.
The authors have also found from calculations that, besides these two conditions that
the ghost states have the lower energy than the reference state, in some cases the ghost
states with the higher energy present and can also distort the system. This often happens
when ElKB is close to zero so the nonlocal term nearly diverges. An empirical solution is to
change rc such that ElKB can be away from zero.

2.2.4

Semicore

For some elements, especially the first a few transition metal elements of each row in the
periodic table, the d orbitals penetrate deep into the core states and some s and p core states
are not strongly bounded, the interaction between the core states and the valence states
are not neglectable. In this situation these inner s or p core states also have to be pesudosized, usually referred to as the semicore state. Pseudopotentials with semicore states
can not be directly generated from Equation 2.22, because the valence wavefunctions must
17

have nodes that cause the singularity in the inversion of Kohn-Sham equation. Instead, the
non-uniqueness of pseudopotentials can be used such that the excited state of the pseudopotential generated from the core state satisfies all four NCPP criteria. Some technical
details can be found in [7].

2.2.5

Other techniques

One purpose of using a pseudopotential is to reduce the computational cost by replacing
the highly oscillatory wavefunctions with the smooth wavefunction. The reason that the
smoothness of the wavefunction influences the computational cost is that, on the planewave basis a smoother wavefunction requires less plane waves to describe, and therefore the
dimension of Hamiltonian is smaller. A key discovery for calculations on the plane-wave
basis is that the minimum cutoff energy of the basis is not determined by the smoothness
of the potential, but how fast the kinetic energy convergence is reached. To be specific, the
cutoff energy, or the cutoff wave vector qc is chosen that
ˆ

∞

d3 qq 2 |ψ(q)|2

(2.28)

qc

is smaller than the energy accuracy threshold, where ψ(q) is the pseudo eigenstate in
Fourier space. Since the choice of the pseudo wavefunction is no unique, Equation 2.28 can
be minimized with the NCPP criteria. Pseudopotentials generated with this consideration
is referred to as the optimized pseudopotential.
Although NCPP criteria guarantees the scattering properties near the energy of the reference state, it does not guarantees the transferability towards a configuration that differs
too much, for instance, from a neutral ground state to a +2 ionic ground state. Although
there is no analytic way to design a pseudopotential that the transferability is rigorously
minimized, some techniques can be applied to mitigate this error. One idea is based on the
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fact that the choice of the local potential in KB form is not unique. For the potential in the
form of Equation 2.25, the following potential is also a valid NCPP:

Ṽ

KB

(r) = V

local

(r)+V

designed

X |∆Vl (r)ψlm − V designed (r)i hψlm ∆Vl (r) − V designed (r)|
(r)+
hψlm |∆Vl (r) − V designed (r)|ψlm i
lm
(2.29)

where V designed (r) is an arbitrary function ranging from 0 to rc . The effect of Ṽ KB (r) in
Equation 2.29 on the eigenstates of the reference configuration is identical to the Vl (r):
Ṽ KB |ψlm i
=(V

local

+V

designed

) |ψlm i +

X
l0 m0

=(V local + V designed ) |ψlm i +

|(∆Vl − V designed )ψl0 m0 i hψl0 m0 (∆Vl − V designed )|
hψl0 m0 |∆Vl − V designed |ψl0 m0 i


|ψlm i

|(∆Vl − V designed )ψlm i hψlm |∆Vl − V designed |ψlm i
hψlm |∆Vl − V designed |ψlm i

=(V local + V designed + ∆Vl − V designed ) |ψlm i
=Vl |ψlm i
(2.30)
With this degree of freedom, the transferability of pseudopotentials can be improved by
choosing a V designed (r) to minimize the error in the eigenvalues and the tail norms of wavefunctions for several choices of the chemically relevant configurations. Pseudopotentials
generated with this treatment is referred to as the designed pseudopotential.

2.3

Molecular Dynamics Simulation

Although ab initio calculations have satisfactory precision in predicting chemical reactions
and electronic structures of the system, the high computational demand restricts its application to large systems. Classical molecular dynamics (MD) simulation is a complement
because the simulation is based on the classical Newton’s equation that can be deployed to
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systems with millions of atoms.
Since classical MD deals with large systems, it has a close connection to statistical mechanics, where ensemble averages are quantities of interest. An important concept is the
ergodic hypothesis, which assumes that the system can visit all possible states at equilibrium. Under this hypothesis, the time average of the quantity equals the ensemble average.
Using the canonical ensemble as an example, the ensemble average is
´
hGi =

dq1 dq2 ...dqM dr1 dr2 ...drM G(q1 , q2 , ..., qM , r1 , r2 , ..., rM )e−βU (q1 ,q2 ,...,qM ,r1 ,r2 ,...,rM )
´
dq1 dq2 ...dqM dr1 dr2 ...drM eβU (q1 ,q2 ,...,qM ,r1 ,r2 ,...,rM )
(2.31)

and the time average is
N
1 X
G(q1 , q2 , ..., qM , r1 , r2 , ..., rM )
hGiT =
N i=1

(2.32)

Since the time average is much easier to calculate than the ensemble average, is it used to
evaluate the properties of the system in most of the cases.

2.3.1

Micro-Canonical Ensemble and Energy Conservation

The simplest ensemble is the micro-canonical ensemble, or the N V E-ensemble. In this
ensemble, the system is an isolated system without work, heat transfer, or matter transfer
with the environment. The system either has a periodic boundary condition or the collision
between particles and walls are elastic. The energy of the system is conserved and the
equation that governs the evolution of the system is Newton’s equation:
F~ = m~a

(2.33)

Newton’s equation is a differential equation so the numerical solution requires the nu-
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merical integral of this equation. Although the total energy of the system should be a
constant for conserved forces under Newton’s equation, the total energy may drift when
integrating the equation of motion numerically. This error may be mitigated by choosing
a smaller time increment, but it will increase the computational cost and is not always a
feasible solution. Fortunately, a variety of integration methods are discovered that for a
long simulation time, the total energy of the system does not decay or explode, but instead
oscillates around a constant with errors bounded by the time increment. One of the most
commonly used method is call the Velocity Verlet algorithm. In this algorithm, the position
and the velocity are updated in this way:
1
x(t + ∆t) = x(t) + v(t)∆t + a(t)∆t2
2
1
v(t + ∆t) = v(t) + (a(t) + a(t + ∆t))∆t
2

(2.34)

where a(t) and a(t + ∆t) are calculated from x(t) and x(t + ∆t), respectively. This algorithm is also applied to other ensembles to avoid the systematic energy drift from numerical
errors.

2.3.2

Canonical Ensemble and Thermostat

In many cases, people are interested in MD simulations under the constant temperature
rather than under the constant energy, for instance, one may want to simulate an experiment
under a given temperature, or one may want to investigate the temperature-driven phenomena. For these cases, one first need to define an instantaneous temperature of the system,
then employ some treatments that enforce this temperature to reach the target temperature.
These treatments are referred to as the thermostat of the isothermal MD simulation.
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Velocity Rescaling Thermostat
The simplest thermostat is the velocity rescaling thermostat. In this approach, the temperature is defined as
Tins :=

2
Kins
(3N − Nt − Nr )kb

(2.35)

where N is the number of particles, Nt is the translation degrees of freedom of the system,
Nr is the rotation degrees of freedom of the whole system, kb is the Boltzmann constant,
and Kins is the instantaneous kinetic energy of the system, which is given by

Kins

N
X
1
=
|~pi |2
2mi
i=1

(2.36)

where mi and vi are the mass and the velocity of each particle, respectively.
The rationale is from the equalpartition theorem, that for each generalized variable xi
or pi , if it appears only in the quadratic term in the Hamiltonian, then
∂H
i = δi,j kb T
∂xj
∂H
hpi
i = δi,j kb T
∂pj

hxi

(2.37)

where h...i is the ensemble average of the quantity at equilibrium. With this theorem, the
internal kinetic energy of the system at equilibrium is

hKi =

3N − Nt − Nr
kb T
2

(2.38)

Therefore, when the system reaches the equilibrium, Tins reaches the target temperature T .
With the definition in Equation 2.35, the velocity rescaling thermostat controls the temperature as the term suggested, that to scale the velocity such that the instantaneous temperature matches the target temperature. To be specific, the velocity is multiplied by a constant
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λ after each or a few iterations:
N
X
2
1
|λ~pi |2 = T
(3N − Nt − Nr )kb i=1 2mi

(2.39)

The left-hand-side (LHS) of the above equation is just λ2 Tins , hence the scaling factor in
the velocity rescaling thermostat is
r
λ=

T
Tins

(2.40)

Although this algorithm is easy to understand, it causes significant fluctuations in particle
velocities that are not desired, which will influence the calculation of many quantities that
relies on the linear response theory. Therefore this algorithm is not commonly used in real
simulations but rather with the pedagogical meaning.

Berendsen Thermostat
The first improvement is named after Berendsen for his work in this field [8]. This approach
starts with a physical picture, that the system couples to a heat bath homogeneously. With
this picture, the equation of motion for each particle is modified by introducing a damping
term and a random noise term, i.e. the Langevin equation:

mi

d~vi
~ i (t)
= F~i − γmi~vi + R
dt

(2.41)

~ i (t) is a random variable with the following property
where R
hRiσ (t)Rjσ0 (t + τ )i = 2mi γkb T δ(τ )δij δσσ 0

σ labels the Cartesian direction and T is the temperature of the heat bath.
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(2.42)

To avoid imposing the random force to each particle, instead Berendsen considered the
global influence of the Langevin equation, in the sense that how it influences the evolution
of the kinetic energy:
dKins X
dviσ
=
mi viσ
dt
dt
iσ
X
=
viσ (Fiσ − γmiσ viσ + Riσ )

(2.43)

iσ

=

X

viσ Fiσ − 2γKins +

iσ

X

viσ Riσ

iσ

The first term is from the Newtonian equation, and the last two terms are from the coupling
to the heat bath. The last term in the above equation can be evaluated in this way:
X

viσ Riσ =

iσ

X

hviσ Riσ i

iσ

=

X

=

X

ˆ

t

dt0 v̇iσ (t0 )Riσ (t)i

h(viσ (t − τ ) +
t−τ

iσ

ˆ

t

dt0 (

hviσ (t − τ )Riσ (t) +
t−τ

iσ

Riσ (t0 )
Fiσ (t0 )
− γviσ (t0 ) +
)Riσ (t)i
mi
mi
(2.44)

Since viσ and Fiσ at an earlier time do not correlate with Riσ , the above equation can be
simplified as
X

X ˆ
viσ Riσ =
h

iσ

X1
iσ

dt0

t−τ

iσ

=

t

2

Riσ (t0 )
Riσ (t)i
mi

(2.45)

2γkb T

The overall effect from the heat bath is then


dTins
dt


= 2γ(T − Tins )
bath
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(2.46)

This overall effect to the instantaneous temperature is equivalent to not introducing the
ramdom force, but to modify the damping term as follows:

γmi~vi −→ γ(

T
− 1)mi~vi
Tins

(2.47)

Setting γ as half of the inverse of the unit time step τ , the above equation is equivalent to
scale the velocity after a time duration ∆t in the following way:


∆t T
~vi −→ 1 +
(
− 1) ~vi
τ Tins

(2.48)

This approach avoids huge fluctuations in the velocity of particles.

Andersen Thermostat
Although the aforementioned two thermostats enforce the temperature of the system to
reach the target temperature, they do not correspond to any ensembles. Therefore the
meaning of time average is not clear. To solve this problem, Andersen proposed another
thermostat that corresponds to the canonical ensemble. [9]
In Andersen’s approach, particles experience random collisions such that the velocity
after each collision is randomly assigned following the Boltzmann distribution at the target
temperature T . Two parameters T and ν are chosen to control this algorithm where T is
the target temperature and ν is the mean rate at which each particle experiences a collision.
A serial of time intervals are randomly generated with the length of each following the
Poisson distribution:
P (τ ) = νe−ντ

(2.49)

After the Newtonian equation of motion is integrated for one time interval, one particle is
randomly chosen and the value of the velocity is randomly chosen following the Boltzmann
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distribution

P (v) =

m
2πkb T
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2

e

mv
− 2k
T
b

(2.50)

then the integration proceeds for the next time interval, and the procedure repeats. It can
be proved that the time average of any quantities from trajectories of this system is the
same as the canonical ensemble average of that quantity. This is an encouraging improvement because the simulation results can be correlated to classical statistical mechanics. The
drawback of this scheme is that the coupling to the heat bath is achieved through discontinuous artificial collisions such that transport properties, for instance, diffusion coefficient
cannot be properly predicted.

Nosé-Hoover Thermostat
This challenge is resolved by Nosé and Hoover with Nosé first proposed a thermostat that
smoothly drives the system to the equilibrium of the canonical ensemble, and Hoover simplified and improved this method to reach the one known as the Nosé-Hoover thermostat. [10, 11] Nosé first proposed an augmented Hamiltonian

HNosé = V ({qi }) +

X p2
p2s
i
+
(3N
+
1)k
T
ln
s
+
b
2ms2
2Q
i

(2.51)

where V ({qi }) is the total potential energy of the system, s is the time-scaling variable, ps
is the conjugate momentum of s, and Q is a parameter. The Hamilton’s canonical equations
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of motion give that
pi
ms2
ps
ṡ =
Q
∂V
= Fi
ṗi = −
∂qi
X p2
(3N + 1)kb T
i
ṗs =
−
3
ms
s
i
q̇i =

(2.52)

By rescaling the time with dtnew = sdtold , the above equations can be written as (use prime
to represent time derivative with respect to the new time):
pi
ms
sp
s
s0 =
Q

qi0 =

(2.53)

p0i

= sFi
X p2
i
− (3N + 1)kb T
p0s =
2
ms
i
The equation of motion for qi can be rewritten as
qi00 =

p0i
pi s0
Fi
ps
Fi
−
=
− qi0 ≡
− ζqi0
2
ms ms
m
Q
m

(2.54)

This is a damped Newtonian equation with the dynamics of ζ governed by
1
ζ =
Q
0

1
=
Q

X
i
X

p2i
− (3N + 1)kb T
ms2
mqi02




(2.55)

− (3N + 1)kb T

i

Equation 2.54 with 2.55 are the smooth, closed, and deterministic equations of motion for
the system. Hoover proved that the distribution arose from these two equations can be made
27

canonical. To see this, rewrite these equations into the following form
qi0 =

pi
m

p0i = Fi − ζpi


2 X p2i
X
0
ζ =
− kb T
Q
2m
2
i

(2.56)

The conservation of phase space density ρ({qi }, {pi }, ζ) gives

 X




∂ρ X ∂
dpi
∂
dqi
∂
dζ
+
ρ
+
ρ
+
ρ
=0
∂τ
∂p
dτ
∂q
dτ
∂ζ
dτ
i
i
i
i

(2.57)

The LHS of the above equation can be simplified as

 X




dpi
∂
dqi
∂
dζ
∂ρ X ∂
+
ρ
+
ρ
+
ρ
∂τ
∂p
dτ
∂q
dτ
∂ζ
dτ
i
i
i
i

X ∂p0 X ∂q 0 ∂ζ 0 
∂ρ X ∂ρ 0 X ∂ρ 0 ∂ρ 0
i
i
=
pi +
qi + ζ + ρ
+
+
+
∂τ
∂p
∂q
∂ζ
∂p
∂q
∂ζ
i
i
i
i
i
i
i
i
X ∂ρ
X ∂ρ
∂ρ
=
p0i +
qi0 + ζ 0 − 3N ζρ
∂pi
∂qi
∂ζ
i
i

(2.58)

Consider the following the density function

ρ = Z0 exp

P
V ({qi }) + i
−
kb T

p2i
2m

+

Qζ 2
2


(2.59)

where Z0 is the normalization factor, terms in Equation 2.58 are


X ∂ρ
ρ X pi
0
p =−
(Fi − ζpi )
∂pi i
kb T i
m
i


X ∂ρ
ρ X
pi
0
q =−
− Fi
∂qi i
kb T i
m
i
X 2

∂ρ 0
ρ
pi
X
ζ =−
2ζ
− kb T
∂ζ
kb T
2m
2
i
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(2.60)

Inserting them back into Equation 2.58 gives:

(X − 3N )ζρ = 0

(2.61)

Therefore, if X is chosen as the number of degrees of freedom of the system, the equilibrium distribution follows the distribution of the canonical ensemble.

2.3.3

Isothermal-Isobaric Ensemble and Barostat

With the similar motivation of performing MD simulation under the canonical ensemble, people also aim to run MD simulations in the isothermal-isobaric ensemble (N P T ensemble). Besides the temperature controlling scheme, N P T -ensemble also requires a
scheme to control the pressure, which is known as the barostat. Similar to the thermostat,
people have extensively studied and proposed many algorithms to realize the function of a
barostat.
The instantaneously pressure can be defined from the Virial theorem
1 X
hKi = − h
xi F i i
2 i
Extending the above equation to the instantaneous condition, the LHS is given by

(2.62)

1
2
i 2 mvi ,

P

and forces in the RHS consist of two sources, that the particle-particle interaction and the
particle-boundary interaction. Assuming a two-body potential, then the contribution of
xi Fi from a pair of particles is
~ri · F~ji + ~rj · F~ij = (~rj − ~ri ) · F~ij = ~rij · F~ij
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(2.63)

And the contribution from the particle-boundary interaction is
‹
−

˚
P ~r · d~s = −P

∇ · ~rdV = −3P V

(2.64)

Therefore the expression of the pressure p can be derived from Equation 2.62
1
P =
3

X

2

m|~ri | +

i

X

~rij · F~ij


(2.65)

i<j

A general form that does not requires the two-body potential is given by
1
P =
3

X

mvi2

−

i

X
i

∂U
xi
∂xi


(2.66)

Nosé-Hoover barostat
Similar as in the Nosé-Hoover thermostat, the central idea in the Nosé-Hoover barostat is to
prove that a set of equations of motion give the isothermal-isobaric density distribution. [10]
The equations of motion are given as follows
q˙i =

pi
mV

1
3

ṗi = Fi − ( + ζ)pi


1 X p2i
ζ̇ =
− 3N kb T
Q
m
i

(2.67)

V̇ = 3V 
˙ =

(P − P0 )V
τ 2 kb T

where Q and τ are parameters, P0 is the external pressure, and P has the form of Equation 2.66.
Similar to Equation 2.58, the equilibrium density ρ({qi }, {pi }, ζ, V, ) has no flow in
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the phase space, i.e., after simplification:
X ∂ρ
X ∂ρ
∂ρ
∂ρ
∂ρ
ṗi +
q̇i + ζ̇ +
V̇ + ˙ − 3N ( + ζ)ρ + 3ρ = 0
∂pi
∂qi
∂ζ
∂V
∂
i
i

(2.68)

One can show that the following density is the solution of this equation

ρ=V

N −1


X p2
Qζ 2 3τ 2 kb T
i
exp U ({pi V }) +
+
+
+ P0 V
2m
2
2
i


1
3

(2.69)

With this density, terms in Equation 2.68 are


X ∂ρ
ρ X pi
ṗi = −
(Fi − ( + ζ)pi )
∂pi
kb T i
m
i


X ∂ρ
1
ρ X
pi
q̇i = −
− Fi V 3
1
∂q
k
T
i
b
mV 3
i
i


ρ
1 X p2i
∂ρ
ζ̇ = −
Qζ
− 3N kb T
∂ζ
kb T
Q
m
i
X

∂ρ
ρ
1 −2
N −1
3
V̇ = −
3V ρ
−Fi qi V 3V  + P0 +
∂V
kb T
3
V
i

(2.70)

∂ρ
ρ
˙ = −
3(P − P0 )V
∂
kb T
Inserting them into Equation 2.68, it yields
 X 2 X

1
ρ
pi
−
 −
−
Fi qi V 3 + 3P = 0
kb T
m
i
i

(2.71)

It requires
1
P =
3

X
i

p2i X
+
F i qi V
m
i

1
3


(2.72)

but this is exactly the definition of the instantaneous pressure P , hence the density distribution of the isothermal-isobaric ensemble is reproduced.
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2.3.4

Fluctuation-Dissipation Theorem

One of the most important usage of the MD simulation is to calculate the susceptivity of
the interested system through the fluctuation-dissipation theorem. This theorem is rooted
in the linear response theory and plays an important role in statistical mechanics.
To achieve the fluctuation-dissipation theorem, consider a system with the Hamiltonian

H = H0 + Af

(2.73)

where f is a weak external field and A is the observable that couples to this field. Suppose
at time t = 0 the system is at equilibrium, and the field is all of a sudden removed, we want
to ask how the expectation value of an observable B evolves in time. Since at t = 0 the
system is already at equilibrium with the Hamiltonian H, the evolution of B can be given
by

´
B̄(t) =

dpdqe−βH B(t)
´
dpdqe−βH

(2.74)

with H = H0 + A(t = 0)f . Noting that f is small, expanding the above equation to the
first order of f :
´

dpdqe−β(H0 +A(0)f ) B(t)
´
dpdqe−β(H0 +A(0)f )
´
dpdqe−βH0 (1 − βA(0)f )B(t)
≈ ´
dpdqe−βH0 (1 − βA(0)f )

B̄(t) =

´

=

dpdqe−βH0 B(t)
´
dpdqe−βH0
´

1−

´

−

dpdqe−βH0 βA(0)f B(t)
´
dpdqe−βH0

dpdqe−βH0 βA(0)f
´
dpdqe−βH0

hB(t)i0 − βf hA(0)B(t)i0
1 − βf hA(0)i0



≈ hB(t)i0 − βf hA(0)B(t)i0
1 + βf hA(0)i0

=

≈ hB(t)i0 − βf hA(0)B(t)i0 + βf hA(0)i0 hB(t)i0
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(2.75)

where h...i stands for the ensemble average under H0 . Since the ensemble average of the
quantity at equilibrium does not depend on time, hB(t)i0 = hBi0 and hA(0)i0 = hAi0 .
The above equation can be rewritten as

B̄(t) − hBi0 = −βf (hA(0)B(t)i0 − hAi hBi) = −βf hδA(0)δB(t)i0

(2.76)

Equation 2.76 shows how the dissipation of an observable is related to the correlation function or the fluctuation of the observable.
If the field is time dependent, the linear response theory assumes that the effect to the
evolution of B̄(t) is a convolution of the field with a susceptibility:
ˆ
B̄(t) − hBi0 =

t

dτ χBA (t − τ )f (τ )

(2.77)

−∞

By choosing the field as f (τ ) = f θ(τ ), we should expect the result in Equation 2.76, i.e.
ˆ

t

f
−∞

dτ χBA (t − τ )θ(τ ) = −βf hδA(0)δB(t)i0

(2.78)

where t > 0. Deriving both side with respect to t,
ˆ

t

dτ χ0BA (t − τ )θ(τ ) = −β

χBA (0)θ(t) +
−∞

d
hδA(0)δB(t)i0
dt

(2.79)

dτ χBA (t − τ )δ(τ )

(2.80)

The LHS of the above equation is
ˆ

t

dτ χ0BA (t − τ )θ(τ )

χBA (0)θ(t) +
−∞

ˆ

τ =t

=χBA (0)θ(t) − χBA (t − τ )θ(τ )

t

+
τ =−∞

=χBA (t)

33

−∞

Hence χBA (t) = −β dtd hδA(0)δB(t)i0 for t > 0. For t < 0, χBA (t) = 0 due to the
causality. Therefore,
χBA (t) = −βθ(t)

d
hδA(0)δB(t)i0
dt

(2.81)

Defining CAB (t) = hδA(0)δB(t)i0 , the above equation is
χBA (t) = −βθ(t)ĊAB (t)

(2.82)

One can show that if the observable of interest is coupled to the field, or B = A, the Fourier
transform of the above equation gives

SA (ω) = −

2
Im{χAA (ω)}
ωβ

(2.83)

where SA (ω) is the power spectrum of A.

2.4

Bond-Valence / Bond-Valence-Vector Force Field

The accuracy of the classical MD simulation strongly relies on the quality of the force field.
Since the quantum nature results in significantly different classical asymptotic behaviors
for different bonding environment, a universal classical force field is by far not practical.
Therefore, it is important that the force field is designed in the way that the key bonding
features in the interested system are thoughtfully represented.

2.4.1

Hamiltonian

For one class of the complex ternary oxide, namely perovskite, a force field referred to as
the bond-valence/bond-valence-vector (BV/BVV) force field has been massively studied
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and proved to be highly reliable. The Hamiltonian of this force field consists of six terms:

H = T + Vc + Vr + VBV + VBVV + Va

(2.84)

Where T is the kinetic energy term, Vc is the Coulomb interaction energy, Vr is the short
range Pauli repulsion term, VBV is the bond valence energy term, VBVV is the bond valence
vector energy term, and Va is the angle energy term. The explanation of each term is given
below.
The kinetic energy term follows its standard definition:

T =

X p2
i
2m
i

(2.85)

The Coulomb interaction energy sums over all particles pairs:

Vc =

X qi qi
i<j

(2.86)

rij

where qi and qj are effective charges of each ion, note that their values are not necessarily
equal the nominal oxidization number of ions, but need to be calculated from first principles. Usually their absolute values are smaller than their nominal oxidization number.
The short range Pauli repulsion term counts the repulsion of electrons in bonding orbitals
Vr =

X  Bij 12
i<j

(2.87)

rij

Different from the Coulomb interaction where the sum is over all pairs of ions, here the
sum is only over all bonding pairs, because the Coulomb interaction is considered a long
range interaction that decays with

1
r3

while the Pauli repulsion decays with

1
.
r12

repulsion coefficient that is not known and has to be determined from fitting.
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Bij is the

The above two potential terms are both isotropic, therefore do not account for the bonding details in the material. The merit of the BV/BVV force field is in the following two
terms, where the bonding details are thoughtfully considered. They both relies on the concept of the bond valence.
For the bonding between two atoms, the bond valence is defined in the following way:

VijB


=

r0,ij
rij

Cij
(2.88)

where r0,ij is the reference bond length between two atoms, rij is the current bond length
between two atoms, and Cij is a positive power order parameter. These two parameters
are also called Brown’s empirical parameters. The logic behind this definition is that the
closer the two atoms, the stronger the bonding is. In the BV/BVV model, each atom has a
preferred total bond valence value to account for the preferred nominal oxidization number,
or how many electrons are shared in bonding. The bond valence term then applies the
penalty for deviation to the preferred total bond valence value:

VBV =

X
i

Si

 X

VijB



−

Vi0B

2
(2.89)

j

where the first summation (i) is over all atoms, and the second summation is over all neighbors of the central atom. Vi0B is the preferred total bond valence value, and Si is the penalty
coefficient. This term correctly accounts for the number of bonds for each atom or the
strength of bonds between atoms, but cannot distinguish any difference in the bonding
geometry, or bond angles. To overcome this drawback, the bond valence vector term is
introduced.
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The bond valence vector for each bond is defined in the following way:
~ ij = VijB ~rj − ~ri
W
rij

(2.90)

It is in the bonding direction with the amplitude of the the bond valence. The sum of
all bond valence vectors for the central atom is a measure of how symmetric the bonding
environment is, and each non-equivalent atom in a material has a preferred value. Due to
the rotation symmetry of the physics law, it is advised that the preferred value is a scalar, so
the norm of sum of bond valence vector is used instead. With this, the bond valence vector
term sums applies a penalty for deviation of the preferred bond valence vector:

VBVV =

X
i

Di

 X

~ ij
W

2

−

Wi02

2
(2.91)

j

Here again the first sum (i) is over all atoms and the second sum is over neighbors of
the central atom. Di is the penalty coefficient and Wi0 is the amplitude of the preferred
bond valence vector sum. To understand the effect of this potential, suppose the central
atom is enclosed by six neighbors in an octahedral cage, if Wi0 = 0, a symmetric bonding
environment is preferred, and if Wi0 6= 0, either the octahedral is distorted or the center of
the octahedral cage is not a preferred position for the central atom.
One thing to notice is that, different from the first two potential terms, the bond valence
term and the bond valence vector term are not two-body potentials but are many-body
terms. On one hand this helps to capture the many-body interaction nature of the quantum
mechanics, on the other hand these many-body terms are also short-range interaction, in
the sense that the summation is only limited to neighbors of the central atoms, therefore
the computational cost scales linear with the number of atoms rather than quadratically or
cubically.
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The last potential term in Equation 2.84 is an auxiliary term, that it is added if the perovskite prefers no octahedral tilting but the model without this term prefers the octahedral
tilting. Although this is somewhat ad hoc, it is extremely useful for some systems. Similar
to BV and BVV terms, this term is also a many-body term but on a longer spacial scale.
The formula is
Va = k

oxygen 
X NX

i

θij − π

2

(2.92)

j

where the first sum is over all atoms in the oxygen octahedral cage, and the second sum is
over all six oxygen atoms. k is the penalty coefficient.

2.4.2

Fitting Procedure

Summarizing from Equation 2.85 to Equation 2.92 the parameters to be determined are
listed below
qi : Effective charge of each ion
Bij : Pauli repulsion coefficient between each ion pair
r0,ij : Bond valence reference bond length between each ion pair
Cij : Bond valence power between each ion pair
Si : Bond valence penalty coefficient
Vi0B : Preferred total bond valence value for each ion
Di : Bond valence vector penalty coefficient
Wi0 : Norm of preferred total bond valence vector for each ion
k : Angle potential penalty coefficient (optional)
Here the Brown’s empirical parameters (r0,ij , and Cij ) can be taken from the reference,
while the rest of them have to be determined through a fitting procedure. In this section,
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the training set, error function, and the fitting algorithm will be introduced.

2.4.3

Training Set

The choice of the training set is closely related to the system that the force field will be
applied for. Since the BV/BVV model is usually applied to study the thermodynamic and
kinetic properties of the bulk perovskite type material, systems in the training set are also
chosen to be of this type. A common starting point is the 2 × 2 × 2 supercell of the
interested system. Ab initio calculations are performed to this systems under different
geometric configurations. However, the choice of configurations in the training set is not
a trivial work. The subtlety is that, on one hand, the fitting procedure is technically an
interpolation method, so the training set need to include enough unstable configurations
such that configurations in the real simulation can always be considered an interpolation
instead of an extrapolation of the training set. One the other hand, configurations that are
too far away from each other may have different bonding preference, in the sense that their
parameters are naturally different when described using the BV/BVV model. Hence, if the
weighting of unstable configurations in the training set are too high, the force field may
not accurately reproduce the bonding nature in the region the simulation will be primarily
focused on.
To handle this dilemma, an adaptive scheme is applied to choose the training set. Ab
initio MD simulations are first performed at nearly 0 K and at the highest temperature that
the classical simulation will reach. Trajectories visited in these simulations construct the
initial training set C0 , and the BV/BVV model are fitted to this set to produce the parameter
set P0 . Then, a classical MD simulation is performed for the 2 × 2 × 2 supercell under the
highest temperature, and the ab initio self-consistent field (SCF) calculations are performed
for each trajectory visited by the classical MD. The configurations that energies supposed to
be high but are significantly underestimated, and the configurations that energies supposed
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to be low but are predicted incorrectly are added into C0 to build C1 , then a new training
procedure is executed to generate P1 , and the procedure repeats until no new training set
needs to be generated.

2.4.4

Error Function

For calculations in the ensemble that the number of atoms do not change, the chemical
potential of each element can be chosen arbitrarily, and so does the energy reference. In the
fitting procedure, the energy of the most stable configuration is chosen as the reference, and
parameters are fitted to reproduce the energy difference between different configurations.
To be specific, the error function is defined as

Eerr =

X

2
classical
ab initio
(Eiclassical − Eref
) − (Eiab initio − Eref
)

(2.93)

i

Where the sum is over all configurations in the training set, Eiclassical is the energy of the
configuration calculated using BV/BVV force field, and Eiab initio is the energy of the configuration from the ab initio calculation.

2.4.5

Fitting Algorithm

The purpose of the fitting algorithm is to find the global minimum of the error function
in the parameters phase space. Since this space has a high dimension and the potential
surface of the error function is complicated, a massive number of local minimum may exist
and the search of the global minimum is in general a challenging task. One of the well
studied method aiming to find the global minimum in this condition is called the simulated
annealing method. [12] As suggested by the name, it mimics the annealing process of
the metal, in which the temperature is initially high and gradually reduced. Physically,
the advantage of this process is that it allows the visit of high energy configuration and
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escaping from the local minima when the system at high temperature, and the configuration
is navigated towards the direction of reducing the total energy by reducing the temperature.
To mimic this procedure, a temperature is first assigned to the algorithm in this way: (More
details in the section of Monte Carlo simulation) The energy of the current configuration
1

is first calculated as E1 , another configuration

calculated as E2 , if E2 < E1 , configuration

2

is randomly chosen and the energy is

is accepted; if E2 > E1 , configuration

2

2

is

accepted with the following probability

P = exp(−

E2 − E1
)
T

(2.94)

Where T is a parameter understood as the temperature. After this step, a new configuration is generated, the energy is calculated, and the comparison to the previously accepted
configruation is made to decide whether the new configruation is accepted or not, and the
procedure repeats. The simulated annealing algorithm works by setting the temperature to a
high value at the first a few iterations, then slowly reduce the temperature as the simulation
proceeds until the temperature reaches zero and the configruation does not change.

2.5

Monte Carlo Simulation

Monte Carlo (MC) method is a large family of methods that are widely used for many purposes, for instance, numerical integration, system simulation, and function optimization.
The common feature in these methods, or why the algorithm is called Monte Carlo is that,
the evolution of the phase point in the phase space is through a stochastic algorithm. In this
section, the discussion will mainly focus on its application to the simulation of physical
systems.
An MC simulation consists of three components: the configuration space, the config-
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uration generation method, and the configruation evolution method. Compared with MD
simulations, where the phase space is the position and velocity of all particles, the phase
space for MC is simpler, that it only consists the position of all particles. The configuration
generation method is one of the key places where MD and MC are significantly different. In MD simulations, the new configuration is determined solely from the equation of
motion, so in principle the initial state determines the total trajectories of the simulation
except random forces are applied. In MC simulations however, although the previous configruation influences the choice of the new configruation to some extent, it only anchors a
region in the phases space but the actual configuration are chosen randomly in that region.
Consequently, simulation results from the same initial configruation would never repeat. It
may of a concern that simulation trajectories is not reproduceable, but this point echos the
opinion in statistical mechanics, that for a large system, each individual micro-state is not
important, but the ensemble, or the probability of how frequently each micro-state is visit,
and the ensemble average of the observable, as well as the fluctuation of the observable,
have more important physical meaning. This idea is closely related to the third component
in MC simulations, that how configuration evolves. This is trivial in MD simulations, that
as long as the new configurations are generated, they are accepted and the system evolves.
In MC however, this is a crucial step that directly decides whether the simulation result is
reliable or not.

2.5.1

Detailed Balance

To clarify the importance of the configuration evolution method in MC, the concept of the
detailed balance is introduced. In thermodynamics, the system reaches equilibrium when
the distribution in phase space do not change with time, i.e.
dρi
=0
dt
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(2.95)

where ρi is the probability density function of reaching the the configuration Ci . Due to the
conservation of total probability density, the above equation is equivalent to
X

ρi vij =

j

X

ρj vji

(2.96)

j

where vij is the transition rate from the configuration Ci to the configuration Cj . This is
the criteria for the system to be in equilibrium. A detailed balance criterion however, make
a further step by assuming that not only the probability density of each configuration is
unchanged, the transition in each channel is also balanced, i.e.

ρi vij = ρj vji

(2.97)

This is a much stronger condition than Equation 2.96, but due to the strong chaotic nature of the motion in phases space for large systems, this criterion is accepted to ensure
Equation 2.96 is correct.
With this assumption, the ratio of the transition rates between two configurations can
be expressed as the ratio of the probability density of these two configurations, i.e.
vij
ρj
=
vji
ρi

(2.98)

The importance of this equation for MC simulations is that it demonstrates how to design
the configuration evolution rule such that the simulation of a specific ensemble is valid.

2.5.2

Simulations for Canonical Ensemble

Canonical ensemble is the simplest non-trivial ensemble in MC simulations. In this ensemble, the number of particles N , the volume of the system V , and the temperature of the
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system T are fixed parameters. The partition function for this ensemble is
1 1
Q(N, V, T ) =
N ! h3N

ˆ
dp3N dr3N e−βH(p,r)

(2.99)

where h is the Planck constant. Integrated over momentum first:
ˆ
3N
1 1
2
Q(N, V, T ) =
(2πmkT )
dr3N e−βU (r)
3N
N! h
!3N ˆ
√
2πmkT
1
=
dr3N e−βU (r)
N!
h
ˆ
1 1
dr3N e−βU (r)
≡
N ! Λ3N
Where U (r) is the potential energy of the configuration, Λ =

√ h
2πmkT

(2.100)

is the thermal de

Broglie wavelength. The probability density ρi for the configruation ri is then proportional
to the integrand:
ρi ∝

1 1 −βU (ri )
e
N ! Λ3N

(2.101)

Inserting this expression into Equation 2.98, the ratio of transition rate is given by
U (rj )−U (rj )
vij
−
kb T
= e−β(U (rj )−U (rj )) = e
vji

(2.102)

This criterion can be satisfied by defining a probability of accepting the newly generated
configuration in the following way

P =




1

, if Unew < Uold

Unew −Uold


e− kb T

, otherwise

(2.103)

To understand how this procedure satisfies the criterion, without lossing generality,
−

assume Uj < Ui , then Pij = 1 and Pji = e

Ui −Uj
kb T
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, the ratio between two transition states

is
U −Ui
vij
Pij
1
− j
=
= Ui −Ui = e kb T
−
vji
Pji
e kb T

(2.104)

where Ui is the simple notation for the potential energy of the configuration i.

2.5.3

Simulations for Grand-Canonical Ensemble

One advantage of MC is that it can simulate ensembles that number of particles are allowed
to change. An example is the grand canonical ensemble, where the chemical potential µ,
the volume of the system V , and the temperature T are fixed parameters. To achieve the
expression for the ratio of the transition rate, the first step is still to write down the partition
function:

X 1 1 ˆ
Z(µ, V, T ) =
dp3N dr3N e−β(H−µN )
3N
N
!
h
N

Define
1 1
z(µ, V, T ; N ) =
N ! h3N

(2.105)

ˆ
dp3N dr3N e−β(H−µN )

(2.106)

Then
Z(µ, V, T ) =

X

z(µ, V, T ; N )

(2.107)

N

and
z(µ, V, T ; N ) = Q(N, V, T )eβµN
ˆ
1 1
dr3N e−β(U (r)−µN )
=
N ! Λ3N
ˆ
1  V N
=
ds3N e−β(U (s)−µN )
N ! Λ3

45

(2.108)

where s is the fractional coordinate in the system. Therefore, the probability density of a
state with Ni number of particle and the potential energy Ui is given by
1  V Ni −β(Ui −µNi )
ρ(µ, V, T ; Ni ) ∝
e
Ni ! Λ3

(2.109)

The ratio between two states are
Ni !  V Nj −Ni −β((Uj −Ui )−µ(Nj −Ni ))
ρj
=
e
ρi
Nj ! Λ3

(2.110)

A common choice is that at each iteration either one particle is added to the system or
one particle is removed from the system, denote the number of particle before adding or
removing as N , the probability ratio for adding a new particle is
ρnew
1 V −β(Unew −Uold −µ)
=
e
ρold
N + 1 Λ3

(2.111)

For removing one particle, it is
Λ3
ρnew
= N e−β(Unew −Uold +µ)
ρold
V

(2.112)

Hence, for adding one particle, the probability of accepting the new configuration is


Padd

1 V −β(Unew −Uold −µ)
= min 1,
e
N + 1 Λ3


(2.113)

and for removing one particle, the probability of accepting the new configuration is

Premove



Λ3 −β(Unew −Uold +µ)
= min 1, N e
V
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(2.114)

2.6

Phase Diagram

The equilibrium state of a system is purely determined by a few thermodynamic state functions. However, a system with multiple components may exhibit complex dependence on
these state functions, as many phases can coexist at equilibrium. Whether a specific exists, or whether a few phases coexist at the given condition is of great interest in physical
chemistry, engineering, and material science. To visualize the complex dependence of thermodynamic state functions for each phase, a chart known as the phase diagram is designed.

2.6.1

Phase rule

A general rule on what is the degrees of freedom for a multiple phase coexistence state can
be derived from Thermodynamic constraints at equilibrium. This rule is referred to as the
phase rule. It is the fundamental rule in determining the topological properties of the phase
diagram.
Suppose the system consists C number of components then each phase can be described
by C + 2 parameters
p, T, µ1 , µ2 , ..., µC
If P phases coexist, the number of parameters to describe the system is P (C + 2). These
parameters are not independent with each other but are coupled by the criteria of coexistence in Thermodynamics, that the pressure, the temperature, and the chemical chemical
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potential of each component in coexisting phases should be the same, namely:
p(1) = p(2) = ... = p(P )
T (1) = T (2) = ... = T (P )
(1)

(2)

(P )

(2)

(P )

µ1 = µ1 = ... = µ1

(2.115)

...
(1)

µC = µC = ... = µC

where the superscript stands for the index of each phase. Since the chemical potential of
each component in a phase depend on its concentration in that phase, and note that the sum
of concentrations from all component in one phase is always one, another constraint exists
for each phase. Therefore, (P − 1)(C + 2) + P constraints present in total. The degrees of
freedom for P phases to coexist is then

f = P (C + 2) − (P − 1)(C + 2) − P = C + 2 − P

(2.116)

For a single component system, the maximum number of coexisting phase is P = C +
2 − f = 1 + 2 − 0 = 3. When three phases of a single-component system coexist, the
temperature and pressure have unique, and this point is usually referred to as the triple
point.

2.6.2

Unary phase diagram

For a unary system, the maximum degrees of freedom is f = C + 2 − P = 1 + 2 − 1 = 2,
so all information can be displayed on a two dimensional plot. Figure 2.1a is an example
of the unary phase diagram, where α, β, and γ are three phases. The solid line between two
phases are the conditions that these two phases coexist. The point where all three phases
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meet are the triple point.

2.6.3

Binary phase diagram

For a binary system, the maximum degrees of freedom is f = C + 2 − P = 1 + 2 − 1 = 3.
To show useful information in a two dimensional plot, usually the pressure of the system is
set as a constant, for instance the ambient pressure. Figure 2.1b is an example of the binary
phase diagram, where xA is the concentration of component A in the system. Different
from the unary phase diagram, regions on the binary phase diagram do not always stands
for phases. The regions α and β in Figure 2.1b are phase regions but the region I is not.
Instead, it is a region where phase α and β coexist.

2.6.4

Ternary phase diagram

A similar analysis on the degrees of freedom suggests that two more constraints are required
to plot the phase diagram in the two dimensional figure. Usually the pressure and the
temperature are fixed. The phase diagram can be presented in two different ways as shown
in Figure 2.1c and 2.1d. In Figure 2.1c the axis are chemical potentials of two components,
each region stands for a phase, lines separating two regions are where these two phases
coexist, and points are where three phases coexist. In Figure 2.1d, the concentration of
each component are parameters, each point represents a phase, lines connecting two points
show the binary equilibrium, and triangle regions are where phases at three vertexes coexist.
Since both Figure 2.1c and 2.1d are phase diagrams of the system, they are topologically
equivalent by shrinking the region in one figure into points and draw lines between these
points that are directly in contact with each other. For instance, phase  in Figure 2.1c is in
contact with three other phases, so in Figure 2.1d the point  connects to these phase; the
region I in Figure 2.1d has the vertexes of A, , and δ, and it is the triple point of these three
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phase in Figure 2.1c.
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(a)

(b)

(c)

(d)

Figure 2.1: Phase diagrams. (a) Unary phase diagram. (b) Binary phase diagram. (c)
Ternary phase diagram type 1. (d) Ternary phase diagram type 2.
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Chapter 3
Pseudopotentials for Calculations on
Real-Space Basis
This chapter is an amended version from the submission in Ref. [13]
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3.1

Introduction

An ongoing interest in first-principles quantum mechanical simulations of ever larger systems, coupled with stagnation in the performance of a single computer processor, has resulted in significant recent interest in massively parallel numerical calculations with little
inter-processor communication. [14–17]. This has rekindled a long-standing interest in
real-space based methods [18–32], where the intrinsic “near-sightedness” of quantum mechanics [33] leads naturally to a sparse/banded Hamiltonian matrix, the diagonalization of
which is readily amenable to massive parallelization.
Here, we focus on the finite-difference real-space pseudopotential method [18], in
which the Laplacian is treated using a high-order finite difference operator, and only valence electrons are treated explicitly. In addition to massive parallelization, this approach
offers ease of implementation and use, along with other advantages over traditional computational approaches. [26] For example, unlike in plane-wave-based calculations, one can
easily employ Dirichlet or periodic boundary conditions, or a mixture thereof for one- or
two-dimensional structures. [25, 34, 35] As a consequence, charged or polar structures are
easily treated. Unlike codes based on localized basis sets, the “basis” is objective, convergence is straightforward, there is no need for recurring basis setup, and states of different
localization are treated on an equal footing.
One important concern with practical calculations based on the finite-difference realspace pseudopotential approach is that spurious fluctuations in many physical quantities
arise upon translation of atoms in real space, owing to breaking of the continuous translational symmetry by the finite spacing of the grid. This phenomenon, commonly referred to
as the “egg box” effect, has a particularly deleterious effect on force calculations, with serious repercussions for, e.g., structure optimization or first-principles molecular dynamics
calculations. This error can always be reduced to a sufficient degree simply by resorting to
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a finer grid, but this brute force solution may make the calculation unfeasible, especially for
large systems. Therefore, reducing this effect for a given grid spacing is highly desirable.
Previous studies have attacked this problem using two major strategies. One strategy
is based on further modification of the grid. For example, Ono et al. [36–38] established
a double grid scheme that used a coarse grid to represent the wavefunction and a dense
grid in the core region to represent the pseudopotential, assuming that the egg box effect
is primarily caused by strong oscillations in the vicinity of the core. Modine et al. [39]
introduced a non-uniform grid scheme that tunes the density of grid points near the core
region of each atom. These grid-based schemes can be very accurate, but come at the cost
of ease of implementation and use and may introduce Pulay forces corrections [40] owing to the non-uniformity of the grid. The second strategy involves modification of the
pseudopotential to reduce oscillations. Briggs et al. [20] suggested Fourier-filtering of the
pseudopotential in both momentum space and real space. Wang et al. [41] and Tafipolsky
et al. [42] introduced a mask function in the Fourier filtering process, and Ryu et al. [43]
introduced a super-sampling anti-aliasing technique from the field of image processing.
These approaches are useful, but the need to modify the pseudopotential affects the generality and ease of use, and the approach is less useful for intrinsically “hard” (i.e., exhibiting
strong variation) pseudopotentials, which are typically more accurate and transferable.
To the best of our knowledge, all existing techniques for reducing the egg box effect do
not change the structure of the pseudopotential operator itself, notably the representation
of its local component as a diagonal matrix. However, since the sparsity of the real-space
Hamiltonian is limited by the banded high-order kinetic-energy operator, a strictly diagonal
potential operator is not necessary to preserve efficiency. Modifying the representation of
the pseudopotential on the grid therefore emerges as an additional degree of freedom that
can mitigate the egg box effect.
Here, we adopt this idea and propose a fractional translation operator scheme to reduce
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the egg box effect. Importantly, this approach modifies neither the grid nor the pseudopotential. Instead, a carefully designed mapping of the pseudopotential into a banded matrix
mitigates considerably the loss of continuous translational symmetry and therefore significantly reduces fluctuations in grid-based quantities in a general manner.

3.2

Method

As mentioned in the introduction, the egg box effect is a direct consequence of the loss
of perfect continuum translational symmetry. In calculations that use atom-centered basis
sets this issue does not arise, because as the system moves, the local basis set moves with
~ implies a change
it. In plane-wave-based calculations, a shift of all atom coordinates by R
~ where the superscript “c” denotes
in the continuous potential from V c (~r) to V c (~r − R),
“continuum.” Plane-wave coefficients, V p (~k), where “p” denotes “plane-wave” and ~k is a
~ ~

vector in reciprocal space, are therefore modified to V p (~k)e−ik·R , i.e., translation symmetry
is fully preserved upon introduction of a simple phase factor. On a real-space grid, however,
the system lacks continuum translational symmetry for displacements by a fraction of the
grid-point spacing. We note that in density functional theory (DFT), a real-space grid is
usually employed in the evaluation of the exchange-correlation contribution even in the
context of a plane-wave or local basis set calculation. This can also result in an egg-box
effect, but as it is generally much smaller, we do not address it in this article.
A deeper perspective on the origins of the egg box effect is obtained by considering the
exact translation operator T (~r). This operator connects the potential operator representing
an atom located at ~r1 and one at ~r2 via the relation:

V ~r1 T (~r1 − ~r2 ).
V ~r2 = T (~r2 − ~r1 )V
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(3.1)

In other words, shifting the position of an atom is equivalent to first shifting the underlying
coordinates, applying the potential associated with the original atomic position, and then
shifting the coordinates back. For shifts by an integer number of grid points, the shift
operator T (~r) is known exactly. For example, for a one dimensional problem, assuming
periodic boundary conditions, the shift operator corresponding to translation by one grid
spacing, T0 , is given by:




0

1



0
T0 = 

.


.


0
For a general translation, T (~r) = e−

i~
r ·~
p
~

.

.

0 .
1 0
0 1
.

.

.

.

. 0 1

. . 0



. . .


0 . .


. . .


0 1 0

(3.2)

, where ~p is the momentum operator. However, the

momentum operator is only approximated on the grid, typically in terms of a high-order
finite difference expression, leading to loss of perfect translational symmetry.
To further explore the consequences of using a finite difference operator, consider the
following continuum-calculation identity:
∇~rion V (~r − ~rion )ψ(~r)


= −∇~r V (~r − ~rion ) ψ(~r)


= −∇~r V (~r − ~rion )ψ(~r) + V (~r − ~rion )∇~r ψ(~r)

(3.3)

Considering V (~r − ~rion ) in the above equation as an operator V̂~rion (~r), Equation 3.3 can be
rewritten as
∇~rion V̂~rion (~r) = −[∇~r , V̂~rion (~r)].

(3.4)

One way to shift the potential in real space would be to adopt a finite-grid version of
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Equation (3.4). In one dimension, replacing ∇~r and V̂~rion (~r) in Equation (3.4) by their
corresponding discrete real-space grid operators, which we denote (with the grid spacing
normalized to 1) as D and V rion , gives:
V rion
dV
D , V rion ]
= −[D
drion
=⇒ V rion = e−rionD V 0 erionD

(3.5)

≡ T̃ rion V 0T̃ −rion ,
D
where e−D
is defined as T̃ and V0 is a reference potential operator standing for the atom at

the origin. For an atomic system one can choose V0 to be the interpolated potential associated with an atom centered at the origin. Comparison of Equation (3.5) and Equation (3.1)
would seem to suggest that in order to eliminate egg box effects, the potential associated
with an atom centered at rion should be determined simply through appropriate shifting of a
potential centered at the origin. However, as explained above, the approximate translation
operator, T̃ , is different from the true translation operator, T (1) and does not even reduce
to T0 for integer shifts. Thus, direct use of Equation (3.5) would lead to severe deformation
of the applied potential for |rion |  1.
The above analysis suggests that in order to minimize the errors associated with the
use of Equation (3.5), one should apply non-integer shifts over short ranges only, and additionally design the potential operator such that shifting by one grid point (or any integer
number) would be equivalent to transforming the potential with the exact one grid-point
shift operator T0 . This suggests the following general form for a weighted sum of appropriately shifted potentials:

V rion ≡

X

f (rion − N )T̃ (rion −N )T0 N V0 T0 −N T̃ −(rion −N ) ,

N
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(3.6)

where f (x) is a weight function to be determined below. The logic behind Equation 3.6
is that the shift operator of Equation 3.5 is partitioned to an integer shift operator over N
grid points, T0 −N , and a fractional shift operator over the remaining distance, T̃ −(rion −N ) ,
with a weighting over different (and a priori equally legitimate) choices of N . Avoiding
long-range non-integer shifts is achieved automatically if f (x) be is chosen to be a rapidlydecaying zero-centered function. Furthermore, the potential operator of Equation 3.6 is
exact for an integer shift, because
V rion +1 =

X

=

X

f (rion + 1 − N )T̃ (rion +1−N )T0 N V0 T0 −N T̃ −(rion +1−N )

N

f (rion − M )T̃ (rion −M )T0 M T0 V0 T0 −1T0 −M T̃ −(rion −M )

(3.7)

M

= T0 V rion T0 −1
In the above equation, in the second line we neglected boundary effects because of the rapid
T0 , D ] = 0. Mathematically,
decay of f (x). In the third line, we employed the relation [T
this relation is easily obtained by showing that the matrices corresponding to T0 and D
commute. Physically, it simply means that deriving a shifted wave function is the same as
shifting the derivative of the wave function.
To minimize egg box effects, we consider the derivative of V rion of Equation 3.6 with
respect to rion :
V rion X 0
dV
=
f (rion − N )T̃ (rion −N )T0 N V0 T0 −N T̃ −(rion −N )
drion
N

(3.8)

D , V rion ]
− [D
Comparing Equation 3.8 with Equation 3.5, we conclude that the commutator term is physical, whereas the first term on the right hand side of Equation 3.8 is spurious and would
cause an egg box effect. Clearly, choosing f (x) to be a constant (i.e., f (x) localized at
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zero in Fourier space) would eliminate the spurious term altogether. However, that would
contradict the requirement that f (x) be strongly centered around 0. Therefore, we need
to find a function f (x) that balances localization in real-space and Fourier space. Further
analysis of the sum of terms in Equation 3.8, given in Appendix A, shows that f (x) needs
to be centered around 0 and rapidly decaying also in reciprocal space. The natural choice is
p π − π2 x2
then a Gaussian function. Here, we choose f (x) = 18
e 18 , for which in real space the
full width at half maximum is only 2.25 and in reciprocal space the function is contained
within [−π, π] to three standard deviations.
The only remaining issue in the practical use of Equation 3.6 is the evaluation of the
D
real-space matrix operator corresponding to the shift operator T̃ −(rion −N ) , or e(rion −N )D
. For

this proof-of-concept study, we utilize the fact that in one dimension each row in D is
obtained by shifting the previous one, thereby D is diagonal in reciprocal space, for a rapid
D
calculation of a “representative row” of e(rion −N )D
, which then acts as a stencil in real space.

Further details are given in Appendix B.

3.3

Validation

Having explained our new method, we examine its performance for three types of onedimensional problems:
• The Schrödinger equation
• The Schrödinger equation with a non-local projector-based potential operator
• The Kohn-Sham equation using the local density approximation (LDA)
Unless explicitly stated, Hartree atomic units are used throughout, and a seven-point stencil
(i.e., using three neighboring grid points on each side) is used for both the kinetic-energy
operator and the first-order derivative operator D . To reduce summation over grid-points,
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the weight function f (x) is set to zero below 10−8 and coefficients are re-normalized based
on the finite sum. For a single atom and a diatomic system, we examine key expectation
O |ni, where |ni is a bound state and O = H , K , F or x are the total Hamilvalues, hn|O
tonian, the kinetic energy operator, the derivative of the ionic potential with respect to the
ionic coordinate, and the spatial position, respectively.

3.3.1

Schrödinger equation

We use a Lorentzian function, V (x) = − 4x25+1 , to represent the ionic potential of an atom
at the origin. Figure 3.1 shows the potential, along with the first few eigenstates, for a single atom at the origin and for a dimer with atoms at ±1.2, calculated using a grid spacing
of 0.4. We then shift the system rigidly against the real-space grid and calculate the above
key expectation values using both the direct interpolation of the potential and the shift operator method proposed here. Errors in the computed quantities, with respect to a reference
calculation using a hyperfine grid spacing of 0.02, as a function of the global shift distance,
are shown in Figure 3.2. As a complement to the figure, the ratio of fluctuations between
quantities calculated from the shift operator method and quantities calculated using the
direct interpolation method are given in table 3.1. Clearly, for all quantities examined a
sizeable egg box effect is found when using direct interpolation. In contrast, when using
the shift operator method egg box fluctuations are too small to be observable on the figure
and are generally found to be reduced by four orders of magnitude or more. For the total
and kinetic energies, the absolute deviation from the hyperfine-grid reference calculation
is similar to the fluctuation range of quantities calculated using direct interpolation. Even
more encouragingly, for the forces not only are the fluctuations negligible, but the absolute
errors are also quite small, thereby facilitating structural relaxation, vibration calculations,
and molecular dynamics.
Absolute errors and egg box fluctuations of the forces are further examined, as a func60

tion of grid spacing, in Figure 3.3. It is readily observed that the absolute error, averaged
over all uniform shifts in atom position, are similar in the direct interpolation method and in
the shift operator method. This means that our method introduces no loss in overall convergence with respect to the grid spacing. At the same time, per a given grid spacing, egg-box
fluctuations are reduced by as much as four to five orders of magnitude. We note that errors in the shift operator method saturate at ∼ 10−8 only owing to our choice of a similar
cutoff in f (x) of Equation 3.6. Higher accuracy, if at all needed, can be easily obtained by
modifying this threshold. Figure 3.3 additionally compares fluctuations obtained with the
default seven-point stencil to those obtained with a higher-order thirteen-point stencil and
establishes that all conclusions remain unchanged.

3.3.2

Schrödinger equation with non-local projector

While our discussion so far has focused on a local potential, the considerations leading to
Equation 3.6 do not require the potential operator V0 to be diagonal, i.e., to correspond to a
multiplicative potential. We can therefore expect our method to offer significant improvement even for non-local operators, which are ubiquitous in the use of pseudopotentials.
To examine this, we recall the real-space form [18] of the separable Kleinman-Bylander
pseudopotential [5]:

V0 = V0

loc

+


X  ∆V
V0 l |ψ lm i hψ lm | ∆V
V0 l
0

lm

0

V0 l |ψ0lm i
hψ0lm |∆V

,

(3.9)

where V0 loc is the local (multiplicative) component of the pseudopotential, hr|ψ0lm i is the
V0 l = V0 l − V0 local .
atomic pseudo-wavefunction with angular quantum numbers lm, and ∆V
To mimic this structure in one dimension, we construct a non-local potential by adding an
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Figure 3.1: Potential and the first few low-energy eigenstates for (a) a single atom at the
origin, (b) a diatomic system with atoms at ±1.2. Each x-axis tick represents a grid-point.

Table 3.1: Ratio of fluctuations in quantities calculated with and without the shift operator
method for the one-dimensional Schrödinger equation case.
n
Single
1
Atom
2
1
Diatomic 2
System 3
4

(Shift operator)/(Direct interpolation)
H |ni
K |ni
F |ni
x|ni
hn|H
hn|K
hn|F
hn|x
−4
−4
−13
1.19 × 10
2.63 × 10
8.11 × 10
1.35 × 10−4
1.41 × 10−5 3.72 × 10−5 4.72 × 10−12 5.69 × 10−5
1.14 × 10−4 2.23 × 10−4 2.18 × 10−6 7.75 × 10−5
9.78 × 10−5 2.25 × 10−4 1.28 × 10−5 1.34 × 10−5
8.95 × 10−6 8.97 × 10−7 2.05 × 10−6 5.81 × 10−5
4.64 × 10−5 2.84 × 10−6 7.55 × 10−6 4.13 × 10−5
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Figure 3.2: Errors in calculated key quantities as a function of a uniform system shift,
obtained by comparing results obtained with a grid spacing of 0.4 to those of reference calculation using an extremely fine grid of 0.02, for the one-dimensional Schrödinger equation
case. (a-d) Single atom, (e-h) diatomic system with a distance of 2.4 between the atoms.
Errors in quantities: Expectation values of (a,e) total energy, (b,f) kinetic energy, (c,g)
forces, (d,h) position. Color and Line type: see the legend.
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Figure 3.3: Calculated forces, given in a logarithmic scale as a function of grid spacing,
for the diatomic system, obtained using (a-b) a seven-point and (c-d) thirteen-point stencil. (a,c): magnitude of egg-box fluctuations; (b,d): average over all uniform shift positions
Color: black, lowest eigenstate; red, second eigenstate; green, third eigenstate; blue, fourth
eigenstate. Line type: solid line, direct interpolation of potential; dashed line, shift operator method.
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energy penalty to the first eigenstate of the single atom system, using the form:

V nonloc = V + E penalty |ψ 1 i hψ 1 | ,

(3.10)

where the choice of the first eigenstate for the projector operator in Equation 3.10 is merely
illustrative. Ratios of fluctuations in quantities calculated with and without the shift operator method, with E penalty = 2.5, are listed in table 3.2. Clearly, the results are very similar
to those reported in table 3.1 for the local potential case, thereby establishing the usefulness
of our approach.

3.3.3

One-dimensional Kohn-Sham equation within the local density
approximation

As mentioned in the Method section, the Hartree and exchange-correlation potentials of
the Kohn-Sham equation may introduce an additional egg-box effect owing to their dependence on the electron density. To examine whether this poses a significant limitation to our
approach, which only addresses the ionic potential, we added a density-dependent Hartreeexchange-correlation potential. The divergence of the Hartree potential in one dimension
´
was addressed by employing an off-centered form, dx2 √ ρ(x2 )2 2 , where a2 = 0.09.
|x1 −x2 | +a

For the exchange-correlation potential, we used the PW92 [44] parameterization of the local density approximation (LDA). To cancel the

Z
r

tail from the Hartree potential, the local

14
potential was modified to V (x) = − √1+12∗x
2 . For this choice of local potential, a neu-

tral system would have

√14
12

≈ 4 electrons per atom. As this choice results in unbound

filled states, here we choose to fill three lowest-energy orbitals for the single-atom case and
five lowest-energy orbitals for the diatomic case. Fluctuations of key quantities were then
computed as above, and are presented in Figure 3.4 and table 3.3.
Inspection of Figure 3.4 reveals that errors in the calculated quantities follow the same
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trends observed in Figure 3.2, namely that with the shift operator method the absolute error
in the expectation values of the total and kinetic energies lie somewhere in the fluctuation
range of quantities calculated from the directly interpolated potential, but forces are much
closer to the exact value. Quantitatively, by comparing table 3.3 with table 3.1, it is clear
that indeed an increase in fluctuations is introduced by the Hartree-exchange-correlation
potential. Nonetheless, the egg-box effect is still mitigated significantly by the shift operator approach and is up to three orders of magnitude smaller than with direct interpolation.
To illustrate how the shift operator method performs for structural relaxation, we fix
the position of one atom in the diatomic system and examine how the force on the other
atom changes when elongating the bond. Importantly, this involves a relative change of
internal coordinates, rather than merely a global shift of the whole system as above. Figure 3.5a compares results obtained from two different ways of calculating the force with
exact results (namely, those obtained with a hyper-fine grid). One approach is based on
direct-interpolation calculations and uses the standard Hellmann-Feynman formulation,
P
ionic
F =
hn| dVdx |ni. This yields intense oscillations that are qualitatively incorrect and
n

cannot be used for structural relaxation. The second approach uses the shift-operator
method and evaluates forces using the physical term in Equation 3.8 with a minus sign.
Clearly, the unphysical oscillations are strongly suppressed. A third possible approach
brings some shift-operator ideas to the direct-interpolation calculation, by replacing

dV ionic
dx

with [D, V ionic ] in the latter approach. The consequences of this approach are examined in
Figure 3.5b, which plots the error in force (with respect to the hyper-fine grid calculation).
The Figure shows that this “simple cure” already strongly suppresses the oscillations, although use of the shift-operator approach is still quantitatively superior. This mitigation of
errors in forces calculated from the direct interpolated potential is understandable, given
that the [D, V ionic ] captures the fractional translational symmetry. A significant distinction
between using this commutator for the direct-interpolation method and using the shift66

Table 3.2: Ratio of fluctuations in quantities calculated with and without the shift operator
method for the one-dimensional Schrödinger equation with a nonlocal projector operator.

Diatomic system

Single atom

n
Single
1
Atom
2
1
Diatomic 2
System 3
4

(Shift operator)/(Direct interpolation)
H |ni
K |ni
F |ni
x|ni
hn|H
hn|K
hn|F
hn|x
−5
−5
−11
1.40 × 10
3.70 × 10
6.50 × 10
5.82 × 10−5
−4
−4
−11
1.22 × 10
2.17 × 10
1.61 × 10
5.11 × 10−5
9.73 × 10−6 4.74 × 10−6 6.95 × 10−7 5.68 × 10−5
1.00 × 10−4 2.03 × 10−5 1.41 × 10−5 8.17 × 10−5
1.18 × 10−4 1.71 × 10−5 4.39 × 10−6 3.30 × 10−5
2.59 × 10−5 4.54 × 10−6 8.39 × 10−6 3.98 × 10−5

a

c

b
d
0.4
6
0.3
4
0.5
0.2
0.2
2
0
0
0
0.1
0
-2
-0.2
-0.5
-0.1
-4
-0.4
-0.2
-6
0 0.2 0.4 0.6 0.8
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8

f
0.4 e
0.4
0.2
0.2
0
0
-0.2
-0.2
-0.4
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
<n|H|n>
<n|K|n>

g

2h
4
1
2
0
0
-2
-1
-4
-2
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
<n|F|n>
<n|x|n>

Legend: Quantities calculated from
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Figure 3.4: Errors in calculated key quantities as a function of a uniform system shift,
obtained by comparing results obtained with a grid spacing of 0.4 to those of a reference
calculation using an extremely fine grid of 0.02, for the one-dimensional Kohn-Sham equation, solved within the local density approximation. (a-d) Single atom, (e-h) diatomic system with a distance of 2.4 between the atoms. Errors in quantities: Expectation values
of (a,e) total energy, (b,f) kinetic energy, (c,g) forces, (d,h) position. Color and Line type:
see the legend.
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operator method in full is that the commutator term is inconsistent with other quantities
computed from the direct interpolation method. A a result, the shift-operator force curve
shown in in Figure 3.5 accurately describes the (negative of the) corresponding calculated
potential surface, while the improved direct-interpolation force curve does not.

3.4
3.4.1

Discussion
Sparsity of the Hamiltonian

As emphasized in the introduction, the sparse nature of the Hamiltonian matrix is an essential feature of finite-difference real-space calculations, as it facilitates massive parallelization. Because the shift operator method inherently represents a local potential by a
non-diagonal matrix, it is crucial to make sure that the sparsity of the Hamiltonian has
not been destroyed. To assess this, Figure 3.6 provides a heat-map of matrix entries for
the ionic potential used in the above-presented Schrödinger equation solution of the onedimensional diatomic system, with both the original (0.4) grid spacing and half that value,
and using either a seven-point or a thirteen-point stencil for D .
Two major observations arise from an analysis of Figure 3.6: First and for most, under
all scenarios the Hamiltonian obtained in the shift operator method is indeed sparse. This
is because, given the rapidly decaying nature of f (x) in Equation 3.6, matrix entries decay
exponentially along the anti-diagonal direction. Consequently, use of a reasonable threshold for f (x), as has been the case in all of the above calculations, turns the Hamiltonian
matrix into a banded one. Just as with the finite-difference kinetic energy operator itself,
the width of the band (per a given threshold) does not depend on the number of grid-points
or on the grid spacing (note that Equation 3.6 is in units of the grid spacing). Note that the
presence of non-zero elements at the lower left and upper right corners of the matrix is due
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Table 3.3: Ratio of fluctuations in quantities calculated with and without the shift operator
method for the one-dimensional Kohn-Sham equation in the local density approximation

a
2

Exact
Direct interpolation
Shift operator

b
Direct interpolation
Shift operator

0.15

0

-2

0.1

0.05

-4
-62

0.2

Errors in Force

Force on the shifted atom

(Shift operator)/(Direct interpolation)
H |ni
K |ni
F |ni
x|ni
n
hn|H
hn|K
hn|F
hn|x
−3
−3
−3
1 6.18 × 10
5.75 × 10
1.73 × 10
7.20 × 10−3
−3
−3
−3
Single
2 7.08 × 10
4.50 × 10
2.88 × 10
7.20 × 10−3
Atom
3 4.62 × 10−3 3.78 × 10−3 3.10 × 10−3 6.86 × 10−3
4 6.57 × 10−3 1.69 × 10−3 3.30 × 10−3 6.64 × 10−3
1 6.73 × 10−3 5.76 × 10−3 6.86 × 10−4 2.14 × 10−2
2 6.85 × 10−3 6.16 × 10−3 2.73 × 10−3 2.05 × 10−2
3 6.90 × 10−3 3.85 × 10−3 3.05 × 10−3 4.19 × 10−2
Diatomic 4 6.96 × 10−3 4.71 × 10−3 3.15 × 10−3 7.96 × 10−3
System 5 4.14 × 10−3 1.99 × 10−3 3.07 × 10−3 6.89 × 10−3
6 6.99 × 10−3 7.45 × 10−3 3.24 × 10−3 6.54 × 10−3
7 6.21 × 10−4 2.69 × 10−2 2.68 × 10−3 6.27 × 10−3
8 6.03 × 10−3 1.27 × 10−2 2.74 × 10−3 6.00 × 10−3

02
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3
4
2.5
3.5
Interatomic distance

Figure 3.5: (a) Force on one atom, as a function of the interatomic distance in the diatomic
system, calculated using the shift-operator method, the direct-interpolation method with
Hellman-Feynman forces, and “exactly”, i.e., using a hyper-fine grid. (b) Errors in force,
with respect to the exact result, as a function of the interatomic distance, for the shiftoperator method, compared to errors in force with the direct-interpolation method but with
D, V x]
the force computed using [D
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Figure 3.6: Heat-map of matrix entries in the local potential after applying the shift operator
method. (a-b) Seven-point stencil for the D operator. (c-d) Thirteen-point stencil for the D
operator. (a,c) Box length = 30.4, grid spacing = 0.4. (b,d) Box length = 30, grid spacing =
0.2.
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to periodic boundary conditions. These elements can be eliminated if Dirichlet boundary
conditions are used with a large enough domain.
The second major observation has to with computational time. Assuming that the diagonalization time scales with the width of the matrix band, the slow-down caused by the
shift operator method can be assessed. Naturally this is a rough (yet still useful) estimate,
because actual diagonalization times may depend strongly on the algorithm employed and
on implementation issues. For a seven-point stencil, with a threshold of 10−8 for which
the banded matrix width is 40, the diagonalization procedure is only slower by a factor of
less than 6. For the thirteen-point stencil (which is often used in practice [26]), the banded
matrix width of the Hamiltonian matrix increases to 56 (using the same threshold), but as
the kinetic energy operator then also features a wider band, diagonalization is only slower
by a factor of less than 4.5. Such slow-down, while certainly far from unimportant, is entirely tolerable because it only introduces a multplicative factor, which can even be reduced
further by judicious choice of the necessary threshold in the first-order derivative operator,
D . This should be contrasted with the computational cost associated with using a denser
grid to reduce the egg-box effect, in which the diagonalization generally scales quadratically with the number of grid points. This implies a scaling of O(h−2 ), where h is the
grid spacing, for a one-dimensional problem, and a much worse scaling of O(h−6 ) for the
three-dimensional problem discussed next.
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3.4.2

Extension to three dimensions

To be practical, the method proposed here must be readily generalized to three dimensions.
This involves three commuting first-order derivative operators that can be constructed as
Dx = D ⊗ I ⊗ I
Dy = I ⊗ D ⊗ I

(3.11)

Dz = I ⊗ I ⊗ D
where ⊗ is the Kronecker product and I is the one-dimensional identity operator.
To generalize Equation 3.6 to the three-dimensional case, we extend f (x) to a threedimensional Gaussian function. While the sum in Equation 3.6 should in principle extend
over all grid points, owing to the rapid decay of f (x, y, z) one can restrict the sum to gridpoints inside a finite box. Given the separable nature of the Gaussian function, we finally
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obtain:
V rion =

 α  23
π

2 +(y−N )2 +(z−N )2 )
y
z

X

e−α((x−Nx )

T̃x (x−Nx )T̃y (y−Ny )T̃z (z−Nz )Tx0 Nx Ty0 Ny Tz0 Nz

Nx ,Ny ,Nz

× V0 Tx0 −Nx Ty0 −Ny Tz0 −Nz T̃x −(x−Nx )T̃y −(y−Ny )T̃z (z−Nz )
(
 α  23 X
2
e−α(z−Nz ) T̃z (z−Nz )Tz0 Nz
=
π
Nz
"
X
2
e−α(y−Ny ) T̃y (y−Ny )Ty0 Ny
Ny

X

−α(x−Nx )2

e

T̃x

(x−Nx )

Nx

Tx0 V0 Tx0

−Nx

T̃x

−(x−Nx )



Nx

#
Ty0 −Ny T̃y −(y−Ny )
)
Tz0 −Nz T̃z −(z−Nz )
(3.12)
where Nx , Ny , Nz label grid-points inside the box for which the Gaussian weights do not
vanish, Tx0 , Ty0 , Tz0 are exact one grid-point shift operators in the x, y, and z directions,
respectively, T̃x , T̃y , T̃z are approximate translation operators in the x, y, and z directions,
respectively, and α is a parameter that sets the width of the Gaussian function. Assuming
that the box consists of Lx Ly Lz grid points, Equation 3.12 shows that the coordinates are
separable, i.e., only Lx + Ly + Lz summations are needed, rather than Lx Ly Lz . Thus,
generalization to three dimensions appears to be computationally feasible.

3.5

Conclusion And Outlook

In this article, we presented a new scheme for representing pseudopotentials on a finite realspace grid. In this approach, instead of interpolating the potential onto the grid, one chooses
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a reference position and then uses a weighted sum of translation operators to represent positions of atoms in real space. This results in a nonlocal, but still banded and highly sparse,
representation for local potentials, which is also fully compatible with nonlocal projectorbased pseudopotential operators. We examined the approach on several one-dimensional
model systems and found that it reduces egg box effects by several orders of magnitude.
Moreover, the approach requires neither grid adaptation nor pseudopotential modification
and can be readily extended to the three-dimensional case.
The approach presented here suggests several avenues for further development. First,
here we only used a potential based on one reference position, V0 . One could, however,
introduce potentials constructed from different reference points, including grid-fractional
ones, or a weighted sum thereof. Second, one can design practical stencils that would be
ideally suited for the type of operators introduced here, as well as optimize their parallelization. Finally, it would be interesting to pursue this approach for atomistic three dimensions
density functional theory calculations that employ norm-conserving pseudopotentials, in
order to assess its advantages and limitations in practical scenarios. We hope to pursue
these extensions in future work.
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3.6
3.6.1

Appendix
Fourier-space considerations for the weight function

Expanding the error-related sum in Equation 3.8 under eigenstates of the system {ψ m },
each term in the sum is given by
f 0 (rion − N ) hψ m |T̃ (rion −N )T0 N V0 T0 −N T̃ −(rion −N ) |ψ n i
T0 N T̃ (rion −N )V0 T̃ −(rion −N )T0 −N |ψ n i
=f 0 (rion − N ) hψ m |T
(3.13)
0

=f (rion −

m
n
i
N ) hψ−N
|T̃ (rion −N )V0 T̃ −(rion −N ) |ψ−N

m
n
V0 |ψ−r
≈f 0 (rion − N ) hψ−r
|V
i
ion
ion

n
n
i and |ψ−r
i denote wavefunctions shifted backwards by N and rion , respecwhere |ψ−N
ion

tively. The last line assumes that f 0 (x) decays to zero rapidly, such that for large |rion − N |
n
n
we have f 0 (rion − N ) ≈ 0, and for small |rion − N | we have |T̃ −(rion −N ) |ψ−N
i ≈ |ψ−r
i.
ion
m
n
V0 |ψ−r
Because hψ−r
|V
i is N independent, the summation over N is only applied to
ion
ion

f 0 (rion − N ). Therefore, the error-related term in Equation 3.8
P
vanishes if f 0 (rion − N ) = 0. Because rion is an arbitrary number, we seek a function
N

such that this sum is insensitive to rion , i.e., we attempt to minimize its variance. We
consider, therefore, the following expression:
var

X

~ N − ~λ)∆V
f (R
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 X

X
2
2
~
~
~
~
=
f (RN − λ)∆V
−
f (RN − λ)∆V
N

~λ

N

(3.14)

~λ

~ N is a vector on the real-space grid and ~λ is an arbitrary vector. They play the same
where R
role as N and rion in Equation 3.13, respectively, but are in the three-dimensional case. ∆V
is the unit volume of the grid, and it is 1 if the grid is cubic with grid spacing equals 1 in
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all directions. The first term can be expressed as:
 X

~ N − ~λ)∆V
f (R

2


~λ

N
 X

ˆ
ˆ
 X

~ 0 ·(R
~ R
~ N −~λ)
~ M −~λ)
iG·(
iG
0
0
~
~
~
~
=
dGg(G)e
∆V
dG g(G )e
∆V
~λ

M
 ˆN

ˆ
X ~~
X ~0 ~


~ 0 ·~λ
~
~
iG·RN
i G ·R M
−iG·λ
−iG
0
0
~
~
~
~
=
(e
∆V )
(e
∆V )
dGg(G)e
dG g(G )e
~λ

N
M

 ˆ
ˆ
X
X


0
~ ·~λ
~λ
~
−i
G·
−i
G
0
0
0
0
~ −G
~N)
~ −G
~ M)
~ G)e
~
~ g(G
~ )e
δ(G
δ(G
=
dGg(
dG
N

X
X


0 ·~
~
~
~
−i
G
λ
−i
G
·
λ
M
~ 0 M )e
~ N )e N
g(G
=
g(G

~λ

M,N

X

~λ

~λ

 M

X
0 )·~
~
~
−i(
G
+
G
λ
N
M
~ N )g(G
~ 0M ) e
=
g(G
N

=

M

~ N )g(G
~ 0 M )δ ~
g(G
~0M
GN ,−G

M,N

=

X

~ N )|2
|g(G

N

(3.15)
~ is the Fourier transform of f (R)
~ and G
~ N is a vector on the reciprocal grid.
where g(G)
The second term can be expressed as:
X

~ N − ~λ)∆V
f (R

2

~ = ~0)|2
= |g(G

(3.16)

~λ

N

Therefore
var

X

~ N − ~λ)∆V
f (R

N
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~ N 6=~0
G

Therefore f (x) needs to be fast decay and centered at zero in reciprocal space.
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(3.17)

3.6.2

Numerical Evaluation of the Fractional Shift Operator

We denote a matrix element of the real-space finite-difference representation of D as dm,n ,
D |ni, where |mi and |ni are grid positions. It then follows that dm+1,n+1 =
i.e. dm,n = hm|D
dm,n , where cyclic indexing is used to satisfy periodic boundary conditions. We further
denote a reciprocal-space basis function, |ki, as
N0 −1
1 X
− 2πikn
|ki = √
e N0 |ni
N0 n=0

(3.18)

where N0 is the total number of grid points and k is an integer ranging from 0 to N0 − 1.
A matrix element of D in reciprocal space is then given by:

0

D |k i =
hk|D

N
0 −1
X

D |ni hn|k 0 i
hk|mi hm|D

m,n=0
N0 −1
0
2πikm
1 X
− 2πik n
e N0 dm,n e N0
=
N0 m,n=0
N0 −1
2πik0 (m+l)
2πikm
1 X
−
N0
=
e N0 dm,(m+l)modN0 e
N0 m,l=0

=

1
N0

= δkk0

N
0 −1
X

e

2πikm
N0

−

d0,l e

(3.19)

2πik0 (m+l)
N0

m,l=0
N
0 −1
X

− 2πik
N

d0,l e

0l

0

l=0

: = δkk0 d˜k0
where δkk0 is the Kronecker delta, i.e., D in diagonal and reciprocal space. It then immedi˜

D 0
D
ately follows that hk|exD
|k i = δkk0 exdk0 . In the real-space basis, a matrix element of exD
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can be expressed as

D
xD

hm|e

|m + li =

N
0 −1
X

D 0
hm|ki hk|exD
|k i hk 0 |m + li

k,k0 =0
N0 −1
2πik0 (m+l)
1 X
− 2πikm
xd˜k0
N0
0
=
e
δkk e e N0
N0 k,k0 =0

(3.20)

N0 −1
1 X
˜ 2πikl
=
exdk e N0
N0 k=0

˜

This is simply the inverse Discrete Fourier Transform of {exdk } with k = 0, 1, 2, ..., N0 − 1.
Because the final expression does not depend on the row index, the inverse Discrete Fourier
Transform has to performed done only for one row.
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Chapter 4
Oxygen Evolution Reaction On
Reconstructed CaMnO3 surfaces
This chapter is a slightly amended version of Ref. [45]
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4.1

Introduction

The scarcity of non-renewable fossil fuels, along with the increasing demand for energy
has attracted significant attention to the development of sources of alternative and renewable energy. One of the most promising alternatives is the field of electrochemical energy
conversion, such as fuel cells, metal-air batteries, and electrolysis. It is clear that reducing
the energy loss of the oxygen evolution reaction (OER) and the oxygen reduction reaction
(ORR) is vital in enhancing overall electrochemical energy conversion efficiency. For the
electrolysis of water, IrO2 and RuO2 have been reported as promising electrocatalysts due
to their high activity for OER [46–48]. However, since these materials are rare and expensive, current research is focused on searching for inexpensive alternative materials with
comparable or even higher catalytic activity. Manganese compounds have shown significant advantages in this competition. Their high abundance and relatively low price ensure
their availability for large-scale energy conversion. Studies of the Mn4 O4 -cubane show its
crucial role in photosynthesis [49], and recent work shows that nanostructured α-Mn2 O3
is an excellent bi-functional catalyst for OER and ORR [50]. Perovskites with Mn+3/+4 as
B–site cations also exhibit impressive catalysis activity. Du et al. [51] and Kim et al. [1]
have found that the required OER potential on CaMnO3−x decreases from URHE ≈ 1.6 V to
URHE ≈ 1.5 V when x increases from 0 to 0.25, where x stands for vacancy cocentration,
RHE stands for “reversible hydrogen electrod”, and URHE stands for electrode potential reference to RHE Noting that the required OER potential on IrO2 is also 1.5 V, it suggests that
manganites can provide the highest level of OER catalysis activity. However, to our knowledge, there is no systematic theoretical work investigating the OER process on CaMnO3 .
In order to make further development designing new materials, a thorough understanding
of the catalytic mechanism is required.
Previous work has shown that there are at least two types of OER mechanisms [52–
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54], namely the adsorbate–evolution mechanism (AEM), and the Mars–van Krevelen type
mechanism (MKM). In a common AEM, oxygen is evolved at one active site on the surface
through the intermediates of *OH, *O, and *OOH, and then is released as O2 . In MKM,
the lattice oxygen can directly participate in the formation of O2 , and in some cases two
cooperative sites could be involved in the formation of a single O2 molecule. Since surfaces
of perovskite-type materials may undergo reconstructions in aqueous environment [55],
multiple local geometries at the active site could be expected on different materials or
under different conditions. Therefore, exploring the OER mechanism on reconstructed
perovskite-type materials may disclose new features that provide novel opportunities for
enhanced catalysis.
The required electrode potential for OER is the minimal voltage under which all four
steps of intermediate evolution are spontaneous. Knowing that the Gibbs free energy
change of the total oxygen evolution reaction 2H2 O → 4H+ + 4e− + O2 is independent
of the reaction path, the required electrode potential reaches its minimum (URHE = 1.23
V) if four intermediates are evenly spaced on the free energy scale, i.e. all four singleelectron transfer reactions have the same reaction free energy. Any deviation from the
evenly-spaced case causes at least one single-electron transfer reaction having higher reaction free energy than the average, and therefore requires extra electrode potential referring
as “overpotential” (η) to be spontaneous [53, 56, 57]. η is directly related to energy losses
during the electrochemical reaction. Recent theoretical studies of AEM have stated that the
adsorption energy difference between *OOH and *OH is approximately 3.2 eV regardless
of metal ion identity at the active site [53]. A direct conclusion from this “scaling relationship” is that there would be a lower limit for η: η > (3.2/2 − 1.23) = 0.37 (eV). However,
since surfaces of perovskite-type materials can undergo reconstructions, it is possible that
the local chemical environment at the active site on the surface influences *OH and *OOH
in a different way such that this scaling relationship may not apply.
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Since the thermodynamically stable (oxy)hydroxides are the most relevant structures in
OER [54, 58], we follow the thermodynamic–stability based approach to study the OER
mechanism on the perovskite-type material CaMnO3 . The adsorbates could still be identified as *OH, *O, and *OOH on different surface sites to some extent, but the high activity
of the lattice oxygens makes them able to host hydrogen atoms as well as interact with
protons from the adsorbates. We notice that the proton from *OOH has a strong interaction
with the lattice oxygen, and even transfers to the lattice oxygen site, while the proton from
*OH is less active and could not be further stabilized by transferring to the lattice oxygen
site. Since this process lowers the energy of *OOH, and consequently reduces the adsorption energy difference between *OOH and *OH, it may guide the design of catalysts with
lower overpotential for OER.

4.2

Methods and Results

Prior to the investigation of the OER mechanism, the bulk stability region of CaMnO3 in
aqueous environment must be evaluated in order to estimate the concentrations of aqueous
ions involved in further simulations. The scheme for computing the bulk stability region is
well established [55], based on finding the pH-U region such that the following reaction is
spontaneous:

X

+
−
nA Hx AOz−
y −→ CaMnO3 + nH2 O H2 O + nH+ H + ne e

(4.1)

A

Where the sum accounts for all elements “A” in the bulk, nA , nH2 O , nH+ , and ne stands
for number of A element, H2 O, H+ , and e− involved in the reaction, respectively. Hx AOz−
y
is the most thermodynamically stable aqueous form of “A” under given pH and U. Its exact
form is determined by selecting the species with the lowest formation energy, according to
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the following equation:

+
−
A + nH2 O H2 O −→ Hx AOz−
y + nH+ H + ne e

(4.2)

The result is usually plotted as a Pourbaix diagram [55, 59] (Figure 4.1). Noticing
that under experimental condition, URHE = 1.6 eV and pH = 13 [1], the concentration of
aqueous species is approximately 10−6 M. This value is used in the rest of the calculations.
The stability of surfaces under aqueous environment must be evaluated considering the
interaction between surfaces and the solvent [54, 55]. A rigorous consideration of surface
evolution should include both metal ion exchange and hydration / (de)hydrogenation. However, since the complex metal ion exchange process is less likely to be involved in the OER
cycle, we could first consider metal ion exchange and the associated oxygen exchange, then
investigate the hydration and (de)hydrogenation process to construct OER cycles on each
of the surfaces with different surface metal ion concentration, and finally rule out catalytic
cycles that require electrode potential beyond their surface stability region.
The comparison of surface stability during the metal-ion exchange step can be conducted by establishing the following reaction between surfaces.

Ri + nH2 O H2 O −→ Rj +

X

+
−
nA Hx AOz−
∆G
y + nH+ H + ne e

(4.3)

A

Where Ri and Rj are different surface reconstructions. The sum accounts for all elements “A” that are exchanged between the surface and the solvent. Since this reaction describes the transformation between different surfaces, the reaction free energy (∆G) can be
treated as the “relative formation energy” of each surface (Rj ) if one surface Ri is assigned
as the reference surface (Rref ). Under this definition, the surface with the most negative
relative formation energy is the most stable one under given pH and electrode potential U .
A Hess’s law related approach proposed by Rong et al. is selected to calculate ∆G [55], as
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shown below.

Rref −→

X

nA A + Rj

∆G1

A

X

nA A + nH2 O H2 O −→

A

X

+
−
∆G2
nA Hx AOz−
y + nH+ H + ne e

A

∆G = ∆G1 + ∆G2

∆G1 can be calculated from density functional theory (DFT), and ∆G2 can be evaluated
from experimental thermodynamic data of free energy per A at standard state relative to
standard hydrogen electrode (SHE), ∆G◦A,SHE

!
∆G1 =

∆Hj +

X

nA ∆HA − ∆Href

!
−T

∆Sj +

A

X

nA ∆SA − ∆Sref

A

!
≈

∆Ej +

X

nA ∆EA − ∆Eref

−T

X

nA ∆SA

A

A

∆G2 =

X

nA (µ◦Hx AOz−
− µ◦A ) + nH+ µ◦H+ + ne µ◦e − nH2 O µ◦H2 O +
y

(4.4)

A

X

− 2.3nH+ kT pH + ne eUSHE
kT ln aHx AOz−
y

A

=

X
A

∆G◦Hx AOz−
+
y ,SHE

X

kT ln aHx AOz−
− 2.3nH+ kT pH + ne eUSHE
y

A

where the entropy differences between surfaces are neglected [60]. Next, to study the hydration and (de)hydrogenation processes on surfaces, the relative thermodynamic stability
under given pH and U can be established through the reaction free energy ∆G̃k of the
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following reaction for each hydration and (de)hydrogenation state k

R̃ref + nH2 O H2 O −→ R̃k + nH+ (H+ + e− )

∆G̃k

(4.5)

where the most stable surface predicted from the metal-ion exchange step can be chosen as
R̃ref .
The number of electrons (or protons) that are released in this reaction can be treated as a
label nk of the state R̃k on an oxidization ladder. Knowing that it is always possible to write
−e−

−e−

OER as a sequence of four single-electron transfer reactions: R̃0 −−−−−−−→
R̃1 −−−−−−−→
+
+
(+H2 O)−H

−e−

(+H2 O)−H

−e−

R̃2 −−−−−−−→
R̃3 −−−−−−−→
R̃0 +O2 , in which two H2 O molecules (or OH− ) are included
+
+
(+H2 O)−H

(+H2 O)−H

at certain steps, the label nk of each state R̃k is increased by one successively from R̃0 to
R̃3 , due to the removal of an electron at each step. With this relationship, the OER path can
be naturally determined instead of being arbitrarily selected. To determine the OER path,
notice that all four reactions must be made spontaneous by applying the required electrode
potential, i.e. ∆G̃0 > ∆G̃1 > ∆G̃2 > ∆G̃3 > ∆G̃0 − 4e(U − φ◦O2 /H2 O ) under pH and
U , it can be immediately concluded that the state R̃k with the lowest ∆G̃k under pH and
U takes place of R̃3 in the OER cycle. Once R̃3 is determined, the labels nk of the other
three intermediates are automatically determined, and therefore the identity of each of them
can be determined by selecting the most thermodynamically stable surface with the correct
label nk for this OER step.
The structure and energetics of CaMnO3 with different surface reconstructions are computed with first-principles DFT using the Perdew-Burke-Ernzerhof functional revised for
solids (PBEsol) [61] as implemented in the QUANTUM ESPRESSO package [62]. The
calculations account for spin-polarized electronic densities. All atoms are represented by
norm-conserving, optimized [63], designed nonlocal [64] pseudopotentials generated with
the OPIUM package [65], treating the 2s and 2p of O, 3s, 3p, 3d, and 4s of Ca, and 3s, 3p,
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3d, 4s, and 4p of Mn as semi-core and valence states. In addition to the inclusion of semicore states, the Mn pseudopotential also includes nonlinear core-valence interaction via the
partial core correction scheme [66–68]. A rotationally invariant DFT+U+J scheme [69] is
applied for Mn. Ueff = 1.6 V is chosen from Ref [70] and J0 = 1.08 V is calculated from the
linear response method [69, 71]. All calculations are performed with a 70 Ry plane-wave
energy cutoff [70]. The Brillouin zone is sampled using 4 × 4 × 1 Monkhorst-Pack [72]
√
√
k-point meshes for the slab calculations. The 2 × 2 R45◦ nine-layer supercell is chosen
for all surface configurations. Surface-adsorbates and bare surface structures are relaxed
with 13 Å vacuum and a dipole correction [73] to cancel the artificial interaction between
the system and its periodic images.
MnO2 -terminated (001) surfaces and CaO-terminated (001) surfaces with various O
adatoms, O vacancies, Mn vacancies and Ca vacancies are considered. A subset of the
involved surfaces is shown in Figure (4.2). The most stable surface reconstructions are reported as a phase diagram in Figure (4.3a). Surfaces are named with the format “termination ± #atom”, where +, - represent adatoms and vacancies, respectively, and # represents
number of atoms introduced / removed per supercell relative to a reference surface with
fixed termination, which can be either Mn2 O4 or Ca2 O2 . Figure (4.3a) shows that there
are two surface reconstructions whose stability regions extend above the O2 /H2 O equilibrium line, namely Mn2 O4 + 2.0O and Mn2 O4 - 1.0Mn - 1.0O. Hence the hydration and
(de)hydrogenation process are evaluated on both surfaces.
Applying the scheme mentioned in equation (4.5), results of the most stable hydration
and oxidation states are shown in Figure (4.3b) and Figure (4.3c). Conditions are named
with the format “#H2 O ± #H”, where # is the number of H2 O and H introduced to or
removed from the surface per supercell. For the case of Mn2 O4 - 1.0Mn - 1.0O, since
2H2 O - 1H is in the stability region at or above the O2 /H2 O equilibrium line, we first
assume this state to be the intermediate R̃3 in the OER cycle on surface Mn2 O4 - 1.0Mn 86

Figure 4.1: (a) Bulk stability region of CaMnO3 under different concentrations of aqueous
species. All concentrations are in units of mol/L (abbr. M). The red dashed line is URHE =
1.6 eV, and the red circle labels the experimental conditions under which the OER has been
conducted on CaMnO3 [1]. The black dashed lines are (upper) O2 /H2 O equilibrium line
(lower) H2 /H2 O equilibrium line. (b) Pourbaix diagram, showing the most stable aqueous
forms of Ca with concentration of 10−6 M. (c) Pourbaix diagram, showing the most stable
aqueous forms of Mn with concentration of 10−6 M.

Figure 4.2: Examples of relaxed surfaces with different numbers of adsorbates and vacancies. (a) Mn2 O4 . (b) Mn2 O4 + 2.0O. (c) Mn2 O4 - 1.0Mn - 2.0O. (d) Mn2 O4 - 1.0Mn - 1.0O.
(e) Ca2 O2 . (f) Ca2 O2 + 1.0O. (g) Ca2 O2 - 1.0Ca - 1.0O. (h) Ca2 O2 - 1.0Ca.
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1.0O. Since the position on the oxidization ladder is only determined by “± #H”, R̃0 , R̃1 ,
and R̃2 should take the form of #H2 O + 2H, #H2 O + 1H, and #H2 O + 0H, respectively, and
0

their exact identities are listed in Table (4.1). Intermediates R̃k and R̃k are built up from
different surface reconstructions listed in the first row. Once the OER cycle is determined,
the required electrode potential could be calculated accordingly. For this reaction cycle on
the Mn2 O4 - 1.0Mn - 1.0O surface, the required electrode potential is URHE = 1.62V, as can
be found in Table (4.2). This potential is consistent with the stability region of metal ion
exchange and surface hydration and (de)hydrogenation, certifying the OER cycle on this
surface reconstruction. If the surface were not stable at the computed overpotential, the
most stable hydration and (de)hydrogenation phase in a higher potential region would need
to be assigned as R̃3 , and the process of constructing the OER cycle repeated. The same
procedure is applied for the case of Mn2 O4 + 2.0O, and the corresponding results are listed
in Table (4.1) and Table (4.2). It can be noticed that the required OER electrode potential
on Mn2 O4 + 2.0O surface (URHE = 1.90V) is out of its ion exchange stability region, so it
is ruled out. Therefore we predict that the oxygen evolves at the Mn site on the Mn2 O4 1.0Mn - 1.0O surface. The computed electrode potential is URHE = 1.62 eV, which is in
great agreement with the experimental value, URHE = 1.6 eV [1].
The OER mechanisms are shown in Figure (4.4). Although we predict that Mn2 O4 1.0Mn - 1.0O is the surface involved in the reaction, it is worthwhile to discuss and compare
the OER mechanism on both surfaces. For the case of Mn2 O4 - 1.0Mn - 1.0O, OER starts
with the state that all four oxygen atoms hydrogenated. At reaction step (1), one proton
and electron are removed from an oxygen. Then, in step (2), an OH is attached to the
surface, with the hydroxyl oxygen bonding to the deprotonated surface oxygen and the
proton transferring to a hydrogenated surface oxygen. The transferred proton creates an
H2 O molecule at a lattice oxygen site. At reaction step (3), the transferred proton and one
electron are removed, turning the H2 O into surface OH. At step (4), an OH− group from
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Table 4.1: Identities of intermediates
Mn2 O4 - 1.0Mn - 1.0O
Intermediate
Identity
R̃0
+ 1H2 O + 2H
R̃1
+ 1H2 O + 1H
R̃2
+ 2H2 O + 0H
R̃3
+ 2H2 O - 1H

Mn2 O4 + 2.0O
Intermediate
Identity
0
+ 1H2 O + 1H
R̃0
0
+ 1H2 O + 0H
R̃1
0
+ 2H2 O - 1H
R̃2
0
+ 2H2 O - 2H
R̃3

Figure 4.3: (a) Phase diagram of the most stable surface reconstruction. The solid black
line represents the bulk stability region of CaMnO3 with concentration of aqueous species
to be 10−6 M. The two disjoint regions for the same surface Mn2 O4 - 1.0Mn - 1.0O should
relate to changes in solubility of the Mn ion when increasing the electrode potential. (b)
Phase diagram of most stable hydration and (de)hydrogenation states of surface Mn2 O4 +
2.0O. (c) Phase diagram of most stable hydration and (de)hydrogenation states of surface
Mn2 O4 - 1.0Mn - 1.0O.
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the solvent kicks off the O2 and occupies the lattice oxygen site, with the removal of one
electron. This reaction mechanism is very similar to the one in Figure (4c) in Ref [74].
Since the lattice oxygen is involved in the generation of O2 , the whole process should be
classified as a MKM process. If this reaction cycle is compared with the most commonly
studied AEM, it is possible to establish similarities in adsorbates, as well as differences
in three aspects: the H from *OOH transfers to the lattice oxygen; OO does not leave the
surface after the oxidization (at step 3) of *OOH, but stay on the surface as a superoxide;
and adsorbates evolve at the lattice oxygen vacancy rather than on top of the metal ion.
The OER cycle on the Mn2 O4 + 2.0O surface starts with *OH adsorbed on one Mn and
two of the lattice oxygen atoms hydrogenated. At reaction step (1), the hydrogen from one
of the lattice oxygens (not the adsorbed hydroxy) is removed. Then, at step (2), OH− from
the solvent interacts with the adsorbed *OH, transferring one proton to the lattice oxygen
and forming *OOH, with one electron released. At step (3), the proton from the *OOH
is removed, associated with the removal of one electron. And finally at step (4), O2 is
released, and *OH adsorbs at the active site, recovering the surface to its initial state.
0

0

It can be noticed that R̃0 and R̃2 in the OER cycle on Mn2 O4 + 2.0O surface are analogs
of *OH and *OOH in AEM. The free energy difference between these two intermediates
can be calculated using the reaction free energy listed in Table (4.2). The result ∆G̃02 −∆G̃00
= 1.90 eV + 1.23 eV = 3.13 eV (referenced to RHE) is close to the proposed value (3.2
eV) in the “scaling relationship”. The OER process on Mn2 O4 - 1.0Mn - 1.0O surface is
different from what is described in the AEM as mentioned above, but it is still possible to
identify the *OH, *O, and *O2 in R̃0 , R̃1 , and R̃3 , respectively, as they all occupy the same
site. The adsorbate at the active site in R̃2 is different from *OOH, but we can treat it as
*OOH with the proton transferred to the lattice oxygen site, and investigate the influence
of this proton transfer phenomenon. Adding up the reaction free energy of step (1) and step
(2) shows that the free energy difference between R̃0 and R̃2 is 1.62 eV + 1.09 eV = 2.71 eV.
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Figure 4.4: (a) OER cycle on surface Mn2 O4 - 1.0Mn - 1.0O. (b) OER cycle on surface
Mn2 O4 + 2.0O.

Table 4.2: Reaction free energy for each step in OER
Mn2 O4 - 1.0Mn - 1.0O
Reaction Step
∆GRHE /eV
(1) R̃0 → R̃1
1.62
(2) R̃1 → R̃2
1.09
(3) R̃2 → R̃3
0.82
(4) R̃3 → R̃0 + O2
1.39
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Mn2 O4 + 2.0O
Reaction Step
∆GRHE /eV
0
0
(1) R̃0 → R̃1
1.90
0
0
(2) R̃1 → R̃2
1.23
0
0
(3) R̃2 → R̃3
0.44
0
0
(4) R̃3 → R̃0 + O2
1.35

This value is notably smaller than the expected free energy difference between *OOH and
*OH (3.2 eV), suggesting the violation of the “scaling relationship”. In order to confirm
whether the violation is caused by the proton transfer, we move the hydrogen back to the
adsorbed oxygen site (Figure 4.5a) and let the structure relax (Figure 4.5b). The energy
is increased by 0.16 eV, but there is still strong interaction between the lattice oxygen and
the proton. In order to eliminate this interaction, we first let the lattice oxygen bond with
another hydrogen atom pointing away from *OOH, remove one hydrogen atom from one
lattice oxygen, and only allow the three atoms in *OOH to relax, shown in Figure (4.5c)
and Figure (4.5d). Then, we replace the *OOH in Figure (4.5b) with the relaxed one in
Figure (4.5d) to achieve the final geometry, see in Figure (4.5e), and perform the SCF
calculation for this geometry. From Figure (4.5b) to Figure (4.5e), the energy is further
increased by 0.20 eV, meaning that the lattice oxygen–hydrogen interaction reduces the
energy by approximately 0.36 eV in total. This suggests that the proton transfer process
indeed makes a significant contribution to the weakening of the “scaling relationship”.
The lattice–oxygen hydrogen–transfer process is driven by the strong activity of the
lattice oxygen, which itself could be attributed to the formation of Mn vacancies. Surface
atoms are less coordinated, compared with atoms in the bulk, and the dissolution of Mn
ions further reduces the coordination number of the neighboring lattice oxygen atoms. In
order to compensate for the missing lattice Mn, lattice oxygen interacts with the hydrogen
atoms, as can be seen by noting the contrast (Figure 4.4) that half of the surface lattice
0

oxygen are hydrogenated in R̃0 , while all surface lattice oxygen atoms are hydrogenated
in R̃0 , the surface with Mn vacancies. It is also worthwhile to consider whether hydrogen
transfer occurs between *OH and lattice oxygen or not. An examination of Figure (4.4a)
and Table 4.2 shows that reaction (1) has 0.8 eV higher reaction free energy than reaction
(3). This difference would be even larger if the hydrogen were bonded to *OO to make it
*OOH in R̃2 since it would make R̃2 less stable. Although the over 0.8 eV reaction free
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energy difference could not be fully attributed to differences in O–H bond strength between
*OH and *OOH, it still exhibits that the hydrogen from *OH is much less likely to transfer
to the lattice oxygen, compared with the hydrogen in *OOH.
The enhanced activity of lattice oxygen also induces the formation of the MnO2 triatomic ring as the intermediate of O2 formation, rather than *OOH standing on the surface, which could be another factor leading to reduced energy difference between *OH and
*OOH. If we trace back further for the reason of Mn vacancy formation, the high solubility
of MnO−
4 ion plays the role. Following this analysis, we suggest that doping the B site element with a more soluble element could be a possible way of reducing the overpotential for
the OER process on perovskite–type materials. It is constructive to compare our conclusion with the work in Ref [75], where A site cation deficiency in perovskite–type materal
LaFeO3 enhances the OER and ORR performance. They attribute the improvement to the
formation of lattice oxygen vacancies on the surface induced by A site vacancies. Our
claim, however, is based on the enhanced activity of lattice oxygen atoms surrounding the
metal ion vacancies that do not directly participate in the formation of oxygen molecules.
Since these lattice oxygen atoms need to bond to active metal ions as well, it requires the
substitution of active metal ions at B site. Also, noticing that although our study is consistent with their work in terms of the existence of lattice oxygen vacancies as well as the
adsorbates evolution at these sites, the effect we proposed could be a further improvement
to the catalytic activity of OER.

4.3

Summary

We studied the OER mechanism on CaMnO3 through a thermodynamic approach. The
predicted required OER overpotential is close to the experimental value. Our results show
that the enhanced activity of lattice oxygen caused by the formation of Mn vacancies on
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Figure 4.5: Investigation of the lattice oxygen–hydrogen interaction. (a) Geometry of moving the hydrogen from the lattice oxygen to the O2 adsorbate before relaxation. (b) Strong
interaction still exists between the lattice oxygen and the hydrogen. (c-d) Screen the attraction between the lattice oxygen and the hydrogen. (e) Geometry of the intermediate R̃2
if the lattice oxygen–hydrogen interaction is neglected. In all, H transfers to lattice O stabilizes this state by at least 0.36 eV, providing a way to break the conventional OH–OOH
scaling relationship
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the surface could reduce the energy difference between *OOH and *OH, which may lower
the OER overpotential and increase the OER catalytic activity. Therefore, we suggest that
doping perovskite–type materials with soluble metal elements to induce metal ion vacancies on the surface in aqueous environment could enhance their catalytic activity for the
OER process.
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Chapter 5
The Exposure and Accumulation of
TiOx layers on the BaTiO3 Surface
This chapter is a slightly amended version of Ref. [76]
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5.1

Introduction

The ability of oxides to endure extreme mechanical, chemical and heat conditions has been
intriguing for researchers from a broad range of disciplines, e.g., earth science, nuclear
engineering, space technology and dental care. [77–79] Subtle electro-chemo-mechanical
balance at complex-oxide surfaces and interfaces allows the formation of phases with structural and functional characteristics that differ from the bulk. [80–82] The unique electric
and magnetic properties of such phases arise from the divergence of these phases from
stoichiometry, leading to variations in oxidation states of the participating ions. Hence,
functional-oxide surfaces and interfaces constitute a rich platform for novel phases that
are attractive for high-performance miniaturized electronic devices [83, 84] as well as for
chemical and biological catalyses. [85]
Because ferroelectric oxides comprise regions with varying crystallographic and electric polarization orientations, there has been a growing interest in their outer surface and
domain wall functionality, which is expressed as enhanced conductivity [86–88], magnetism [80] and even superconductivity. [89] The chemical origin of such functional behavior is typically attributed to either oxygen vacancy dynamics [90–93] or cation segregation, [94] while other studies look at the effects of intrinsic symmetry breaking. [80]
Despite the accumulated knowledge on domain walls, the structure and behavior of ferroelectric surfaces, which are responsible for domain stabilization and are attractive for
e.g. nano lithography [95–99] and catalysis, [85, 100–103] has remained more elusive.
Kalinin et al. determined recently that the challenge in understanding ferroelectric surfaces
is not only experimentally or theoretically, but even ‘conceptually’ [104]. Hence, computational methods that were developed to explain the electro-chemical [105] and electromechanical [106] atomic-scale interactions in ferroelectrics have been adopted to describe
surface behavior. For example, Tsurumi et al. [107, 108] demonstrated that nanoparticles
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of the seminal non-toxic ferroelectric, BaTiO3 , organize in a core-shell structure that helps
release strain. These authors suggested that the unit cells at the shell (a few-nanometer
thick) assume a cubic structure that helps mediate between the tetragonal symmetry of the
core and the vacuum. Likewise, a collaborative experimental (STM) – computational (DFT
thermodynamics) study demonstrated the stability of various titanium-oxide terminations
during surface reconstruction in BaTiO3 . [60] By contrast, although transition electron microscopy (TEM) provides us with significant input regarding domain-wall structure and
functionality at the atomic scale, [109–114] such TEM characterization of the surface is
lacking. Consequently, experimental or theoretical data regarding the surface-structure formation and dynamics is absent.

5.2

Experimental Background

Combining various conventional and advanced electron-microscopy techniques for structural, chemical and oxidation-state analyses with computational methods, the experimental
collaborators looked at both the statics and dynamics of the chemical and crystallographic
structure of BaTiO3 in ca. 50-nm particles. Such particles are on the one hand large enough
to be considered ‘bulk’, [107] while on the other hand they are thin enough to allow atomicresolution TEM imaging. They found that the surface of the bulk tetragonal BaTiO3 crystal is composed of a nearly-cubic non-stoichiometric (i.e. high defect concentration) titanium oxide phase (TiOx , x ≈ 1), which is an interesting reactive and superconductive
phase [115–118] that its response to irradiation has recently been found significant for the
understanding of the thermal behavior of exoplanets. [119, 120] Using in-situ excitations,
experimental collaborators showed that the volume of this phase can be grown controllably
by inducing barium escape.
To reveal the structure near the surface, they imaged with high-resolution transition
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electron microscopy (HRTEM) the particles from both {100} and {110} zone axes (ZAs)
as seen in Figures 5.1a-c and Figure 5.1d-f, respectively. They also performed high-angle
annular dark-field imaging (HAADF- STEM) from these ZAs (Figures 5.1c, f), in which
the brightness of each atomic column is proportional to the atomic weight squared (Z 2 ),
allowing us to deduce the chemical structure near the surface. The electron micrographs
clearly show a difference between the bulk tetragonal BaTiO3 unit cells and a ca. 1-nm
thick terrace-like epitaxial structure of different chemical and crystallographic footprints.
The HAADF images (Figures 5.1c,f) indicate that although columns of both Ti and Ba appear clearly in the bulk region (oxygen atoms are too light to be detected in these images),
the surface area contains only Ti columns and no Ba. A careful look at the surface in the
HRTEM images, where the oxygen columns can be detected, reveals neighboring columns
with different contrast only from {110} ZA (Figure 5.1d-e) and not from the {100} ZA
(Figure 5.1a-b). Combining the information from the HAADF-STEM and HRTEM methods, suggest that the columns are composed of alternating Ti-O columns that can be observed separately only from {110} ZA. Likewise, the inter-atomic distance is similar for
both ZAs (eliminating e.g. the possibility of rutile or anatase structures). Therefore, we can
conclude confidently that the surface phase is a rock-salt-like titanium oxide. This conclusion is in agreement with our measurement of the Ti-Ti inter-atomic distance at the interface
(2.09±0.005Å, see Figure 5.1b,e), which is substantially smaller than in the BaTiO3 (3.994.04 Å [121]) and is in agreement with the 4.18Å lattice parameter of TiO [122] (note that
this value is much smaller than e.g. the 5.54Å lattice parameter of BaO).

5.3

Phase Stability on the Substrate

The existence of a TiO epitaxy surface for native BaTiO3 and the successful growth of this
phase intentionally under external electric fields indicates that TiO is a stable phase on the
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Figure 5.1: TiO surface of BaTiO3 crystals. (a) High-resolution TEM of the BaTiO3 surface
from a [010] zone axis. (b) A closer look at the area highlighted in (a) shows the rocksalt structure of the TiO surface as well as the epitaxial growth of the TiO surface on the
perovskite BaTiO3 crystal. (c) HAADF image of a different grain from a similar zone
axis. The complementary (d) large-scale and (e) closer-look high-resolution TEM images
as well as (f) HAADF image taken from the [110] zone axis shows the BaTiO3 crystal and
rock-salt TiO from a perpendicular orientation. The border between the bulk BaTiO3 and
the TiO surface is highlighted (orange lines in a,c,d and f), while the location of Ba, Ti and
O atoms is designated in (b) and (e).
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BaTiO3 surface. Since the stability of heterogeneous thin films is strongly dependent on
the interfacial interactions and cannot be directly predicted from their bulk stability, we
performed ab initio DFT calculations to determine the stability of different surfaces on
BaTiO3 and to derive the stability map of this interface. To cover a large span of possible
surface phases, we included all phases in the Ba-Ti-O2 ternary system found in Materials
Project [123] that can be epitaxially placed on BaTiO3 (001) surface. The energy of each
phase Pi is expressed as
EPi = EBTO+Pi − EBTO

(5.1)

Where EBTO+Pi is the total energy of BaTiO3 with Pi phases on the surface, and EBTO is the
energy of the bare BaTiO3 crystal. A phase is considered stable if none of the decomposition paths is spontaneous, i.e., when for any other three phases Pj , Pk , and Pl that satisfy

Pi → nj Pj + nk Pk + nl Pl

(5.2)

where nj , nk , and nl are stoichiometric numbers, the following inequality holds

EPi ≤ nj EPj + nk EPk + nl EPl

(5.3)

where energies are calculated from Equation 5.1. Similarly, two phases Pi and Pj could
coexist if, for any other two phases Pk and Pl that satisfy

Pi + nj Pj → nk Pk + nl Pl

(5.4)

Pi and Pj have lower energy, i.e.,

EPi + nj EPj ≤ nk EPk + nl EPl
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(5.5)

5.4

Simulation details

In the case of epitaxial growth, the material should have a lattice plane that can match the
BaTiO3 (001) surface with small distortion, Figure 5.2ab show the matched lattice plane
of Ba2 Ti6 O13 and Ti3 O5 , respectively. Based on this condition, we set the tolerance to be
10% and found 21 candidates from the full set of 154 materials in the Ba-Ti-O2 ternary
system in the Materials Project [123] database. These materials with Materials Project IDs
are listed in Table 5.1.
We put the relevant phases on top of four layers of BaTiO3 in the simulation cell. 15Å
vacuum is added in the z direction with a dipole correction [73] to cancel the artificial interaction between the system and its periodic images. The cell parameters in the xy plane
are calculated from the BaTiO3 tetragonal bulk phase. During structural relaxation, the
bottom two BaTiO3 layers are fixed and the rest of the layers in the cell are allowed to
relax. A sketch of the supercell is shown in Figure 5.2c. For all DFT calculations, we used
the Perdew-Burke-Ernzerhof functional revised for solids (PBEsol) [61] as implemented in
the QUANTUM ESPRESSO package. [62] All atoms are represented by norm-conserving,
optimized, [63] designed nonlocal [64] pseudopotentials generated with the OPIUM package, [65] treating the 5s, 5p, 5d, and 6s of Ba, 3s, 3p, 3d, and 4s of Ti, 2s and 2p of O as
semi-core and valence states.

5.5

Results and discussions

Figure 5.3 shows that based on this method, we predict that the stoichiometry of TiOx
varies with the film thickness. This effect can be seen in the difference between the ternary
diagram of two atomic monolayers (Figure 5.3a) and four atomic monolayers (Figure 5.3c)
of TiOx on the BaTiO3 surface. We think the experimental condition prefers the removal
of oxygen from the system, driving it down from the point of BaTiO3 into a ternary region
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Figure 5.2: (a) Lattice match in case of Ba2 Ti6 O13 . (b) Lattice match in case of Ti3 O5 (c)
Sketch of the supercell in DFT calculations

Table 5.1: Table of all phases involved in DFT calculation
Composition
Ba2 Ti3 O7
Ba2 Ti6 O13
BaO2
BaO
BaTi2 O5
Ti3 O5
Ti
TiO2
TiO2
TiO
TiO

Materials Project ID
mvc-1214
mp-7733
mp-1006878
mp-1342
mp-555966
mp-1147
mp-6985
mp-25262
mp-554278
mp-1203
mp-755300

Composition
Ba2 Ti3 O8
Ba
BaO2
BaTi2 O5
Ti3 O4
Ti4 O5
Ti
TiO2
TiO2
TiO
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Materials Project ID
mvc-14876
mp-10679
mp-1105
mp-3943
mp-755875
mp-10734
mp-73
mp-390
mvc-11912
mp-2664

on the phase diagram. This ternary region evolves from BaTiO3 -BaO-Ti4 O5 to BaTiO3 BaO-TiO when increasing thickness of overlayers, suggesting that Ti4 O5 is the stable composition for the thinner TiOx layer (Figure 5.3a-b), while TiO is also stable for the thicker
layer (Figure 5.3c-d). These results allow us to draw two main conclusions regarding the
observed surface overlayers. First, TiO incurs less lattice mismatch penalty compared with
Ti4 O5 because the relative stability of TiO increases for thicker TiO layers. This conclusion is confirmed by comparing the lattice mismatch from their bulk states, where Ti4 O5
has 5.0% lattice mismatch and TiO has 3.5% lattice mismatch. Secondly, Ti4 O5 has a
stronger interaction with BaTiO3 (001) lattice plane. A following consequence is that the
TiOx layer closest to the BaTiO3 is Ti4 O5 , and the subsequent layers tend to be TiO. These
results are in close agreement with our experimental measurements.
Our results can explain previous observations of a Ti-rich surface in BaTiO3 crystals, [124] while the observed dynamic growth of the TiO layer under the electron beam
supports earlier predictions of Ba escape from the BaTiO3 surface [125], giving rise to
enhanced surface reactivity. [126] The existence of cation-escape mechanisms near the surface, including as a consequence of electron-beam irradiation [127] as well as the effects
of these mechanisms on enhanced surface reactivity has been reported recently in other
ferroelectrics. [128] However, the exact phases of these surfaces have not been predicted
or determined experimentally. Hence, we encourage future examination of the generality
of the TiO surface formation in other Ti-based ferroelectric oxides. It is possible also that
the presence of TiO at the surface is in partial agreement with the hypothesis of Tsurumi et
al. with respect to the mechanical stability of the particles. In addition, we believe that the
coverage of the BaTiO3 crystals with a functional TiOx surface opens several interesting
future work directions that may utilize the reactivity of the off-stoichiometry metal oxide,
its superconducting nature or even as an integrated epitaxial metallic electrode for integrated ferroelectric electronics. Although the observed high defect concentration may be
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explained partially be the co-existence of TiO and Ti4 O5 , we would like to raise another potential explanation. Being ferroelectric, the ions in the BaTiO3 organize in dipole moments
that give right to polarization domains. These polarization domains that are switchable
should somehow be stabilized at the BaTiO3 surface. The TiOx thin surface layer takes
place between the air or the vacuum and the ferroelectric BaTiO3 . Thus, the TiOx may
serve as a dielectric mediator, which helps compensate for the built-in ferroelectric polarization in the BaTiO3 , and hence can effectively screen the polarization. TiOx is typically
metallic around x ≈ 1, and thus might not be considered as a dielectric medium in the first
instance. However, although we cannot measure the resistance directly, we can assume that
the metallic properties are suppressed significantly in ultra-thin films. Thus, the defects
in the TiOx may arise to help modulate the electric field locally for supporting the local
polarization distribution along the surface of the BaTiO3 . Furthermore, the mechanisms reported here regarding the TiO dynamics under irradiation may help understand the thermal
effects of irradiated TiO for systems such as hot Jupiter exoplanets. [119, 120] Finally, the
existence of a stable non-stoichiometric phase at the surface suggests that this accessible
phase may be utilized for various applications such as catalyzing chemical and biological
reactions, while using the non-toxic, low-cost ferroelectric BaTiO3 as a template.
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Ti
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Figure 5.3: (a) Phase diagram of phases with thickness of two layers on BaTiO3 surface.
(b) Top view of Ti4 O5 on BaTiO3 surface. (c) Phase diagram of phases with thickness of
four layers on BaTiO3 surface, noticing that the ternary region BaTiO3 -BaO-TiO replaces
the ternary region BaTiO3 -BaO-Ti4 O5 observed in the two-layer case. (d) Top view of TiO
on BaTiO3 surface.
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Chapter 6
Automated Prediction of Surface
Reconstructions through the ab initio
Grand Canonical Monte Carlo
Simulation
This chapter is a slightly amended version of Ref. [129]
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6.1

Introduction

Theoretical modeling of surface chemical and physical properties often involves making
assumptions about the surface structure. However, the physical and chemical properties
depend sensitively on these assumptions. The simplest starting point for constructing a
surface model is to select a particular facet and then to identify bulk-like terminations from
the layering pattern normal to that surface. This approach, however, does not take into
account the fact that many bulk-terminated surfaces undergo reconstruction in order to
chemically passivate surface bound charges and/or saturate surface atom coordination. [60,
130–137] Therefore, the ideal approach involves an exhaustive exploration of all possible
surfaces and their reconstructions.
Such an undertaking has two main drawbacks: its computational cost can be prohibitive,
and the phase space of surface structures is vast and sometimes surprising. Recently,
progress has been made toward overcoming these drawbacks by using machine learning
to more efficiently traverse surface phase space. For example, genetic algorithms have
been developed that programmatically mate different surfaces to explore lower-symmetry
phases. [138–140] Additionally, Gaussian process regression has been employed to learn
intermediate surfaces, i.e. those that are a mixture of phases from the training set, thereby
reducing the number of first-principles calculations necessary. [141] Despite the power of
these methods, their main goal is to minimize the surface energy, and they accomplish this
using effective but potentially unphysical structural transformations, thus rendering them
unable to provide mechanistic information about the natural evolution of the surface.
A simpler and more physically motivated way to explore surface phase space is grand
canonical Monte Carlo (GCMC). In GCMC simulations, a system is in contact with both
thermal and chemical potential reservoirs, thus allowing fluctuations in the temperature
and number of particles. Historically, this technique has been used to study adsorption
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isotherms: molecules on metal-organic frameworks, [142, 143] carbon-based materials,
[144] zeolites, [145] and activated carbon. [146] GCMC has also been applied to study the
bulk phase diagrams of liquids, [147] their mixtures, [148] alloys, [149] and fluids. [150]
In principle, GCMC can be used to generate a collection of surface structures consistent
with a predefined temperature and set of chemical potentials of the constituent elements.
An application of GCMC to the prediction of surface reconstruction, despite its simplicity
and elegance, has never been attempted.
In order to evaluate the efficacy of GCMC in predicting surface phase diagrams, tests
on a well-understood yet complicated material must be performed. One such material that
fits these criteria is Ag, which plays an important role in plasmonics, [151, 152] catalysis, [153, 154] and medicine. [155, 156] Since the 1970s, many versions of the Ag(111)
surface have been proposed, supported, rejected, and accepted. [133–135, 157–162] Early
on, low-energy electron diffraction (LEED) and X-ray photoelectron spectroscopy (XPS)
measurements suggested that an Ag2 O(111) overlayer with p (4 × 4) surface periodicity
grows on Ag(111) due to their nearly matching lattice constants. [157, 158] With the advent of scanning tunneling microscopy (STM) and the reemergence of ab initio thermodynamics, a host of new structures were proposed, including Ag-deficient and O-enriched
variants of the Ag2 O overlayer, [133, 159, 160] an Ag1.2 O cloverleaf-like overlayer, [133]
and, most recently, an overlayer consisting of Ag9 islands each connected by two O atoms.
[134, 161, 162] Additionally, surface structures with many other periodicities have been
observed experimentally, such as a c (4 × 8) overlayer, which possesses stripes of baseconnected Ag3 O4 triangular pyramids; to date, this c (4 × 8) pattern offers the lowest surface free energy (for ∆µAg = 0 eV and -0.64 eV / ∆µO / -0.19 eV) of any Ag(111)
reconstruction, as calculated from density functional theory (DFT). [135]
Here, we report the design of an algorithm and the development of a computer program
that implements GCMC in the DFT software package Quantum ESPRESSO. [163] Our
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implementation of GCMC is open-source, portable, and requires a small number of user
inputs. [164] We show that ab initio GCMC, with a small set of simple configurational
biases, can independently (re)discover the key features of the oxidized Ag(111) surface
phase diagram, which puzzled surface scientists for five decades. We also show that by
analyzing the ab initio GCMC results with a machine learning model, we can understand
and explain the relationships between different structural features and the surface energy.
We propose ab initio GCMC as a flexible, general-purpose tool that not only facilitates
the discovery of surfaces that are likely to be obtained under different conditions but also
generates a rich data set that, upon interrogation, reveals the driving forces behind the
formation of different surface structures.

6.2

Algorithm

We work in the grand canonical ensemble, where the chemical potential µ, volume V ,
and temperature T of the system are fixed. The partition function of the grand canonical
ensemble is

µN
ˆ
∞
X
U (~
sN )
e kB T V N
N − kB T
d~
s
e
Q (µ, V, T ) =
Λ3N N !
N =0

(6.1)

where kB is the Boltzmann constant, N is the number of atoms, Λ is the thermal de Broglie
wavelength, given by Λ =

√

h
,
2πmkB T

h is the Planck constant, m is the mass of the atom, U

is the potential energy, and ~sN are the fractional coordinates of the atoms. The probability
density corresponding to a particular configuration (~sN ; N ) is
µN

qµV T

e kB T V N − Uk(~sNT )
e B
~s ; N ∝ 3N
Λ N!
N



(6.2)

There are three different types of actions in unbiased GCMC simulations: move the
existing particles in the system, add particles to the system, and remove particles from the
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reservoir: T = 500 K, μAg, μO
system
vacuum,
≈ 18 Å

variable
composition,
7Å
Ag

fixed

step 1

step n

Figure 6.1: p (4 × 4) Ag(111) slab model for GCMC simulations. We set the temperature
and the chemical potentials of Ag and O. The surface is three layers thick, with the bottom
layer fixed and ≈ 18 Å of vacuum. Atoms are only added to or removed from the variable
composition region, which extends from 3.5 Å below to 3.5 Å above the top layer of Ag.
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system. To ensure that the simulation satisfies detailed balance, the acceptance probability
for each action must satisfy

qµV T (1) α (1, 2) P (1, 2) = qµV T (2) α (2, 1) P (2, 1)

(6.3)



2
1
sN
where 1 and 2 represent configurations ~sN
2 ; N2 , respectively. α (1, 2) is the
1 ; N1 and ~
probability of attempting a move from configuration 1 to 2 and P (1, 2) is the probability
of accepting that move. Since α (1, 2) = α (2, 1), the probability of accepting an attempted
“move” step [165] is
n
o
− ∆U
Pmove = min 1, e kB T

(6.4)

where ∆U is the change in potential energy. For an “exchange” step, if the probability of
attempting an “add” and “remove” action are equal, i.e.

α (N particles, N + 1 particles) = α (N + 1 particles, N particles) ,

(6.5)

the acceptance rules are


Padd

−µ
V
− ∆U
kB T
= min 1,
e
(N + 1)Λ3


(6.6)

and
+µ
N Λ3 − ∆U
= min 1,
e kB T
V



Premove


(6.7)

In order to focus on the growth of the surface in contact with thermal and chemical
potential reservoirs, we replace the “move” action with a structural relaxation after “add”
and “remove” actions. The bias introduced by structural relaxation can be countered by
replacing the volume in the acceptance probability (see eqs. 6.6 and 6.7) with an effective
volume Veff , as discussed in previous works. [166, 167] For the “add” action, we choose
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an element, each with an equal probability, and add it to the system. Instead of randomly
selecting the position of the new atom, we include a configurational bias, which prevents
the new atom from being too close (rmin = 1.5 Å) or too far (rmax = 3 Å) from the closest
existing atom. If these criteria are not met, then we skip this step. This bias has little effect
on the detailed balance because all of the configurations we rule out have very high energies
and, practically speaking, could never be accepted. For the “remove” action, we randomly
choose an atom and remove it from the system. In order to further restrict the sampling
to those phases relevant for surface growth, we added a constraint that atoms can only be
inserted at or removed from positions near the top surface (see Figure 6.1). A flowchart for
our ab initio GCMC scheme can be found in the Supplementary Information.
In this work, we study the Ag(111) surface and its reconstructions (see Figure 6.1). In
order to sample a variety of surface structures and compositions, we set the temperature
of the simulations to 500 K and test a range of chemical potentials around the equilibeq.
rium between bulk Ag(s) and Ag2 O(s), for which µAg = µeq.
Ag = GAg and µO = µO =
1
2

(GAg2 O − GAg ). The free energies of bulk Ag(s) and Ag2 O(s) can be approximately

written as
DFT
GAg ≈ UAg
+ ∆GAg (T )

GAg2 O ≈

DFT
UAg
2O

(6.8)

+ ∆GAg2 O (T )

where the temperature-dependent term is taken from experimental data. [168] We tested
−10
, 10−6 , 10−2 , 1, 102 }. Since the
five different µO conditions such that pO2 /peq.
O2 = {10

Ag/Ag2 O bulk phase boundary corresponds to relatively O-rich conditions, we choose three
pO2 lower and only one pO2 higher than peq.
O2 . The change in the volume from V to Veff in
the acceptance probability can be interpreted as a change in the chemical potential, i.e.
δµ = kB T ln VVeff . V /Veff ≈ 10 because the MC-inserted atoms can access only 10% of V ,
that which is not occupied by the existing atoms. δµ is approximately equal to a one order
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of magnitude change in partial pressure of O2 . Therefore, we can directly use V , instead of
Veff , since our simulation is performed over a range of chemical potentials, and it will not
influence the result.
As is the convention in the literature, [169] we calculate the surface energy relative to
that of Ag(111),
∗
γslab
= γslab − γAg(111)

(6.9)

where γ is defined as
γ=


1
DFT
Uslab
− nAg µAg − nO µO
A

(6.10)

Here, A is the surface area and n is the number of atoms. A factor of two is missing from
the denominator because the bottom layer of each slab is the same, i.e. Ag(111), and its
∗
contribution to γslab
cancels out.

6.3

Computational Methods

DFT [2, 3] calculations were performed using Quantum ESPRESSO (version 6.2.1). [163]
The generalized gradient approximation (GGA) of Perdew, Burke, and Ernzerhof (PBE)
was used to treat electron exchange and correlation. [170] Designed nonlocal, [64] optimized, [63] norm-conserving pseudopotentials [4] were generated for Ag and O using
OPIUM. [65] We used 5s, 5p, and 4d as the valence states for Ag and 2s and 2p for O. We
generated a slab model of the p (4 × 4) Ag(111) surface with three Ag layers and ≈ 18 Å
of vacuum space (see Figure 6.1). For structural optimizations of the slab model, we fixed
the bottom layer and used total energy and force convergence thresholds of 0.01 eV/slab
and 0.1 eV/Å, respectively. We sampled the Brillouin zone using a 3 × 3 × 1, Γ-centered
k-point grid. We also applied a dipole correction along (001) to cancel the artificial electric
field across the slab. [73]
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Random forests (RF) were trained using the scikit-learn package (version 0.19.1) for
Python (version 3.6.5). [171] Processed data and Python scripts for the machine learning
can be found in the SI. We removed highly correlated and near zero-variance descriptors
from our data set. We randomly split the data set into a training and testing set with 2/3
and 1/3 of the data, respectively, so that we could estimate the out-of-sample error in the
surface energy prediction.

6.4
6.4.1

Results and Discussion
Surface Phase Diagram of Ag(111)

We perform a series of GCMC simulations, starting from the clean Ag(111) surface, under
the conditions described above. Each chemical potential is simulated three times to improve
the sampling of surface (composition and structure) phase space. Figure 6.2 shows the
surface phase diagram generated by GCMC. There are three main regions of this phase
diagram with respect to ∆µO (see thick dotted lines). For ∆µO ≤ −0.51 eV, the clean
Ag surface is stable (see red line and Figure 6.3A). From −0.51 eV ≤ ∆µO ≤ −0.19
eV, surface oxides form. At ∆µO = −0.19 eV, Ag undergoes a bulk phase transition to
Ag2 O. Over 6000 structures were sampled by the GCMC simulations, and lines showing
their surface free energy vs. ∆µO are shown in gray. We obtained a broad distribution of
surface free energies, with values well below and above that of Ag(111) (see red line).
Four different structures make up the surface energy convex hull (see green line). For
∆µO ≤ −0.51 eV, Ag(111) is preferred. Between −0.51 eV ≤ ∆µO ≤ −0.49 eV, one
O per surface unit cell adsorbs onto an Ag3 -hollow site (see Figure 6.3B). At ∆µO above
-0.49 eV and below -0.37 eV, surfaces oxides grow in the form of Ag3 O4 pyramids (see Figure 6.3C). O atoms at the corners of these pyramids bind to the surface at Ag3 -hollow sites.
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Figure 6.2: Surface phase diagram of Ag(111) exposed to O2 , generated by GCMC. There
is a gray line for each surface sampled. The red and green lines correspond to Ag(111),
i.e. the starting point, and the surface energy convex hull, respectively. Thick dotted lines
separate the three main regions of the phase diagram, and thin dotted lines separate lightly
shaded regions for the four surface phases (A-D, see Figure 6.3) that constitute the hull.
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A: Ag(111)

B: Ag(111)+O

p(4×4)

O@
Ag3-hollow

D: Ag(111)+Ag10O7

C: Ag(111)+Ag3O4
Ag3O4
pyramid

Ag4O5
pyramid

Distorted
Ag3O4

Figure 6.3: Stable Ag(111) surfaces and reconstructions discovered by GCMC: (A) clean
Ag, (B) O at an Ag3 -hollow site, (C) formation of an Ag3 O4 pyramid, and (D) growth of
an Ag10 O7 overlayer. All surfaces have p (4 × 4) periodicity.
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Under O-rich conditions, i.e. ∆µO ≥ −0.37 eV, a continuous surface oxide layer forms
with the composition Ag10 O7 (see Figure 6.3D). This surface consists of edge-sharing, distorted Ag3 O4 and symmetric Ag4 O5 pyramids. There is also an O atom at one of the two
exposed, sublayer Ag3 -hollow sites.
This phase diagram, generated automatically using GCMC, is in excellent agreement
with the experimental and theoretical literature on Ag(111). [133–135, 157–162, 169, 172–
174] The Ag3 O4 pyramid is common to many of the structures that have been proposed.
[133, 135, 157–160, 169, 172] These pyramids can arrange themselves in a variety of geometries, such as Ag2 O(111)-like hexagons and shamrocks. [133, 157–160, 169, 172] The
Ag10 O7 surface we find is very similar to a c (4 × 8) reconstruction that has been synthesized and, to date, has the lowest reported DFT surface energy. [135] The main difference is
that this structure contains unconnected chains of edge-sharing Ag3 O4 pyramids whereas,
in our structure, the chains are connected, which induces 4.52 meV/Å2 increase in the
surface energy. In this study, we impose p (4 × 4) surface periodicity based on historical
precedent. However, oxide adlayers with different periodicities have been reported in the
literature. [135, 162, 175] If we had imposed a smaller surface unit cell, Ag3 O4 pyramids
could still form but may not dimerize, thereby precluding the growth of 2D, continuous
surface oxides like the Ag10 O7 surface. We find that four unit cells perfectly fit pyramid
dimers and that multiples of four are necessary to form chains of pyramid dimers. Therefore, while surface periodicity can affect the ground state arrangement of Ag3 O4 pyramids,
p (4 × 4) is ideal for computational studies because it is the smallest surface unit cell that
can host 2D, continuous overlayers. It is noteworthy that ab initio GCMC, given only a few
inputs and without any prior knowledge of the system, is able to reproduce the important
features of the Ag(111) surface phase diagram, which took many decades to decipher.
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6.4.2

Structural Descriptors for the Surface Energy

The GCMC simulations described in section 1 generate a large data set composed of structures and energies. This enables the use of machine learning, namely random forest (RF)
regression, to determine the structural features that govern surface stability. We choose RF
regression because we have shown previously that it is a powerful method for the discovery
of structural and electronic descriptors for surface chemical properties like catalysis. [176]
A RF is an ensemble of decision trees, each trained on a random subset of the data. The
decision trees learn by splitting the data based on values of the independent variables (e.g.
bond length = 2 Å) and then finding which of those splits best separates the data based
on the dependent variable (e.g. surface energy). This type of learning is referred to as
supervised because we know the value of the output for different sets of inputs. After supervised learning, the RF model can rank the importance of each feature and predict the
surface energy (see Figure 6.4A and 6.4B, respectively). Feature importance is a measure
of how well splits based on each independent variable separate the data based on the dependent variable. We consider four types of structural features at the surface and calculate
their averages: (1) bond length between atoms A and B (“bondAB”), (2) number of atom B
within 3 Å of atom A (“cnAB”), (3) magnitude of the sum of the bond vectors (BV) pointing from atom A to all atom B within 3 Å (“bvAB”), and (4) z-component of the BV sum
(“bvzAB”). Note that atoms A and B correspond to different elements. In addition to structural features, we calculate the global instability index (“gii”), which measures deviations
of each atom from its preferred atomic valence. [177]
Figure 6.4A and 6.4B show the importance of all the features and the goodness of fit
of the RF model, respectively. The model has a root-mean-squared error (RMSE) of 2.16
meV/Å2 , and the data in Figure 6.4B lie very close to the perfect correlation line. This
result shows that we have included features that are excellent descriptors of the surface
energy. Scatter plots of surface energy vs. the two most important descriptors, i.e. cnAgO
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cn ≡ coordination #
bv ≡ norm(bond vector)
bvz ≡ (bond vector)⋅ẑ
gii ≡ instability index
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φ ≈ 5°
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Figure 6.4: Analysis of structural descriptors for the surface energy. (A) Relative importance of descriptors calculated from random forest (RF) model. (B) Surface energy
predicted by RF vs. DFT. Black-dashed line corresponds to perfect agreement. (C) Effect
of the Ag coordination number (CN) with O (cnAgO) and (D) effect of the magnitude of
Ag-O bond vector (BV) sum (bvAgO) on the surface energy. cnAgO is the number of O
within 3 Å of Ag including bonding to the layer below. Thin, black-dashed lines highlight
the trend of increasing free energy for deviations from ideal CN or BV sum. Stars denote
the Ag10 O7 surface.
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and bvAgO (see Figure 6.4C and 6.1D, respectively), reveal trends that help rationalize
the stability of the Ag10 O7 surface. Both plots have large spread in the surface energy
and concave envelopes tracing the surface energy minima along the descriptor direction
(see thin, black-dashed line). The sharpness of these envelopes near the surface energy
minimum indicates that surfaces have a clear tendency for cnAgO = 2 and bvAgO ≈ 0.5.
The former means that each surface Ag atom tends to form two bonds with O. The preferred
value of bvAgO requires a more careful interpretation. bvAgO is zero when Ag either has
no O neighbors or the Ag-O BV sums cancel. In the context of two-fold coordination of
Ag with O, bvAgO is small when the O-Ag-O chain is slightly bent (≈ 5◦ , see inset in
Figure 6.4D).

6.4.3

Mechanistic Analysis

While many oxide overlayers have been proposed, the mechanism of their formation remains unclear. [133–135, 157–162, 169, 172–174] It is known that surface oxide formation
requires facile O2 dissociation and significant mass transport of Ag and O. [172, 173] A
benefit of using GCMC is that it produces a composition-structure evolution history, which
can be analyzed to reveal the stages of surface reconstruction. Figure 6.5 shows the path
taken by the GCMC simulation to obtain the Ag10 O7 surface. There are three main stages
of the mechanism: chain growth, pyramid formation, and pyramid dimerization. At the
beginning of the first stage, pairs of O atoms adsorb onto nearby Ag3 -hollow sites (see
Figure 6.5A). At the same time, they extract an Ag atom from the surface, forming surface O-Ag-O chains and subsurface Ag vacancies. Each single chain serves as a nucleation
center from which longer chains can grow, such as double and branched chains, through
the addition of extra Ag and O from their respective chemical potential reservoirs (see
Figure 6.5B and 6.1C, respectively). The latter is a critical intermediate in the formation
of Ag3 O4 pyramids in the second stage. Here, the branched chain reorients itself via O
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Figure 6.5: Mechanism for the formation of the Ag10 O7 surface (see Figure 6.3D). Red,
white, and blue circles correspond to O atoms, their previous position, and subsurface Ag
vacancies, respectively. Ag atoms are represented by a thick gray line. The mechanism involves three stages: (A-C) chain growth, (D) pyramid formation, and (E-H) dimerization.
In the chain growth stage, (A) an O-Ag-O chain and subsurface Ag vacancy form followed
by (B) linear and (C) branched chain growth. (D) Next, O atoms jump to new sites and
the subsurface Ag vacancy is filled, forming an Ag3 O4 pyramid. Finally, in the dimerization stage, (E-F) linear chains grow from the pyramid, which (G) undergoes a concerted
rotation. Upon the deposition of a Ag atom, a pyramid dimer is formed.
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hopping between Ag3 -hollow and Ag2 -bridge sites (see Figure 6.5D and Figure 6.5E, respectively). After the pyramid forms (see Figure 6.5F), the subsurface Ag vacancy is filled.
Finally, in the last stage, pyramids dimerize. This starts with chain growth from one of the
corners of the pyramid (see Figure 6.5G). Once a double chain is formed (see Figure 6.5H),
it repositions itself (see Figure 6.5I) and, upon the deposition of Ag atom, forms a dimer
(see Figure 6.5J), which is the main repeating unit of the Ag10 O7 surface.
Since many proposed overlayers express the pyramid motif, [133–135, 157–162, 169,
172–174] this is a plausible mechanism for their formation as well, except for the third
stage. Recall that the best descriptors of surface energy from the random forest model
are the Ag-O CN and BV sum. Not only do the most stable surfaces exhibit ideal values
for these descriptors, but their building blocks, i.e. chains and pyramids, do as well. This
shows that, within the context of this mechanism, Ag-O CN and BV sum are the key driving
forces behind the reconstruction of Ag(111).

6.5

Conclusions

In this chapter, we introduce our new method of ab initio GCMC for the investigation of
surface reconstruction. This method requires a minimal number of selected parameters,
enables surfaces to evolve under realistic conditions, and reduces bias associated with selection of trial structures for surface stability analyses. We show that ab initio GCMC
reproduces the salient features of the Ag(111) surface phase diagram, which took decades
to unravel, and, in particular, finds a surface (Ag10 O7 ) that is in excellent agreement with
the most stable surface reported in the literature. By analyzing the composition-structure
evolution histories of GCMC simulations, we propose a mechanism, based on O-Ag-O
chain growth and rearrangement, that can explain the formation of Ag3 O4 pyramid building blocks, which are common to a number of nearly-stable reconstructions of Ag(111).
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We also show the advantages of using GCMC to generate data for the discovery of structural descriptors of the surface energy via machine learning. We find that the most relevant
descriptors (coordination number of Ag with O and norm of the Ag-O BV sum) support
our proposed mechanism and therefore are key driving forces for reconstruction. Ab initio
GCMC, from structure generation to analysis, is fully transferable to the study of the surfaces of other materials and also holds promise for the exploration of other processes, such
as heterogeneous catalysis and nanoparticle growth.
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Chapter 7
The Active Surface Area of the
Hierarchical Nanoporous Material
This chapter is an amended version from the submission in Ref. [178]
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7.1

Introduction

Alloy-type Li-ion battery (LIB), Na-ion battery (SIB) and Mg-ion battery (MIB) anodes
have attracted considerable attention due to their relatively high theoretical capacities compared to intercalation-type anodes. However, these alloy-type anodes suffer from severe
capacity fading associated with the large volume changes and mechanical stresses arising during (de)lithiation, (de)sodiation and (de)magnesiation. [179–183] Since the work of
Bang et al. who demonstrated the enhanced performance of silicon-based Li-ion battery
anodes with nanoporous architectures compared to bulk silicon anodes, [184,185] and who
rationalized this enhanced performance by speculating that the pores act as a buffer that
accommodates the large (de)lithiation-induced volume changes, nanoporous architectures
have been widely used to enhance the electrochemical performance of alloy-type LIB, SIB
and MIB anodes. [186–193] Recently, anode materials with hierarchical nanoporous architectures have been proposed to further boost the performance of these alloy-type anodes.
For example, Zhao et al. reported on the enhanced performance of silicon-based Li-ion
battery anodes with a hierarchical nanoporous architecture. [194] Cook et al. reported on
the enhanced performance of hierarchical nanoporous Sn with granular morphology used
as Li-ion battery anode. [195] Detsi et al. reported on the enhanced performance of similar hierarchical nanoporous Sn with granular morphology, while used as Na-ion battery
anode. [196] However, so far the key mechanism behind the enhanced electrochemical
performance of alloy-type anodes with hierarchical architectures has not been elucidated.
Therefore, this works is aimed identifying the origin of this enhanced performance using
sodium storage in antimony (Sb) as a model system.
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7.2

Experimental Background

The experimental collaborators have synthesised the hierarchical nanoporous (HNP) Sb
and regular nanoporous (NP) Sb, the SEM image are shown in Figure 7.1. The cycle-life
of the HNP-Sb, NP-Sb and commercial Sb electrodes was investigated by sodiating and
desodiating these electrodes at a constant current density. The corresponding capacities
and Coulombic efficiencies as a function of the number of cycles are shown for the first
200 cycles in Figure 7.2. The HNP-Sb and NP-Sb exhibit an excellent cycle stability with
a capacity retention of 94 % after 200 sodiation/desodiation cycles. In contrast, a rapid capacity decay is observed for the commercial Sb within the first 20 cycles. The significantly
better cycle stability of HNP and NP Sb versus the commercial Sb is expected, because the
nanoporous structure accommodates the volume change during the (de)sodiation process
and avoids the crack or collapse of the material. However, an approximately 50 % enhancement in the capacity during the whole cycle-life is observed by comparing the HNP to the
NP Sb. A possible explanation is as follows: although nano-pores increases the surface
area of the material, they are too small such that the electrolyte cannot diffuse too deep
into the material through them. The radius of the large pore is big enough such that the
electrolyte can freely diffuse through, therefore more surface area are activated by large
pores since the sodium ion can directly diffuse into the material through them.

7.3

Kinetic Monte Carlo Simulation

To confirm this hypothesis that this hierarchical nanoporous morphology is a general approach to enhance the active surface area, and to provide a guideline to enhancing the
activity of the material further, we simulated the diffusion rate of a model system using the
Kinetic Monte Carlo (KMC) method. The model system is a cubic bulk with small and
large pores. These pores are spherical with different radii rsmall and rlarge . Ions can diffuse
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Figure 7.1: SEM images of HNP-Sb (a, b, c) and NP-Sb (d, e, f) at different magnifications.
Large ligament/pore structures with size between 100-300 nm can be observed at low magnifications (a,b) in the HNP-Sb. At a high magnification (c), the large ligaments are in turn
composed of mesoscopic ligaments and pores with average size 10 nm, while the NP-Sb
only exhibits mesoscopic ligament/pore structures with average size 10 nm (d,e,f).
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Figure 7.2: Cycle-life and Coulombic efficiencies of different electrode. Solid markers:
cycle-life of HNP-Sb (blue), NP-Sb (red), and commercial Sb (green). Open markers:
corresponding Coulombic efficiencies.
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into the system through the bulk surface and surfaces of some pores, referring to as the
active edges. In our model, the surface of all large pores are active edges, while surfaces
of small pores are active edges only if the distance from this small pore to the surface of
a large pore or the bulk surface is smaller than a threshold Dmax . The rationale is that we
assume surfaces of large pores are always in contact with the electrolyte, and diffusion of
ions in the electrolyte in these regions are fast, but surfaces of small pores are hard to get
wet if they are deep inside the material, hence ions can hardly enter the material through
these surfaces. Simulations were performed to compare the diffusion rate under different
porosity condition.
In our simulations, the system is a cubic bulk consists of four types of sites: the occupied site, the unoccupied site, the void site, and the active edge site. Occupied and unoccupied sites represent remaining materials of the porous structure that are either filled unfilled
by ions, the clusters of void sites represent the pores, and active edges are where ions can
enter the material. An illustration in the 2-dimension case is shown in Figure 7.3, where
the red color represents the occupied site, the blue color represents the unoccupied site, the
white color represents the void site, and the yellow color represents the active edge site. We
considered two types of diffusion in our model, that ions can diffuse into the material, and
ions can diffuse inside the material. The first type of diffusion is simulated by turning an
unoccupied site next to an active edge site into the occupied state, and the second type of
diffusion is simulated by switching an occupied site with one of its unoccupied neighbors.
The overall diffusion rate is measured by the occupation rate after a certain time duration.
To construct the hierarchical nanoporous structure, we start with all sites unoccupied, and
specify the center and the radius of the pore such that all sites inside the spherical region
are marked as void. These sites can never be occupied. Pores have two different radii rsmall
and rlarge , and their positions are chosen randomly. In all simulations, the size of the bulk is
100 by 100 by 100, rlarge = 15, and rsmall = 3. For simplicity, the rate constant of occupying
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a site next to the active edge and switch one occupied site with its unoccupied neighbor is
assumed to be the same. In each time interval, 1% of these two types of actions over the
whole system are randomly selected and performed. The diffusion rate is evaluated by the
occupation ratio after 500 time intervals. Results at each black dot shown in Figure 7.4 are
averaged over 48 simulations, in each simulation the porous system is regenerated. Following the red line from bottom to up, 7 more large pores are generated at each dot so the
density ρ of the material is reduced by a factor of e0.1 , and following the green line from
left to right, 884 more small pores are generated at each dot so ρ is also reduced by a factor
of e0.1 . In Figure 7.4a and Figure 7.4b, Dmax = rsmall and 3rsmall , respectively.
As expected, increasing number of pores increases the diffusion rate and the surface-tosite ratio γ (i.e. surface-to-mass ratio). However, small pores and large pores have different
effects. For the same γ, large pores cause a faster diffusion rate than small pores. This is
because all surfaces from large pores are active edges but only a portion of surfaces from
small pores are active edges. On the other hand, for the same ρ, the effect of pure small
pores may exceed the effect of pure large pores depending on how big Dmax is. Results in
Figure 7.4 show that the critical value for Dmax is between rsmall and 3rsmall . An important
point is that the highest diffusion rate is reached when both small and large pores exist, as
indicated by the blue dashed lines in Figure 7.4a and Figure 7.4b. By comparing the vertical
length and the slope of each red line, Figure 7.4 suggest that the effect of large poles are
influenced by small poles in two ways, that as the number of small poles increases, large
pores tend to enhance the diffusion rate faster while increasing γ slower. These two effects
can be understood as follows: with a higher concentration of small pores in the material,
the large pores can allow more small pores to be activated so the diffusion rate is enhanced
further. At the same time, the large pores remove some surfaces of small pores from the
material, so the increase rate of surface-to-mass ratio is slower.
Simulation results allow us to estimate how to choose number of large pores and small
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Figure 7.3: An illustration of the simulation in the 2-dimensional case. Each pixel represents one site. Colors: red, the occupied site; blue, the unoccupied site; white, the void site;
yellow, the active edge site.
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Figure 7.4: Diffusion rate at different combination of small pores and large pores. The
lower left vertex stands for the case of the pure bulk that no pores are created. Following
the red line the number of large pores increases such that the density of the porous system
ρ is reduced by a factor of e0.1 , and following the green line the number of small pores
increases such that the density is reduced by the same factor. The blue dashed lines connect
points that where systems have the same density. (a) Dmax = rsmall (b) Dmax = 3rsmall .
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pores to optimize the diffusion rate. Without any constraints, the diffusion rate is enhanced
by increasing the number of both large pores and small pores. For the real system however,
at least two types of constraints exist such that the diffusion rate has a limit. The mechanical
stability should set a threshold for the density of the material ρmin , and the stability of the
porous structure should set a threshold for the surface-to-mass ratio γmax . An intuitive
choice is to push the system to the boundaries of these two constraints by increasing the
number of both small and large pores, but simulation results suggests that this is not always
the best choice. Using Figure 7.4a as an example, a given γ always favors large pores
since red lines have greater slopes than green lines at any conditions. A given ρ value
however, does not have such monotonic property. As indicated by the blue dashed line, the
maximum diffusion rate is neither at the pure large pore side nor the pure small pore side,
but requires a balance between these two. Therefore, if the threshold γmax is greater than γ
at the maximum of what ρmin suggests, i.e. the blue dashed line, one should not create too
many small pores to reach γmax , but rather create enough large pores to reach the maximum
of what ρmin suggests.

7.4

Analytic Model for Active Surface Area

In order to quantitatively evaluate how the active surface area depend on number of small
and large pores, as well as the characteristic parameters of pores, an analytic model is
proposed to predict the active surface area for systems with pores randomly generated.
Our model is that pores with two different surface-to-volume ratios are randomly generated in a bulk material. The active surface area is the surface area of all large pores and bulk
boundaries, plus surfaces of small pores if the distance to bulk boundaries or large pores
are smaller than a threshold D. To derive the expression for the active surface area, we first
consider a generic case, that a bulk with the volume V0 and k types of pores randomly gen-
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erated in the material. Define V (n1 , n2 , . . . , nk ) and S (n1 , n2 , . . . , nk ) as the remaining
volume and the surface area of the material with n1 , n2 , . . . , nk numbers of each type of
pore, respectively, define s1 , s2 , . . . , sk as the surface area of each type of pore, and define
v1 , v2 , . . . , vk as the volume of each type of pore, we will first show the expressions for
V (n1 , n2 , . . . , nk ) and S (n1 , n2 , . . . , nk ), then drive an expression for the active surface
area. For the simplicity of the notation, V and S will be used instead of V (n1 , n2 , . . . , nk )
and S (n1 , n2 , . . . , nk ) when there is not ambiguity.

7.4.1

Remaining Volume and Surface Area

When trying to create a new pore in the material, the remaining volume inside the new pore
will be removed. Since only

V
V0

of the space is filled with the material, the actual removed

volume is vj VV0 , where j is the index of the type of pore that will be generated. Therefore
∂V
V
= −vj
∂nj
V0

(7.1)

The solution to this equation is

V = V0 e

−

Pk
j=1 nj vj
V0

(7.2)

Changes in S is a bit complicated since it contains two terms, that the increase of surface
area exposed by the new pore sj VV0 , and the removal of already-existing surface area (from
previous pores) inside,

∂V S
∂nj V

= −vj VV0 VS = −vj VS0 . Hence,
∂S
V
S
= sj − vj
∂nj
V0
V0

The factor of

V
V0

(7.3)

in the sj terms has the following reason: the actual surface area exposed

in a porous material needs to be scaled down by the percent of volume that still remains. A
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heuristic example is to draw a curve on a chessboard and ask what the length of the curve
in the light square is. The answer is

1
2

of the total length of the curve because the curve in

light squares has the same length as the curve in dark squares. Solving Equation 7.3 needs
some efforts but one can confirm that:

S=

k
X

!
nj sj

−

e

Pk
j=1 nj vk
V0

(7.4)

j=1

is the solution.

7.4.2

Active Surface Area

Returning to the question of the active surface area, one can calculate the active surface
area as the total surface area minus the inactive surface area. Denote the small pores with
the index “1” and the large pores with the index “2”. The total surface area is

S total = Sb

V (n1 , n2 )
+ S (n1 , n2 )
V0

where Sb is the area of the initial bulk boundaries. The factor
as the factor of

V
V0

V (n1 ,n2 )
V0

(7.5)

has the same rationale

in Equation 7.3.

The inactive surface area is the total surface area from small pores minus the active
2)
surface area from small pores. The surface area of all small pores is S (n1, 0) V (0,n
, that
V0

surface area of small pores created in the volume fraction that is not large pores. Since
surface areas from small pores are active only when they are close enough (in the sense of
the threshold D) to bulk boundaries or surfaces of large pores, the expression for the active
small pore area is



2)
+
S
(0,
n
)
D
Sb V (0,n
2
V0
V0

S (n1, 0)

(7.6)

2)
where Sb V (0,n
+ S (0, n2 ) is the surface area of the bulk boundaries plus the large pores,
V0
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2)
Sb V (0,n
V0



+ S (0, n2 ) D is the volume in which small pores are active, and



V (0,n )
Sb V 2 +S(0,n2 ) D
0

V0

is the fraction of small pore areas that are active. Therefore, the inactive surface area is:

S

inactive



V (0, n2 )
S (n1, 0)
V (0, n2 )
− Sb
+ S (0, n2 ) D
= S (n1, 0)
V0
V0
V0

(7.7)

The active surface area is then Equation 7.5 minus Equation 7.7. After the substitution of
Equation 7.2 and Equation 7.4, it yields:

S

active



Dn1 s1 −
= (Sb + n2 s2 ) 1 +
e
V0

n1 v1 +n2 v2
V0

By defining the surface-to-volume ratio of the initial bulk γ0 =
ratio of the small pore γ1 =

s1
,
v1

Sb
,
V0

(7.8)

the surface-to-volume

the surface-to-volume ratio of the large pore γ2 =

s2
,
v2

by defining the nominal removed volume ratio for small pores and large pores, x1 =
x2 =

n2 v2
,
V0

and

n1 v1
,
V0

respectively, Equation 7.8 can be rewritten as

S active = (γ0 + γ2 x2 ) (1 + Dγ1 x1 ) V0 e−(x1 +x2 )

(7.9)

And the active surface area per remaining volume is

active

Γ

S active
=
= (γ0 + γ2 x2 ) (1 + Dγ1 x1 )
V0 e−(x1 +x2 )

(7.10)

By further constraining a minimum density the system can reach due to the stability issue,
i.e. e−(x1 +x2 ) = e−X0 , and write x2 = X0 − x1 , the active surface area per remaining
volume is a quadratic function of the nominal removed volume ratio of small pores:

Γactive = (γ0 + γ2 (X0 − x1 )) (1 + Dγ1 x1 )
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(7.11)

The maximum is reached when x1 =

X0
2

−

1
2Dγ1

+

γ0
.
2γ2

The validity of this model is testified by fitting the iso-density KMC results to a quadratic
curve, as shown in Figure 7.5. The sodiation rate versus x1 is an excellent quadratic curve,
especially when averaging over more simulations. Parameters calculated from the fitted
curve agrees well with the simulation setup. The discrepancy of predicted D/rS to the
simulation setup dues to a systematic error of calculating the area of a small pore on the
cubic grid. By further assuming that D ≈ rS , k1 ≥

3
rS

of spherical pore), and γ0  γ2 , one achieves that

X0
2

(the equal sign is taken for the case
≥ x1 ≥

X0
2

− 16 . Since x1 =

X0
2

represents the situation that small pores and large pores contribute equally to the relative
density, this result suggests that under the constraint on the density of the material, one
should reach the maximum of the active surface area by mixing small pores and larges
such that large pores have the same or slightly greater contribution to the relatively surface
area than small pores.
Another question one can ask is that, what is the maximum active surface are one can
reach by creating pores in a bulk material with a given volume V0 , and how to reach this
condition. To answer this questions, return to Equation 7.9 and find the maximum of the
expression with respect to both x1 and x2 . The maximum is reached when x1 =
and x2 =

γ2 −γ0
.
γ2

Dγ1 −1
,
Dγ1

Since γ2 is usually greater than γ0 while Dγ1 may not be greater than 1,

creating large poles is always suggested.

137

Sodiated volume ratio / unit time

Sodiated volume ratio / unit time

0.04

0.09

KMC simulated result
Quadratic fitting

KMC simulated result
Quadratic fitting

0.08

0.03

0.02

Simulation
parameters

Fitted
parameters

rL=15.0

rL/L0=0.17

L0=100

D/rs=0.86

0.07

0.06
0.05

D/rs≈1

0.01
0

0.2

0.4

0.6

0.8

1

Nominal removed volume ratio of small pores

Simulation
parameters

Fitted
parameters

rL=57.5

rL/L0=0.31

L0=200

D/rs=0.83

D/rs≈1

0.04
0

0.2

0.4

0.6

0.8

1

Nominal removed volume ratio of small pores
(b)

Sodiated volume ratio / unit time

(a)
0.14

KMC simulated result
Quadratic fitting

0.12
0.1

0.08

0.06
0.04
0

Simulation
parameters

Fitted
parameters

rL=57.5

rL/L0=0.30

L0=200

D/rs=1.69

D/rs≈2

0.2

0.4

0.6

0.8

1

Nominal removed volume ratio of small pores
(c)

Figure 7.5: Verification of the analytic model. Parameters from the quadratic fitting agrees
well with the true parameters used in the KMC simulations. rS and rL are the radii of
the small and large pores, respectively, L0 is the length of the cubic system, and D is the
threshold to determine whether surfaces of small pores are active or not. (a) Sodiation rate
averaged over 48 simulations, (b) and (c) Sodiation rate averaged over 480 simulations.
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Chapter 8
Terahertz-Field-Induced Ferroelectricity
in Quantum Paraelectric SrTiO3
This chapter is a slightly amended version of Ref. [197]
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8.1

Introduction

SrTiO3 (STO) is a widely-used dielectric material that has a cubic perovskite structure at
room temperature. Many members of this crystal family, e.g. PbTiO3 , undergo transitions
into FE phases in which the transition-metal ions occupy positions that are displaced from
the unit cell center so that the material has a macroscopic electric polarization. The collective pathway between the cubic, paraelectric phase and the FE phase involves motions
of the ions along the soft phonon coordinate. In contrast, upon reduction of the temperature to 105K, STO undergoes an antiferrodistortive (AFD) structural phase transition into a
second paraelectric phase of tetragonal symmetry [198,199]. Further cooling reveals mode
softening (decrease in frequency ω) in the usual Curie-Weiss form ω ∝ (T − Tc )1/2 with
critical temperature Tc = 36K [200], but at such a low temperature the zero-point quantum
uncertainties in ion positions prevent long-range FE ordering of their locations. Thus STO
is a textbook example of a so-called quantum paraelectric (QPE) phase [200], in which
dipole correlation lengths do not extend beyond nanometer length scales [201]. Recently,
studies have shown that the QPE state in STO is a result of a more complex competition
among three driving forces [202, 203], i.e. quantum fluctuations, AFD structural distortions (rotations of neighboring oxygen octahedral in opposite directions), and ferroelectric
ordering. As a result, even subtle perturbations such as 18 O isotope substitution [204] are
able to turn STO ferroelectric.
In recent years, significant advances have been made in the search for materials with
complex multi-phase landscapes that host photo-induced meta-stable collective states, or
“hidden” phases. These phases are rarely accessible on equilibrium phase diagrams and
may persist long after the external stimuli that induced them are over. Recent experiments [205–210] have illustrated some of the possibilities and expanded our understanding
of non-equilibrium material properties and dynamics. In some cases, ultrafast resonant ex-
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citation of crystal lattice vibrations (phonons) has played the key role in reaching hidden
metallic and superconducting phases [205, 206]. In this work, the experimental collaborators extend this capability in the discovery of a hidden ferroelectric (FE) phase in the
paradigmatic material STO. They accessed the hidden phase by selectively exciting the soft
phonon mode that serves as a collective reaction coordinate along which ions move from
their initial positions toward their positions in the new phase, using a terahertz (THz) light
field to move the ions into their positions in the incipient crystalline phase. This case was
foreshadowed by molecular dynamics (MD) simulations of THz field-induced switching
between different FE domain orientations, a closely related type of “collective coherent
control” [211].

8.2

Experimental Background

The experimental collaborators show that intense coherent THz excitation of the FE soft
modes in STO can lead to highly nonlinear phonon responses that overcome the quantum
fluctuations and yield clear signatures of an ultrafast QPE-to-FE phase transition. The
observed signals reveal a dramatic rise in ferroelectric ordering and restructuring of phonon
spectra beyond a threshold THz field strength, indicating the emergence of the collective
FE phase.
Two complementary experiments were carried out with single-cycle THz pump pulses
and time-delayed optical probe pulses. THz-field-induced second-harmonic (TFISH) generation spectroscopy [212] was conducted to observe signals that arise from inversionsymmetry breaking due to coherent soft mode lattice vibrational motion away from the
initially centrosymmetric structure of the QPE phase. THz field-induced optical birefringence (THz Kerr effect, or TKE) spectroscopy [213] was performed to characterize Ramanactive phonon responses that were driven nonlinearly by the THz-initiated soft mode lat-
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tice vibrations. Figure 8.1 shows TFISH measurement results from STO and their Fourier
transforms at several temperatures and THz field amplitudes. At temperatures above 30
K, a single mode that softens with decreasing temperature consistent with the ferroelectric
soft mode [199] is observed. The coherent vibrational displacements in either direction
break the symmetry, resulting in optical second harmonic signals that oscillate at twice
the soft mode frequency. There is also a non-oscillatory signal component due to THzinduced orientation of dipoles, whose decay becomes slower as T is reduced due to the
increasing dipolar correlation [214]. In the QPE phase at T < 36 K, two features in the
signals change dramatically at high THz field amplitudes. First, the non-oscillatory signal
component grows in a highly nonlinear fashion as a function of the field strength. This
indicates a dramatic growth in the extent of steady-state (non-oscillatory) dipole ordering [215]. Second, additional phonon signatures appear with amplitudes that also increase
in a highly nonlinear fashion with THz field strength. These features reveal additional ionic
displacements that take place as the FE crystal structure is formed. At soft mode amplitudes sufficient to reach the new phase, collective displacements of other phonon modes
(coupled nonlinearly to the soft mode) are induced. The THz-induced ordered structure
is noncentrosymmetric, so oscillations about this structure produce changes in the second
harmonic signal level that oscillate at the phonon frequencies, not twice the frequencies.
It is noteworthy that the three distinct low-frequency peaks in the TFISH response at high
field strength harden gradually as T is reduced, as is known to occur for the soft modes in
SrTi18 O3 below its ferroelectric phase transition temperature [204]. A broad phonon feature at 1.3 THz is observed whose frequency does not appear to change with temperature
and whose signal strength does not increase as sharply as the lower-frequency peaks. This
behavior is consistent with a Raman-active A1g mode (the “A1g” label is retained even
though the crystal symmetry has been changed) [216] that is coupled anharmonically to the
soft mode. Similar nonlinear coupling has been observed in room-temperature STO using
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femtosecond x-ray diffraction [217].
Figure 8.2 shows TKE data recorded at several sample temperatures and THz field
strengths. Although the optical and THz pulses propagate with very different velocities in
STO [213, 218], the strong THz absorption [219] ensures that this does not affect the timedependent signals. At high temperatures, as shown in Figure 8.2A, only non-oscillatory
signals are observed. Unlike such signals in the TFISH data, these signals show only
weakly T -dependent decay kinetics and they do not increase dramatically as functions of
either temperature or THz field amplitude. They are associated with dipole alignment rather
than ferroelectric orientation, or polarity. The A1g mode at 1.3 THz is also observed and
increases quadratically with THz field strength, indicating ordinary anharmonic coupling
to the FE soft mode as suggested above. By far most striking is the emergence of several
low-frequency phonon features whose strengths depend in a highly nonlinear fashion on the
THz field strength, clearly similar to what we observed in TFISH measurements. The measurements suggest that at sufficiently large soft mode amplitudes, an ultrafast ferroelectric
phase transition is triggered. The strong non-oscillatory TFISH signals reveal the associated increase in FE ordering. The modes that grow in sharply as the THz field amplitude
is increased reveal significant collective displacements of ions along multiple vibrational
modes that are coupled nonlinearly to the soft mode and also reveal the change in lattice
symmetry. It has been suggested that excitation of the Raman modes may provide constructive feedback to the FE soft mode that drives them by disrupting the balance between
antiferrodistortive and ferroelectric structural distortions [202, 203], thereby dynamically
destabilizing the paraelectric ground state on a multidimensional energy landscape.
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Figure 8.1: STO symmetry breaking measured by optical second harmonic generation
(TFISH). (A) Temperature-dependent TFISH signals recorded at 550 kV/cm field amplitude from STO and (B) their Fourier transforms. The ferroelectric soft mode is observed
above 30 K, and new phonon peaks as well as non-oscillatory signals appear at lower temperatures. (C) THz field-strength-dependent TFISH signals measured at 5 K and (D) their
Fourier transforms. Signals at low field strengths are magnified by the amounts indicated in
the figure for better visibility. Dramatic changes in the non-oscillatory signal components
and the phonon spectra occur when the THz field level is increased above 340 kV/cm.
The numerical first derivatives of the time-domain signals were calculated before Fourier
transformation to reduce the relative amplitude of the non-oscillatory components.
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Figure 8.2: Strongly nonlinear phonon responses appear in the low-symmetry STO
phase. (A) Temperature dependence of THz-induced optical depolarization (TKE) signals recorded with 630 kV/cm THz pump field amplitude and (B) their Fourier transforms.
The numerical first derivatives of the time-domain signals were calculated before Fourier
transformation to reduce the relative amplitude of the non-oscillatory components. At temperatures 60 K and above (see Supplement), no oscillatory signal is observed after THz
excitation. The 1.3 THz peak and additional low-frequency modes appear at low temperatures. (C) THz field strength dependence of the TKE spectra at 10 K. New peaks grow in
sharply as the THz field level is increased from 470 to 630 kV/cm. Inset: quadratic fit to
the 1.3 THz A1g mode. The 0.8 THz mode shows faster than quadratic scaling in the THz
field strength.
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8.3

Mode Projection with MD Simulation

In order to understand the details of the THz-induced phenomena, we performed classical
MD simulations in LAMMPS [220] for a 20 × 20 × 20 supercell in an isothermal-isobaric
ensemble (N P T ), where the temperature is controlled at 5K by Nosé–Hoover thermostat,
and the pressure was controlled by Parrinello-Rahman barostat [221]. Pressures were set
to 11.2 GPa, 11.2 GPa, and 11.0 GPa along the x, y, and z axis, respectively, yielding the
corresponding lattice constants 3.89Å, 3.89Å, and 3.90Å respectively. The thermal inertia
parameter Ms in Nosé–Hoover thermostat was chosen to be 3.0 amu. The profile of the
applied electric field pulse is shown in Figure 8.4A. Forces on ions under the electric field
∗
∗
are calculated from Born effective charge tensors (ZSr
= 2.56, ZTi∗ = 7.40, ZO⊥
= −2.08,
∗
and ZOk
= −5.80) [222].

To assign the vibration modes in MD simulations excited by the electric field, A DFT
simulation was run on a 2×2×2 STO supercell (40 atoms total) in the tetragonal phase and
the 120 mass-weighted normal modes were determined. These were taken to represent the
zone-center normal modes of the 20 × 20 × 20 supercell for which MD simulations were
run as described above. Time-dependent trajectories calculated with THz fields (centered at
11.5 ps as shown in Figure 8.4A) of 0, 200, 400, 600, and 800 kV/cm amplitudes were used
to determine the subset of zone-center modes along which the fields induced significant displacements. A power spectrum was calculated from the autocorrelation function of each
trajectory in the 14-24 ps time interval, revealing peaks with frequencies of 0.8, 1.4, 1.6,
2.0, 2.2, and 2.6 THz as shown in Figure 8.4B. Fourier transforms of the mass-weighted
trajectories at each of these six frequencies were performed over 10-ps time intervals and
the spatially varying Fourier coefficients were projected onto each of the 120 zone-center
normal modes. The results are shown in Figure 8.5. The Fourier transforms of these modes
at the same six frequencies, shown in Figure 8.6, confirm the mode assignments. The am-

146

plitudes of all four modes increase nonlinearly and then saturate as the THz field strength is
increased, as expected for a THz-induced phase transition and consistent with Figure 8.4B,
Figure 8.3A and the experimental results. A time-dependent projection of the 600 kV/cm
trajectory onto the four assigned modes is shown in Figure 8.3B of the main paper for short
times and in Figure 8.7 for the full 50 ps simulation. The result indicates some net polarization even at 50 ps, but the simulation does not include quantum fluctuations that may
return the real crystal to the paraelectric state on shorter time scales.
For each MD simulation, the system was first relaxed for 100 ps to reach equilibrium
at 5 K, and then a Gaussian-profile electric field pulse with full-width at half-maximum
duration of 0.66 ps was applied in either the z or x crystallographic direction. Trajectories
of the system were collected for 50 ps, with the electric field reaching its maximum at 11.5
ps. To evaluate whether the electric field could induce ferroelectricity in STO, simulations
were performed with different field amplitudes, and in each case the global polarization
of the system was calculated from the collected trajectories. As shown in Figure 8.3A,
the induced polarization rises sharply over a narrow range of applied field amplitudes, saturating at around 300 kV/cm along both the x and z directions. The important result of
the simulations is the confirmation that a single-cycle THz field can induce a substantial
global FE polarization when the field is above a threshold level on the order of 200 kV/cm.
By calculating the projections of the MD simulation trajectory along different lattice vibrational mode coordinates, we also confirmed that the key displacements occur along the
ferroelectric soft mode and the coupled antiferrodistortive mode coordinates, whose calculated time-dependent responses are shown in Figure 8.3B. The soft mode response is driven
directly by the THz field and reaches its peak at the same time as the peak field. The AFD
modes are driven indirectly through their anharmonic coupling to the FE soft mode, and
their peak displacements are delayed as a result. The soft mode and the AFD modes show
steady-state displacements that persist well after the THz field is gone, indicating relaxation
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of the coupled system into the FE structure.

8.4

Conclusion

The experimental data and molecular dynamics simulations together demonstrate a THzinduced ultrafast quantum-paraelectric-to-ferroelectric phase transition in STO. The THz
field drives the soft mode, and additional coupled-mode displacements occur to reach the
FE structure. Our results demonstrate collective coherent control of material structure that
may be applicable to a wide range of classical and quantum phase transitions in which soft
phonon modes play key roles in the collective structural transformations.
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Figure 8.3: MD simulation of response to STO THz excitation. (A) The peak global polarization induced by excitation with a THz field along different crystallographic axes. A
threshold electric field amplitude of about 300 kV/cm is needed in order to fully polarize the crystal. (B) MD simulation trajectory projection onto different vibrational mode
coordinates. The FE soft mode response is driven directly and peaks at the same time as
the z-polarized THz field (dashed vertical line). The antiferrodistortive (AFD) modes are
driven through coupling to the FE soft mode, and reach their maximum displacements after
a delay. A steady-state AFD mode displacement (dashed green line shows time-averaged
value) as well as FE soft mode displacement remain well after the THz driving field is over.

Figure 8.4: Simulated THz field and driven lattice vibrational responses. (A) Profile of
the applied electric field pulse used in MD simulations. (B) Power spectra calculated from
trajectories in the 14 ps to 24 ps time interval with various THz field amplitudes.
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Figure 8.5: THz-induced normal mode responses. (A-F) Fourier amplitudes at the six
frequency peaks in Figure 8.4B for each of the 120 zone-center normal modes, calculated
over 10-ps time intervals. The values along the horizontal axis represents the starting points
of the 10 ps time intervals. The FE soft mode and the three AFD modes are displayed in
the colors indicated. All the other normal mode projections are in black.
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Figure 8.6: Soft mode and coupled mode amplitudes driven by different THz field
strengths. (A-D) Fourier transforms of the FE soft mode and the AFD modes at the six
peak frequencies in Figure 8.4B, over the 10-ps time intervals during which their maximum amplitudes were reached. The 0.8 THz peak frequency of the soft mode and the
1.6 THz peak frequency of the AFD modes confirm the mode assignments for those peaks.
Amplitudes of all the modes increase nonlinearly and then saturate as the THz field strength
is increased.
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Figure 8.7: Projection of the trajectory onto the assigned normal modes over the full 50-ps
simulation time. The results at short times are displayed in Figure 8.3B of the main text.
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Chapter 9
Future Direction
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Two possible directions arise from the project studying OER. Since the limitation from
the scaling relationship can be broken when the lattice vacancy participates in the reaction,
one direction is to continue reducing thermodynamic overpotential of OER by tuning the
energy levels of intermediates through ion substitution and other methods. The purpose is
to find a material that the overpotential is lower than what the scaling theory predicts, and
seek for collaborators to verify the result experimentally.
The other direction is to apply the same logic followed by the study of OER to other
systems. Since the nature of the scaling relationship is rooted in the difference of intromolecule bond strength over the reaction intermediates, a single-site adsorption model frequently predicts the scaling relationship in a variety of systems. A possible direction is to
engineer the surface or to find the surface reconstruction of a catalyst that intermediates
at different steps prefer different adsorption geometries. By providing examples through a
family of such studies, it is possible to find new rules from this pattern and to development
a corresponding new theory for catalysis.
The project of the ab initio GCMC simulation completes its first stage by showing that
a stable surface reconstruction can be successfully discovered. This is the starting point that
many other projects can build on. The algorithm can be slightly modified to find the stable
composition or structure of an complex alloy, or to simulate the growth and morphology of
nanoparticles. By replacing the acceptance rate derived from the grand canonical ensemble
with the criteria that prefer a certain condition, for instance to minimize the activation
energy of one reaction, the algorithm can automate the discovery of catalysts that boost
such reaction.
Still in terms of the ab initio GCMC project, another direction focuses on extending the
computational capability of this method. Due to the high cost of the ab initio calculation,
currently this method is only feasible for systems with the number of atoms less than 100.
In order to extend the capability of this method to simulations of large systems, a classi154

cal force field with reliability in a broad range of chemical environment is desired. This
is a challenging direction because the many-body quantum nature can not be accurately
described by a simple classical formula in general. One possible choice is to construct the
force field through an machine learning procedure with the active learning technique. This
technique asks for the training data that improves the reliability of the model most during
the training process. The purpose of using this techniques is two folds. If the resulting
potential satisfies the desired precision in all chemical conditions, the force field will be
directly adopted in GCMC simulations. If the generated force field is not accurate enough,
one can trace back the active learning procedure to the iteration when the in-sample error
is small, and collect all training data that the active learning procedure asks for after this
iteration. If these configurations are not physically relevant, one can use the force field in
an ad-hoc way, that to manually add a penalty to the unphysical configruation.
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