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We consider a Fokker–Planck equation in a general domain in Rn
with Lploc drift term and W
1,p
loc diffusion term for any p > n. By deriv-
ing an integral identity, we give several measure estimates of regular
stationary measures in an exterior domain with respect to diffusion
and Lyapunov-like or anti-Lyapunov-like functions. These estimates
will be useful to problems such as the existence and nonexistence of
stationary measures in a general domain as well as the concentration
and limit behaviors of stationary measures as diffusion vanishes.
1. Introduction. Consider the stationary Fokker–Planck equation


Lu(x) =: ∂2ij(a
ij(x)u(x))− ∂i(V
i(x)u(x)) = 0, x ∈ U ,
u(x)≥ 0,
∫
U
u(x)dx= 1,
(1.1)
where U is a connected open set in Rn which can be bounded, unbounded,
or the entire space Rn, L is the Fokker–Planck operator, A = (aij) is an
everywhere positive semidefinite, n× n-matrix valued function on U , called
the diffusion matrix, and V = (V i) is a vector field on U valued in Rn,
Received December 2013; revised January 2014.
1Supported in part by NSFC Grant 11225105, Fok Ying Tung Education Foundation
and the Fundamental Research Funds for the Central Universities WK0010000014.
2Supported in part by NSFC Innovation Grant 10421101.
3Supported in part by NSFC Grant 11271151, SRF for ROCS, SEM, Chunmiao fund
and the 985 program from Jilin University.
4Supported in part by NSF Grants DMS-07-08331, DMS-11-09201 and a Scholarship
from Jilin University.
AMS 2000 subject classifications. Primary 35Q84, 60J60; secondary 37B25.
Key words and phrases. Fokker–Planck equation, stationary measures, measure esti-
mates, integral identity, level set method.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2015, Vol. 43, No. 4, 1712–1730. This reprint differs from the original in
pagination and typographic detail.
1
2 HUANG, JI, LIU AND YI
called the drift field. This equation is in fact the one satisfied by stationary
solutions of the Fokker–Planck equation

∂u(x, t)
∂t
= Lu(x, t), x ∈ U , t > 0,
u(x, t)≥ 0,
∫
U
u(x, t)dx= 1.
(1.2)
In the above and also throughout the rest of the paper, we use short nota-
tion ∂i = ∂/∂xi, ∂
2
ij = ∂
2/∂xi ∂xj , and we also adopt the usual summation
convention on i, j = 1,2, . . . , n whenever applicable.
Following [10, 12, 13], etc., we make the following standard hypothesis:
(A) aij ∈W 1,ploc (U), V
i ∈Lploc(U) for all i, j = 1, . . . , n, where p > n is fixed.
Under the regularity condition (A), in the weakest situation one considers
measure solutions of (1.1), called stationary measures of the Fokker–Planck
equation (1.2), which are Borel probability measures µ satisfying
V i ∈ L1loc(U , µ), i= 1,2, . . . , n and(1.3) ∫
U
Lf(x)dµ(x) = 0 for all f ∈C∞0 (U),(1.4)
where
L= aij ∂2ij + V
i ∂i
is the adjoint Fokker–Planck operator and C∞0 (U) denotes the space of C
∞
functions on U with compact supports. If a stationary measure µ of (1.2) is
regular with density u, that is, dµ(x) = u(x)dx for some u ∈ C(U), then it
is clear that u must be a weak stationary solution of (1.2), that is,

∫
U
Lf(x)u(x)dx= 0, for all f ∈C∞0 (U),
u(x)≥ 0,
∫
U
u(x)dx= 1.
(1.5)
In fact, under condition (A) and that A= (aij) is everywhere positive definite
in U , it follows from a regularity theorem due to Bogachev–Krylov–Ro¨ckner
[9] that any stationary measure µ of (1.2) must admit a positive density
u ∈W 1,ploc (U).
The purpose of the present paper is to provide several useful measure
estimates, in an exterior domain U \K for a compact subset K of U , of
regular stationary measures of (1.2) with densities lying in W 1,ploc (U). Such
exterior estimates are evidentally important especially when U is unbounded
(e.g., U =Rn,Rn+) or (a
ij) is degenerate on the boundary of U . The measure
estimates contained in this paper are nontrivial because they do not follow
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from the existing theory of elliptic equations even if (aij) is everywhere
positive definite in U . Indeed, as to be seen in the paper, measure estimates
we give in this paper crucially rely on an integral identity (Theorem 2.1)
which reveals fundamental natures of stationary Fokker–Planck equations
and enables one to estimate the measure in a subdomain by making use of
information of noise distributions on the boundary of the domain. In fact,
the integral identity plays a similar role as the Pohozaev identity does to
semilinear elliptic equations. It is because of this identity that our essential
measure estimates can be made regardless of the positive definiteness of (aij)
in U .
Our measure estimates in an exterior domain will be made with respect
to diffusions and derivatives of a Lyapunov-like or an anti-Lyapunov-like
function which is primarily a compact function in the domain.
Definition 1.1. A nonnegative function U ∈C(U) is said to be a com-
pact function in U if:
(i) U(x)< ρM , x ∈ U ; and
(ii) limx→∂U U(x) = ρM ,
where ρM = supx∈U U(x) is called the essential upper bound of U .
When U is unbounded, ∂U and the limit x→ ∂U in (ii) above should be
understood under the topology which is defined through a fixed homeomor-
phism between the extended Euclidean space En =Rn ∪ ∂Rn and the closed
unit ball B¯n = Bn ∪ ∂Bn in Rn which identifies Rn with Bn and ∂Rn with
S
n−1, and in particular, identifies each x∗ ∈ S
n−1 with the infinity element
x∞∗ ∈ ∂R
n of the ray through x∗. Consequently, if U = R
n, then x→ ∂Rn
under this topology simply means x→∞ in the usual sense, and it is easy
to see that an unbounded, nonnegative function U ∈ C(Rn) is a compact
function in Rn iff
lim
x→∞
U(x) = +∞.(1.6)
For simplicity, we will use the same symbol Ωρ to denote the ρ-sublevel
set {x ∈ U :U(x)< ρ} of any compact function U on U .
Definition 1.2. Let U be a C2 compact function in U .
(i) U is called a Lyapunov function (resp., anti-Lyapunov function) in
U with respect to L, if there is a ρm ∈ (0, ρM ), called essential lower bound
of U , and a constant γ > 0, called Lyapunov constant (resp., anti-Lyapunov
constant) of U , such that
LU(x)≤−γ (resp.,≥ γ), x ∈ U˜ = U \ Ω¯ρm,(1.7)
where U˜ is called essential domain of U .
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(ii) If γ = 0 in (1.7), then U is referred to as a weak Lyapunov function
(resp., weak anti-Lyapunov function) in U with respect to L.
Below, for any C1 compact function U on U with essential upper bound
ρM , we let h,H be two nonnegative, locally bounded functions on [0, ρM )
such that
h(ρ)≤ aij(x)∂iU(x)∂jU(x)≤H(ρ), x ∈ U
−1(ρ), ρ ∈ [0, ρM ),(1.8)
where U−1(ρ) denotes the ρ-level set of U . For instance, h(ρ), respectively,
H(ρ), can be taken as the infimum, respectively, the supremum, of aij(x)
∂iU(x)∂jU(x) on U
−1(ρ). For simplicity, the dependency of h,H on U will
be made implicit.
For a regular stationary measure of (1.2) with density lying in W 1,ploc (U),
the result below gives some upper bound estimates of the measure in the
essential domain of a Lyapunov-like function in U with respect to L.
Theorem A. Assume (A) and that there is either a Lyapunov or a
weak Lyapunov function U in U with respect to L with essential lower,
upper bound ρm, ρM , respectively. Then the following hold for any regular
stationary measure µ of (1.2) with density lying in W 1,ploc (U):
(a) If U is a Lyapunov function with Lyapunov constant γ, then for any
ρ0 ∈ (ρm, ρM ), there exists a constant Cρm,ρ0 > 0 depending only on ρm, ρ0
such that
µ(U \Ωρ0)≤ γ
−1Cρm,ρ0
(
sup
(ρm,ρ0)
H
)
µ(Ωρ0 \Ωρm),
where H is as in (1.8).
(b) If, in addition, the Lyapunov function U in (a) satisfies
∇U(x) 6= 0 ∀x∈U−1(ρ) for a.e. ρ ∈ [ρm, ρM ),(1.9)
then
µ(U \Ωρ)≤ e
−γ
∫ ρ
ρm
1/H(t) dt, ρ ∈ [ρm, ρM ),
where H is as in (1.8).
(c) If U is a weak Lyapunov function such that in (1.8) h is positive and
H is continuous on [ρm, ρM ), then for any ρ0 ∈ (ρm, ρM ),
µ(U \Ωρm)≤ µ(Ωρ0 \Ωρm)e
∫ ρM
ρ0
1/H˜(ρ) dρ
,
where H˜(ρ) = h(ρ)
∫ ρ
ρm
1/(H(s))ds, ρ ∈ [ρm, ρM ).
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We note by Sard’s theorem that if U ∈ Cn(U), then the set of regular
values of U is of full Lebesgue measure in [ρm, ρM ), that is, (1.9) is auto-
matically satisfied when U ∈Cn(U).
For a regular stationary measure of (1.2) with density lying in W 1,ploc (U),
the result below gives some lower bound estimates of the measure in the
essential domain of an anti-Lyapunov-like function in U with respect to L.
Theorem B. Assume (A) and that there is either an anti-Lyapunov
or a weak anti-Lyapunov function U in U with respect to L with essential
lower, upper bound ρm, ρM , respectively. Then the following hold for any
regular stationary measure µ of (1.2) with density lying in W 1,ploc (U) and any
ρ0 ∈ (ρm, ρM ):
(a) If U is an anti-Lyapunov function with anti-Lyapunov constant γ
such that (1.9) holds, then
µ(Ωρ \Ω
∗
ρm)≥ µ(Ωρ0 \Ω
∗
ρm)e
γ
∫ ρ
ρ0
1/H(t) dt
, ρ∈ (ρ0, ρM ),
where Ω∗ρm =Ωρm ∪U
−1(ρm) and H is as in (1.8).
(b) If U is a weak anti-Lyapunov function such that h in (1.8) is positive
and continuous on [ρm, ρM ), then
µ(Ωρ \Ωρm)≥ µ(Ωρ0 \Ωρm)e
∫ ρ
ρ0
1/H˜(t) dt
, ρ∈ [ρ0, ρM ),
where H˜(ρ) =H(ρ)
∫ ρ
ρm
1
h(s) ds, ρ ∈ [ρm, ρM ).
Following the pioneering work of Has’minski˘ı [17, 18] for locally Lipschitz
coefficients, the existence and uniqueness of regular stationary measures of
(1.2) in Rn have been extensively studied when (aij) is everywhere positive
definite (see, e.g., [1–4, 6, 8–15] and [22–25]). In particular, Veretennikov [24]
showed the existence when (aij) is continuous and bounded under sup-norm,
and V is measurable, locally bounded in Rn and satisfies
V (x) · x≤−γ, |x| ≫ 1
for some positive constant γ depending on (aij). Later, Bogachev–Ro¨ckner
[10] showed the existence and uniqueness under condition (A) when there
exists an unbounded Lyapunov function in Rn with respect to L such that
lim
x→∞
LU(x) =−∞.
In this work, (aij) is even allowed to be degenerate in Rn for the existence of a
stationary measure that is not necessarily regular. Recently, Arapostathis–
Borkar–Ghosh [2], Theorem 2.6.10, showed the existence when (aij), (V i)
are locally Lipschitz and do not grow faster than linearly at ∞, and there
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exists a so-called inf-compact function satisfying (1.7) in Rn with “≤” sign
for some γ > 0. Bogachev–Ro¨ckner–Shaposhnikov [11] proved the existence
under condition (A) when there exists an unbounded Lyapunov function U
in Rn with respect to L.
As shown in our work [19], the measure estimates contained in Theo-
rems A, B above are useful in dealing with problems of the existence and
nonexistence of stationary measures of (1.2) in a general domain U involving
Lyapunov and weak Lyapunov functions for the existence and anti-Lyapunov
and weak anti-Lyapunov functions for the nonexistence. Also, as explored in
our works [20, 21], these estimates play important roles in characterizing the
concentration of stationary measures at both global and local levels as well
as in studying limit behaviors of a family of stationary measures as diffusion
matrices vanish. In particular, even when we consider local concentration of
stationary measures defined in the entire space Rn, the stationary measures
can be restricted to a subdomain in order to apply these estimates. This is
another motivation for us to consider these estimates in a general domain.
This paper is organized as follows. In Section 2, we derive two identities—
an integral identity and a derivative formula, which are of fundamental im-
portance to the level set method to be adopted in this paper. We prove
Theorem A(a) in Section 3, Theorem A(b) and Theorem B(a) in Section 4,
and Theorem A(c) and Theorem B(b) in Section 5.
Throughout the rest of the paper, for simplicity, we will use the same
symbol | · | to denote absolute value of a number, cardinality of a set and
norm of a vector or a matrix.
2. Ingredients of level set method. Our measure estimates will be carried
out using the level set method. In this section, we will prove two fundamental
identities involved in the level set method for conducting measure estimates
of stationary measures of (1.2). One is an integral identity which will play a
crucial role in capturing information of a weak stationary solution of (1.2) in
each sublevel set of a Lyapunov-like or an anti-Lyapunov-like function from
its boundary. The other one is a derivative formula which will be particularly
useful in the measure estimates of a stationary measure of (1.2) with respect
to functions h,H in (1.8).
We call a bounded open set Ω in Rn a generalized Lipschitz domain if
(i) it is a disjoint union of finitely many Lipschitz subdomains; and (ii)
intersections of boundaries among these Lipschitz subdomains only occur at
finitely many points.
Theorem 2.1 (Integral identity). Assume that (A) holds in a domain
Ω⊂Rn and let u ∈W 1,ploc (Ω) be a weak stationary solution of (1.2) in Ω. Then
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for any generalized Lipschitz domain Ω′ ⊂⊂Ω and any function F ∈C2(Ω¯′)
with F |∂Ω′ = constant,∫
Ω′
(LF )udx=
∫
∂Ω′
(aij ∂iFνj)uds,(2.1)
where for a.e. x ∈ ∂Ω′, (νj(x)) denotes the unit outward normal vector of
∂Ω′ at x.
Proof. Let F |∂Ω′ = c and Ω∗ be a smooth domain such that Ω
′ ⊂⊂
Ω∗ ⊂⊂Ω. Consider the function
F˜ (x) =
{
F (x)− c, x ∈Ω′,
0, x ∈Ω \Ω′.
Clearly, F˜ ∈W 1,∞(Ω) and supp(F˜ ) ⊂ Ω¯′. For any 0 < h < 1, we let F˜h be
the regularization of F˜ in Ω, that is,
F˜h(x) = h
−n
∫
Ω
ξ
(
x− y
h
)
F˜ (y)dy,
where the function ξ is a mollifier—a nonnegative C∞ function in Rn van-
ishing outside of the unit ball of Rn centered at the origin and satisfying∫
Rn
ξ(x)dx= 1. Then F˜h ∈C
∞
0 (Ω), supp(F˜h)⊂ Ω¯∗ as 0<h≪ 1, and F˜h→ F˜
in W 1,q(Ω∗), as h→ 0, for any 0< q <∞. Since u is a weak stationary so-
lution of (1.2) in Ω,∫
Ω
(aij ∂2ijF˜h + V
i ∂iF˜h)udx= 0 as 0< h≪ 1.(2.2)
We note that aij , u ∈W 1,ploc (Ω), i, j = 1,2, . . . , n. We have by passing to the
limit h→ 0 that∫
Ω
uaij ∂2ijF˜h dx =
∫
Ω∗
uaij ∂2ijF˜h dx=−
∫
Ω∗
∂j(ua
ij)(∂iF˜h)dx
→−
∫
Ω∗
∂j(ua
ij)(∂iF˜ )dx=−
∫
Ω′
∂j(ua
ij)(∂iF )dx(2.3)
=
∫
Ω′
uaij ∂2ijF dx−
∫
∂Ω′
uaij ∂iFνj ds.
On the other hand, we note by the Sobolev embedding theorem that u ∈
C(Ω¯∗), and hence V
iu ∈ Lp(Ω∗), i = 1,2, . . . , n. Thus, we can also pass to
the limit h→ 0 to obtain∫
Ω
uV i ∂iF˜h dx =
∫
Ω∗
uV i ∂iF˜h dx
(2.4)
→
∫
Ω∗
uV i ∂iF˜ dx=
∫
Ω′
uV i ∂iF˜ dx=
∫
Ω′
uV i ∂iF dx.
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The theorem now follows from (2.2)–(2.4). 
Remark 2.1. 1. We note that the theorem does not require (aij) to be
even positive semidefinite. It also holds for less regular (aij), (V i), and u,
as long as aiju ∈W 1,αloc (Ω) and V
iu ∈ Lαloc(Ω), ∀ i, j,= 1,2, . . . , n, for some
α > 1.
2. In applying the integral identity (2.1), one typically chooses Ω′ as a
sublevel set of a Lyapunov-like or an anti-Lyapunov-like function U . Of
course, Ω′, being such a sublevel set, need not be a generalized Lipschitz
domain. As will be seen in the next section, a technique to get around that
is to use the approximation of U by Morse functions.
Theorem 2.2 (Derivative formula). Let µ be a Borel probability measure
with density u ∈ C(U). For a compact function U ∈ C1(U), consider the
measure function
y(ρ) := µ(Ωρ) =
∫
Ωρ
udx, ρ ∈ (0, ρM ),
and the open set
I =: {ρ ∈ (0, ρM ) :∇U(x) 6= 0, x ∈U
−1(ρ)},(2.5)
where ρM is the essential upper bound of U and Ωρ is the ρ-sublevel set of
U for each ρ ∈ (0, ρM ). Then y is of the class C
1 on I with derivatives
y′(ρ) =
∫
∂Ωρ
u
|∇U |
ds, ρ ∈ I.(2.6)
Proof. Since U is a compact function on U , it is easy to see that ∂Ωρ ⊂
U−1(ρ) for all ρ ∈ (0, ρM ). Let ρ ∈ I . Then ∇U(x) 6= 0, x ∈ ∂Ωρ. Hence, ∂Ωρ
is a C1 hypersurface which coincides with U−1(ρ).
Let T | = {(x, ej) : j = 1,2, . . . , n} be an orientation preserving, orthonor-
mal, moving frame defined over ∂Ωρ such that for each x ∈ ∂Ωρ, ej = ej(x),
j = 1,2, . . . , n− 1, are tangent vectors, and en = en(x) is the outward unit
normal vector, of ∂Ωρ at x. We denote {(x,ω
j) : j = 1,2, . . . , n} as the dual
frame of T defined over ∂Ωρ, that is, ω
i(ej) = δ
i
j , i, j = 1,2, . . . , n. Since, for
each x ∈ ∂Ωρ, en =∇U/|∇U |, we have ω
n = dU/|∇U |. Therefore,
dx= dx1 ∧ · · · ∧ dxn = ds∧ ω
n =
1
|∇U |
dsdU,
where ds = ω1 ∧ · · · ∧ ωn−1 is a volume form defined on ∂Ωρ, from which
(2.6) easily follows.
Continuity of y′(ρ) on I follows from (2.6). 
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Remark 2.2. In fact, the derivative formula (2.6) is known when
|∇U(x)| ≥ c > 0 a.e. in Rn (see [5], Proposition 5.8.34), and is already used
in [7], Proposition 2, for level set estimates concerning functions that satisfy
(1.6).
3. Proof of Theorem A(a). Let U be a Lyapunov function in U with
respect to L with Lyapunov constant γ and essential lower bound ρm and
upper bound ρM and let Ωρ denote the ρ-sublevel set of U for each ρ ∈
[ρm, ρM ).
Given ρ ∈ [ρm, ρM ), we fix a ρ
∗ ∈ (ρ, ρM ). Since Morse functions are dense
in C2(U), there is a sequence Uk ∈ C
2(U), k = 1,2, . . . , of Morse functions
such that Uk → U in C
2(U), in particular, Uk → U in C
2(Ω¯ρ∗), as k→∞.
For each k, denote
Ωkρ = {x ∈Ωρ∗ : either Uk(x)< ρ or x is a local maximal point of
Uk lying in U
−1
k (ρ)}.
It is obvious that Ωkρ’s are nonempty open sets for all k ≥ 1.
Lemma 3.1. There is a positive integer k(ρ) such that Ωkρ ⊂⊂ Ωρ∗ for
all k ≥ k(ρ).
Proof. If this is not true, then there are sequences ki→∞, xi ∈ ∂Ω
ki
ρ ,
i = 1,2, . . . , such that xi ∈ ∂Ωρ∗ . Then U(xi) = ρ
∗ for all i. Since Ω¯ρ∗ is
compact, we may assume without loss of generality that {xi} converges,
say, to some x¯ ∈ Ω¯ρ∗ . On one hand, we have U(x¯) = ρ
∗. But on the other
hand, since ρ≥ Uki(xi) and Uki → U uniformly on Ω¯ρ∗ , taking limit i→∞
yields that ρ≥U(x¯). It follows that ρ≥ ρ∗, a contradiction. 
Lemma 3.2. Ωkρ is a generalized Lipschitz domain for each k ≥ k(ρ).
Proof. We only consider the case n > 1 because the case with n = 1
is trivial. Let k ≥ k(ρ) be fixed. We note by claim 1 that ∂Ωkρ is compact
and contained in U−1k (ρ). Consider a point x0 ∈ ∂Ω
k
ρ. If ∇Uk(x0) 6= 0, then
the implicit function theorem implies that, in a neighborhood of x0, ∂Ω
k
ρ is
actually a C2 hypersurface which coincides with U−1k (ρ). Let ∇Uk(x0) = 0.
Then the HessianD2Uk(x0) is nondegenerate because Uk is a Morse function.
If D2Uk(x0) is positive definite, then x0 is a local minimal point of Uk,
and thus it cannot lie in Ω¯kρ. If D
2Uk(x0) is negative definite, then x0 is a
local maximal point of Uk and thus it must lie in the interior Ω
k
ρ. Hence,
D2Uk(x0) must be a hyperbolic matrix. Let 1 ≤M < n be the number of
positive eigenvalues of D2Uk(x0). Then by the Morse lemma [16], there is a
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C2 local change of coordinates v = (v1, . . . , vn) = Φ(x) in a neighborhood of
x0 under which Φ(x0) = 0 and
Uk(Φ
−1(v)) = ρ+ v21 + · · ·+ v
2
M − v
2
M+1 − · · · − v
2
n.
It follows that, near x0, ∂Ω
k
ρ = U
−1
k (ρ) is a union of two Lipschitz hyper-
surfaces intersecting at x0; each belongs to the boundary of a component
of Ωkρ. Since all nondegenerate critical points of Uk are isolated and ∂Ω
k
ρ is
a compact set, the number of critical points of Uk on ∂Ω
k
ρ must be finite.
Consequently, the number of connected components of Ωkρ which contain
nondegenerate critical points on their boundaries are finite. The number
of connected components of Ωkρ which contain no critical points on their
boundaries is also finite, because each such a component is separated from
the rest of Ωkρ. Thus, Ω
k
ρ is a generalized Lipschitz domain. 
Proof of Theorem A(a). Let µ be a regular stationary measure of
(1.2) with density u ∈W 1,ploc (U).
For given ρ0 ∈ (ρm, ρM ), we consider a fixed monotonically increasing
function φ ∈C2(R+) satisfying
φ(t) =
{
0, if t ∈ [0, ρm];
t, if t ∈ [ρ0,+∞).
We note that φ′′(t) = 0 for all t ∈ [0, ρm]∪ [ρ0,+∞).
Let ρ ∈ (ρ0, ρM ) and ρ
∗ ∈ (ρ, ρM ). Since φ ◦ Uk ≡ ρ on ∂Ω
k
ρ , using Lem-
mas 3.1, 3.2, we can apply Theorem 2.1 with F = φ ◦ Uk, Ω = Ωρ∗ , and
Ω′ =Ωkρ for each k ≥ k(ρ) to obtain the identity∫
Ωkρ
(aij ∂2ijφ(Uk) + V
i ∂iφ(Uk))udx=
∫
∂Ωkρ
uaij ∂iφ(Uk)νj ds,
that is, ∫
Ωkρ
φ′(Uk)(LUk)udx+
∫
Ωkρ
φ′′(Uk)(a
ij ∂iUk ∂jUk)udx
(3.1)
=
∫
∂Ωkρ
φ′(Uk)ua
ij ∂iUkνj ds=
∫
∂Ωkρ
uaij ∂iUkνj ds,
where (νj) denote the unit outward normal vectors of ∂Ω
k
ρ . For each k ≥
k(ρ), if ∇Uk(x0) 6= 0 at some x0 ∈ ∂Ω
k
ρ, then the implicit function theo-
rem implies that there is a neighborhood of x0 on ∂Ω
k
ρ such that ν(x) =
(∇Uk(x))/(|∇Uk(x)|) within the neighborhood. Thus,
aij(x)∂iUk(x)νj(x)≥ 0, x ∈ ∂Ω
k
ρ.
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It then follows from (3.1) that∫
Ωkρ
φ′(Uk)(LUk)udx+
∫
Ωkρ
φ′′(Uk)(a
ij ∂iUk ∂jUk)udx≥ 0,
that is,∫
Ωρ∗\U
−1(ρ)
χΩkρφ
′(Uk)(LUk)udx+
∫
U−1(ρ)∩Ωkρ
φ′(Uk)(LUk)udx
≥−
∫
Ωρ∗\U
−1(ρ)
χΩkρφ
′′(Uk)(a
ij ∂iUk ∂jUk)udx(3.2)
−
∫
U−1(ρ)∩Ωkρ
φ′′(Uk)(a
ij ∂iUk ∂jUk)udx,
where for any Borel set E ⊂Ωρ∗ , χE denotes the indicator function of E in
Ωρ∗ . Since U is a Lyapunov function and ρ ∈ (ρ0, ρM), we have∫
U−1(ρ)∩Ωkρ
φ′(Uk)(LUk)udx
≤
∫
U−1(ρ)∩Ωkρ
|φ′(Uk)LUk − φ
′(U)LU |udx+
∫
U−1(ρ)∩Ωkρ
(LU)udx
≤ (|φ′(Uk)− φ
′(U)|C(Ωρ∗)|U |C2(Ωρ∗) + |φ
′(Uk)|C(Ωρ∗)|Uk −U |C2(Ωρ∗ ))
×
∫
Ωρ∗
(|A|+ |V |)udx− γµ(U−1(ρ)∩Ωkρ).
It follows from the facts u ∈C(Ω¯ρ∗) and Uk→ U in C
2(Ω¯ρ∗) that
lim sup
k→∞
∫
U−1(ρ)∩Ωkρ
φ′(Uk)(LUk)udx≤ 0.(3.3)
Since φ′′(ρ) = 0, we also have
lim
k→∞
∫
U−1(ρ)∩Ωkρ
|φ′′(Uk)||a
ij ∂iUk ∂jUk|udx
≤ lim
k→∞
∫
U−1(ρ)
|φ′′(Uk)||a
ij ∂iUk ∂jUk|udx(3.4)
≤ |φ′′(ρ)||A|C(U−1(ρ))|∇U |
2
C(U−1(ρ)) = 0.
Using the uniform convergence of Uk → U in Ωρ∗ , it is easy to see that as
k→∞,
χΩkρ(x)→ χΩρ(x), x ∈Ωρ∗ \U
−1(ρ).(3.5)
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By taking limit k→∞ in (3.2) and using (3.3)–(3.5) and the dominated
convergence theorem, we now have∫
Ωρ
φ′(U)(LU)udx=
∫
Ωρ∗\U
−1(ρ)
χΩρφ
′(U)(LU)udx
≥−
∫
Ωρ∗\U
−1(ρ)
χΩρφ
′′(U)(aij ∂iU ∂jU)udx
=−
∫
Ωρ
φ′′(U)(aij ∂iU ∂jU)udx,
which, by definition of φ, is equivalent to∫
Ωρ\Ωρm
φ′(U)(LU)udx≥−
∫
Ωρ\Ωρm
φ′′(U)(aij ∂iU ∂jU)udx.
Letting ρ→ ρM in the above, we obtain∫
U\Ωρm
φ′(U)(LU)udx≥−
∫
U\Ωρm
φ′′(U)(aij ∂iU ∂jU)udx.(3.6)
We note that φ′(t) ≥ 0 and φ′(t) = 1 as t ≥ ρ0. Using the fact that U is a
Lyapunov function, we clearly have∫
U\Ωρm
φ′(U)(LU)udx≤−γ
∫
U\Ωρm
φ′(U)udx
=−γ
∫
U\Ωρ0
udx− γ
∫
Ωρ0\Ωρm
φ′(U)udx
(3.7)
≤−γ
∫
U\Ωρ0
udx
=−γµ(U \Ωρ0).
Denote Cρm,ρ0 =maxρm≤ρ≤ρ0 |φ
′′(ρ)|. Then it is also clear that∫
U\Ωρm
|φ′′(U)|(aij ∂iU ∂jU)udx=
∫
Ωρ0\Ωρm
|φ′′(U)|(aij ∂iU ∂jU)udx
≤Cρm,ρ0
(
sup
ρ∈(ρm,ρ0)
H(ρ)
)∫
Ωρ0\Ωρm
udx(3.8)
=Cρm,ρ0
(
sup
ρ∈(ρm,ρo)
H(ρ)
)
µ(Ωρ0 \Ωρm).
The theorem now follows from (3.6)–(3.8). 
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4. Proof of Theorem A(b) and Theorem B(a). Let U be either a Lya-
punov function or an anti-Lyapunov function in U with respect to L with
either Lyapunov constant or anti-Lyapunov constant γ and essential lower,
upper bound ρm, ρM , respectively, which satisfies (1.9). Also let H be as in
(1.8) and denote Ωρ as the ρ-sublevel set of U for each ρ ∈ [ρm, ρM ). Let µ
be a regular stationary measure of (1.2) with density u∈W 1,ploc (U).
Consider the set I = {ρ ∈ (ρm, ρM ) :∇U(x) 6= 0, x ∈ U
−1(ρ)}. Then for
each η ∈ I , Ωη is a C
2 domain, whose boundary ∂Ωη coincides with U
−1(η),
and the outward unit normal vector ν(x) of ∂Ωη at each x is well defined
and equals (∇U(x))/(|∇U(x)|). Since I is open,
I =
⋃
1≤k<I
(ak, bk),
where I can be a positive integer or +∞, and the intervals (ak, bk), 1≤ k < I ,
are pairwise disjoint.
Proof of Theorem A(b). Let η∗ ∈ (ρm, ρM )∩I . For any η ∈ (ρm, η
∗)∩
I , applications of Theorem 2.1 with F = U on Ω′ = Ωη∗ , Ωη, respectively,
yield that ∫
∂Ωη
uaij
∂iU ∂jU
|∇U |
ds+
∫
Ωη∗\Ωη
(aij ∂2ijU + V
i ∂iU)udx
=
∫
∂Ωη∗
uaij
∂iU ∂jU
|∇U |
ds.
Since the right-hand side of the above is nonnegative, applications of (1.8) to
the first term of the left-hand side of above and the definition of Lyapunov
function to the second term of the left-hand side of above yield that
γ
∫
Ωη∗\Ωη
udx≤H(η)
∫
∂Ωη
u
|∇U |
ds, η ∈ [ρm, η
∗)∩ I.(4.1)
Consider the function
y(η) = µ(Ωη∗ \Ωη) =
∫
Ωη∗\Ωη
udx, η ∈ (ρm, η
∗)∩ I.
By Theorem 2.2, y(η) is of the class C1 on (ρm, η
∗)∩ I and
y′(η) =−
∫
∂Ωη
u
|∇U |
ds, η ∈ (ρm, η
∗)∩ I.
Hence, by (4.1),
y′(η) +
γ
H(η)
y(η)≤ 0, η ∈ (ρm, η
∗)∩ I.(4.2)
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Let 1 ≤ k < I be fixed. For any η˜, η ∈ (ak, bk) with η˜ < η < η
∗, integrating
(4.2) in the interval [η˜, η] yields that
µ(Ωη∗ \Ωη)≤ µ(Ωη∗ \Ωη˜)e
−γ
∫ η
η˜
1/H(t) dt.
In (4.2), we have assumed without loss of generality that H is a positive
function. If not, we can replaceH in (4.1) [hence in (4.2)] byH+ε, 0< ε≪ 1,
so that the above estimate holds with H + ε in place of H . Since y(ρ) is
independent of ε, the estimate in fact holds for H after taking ε→ 0.
Since I is dense in [ρm, ρM ) by (1.9), letting η
∗→ ρM in the above yields
that
µ(U \Ωη)≤ µ(U \Ωη˜)e
−γ
∫ η
η˜
1/H(t) dt.(4.3)
By taking η˜→ ak, or η→ bk, and noting that function µ(U \Ωt) is monotone
in t ∈ [ρm, ρM ], we see that (4.3) in fact holds for all η˜, η ∈ [ak, bk] with η˜ ≤ η.
Next, let ρ∗, ρ
∗ ∈ I with ρ∗ < ρ
∗. We can find 1≤ ℓ < I such that ρ∗, ρ
∗ ∈⋃ℓ
k=1(ak, bk). Denote Iℓ = {i ∈ {1,2, . . . , ℓ} : (ai, bi) ∩ [ρ∗, ρ
∗] 6= ∅} and τ =
|Iℓ|. Then Iℓ = {i1, i2, . . . , iτ : bis ≤ ais+1 , s = 1,2, . . . , τ − 1}, ρ∗ ∈ (ai1 , bi1),
and ρ∗ ∈ (aiτ , biτ ). By a recursive application of (4.3) for k = i1, i2, . . . , iτ
respectively, we have
µ(U \Ωρ∗)≤ µ(U \Ωaiτ )e
−γ
∫ ρ∗
aiτ
1/H(t) dt
≤ µ(U \Ωbiτ−1 )e
−γ
∫ ρ∗
aiτ
1/H(t) dt
≤ µ(U \Ωaiτ−1 )e
−γ
∫ biτ−1
aiτ−1
1/H(t) dt
· e
−γ
∫ ρ∗
aiτ
1/H(t) dt
= µ(U \Ωaiτ−1 )e
−γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=τ−1
(aik
,bik
) 1/H(t) dt
≤ · · · ≤ µ(U \Ωai2 )e
−γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=2
(aik
,bik
)
1/H(t) dt
≤ µ(U \Ωbi1 )e
−γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=2
(aik
,bik
)
1/H(t) dt
≤ µ(U \Ωρ∗)e
−γ
∫ bi1
ρ∗ 1/H(t) dt · e
−γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=2
(aik
,bik
) 1/H(t) dt
= µ(U \Ωρ∗)e
−γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=1
(aik
,bik
) 1/H(t) dt
= µ(U \Ωρ∗)e
−γ
∫
[ρ∗,ρ∗]∩
⋃ℓ
k=1
(ak,bk)
1/H(t) dt
≤ e
−γ
∫
[ρ∗,ρ∗]∩
⋃ℓ
k=1
(ak,bk)
1/H(t) dt
.
Let ℓ→ I in the above. Since [ρ∗, ρ
∗]∩
⋃ℓ
k=1(ak, bk)→ [ρ∗, ρ
∗]∩I which is a
full Lebesgue measure subset of [ρ∗, ρ
∗], we obtain
µ(U \Ωρ∗)≤ e
−γ
∫ ρ∗
ρ∗
1/H(t) dt.(4.4)
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Now for any ρ ∈ [ρm, ρM ), we let ρ
∗
i , ρ
i
∗ be sequences in I such that ρ
∗
i ր
ρ and ρi∗ ց ρm as i→∞. Since (4.4) holds with ρ
i
∗, ρ
∗
i in place of ρ∗, ρ
∗
respectively for all i, the proof is complete by taking i→∞. 
Proof of Theorem B(a). Let η∗ ∈ (ρm, ρM )∩I and η ∈ (η∗, ρM )∩I
be arbitrarily chosen. Applying Theorem 2.1 with F = U on Ω′ = Ωη, Ωη∗ ,
respectively, we have∫
∂Ωη∗
uaij
∂iU ∂jU
|∇U |
ds+
∫
Ωη\Ωη∗
(aij ∂2ijU + V
i ∂iU)udx
=
∫
∂Ωη
uaij
∂iU ∂jU
|∇U |
ds.
Since the first term in the left-hand side of above is nonnegative, applications
of the definition of anti-Lyapunov function to the second term of the left-
hand side of above and (1.8) to the right-hand side of above yield that
γ
∫
Ωη\Ωη∗
udx≤H(η)
∫
∂Ωη
u
|∇U |
ds.(4.5)
Consider the function
y(η) = µ(Ωη \Ωη∗) =
∫
Ωη\Ωη∗
udx, η ∈ (η∗, ρM ).
Then by Theorem 2.2, y(η) is of class C1 at each η ∈ I ∩ (η∗, ρM ) with
derivative
y′(η) =
∫
∂Ωη
u
|∇U |
ds.
Hence, (4.5) yields that
y′(η)−
γ
H(η)
y(η)≥ 0, η ∈ (η∗, ρM )∩ I.(4.6)
Here, we have again assumed without loss of generality that H is a positive
function, via the same reasoning as in the proof of Theorem A(b) above.
Fix 1 ≤ k < I . For any η, η˜ ∈ (ak, bk) with η˜ < η, we may assume that
η∗ < η˜. Integrating (4.6) in the interval [η˜, η] yields that
µ(Ωη \Ωη∗)≥ µ(Ωη˜ \Ωη∗)e
γ
∫ η
η˜
1/H(t) dt.
By (1.9), I is dense in [ρm, ρM ). Then by letting η∗ց ρm in the above and
noting that limη∗ցρm µ(Ωη∗) = µ(Ω
∗
ρm), we have
µ(Ωη \Ω
∗
ρm)≥ µ(Ωη˜ \Ω
∗
ρm)e
γ
∫ η
η˜
1/H(t) dt, ak < η˜ < η < bk.(4.7)
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We note that (4.7) also holds when η˜ = ak or η = bk by the monotonicity of
the function t ∈ [ρm, ρM ] 7→ µ(Ωt \Ω
∗
ρm).
Next, let ρ∗, ρ
∗ ∈ I with ρ∗ < ρ
∗. We fix 1 ≤ ℓ < I such that ρ∗, ρ
∗ ∈⋃ℓ
k=1(ak, bk). Denote Iℓ = {i ∈ {1,2, . . . , ℓ} : (ai, bi) ∩ [ρ∗, ρ
∗] 6= ∅} and τ =
|Iℓ|. Then Iℓ = {i1, i2, . . . , iτ : bis ≤ ais+1 , s = 1,2, . . . , τ − 1}, ρ∗ ∈ (ai1 , bi1),
and ρ∗ ∈ (aiτ , biτ ). In the case τ ≥ 2, by a recursive application of (4.7) for
k = i1, i2, . . . , iτ respectively, we have
µ(Ωρ∗ \Ω
∗
ρm)≥ µ(Ωaiτ \Ω
∗
ρm)e
γ
∫ ρ∗
aiτ
1/H(t) dt
≥ µ(Ωbiτ−1 \Ω
∗
ρm)e
γ
∫ ρ∗
aiτ
1/H(t) dt
≥ µ(Ωaiτ−1 \Ω
∗
ρm)e
γ
∫ biτ−1
aiτ−1
1/H(t) dt
· e
γ
∫ ρ∗
aiτ
1/H(t) dt
= µ(Ωaiτ−1 \Ω
∗
ρm)e
γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=τ−1
(aik
,bik
)
1/H(t) dt
≥ · · · ≥ µ(Ωai2 \Ω
∗
ρm)e
γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=2
(aik
,bik
) 1/H(t) dt
≥ µ(Ωbi1 \Ω
∗
ρm)e
γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=2
(aik
,bik
) 1/H(t) dt
≥ µ(Ωρ∗ \Ω
∗
ρm)e
γ
∫ bi1
ρ∗ 1/H(t) dt · e
γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=2
(aik
,bik
) 1/H(t) dt
= µ(Ωρ∗ \Ω
∗
ρm)e
γ
∫
[ρ∗,ρ∗]∩
⋃τ
k=1
(aik
,bik
)
1/H(t) dt
= µ(Ωρ∗ \Ω
∗
ρm)e
γ
∫
[ρ∗,ρ∗]∩
⋃ℓ
k=1
(ak,bk)
1/H(t) dt
.
Let ℓ→ I in above. Since [ρ∗, ρ
∗]∩ I is of full Lebesgue measure in [ρ∗, ρ
∗],
we have
µ(Ωρ∗ \Ω
∗
ρm)≥ µ(Ωρ∗ \Ω
∗
ρm)e
γ
∫ ρ∗
ρ∗
1/H(t) dt.(4.8)
In the case τ = 1, (4.8) follows directly from (4.7).
Now for any ρm < ρ0 < ρ< ρM , we let ρ
i
∗, ρ
∗
i be sequences in I such that
ρ∗i ր ρ and ρ
i
∗ց ρ0 as i→∞. Since (4.8) holds with ρ
i
∗, ρ
∗
i in place of ρ∗, ρ
∗
respectively for all i, the proof is complete by taking i→∞. 
5. Proof of Theorem A(c) and Theorem B(b). Let U be either a weak
Lyapunov function or a weak anti-Lyapunov function in U with respect to
L with essential lower, upper bound ρm, ρM , respectively. Also let h,H be
as in (1.8) and denote Ωρ as the ρ-sublevel set of U for each ρ ∈ [ρm, ρM ).
For each ρ ∈ [ρm, ρM ), since h(ρ) > 0 in (1.8), ∇U(x) 6= 0 for all x ∈
U−1(ρ) and Ωρ is a C
2 domain with
∂Ωρ = U
−1(ρ).(5.1)
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Consider a regular stationary measure µ of (1.2) with density u(x) ∈W 1,ploc (U).
Then by Theorem 2.2, the function
y(ρ) =
∫
Ωρ\Ωρm
udx, ρ ∈ (ρm, ρM )
is of the class C1 and
y′(ρ) =
∫
∂Ωρ
u
|∇U |
ds, ρ ∈ (ρm, ρM ).
For t ∈ [ρm, ρM ), consider
H∗(t) =


∫ t
ρm
∫ τ
ρm
1H(s)dsdτ, in the case of Theorem A(c),
∫ t
ρm
∫ τ
ρm
1h(s) dsdτ, in the case of Theorem B(b).
Since H is positive and continuous on [ρm, ρM ) in the case of Theorem A(c)
so is h in the case of Theorem B(b), H∗ is a C
2 function on [ρm, ρM ). We
extend H∗ to a C
2 function on [0, ρM ) and still denote it by H∗.
Lemma 5.1. For each ρ ∈ [ρm, ρM ),∫
Ωρ\Ωρm
(aij ∂2ijF + V
i ∂iF )udx=H
′
∗(ρ)
∫
∂Ωρ
uaij
∂iU ∂jU
|∇U |
ds.(5.2)
Proof. Let F =H∗ ◦U . For any ρ ∈ (ρm, ρM ), we note that F ∈C
2(Ω¯ρ)
and F |∂Ωρ ≡H∗(ρ). We apply Theorem 2.1 to F with Ω
′ being Ωρ, Ωρm ,
respectively. By using the fact that the unit outward normal vector ν(x) is
well defined and equals ∇U(x)|∇U(x)| for any x ∈ ∂Ωρ ∪ ∂Ωρm , we have
H ′∗(ρm)
∫
∂Ωρm
uaij
∂iU ∂jU
|∇U |
ds+
∫
Ωρ\Ωρm
(aij ∂2ijF + V
i ∂iF )udx
=H ′∗(ρ)
∫
∂Ωρ
uaij
∂iU ∂jU
|∇U |
ds.
Since H ′∗(ρm) = 0, the lemma holds. 
Proof of Theorem A(c). To estimate the left-hand side of (5.2), we
let x ∈Ωρ \ Ω¯ρm and denote ρ
′ =: U(x). Clearly, ρ′ ∈ (ρm, ρ). Then H
′′
∗ (ρ
′) =
H−1(ρ′), H ′∗(ρ
′)≥ 0 and LU(x) = aij(x)∂2ijU(x)+V
i(x)∂iU(x)≤ 0. It then
follows from (1.8) that
aij(x)∂2ijF (x) + V
i(x)∂iF (x) =H
′
∗(ρ
′)(aij(x)∂2ijU(x) + V
i(x)∂iU(x))
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+H ′′∗ (ρ
′)aij(x)∂iU(x)∂jU(x)
≤ 0 +
1
H(ρ′)
H(ρ′) = 1.
Also by (1.8), the right-hand side of (5.2) simply satisfies
H ′∗(ρ)
∫
∂Ωρ
uaij
∂iU ∂jU
|∇U |
ds≥
∫ ρ
ρm
1
H(s)
dsh(ρ)
∫
∂Ωρ
u
|∇U |
ds.
Hence, by (5.2),∫
Ωρ\Ωρm
u(x)dx≥ H˜(ρ)
∫
∂Ωρ
u
|∇U |
ds, ρ ∈ (ρm, ρM),
that is,
y′(ρ)≤
1
H˜(ρ)
y(ρ), ρ ∈ (ρm, ρM ).
For any ρ0 ∈ (ρm, ρM ) and ρ ∈ [ρ0, ρM ), a direct integration of the above
inequality yields that
y(ρ)≤ y(ρ0)e
∫ ρ
ρ0
1/H˜(r)dr
, ρ ∈ (ρ0, ρM ).
The proof is complete simply by taking limit ρ→ ρM in the above. 
Proof of Theorem B(b). To estimate the left-hand side of (5.2),
we note that H ′∗(t) ≥ 0, H
′′
∗ (t) = h
−1(t) when t > ρm, and LU = a
ij∂2ijU +
V i∂iU ≥ 0 in Ωρ \ Ω¯ρm . It then follows from (1.8) that
aij∂2ijF + V
i∂iF =H
′
∗(U)(a
ij∂2ijU + V
i∂iU) +H
′′
∗ (U)a
ij∂iU∂jU
≥ 0 +
1
h(U)
h(U) = 1.
Also by (1.8), the right-hand side of (5.2) simply satisfies
H ′∗(ρ)
∫
∂Ωρ
uaij
∂iU ∂jU
|∇U |
ds≤
∫ ρ
ρm
1
h(s)
dsH(ρ)
∫
∂Ωρ
u
|∇U |
ds.
Hence, (5.2) becomes∫
Ωρ\Ωρm
u(x)dx≤
∫ ρ
ρm
1
h(s)
dsH(ρ)
∫
∂Ωρ
u
|∇U |
ds
= H˜(ρ)
∫
∂Ωρ
u
|∇U |
ds, ρ ∈ (ρm, ρM),
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that is,
1
H˜(ρ)
y(ρ)≤ y′(ρ), ρ ∈ (ρm, ρM ).
For any ρ0 ∈ (ρm, ρM ), let ρ ∈ [ρ0, ρM ) be fixed. The proof is complete by a
direct integration of the above in the interval [ρ0, ρ]. 
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