Abstract. Ecological theory predicts that generalist predators should damp or suppress long-term periodic fluctuations (cycles) in their prey populations and depress their average densities. However, the magnitude of these impacts is likely to vary depending on the availability of alternative prey species and the nature of ecological mechanisms driving the prey cycles. These multispecies effects can be modeled explicitly if parameterized functions relating prey consumption to prey abundance, and realistic population dynamical models for the prey, are available. These requirements are met by the interaction between the Hen Harrier (Circus cyaneus) and three of its prey species in the United Kingdom, the Meadow Pipit (Anthus pratensis), the field vole (Microtus agrestis), and the Red Grouse (Lagopus lagopus scoticus). We used this system to investigate how the availability of alternative prey and the way in which prey dynamics are modeled might affect the behavior of simple trophic networks. We generated cycles in one of the prey species (Red Grouse) in three different ways: through (1) the interaction between grouse density and macroparasites, (2) the interaction between grouse density and male grouse aggressiveness, and (3) a generic, delayed density-dependent mechanism. Our results confirm that generalist predation can damp or suppress grouse cycles, but only when the densities of alternative prey are low. They also demonstrate that diametrically opposite indirect effects between pairs of prey species can occur together in simple systems. In this case, pipits and grouse are apparent competitors, whereas voles and grouse are apparent facilitators. Finally, we found that the quantitative impacts of the predator on prey density differed among the three models of prey dynamics, and these differences were robust to uncertainty in parameter estimation and environmental stochasticity.
INTRODUCTION
Predator-prey theory predicts that the actions of generalist predators will damp or suppress fluctuations in prey populations (Hanski et al. 1991 , Turchin and Hanski 1997 , Oksanen et al. 2001 ) and cause reductions in mean prey density (Thirgood et al. 2000 , Valkama et al. 2005 . Ecosystem models and experiments (Harmon and Andow 2004 , Brook et al. 2005 , Koss and Snyder 2005 suggest that generalists may mediate indirect effects between their prey such as apparent competition (Holt 1977 , Hamback and Ekerholm 1997 , Abrams et al. 1998 , Schmidt and Whelan 1998 , Rand 2003 or apparent facilitation (Abrams et al. 1998 ). In the case of fluctuating prey, not only is the consumption of any one prey species by the generalist likely to depend on the availabilities of all prey species, but also these availabilities will change over time. These fluctuations in prey numbers may be driven by abiotic (e.g., climate), intrinsic (e.g., behavioral), or extrinsic (e.g., infectious disease) processes. The comparison between intrinsic and extrinsic hypotheses for population cycles is a question of broad ecological interest (e.g., Turchin 2002 , Begon et al. 2006 , but is also important if we are to understand how broad theoretical predictions are affected by the mechanism underlying population instability (Sherratt et al. 2000) .
Although the predictions derived from simple mathematical models of generalist predator-prey interactions have been supported by experimental manipulation of 7 Corresponding author. E-mail: jh17@st-andrews.ac.uk laboratory systems, evidence from field-based empirical studies has proven equivocal. In most such studies, inference concerning the effect of generalist predators on fluctuating prey relies on the following three simplifying assumptions.
1) The per capita rate of predation (functional response) is treated as a function of only one focal prey (Schenk and Bacher 2002, Valkama et al. 2005 ). This single-species functional response (SSFR) is sometimes assumed to be sigmoidal in order to represent switching (Oaten and Murdoch 1975, Dale et al. 1994) by the generalist predator to alternative prey at low focal prey densities. However, SSFRs ignore the effect of variations in the density of alternative prey, which can dilute or exacerbate the effects of predation on the focal prey species (Kunkel and Pletscher 1999, Polisar et al. 2003) . To capture adjustments in predator diet resulting from changes in the abundances of all prey, it is necessary to model the predator's multipecies functional response (MSFR) (Yodzis 1998) .
2) The size of the predator population is assumed to be unaffected by prey densities (e.g., Turchin and Hanski 1997) . However, predator numbers are likely to vary in response to differences in prey density. Some authors (Korpima¨ki and Norrdahl 1991 , Redpath and Thirgood 1999 , Salamolard et al. 2000 choose to refer to such changes collectively as the predator's numerical response, whereas others (Monsrud and Toft 1999 , Turchin 2002 , Gascoigne and Lipcius 2004 distinguish between changes that result from movement (the predator's aggregative response) and those that result from births and deaths (the predator's numerical response). Although birth and death rates of generalists are widely assumed to be buffered from changes in any one prey (Hassell and May 1986, Murdoch et al. 2002) , predators are still likely to aggregate in areas where preferred prey are locally abundant. This response is rarely included in models of the impact of generalists. When it has been modeled (e.g., Middlemas et al. 2006) , it is only in terms of the response to one prey species.
3) The quantitative features of the dynamics of the fluctuating prey are assumed to be adequately represented by phenomenological models, such as the autoregressive (Royama 1996) or time-lagged Ricker model (Sheratt et al. 2000) . These models are commonly used when the mechanisms underlying complexity in prey dynamics are unclear. Although they may fit observed dynamics well, they are likely to perform poorly in predicting the population's response to new conditions, outside the range of observations. Their predictive ability can be improved by specifying the demographic sources of density dependence or increasing the number of state variables in the model to capture the effects of population structure, spatial heterogeneity, or environmental influences. Unfortunately, this increase in model specificity also increases the risk of model misspecification and it is therefore important to investigate the sensitivity of conclusions to different models for the fluctuating prey (Turchin and Hanski 2001) .
Although it is unlikely that all of these assumptions are problematic for all predator-prey systems, it is hard to know under what circumstances they may cause problems. One solution is to investigate the behavior of more detailed models that capture well-documented features of the natural history of the system's component species. This should provide an indication of the importance of these assumptions under natural conditions. In order to perform such an investigation, we used data from intensive long-term studies to construct a suite of plausible models of the interactions between a generalist avian predator (the Hen Harrier Circus cyaneus) and three of its prey species.
The diet of Hen Harriers consists mainly of Meadow Pipits (Anthus pratensis) and field voles (Microtus agrestis) (Picozzi 1978) , but it also includes Red Grouse (Lagopus lagopus scoticus), a subspecies of the circumpolar willow ptarmigan (Lagopus lagopus) that is indigenous to heather moorland in the United Kingdom and Ireland. In the United Kingdom, Hen Harriers breed on heather moorlands and in young conifer plantations. They particularly favor moors managed for grouse shooting because these offer vegetation of mixed ages. Meadow Pipits are ubiquitous in upland areas, where their densities peak in mixed heather-grass vegetation. Field voles have a widespread distribution over grassland, moorland, open woodland, and young forestry plantations.
Red Grouse have been subject to continuous research since the 1950s, partly because they are a financially important gamebird, but also because they are a key component of a simple herbivore-plant system with unstable cyclic (4-10 year) dynamics (Potts et al. 1984) . Red Grouse dynamics are primarily influenced by either or both (1) parasite-induced reductions in fecundity and survival (the extrinsic hypothesis; Dobson and Hudson 1992 , Hudson 1992 , 1998 or (2) density-mediated behavioral interactions (Chitty 1967) involving territoriality and intraspecific aggressiveness (the intrinsic hypothesis; Moss et al. 1996 , Matthiopoulos et al. 1998 , 2003 . Other mechanisms, such as climate, food, predators, and hunting, can affect grouse dynamics, but have been ruled out as the driving forces behind grouse cycles (Hudson 1992, Moss and Watson 2001) .
In this paper, we investigate the role of the three assumptions listed above on the predictions of a predator-prey model based on field data from this system. Many of the parameters and relationships in models of wildlife populations need to be estimated or inferred, so we also examined whether the predicted impact of the predators is robust to parameter uncertainty and model misspecification. We found that the nature and degree of prey depression depends on the way in which predation is modeled, that apparent facilitation and apparent competition between prey can develop in a system containing as few as three prey species, and that the quantitative impact of the predator depends on the mechanism driving prey fluctuations. Fig. 1 shows the different model specifications that we considered. Our starting point (Fig. 1a) , was a model of a constant population of harriers feeding on a single, cyclic prey. For this particular system, we could choose between grouse or voles, because both can display cycles. We opted for grouse because the causes of its fluctuations are better understood. We then extended this predator-prey model by examining three different models for grouse dynamics and by modeling the response of the predator to all three prey species (Fig.  1b) . Further extensions are clearly possible (Fig. 1c) , but the intensity and nature of the additional interactions are currently not sufficiently well understood or supported by evidence to model explicitly.
METHODS
First, we review three candidate models of grouse dynamics and explain how we incorporated predation. Second, we describe our implementation of harrier consumption (the predators' functional response) and the components of predation (aggregative and numerical responses to prey abundance). Finally, we describe the numerical experiments conducted to investigate the dynamics of the system, the possible existence of indirect effects between prey, and the sensitivity of predicted harrier impact to parameter uncertainty and model choice. All notation and parameter values used in the paper are summarized in an electronic Appendix.
Models for Red Grouse population dynamics
In several parts of their range, Red Grouse are infected by Trichostrongylus tenuis, a gut-inhabiting nematode that adversely affects reproductive output and survival. To formulate this interaction, we used a model developed by Anderson and May (1978) and adapted for grouse by Dobson and Hudson (1992) , consisting of three differential equations for the numbers of grouse hosts (N ), free-living larvae (D), and adult parasites (T ):
where the parameters b and d, respectively, give the birth and death rates of Red Grouse, and mN 2 is a densitydependent term that results in self-limitation in grouse population growth. The model assumes that the turnover rate of free-living stages is short compared with the dynamics of the adult worms, arrested larvae, FIG. 1. Levels of biological detail involved in model specification for a generalist predator: three-prey system. Specification (a) links the predator (the Hen Harrier, H) and one of its cyclic prey (the Red Grouse, G) by a single-species functional response (SSFR). Specification (b) examines consumption of three prey species (pipits, P; voles, V; and grouse, G), via a multispecies functional response (MSFR). Predator density is determined by an aggregative response (AR) to the density of two prey species (pipits and voles). Only grouse dynamics (D) are modeled. Specification (c) is a detailed approach, as yet unsupported by data, that would model the dynamics of all prey, their direct interactions, and predator demography.
or hosts. Transmission probability is determined by the parameter N 0 . The proportion of free-living larvae that successfully establish in hosts is N/(N þ N 0 ). Parameter values are discussed in Hudson et al. (1992) and Dobson and Hudson (1992) . We selected parameter values from the ranges given by Dobson and Hudson (1994) to give grouse cycles with plausible characteristics: an average density of 60 adult grouse/km 2 , a period of ;6 years, and an amplitude (maximum/minimum) of 3 years.
For the intrinsic hypothesis, we used the discrete-time model first proposed by Matthiopoulos et al. (2003) and later generalized by Matthiopoulos et al. (2005) . The model comprises two difference equations with two state variables tracking the autumn density (N t ) of territoryholding cocks and their aggressiveness (A t ):
where b and s, respectively, represent fecundity and survival. A generalized Beverton-Holt function with parameter g is used to model the effect of density dependence on recruitment and a dummy variable w t ¼ wN t þ (1 À w)N tþ1 is used to represent the effect of delayed density dependence on aggressiveness. The parameter w determines the time delay in the behavioral process of crowding, the effect of density on aggressiveness. The parameters C (shape parameter for interaction between density and aggressiveness), l and u (maximum and minimum annual increases in aggressiveness), and w m (equilibrium male density) quantify the abruptness and magnitude of the response of aggressiveness to density (see Appendix). The parameter j regulates the absolute strength of density dependence and determines the average density of territories. Vital rates were set to the realistic values: s ¼ 0.5, b ¼ 1.5. The remaining parameter values (see Appendix) were selected to give cyclic dynamics with the same average density, period, and amplitude as the extrinsic model.
The extrinsic and intrinsic models are rather specific to the hypotheses that each represents. Biological inferences based on such a small set of specific models are likely to be philosophically vulnerable (Nisbet and Gurney 1982) . We therefore complemented these models with a more phenomenological model first used by Hassell (1975) :
where N represents grouse numbers per square kilometer, s is the annual probability of survival, b is one-half of a female's maximum brood (maximum number of chicks per grouse parent), n determines the shape of density dependence, and r sets the average grouse density. We chose parameter values (see Appendix) that generated cycles with the same average grouse densities, period, and amplitude as the extrinsic and intrinsic models.
Predation was represented as the product of consumption per harrier per hour spent foraging for grouse ( f g ), harrier density (H ), and a scalar (q) representing the number of hours spent foraging during the period when grouse chicks are available. Harriers hunt for 15 hours per day and feed their chicks for ;60 days per year (Redpath and Thirgood 2003) , so q was set to 900. Predation was added to Eqs. 1, 2, and 3 by modifying the breeding rate as follows:
ðextrinsic and phenomenological modelsÞ
This twin definition of b 0 is necessary because N in the intrinsic model refers to males only. We have assumed that density dependence takes effect after harrier predation. N is specified to year t in the discrete-time models of Eqs. 2 and 3. Both definitions of b 0 in Eq. 4 ensure that chick mortality cannot exceed 100% and the population size cannot be negative. Because such stepwise definitions can potentially cause artifactual dynamics, we monitored breeding rate during all numerical experiments. For the scenarios examined here, b 0 never became zero.
The functional response of Hen Harriers
An MSFR is a vector-valued function f(N) ¼ ff 1 (N), . . . , f i (N), . . . , f n (N)g of the densities N ¼ fN 1 , . . . , N i , . . . , N n g of all prey that can potentially be taken by the predator. We used the multispecies generalization (Koen-Alonso and Yodzis 2005) of a SSFR developed by Real (1977) to describe the relationship between prey availability and consumption:
where f i is consumption of prey i per hour, N i denotes the abundance of prey i, the quantity a i scales the attack rate of the predator on species i, and t i is the handing time of a single prey item of type i. The ratio 1/t i gives the maximum possible rate of consumption for prey i.
The exponent m i determines the way in which the predator attack rate changes with the density of prey i. The MSFR of Eq. 5 describes the response of individual predators but does not account for any intraspecific competition or interference. However, male harriers, unlike many other raptors, are not strongly territorial and appear to be relatively tolerant of each other (Redpath 1991, Redpath and Thirgood 1999) . Nor does the MSFR of Eq. 5 account for variation in the habitat around nests or the mating system adopted by individual Hen Harriers, both of which may influence predation rates (Amar et al. 2004) . Redpath and Thirgood (1999) provide estimates of the number of Red Grouse chicks per square kilometer for the study areas for which we had consumption data, and of the number of Meadow Pipits counted per kilometer of transect. The Meadow Pipit values were converted to densities by dividing them with the proportion of the total area covered by the strip transects. Redpath and Thirgood (1999) calculated an index of vole abundance based on snap-trapping. They recorded the number of captures per 100 trap-nights (50 traps set over two nights) which we converted to vole densities using data from a comparative study of methods for estimating vole abundance on moorland (Redpath et al. 1995) . We calculated that the number of voles per km 2 was 5743 the capture rate per 100 trap-nights.
Eq. 5 was fitted to these data by means of computerintensive Bayesian methods (Monte Carlo Markov Chain; Gilks et al. 1998 ); a negative binomial sampling distribution was used to account for overdispersion in the consumption data. Bayesian methods allow independent information on parameter values to be incorporated into the analysis in the form of the prior distributions. In this way, we were able to bolster parameter estimation with additional data and information based on biological first principles. A gamma prior with mean and variance derived from published data was used for t, and we used observational data on the attack rate (a i N miÀ1 ) for grouse (Redpath et al. 2002) to derive a joint prior for a g and m g . Where m , 1, the attack rate can decrease with increasing prey density (which is biologically implausible), so we chose a shifted gamma prior for m with a minimum value of 1. The prior mean and variance of all m i were set to 2 and 0.9, respectively, giving a 95th percentile range of (1, 3.9). This allowed the functional response to take the full range of likely shapes. No prior knowledge was available for attack rates on pipits (a p ) and voles (a v ), so various relatively uninformative priors were used to check the robustness of the results to the choice of prior. Further details on the methodology can be found in Asseburg (2005) and Asseburg et al. (2006) .
Following numerical convergence, MCMC yields a sample comprising different candidate parameterizations of the model. The frequency with which different parameterizations occur in this sample represents the joint posterior distribution of the model's parameters. For the deterministic results in the paper, we used parameter values obtained by averaging over a sample of 200 candidate parameterizations (Appendix). Stochastic simulations used all 200 parameterizations, thus correctly accounting for joint parameter uncertainty. In addition to the MSFR, we also modeled grouse consumption ( f g , consumption per harrier per hour) using an SSFR:
where c is the maximum killing rate, b is the halfsaturation constant (i.e., grouse density at which 50% of the maximum consumption occurs), and q is the shape parameter of the response. Redpath and Thirgood (1999) used nonlinear least squares to estimate the parameters of this function from the same data set that we used for Eq. 5. The functional equivalence between Eqs. 5 and 6 can be established by setting a p ¼ 0, a v ¼ 0, in Eq. 5 and using the correspondences q ¼ m g , c ¼ 1/t g , and b q ¼ 1/a g t g . However, none of these parametric equalities actually holds for the estimated values of the parameters (see Appendix, e.g., c ¼ 0.21 and 1/t g ¼ 0.37). Therefore, the two functional responses provided different models for consumption, despite the fact that both were fitted to the same data set. This is not surprising, because the fitting process for the MSFR takes account of the effect of voles and pipits on grouse consumption.
The aggregative response of harriers
There is little evidence that harrier breeding numbers change locally in response to grouse density, but Hen Harriers are known to aggregate in regions with high densities of Meadow Pipits and field voles (Redpath and Thirgood 1999) . We fitted Eq. 7 to data on harrier density in relation to prey abundance collected between 1992 and 1998 from six moorland sites by Redpath and Thirgood (1999) :
where N p and N v , respectively, are pipit and vole densities. This relationship explained 75% of the observed annual variation in Hen Harrier numbers.
The numerical response of harriers
The aggregative response describes the way in which local densities of Hen Harriers can change through redistribution in response to differences in prey density. Such differences could also affect the demography of Hen Harriers. For example, there is some evidence that fledging success of individual Hen Harrier nests is related to local vole density (Redpath and Thirgood 2003) . However, the data currently available cannot specify this numerical response.
Other sources of variation in harrier numbers
The residual 25% variability in harrier numbers not explained by Eq. 7 could be due to extrinsically driven (e.g., climate-related) changes in vital rates. We did not explicitly include environmental trends in the deterministic investigations because our overall aim was to investigate general theoretical predictions rather than to produce recommendations for harrier conservation and grouse management. However, in our numerical investigations, we used the parameter uncertainty associated with Eq. 7. This implicitly captures some of the residual variability in harrier density, although it does not account for the possibility of temporal autocorrelation in environmental stochasticity.
Numerical investigations
All numerical investigations were run for 400 years. To avoid the effect of transients, we used only the last 200 years of each time series. Cycle amplitude was estimated as the average ratio of consecutive peak and trough densities, and period was calculated from the dominant frequency of a spectral density transformation of the time series. We carried out three numerical analyses, as follows. 1) We plotted grouse density and cycle amplitude against predation pressure, as determined by harrier density. The primary aim of this investigation was to compare the effects of the MSFR and SSFR across the three models for grouse dynamics. We therefore temporarily assumed that harrier density was not affected by prey density. However, when using the MSFR, the effect of harriers on grouse depended on the density of alternative prey, so we examined one scenario without alternative prey and one with alternative prey (80 pipits/km 2 and 2000 voles/km 2 ). 2) In reality, harrier numbers are determined by vole and pipit densities. We therefore coupled harrier density to alternative prey density, using Eq. 7, and examined the average Red Grouse breeding rate (b 0 ; Eq. 4) over each 50-year solution. We assumed that vole and pipit densities were set by factors other than harrier density. There is no evidence that harriers deplete vole populations and only limited evidence of a negative association between peaks in harrier numbers and pipit numbers in subsequent years (S. M. Redpath and S. J. Thirgood, unpublished data). We also assumed no interactions between the densities of voles and pipits. This is believed to be the case in the wild, although small mammals are known to forage on the eggs of passerine birds (Hannon and Cotterill 1998) . We report on combinations of alternative prey densities within the ranges 0-2000 voles/km 2 and 0-150 pipits/km 2 . Although densities greater than 2000 voles/km 2 are common in the wild, especially during the peaks of cyclic populations, voles affect grouse when they are scarce rather than when they are superabundant. Thus, we restricted our graphical output to relatively low vole densities to make these features visible.
3) We suspected that inferences about the impact of harriers on grouse densities were likely to depend on the parameters of the functional and aggregative responses as well as the vital rates of grouse. To examine this sensitivity, we calculated the maximum proportional depression in mean grouse density for each parameterization of the model:N
over the entire set of combinations for alternative prey density, whereN is mean grouse density in the absence of harriers andN 0 is mean density with harriers present. Unlike our previous two analyses, this metric does not capture the detailed impact of harriers on grouse, but it can be thought of as a ''worst case scenario'' of the potential impact of harrier predation on grouse density for a particular parameterization of the consumption model and a particular model for grouse dynamics.
For the MSFR, information on parameter uncertainty was available as a by-product of the computerintensive, Bayesian methodology used in fitting Eq. 5. The joint posterior distribution of the parameters was approximated by a sample of 200 parameter combinations. Each such combination comprised values for all six parameters of Eq. 5 and its occurrence in the sample reflected that set's likelihood under the data. To obtain a corresponding sample of parameter values for the aggregative response, we sampled from a bivariate normal error distribution using the variance-covariance matrix that was estimated from fitting Eq. 7. We assumed independence between the MSFR and aggregative response parameters.
Stochasticity in the vital rates was implemented by selecting grouse fecundity and survival from normal distributions with mean equal to the values listed in the Appendix and standard deviation equal to a proportion of that value. For the intrinsic and phenomenological models, these values were selected annually. The extrinsic model is formulated in continuous time, so the vital rates were defined as piecewise functions with random annual steps selected from the above distributions. Our aim was to generate stochastic grouse population trajectories that had, on average, the same period, amplitude and mean density as the deterministic dynamics. We selected the degree of stochasticity for the three models to satisfy this requirement. Specifically, in the phenomenological and intrinsic models, the standard deviation of the stochastic parameters was equal to 1/10th of their mean values. In the extrinsic model, the standard deviation was set to 1/30th of the parameters' mean values. These were the biggest possible perturbations that retained the period, amplitude, and mean density of the deterministic cycles.
Each random set of parameters for the MSFR and the aggregative response, examined over the entire range of combinations for alternative prey densities, gave a single value of maximum proportional depression of mean grouse density. For each grouse model, we generated 5000 such values to obtain a frequency distribution of maximum proportional depression.
RESULTS

Incorporating the multispecies functional response
Increasing predation tended to dampen or suppress grouse cycles (Fig. 2) . The rate of damping with respect to harrier numbers varied depending on the type of grouse model, the form of the functional response, and the availability of alternative prey. In the case of the extrinsic model, predation appeared to increase cycle amplitude at low harrier densities when predation was modeled with the SSFR (Fig. 2c) , a combination that represents harriers as specialist predators. The model using the MSFR with alternative prey set to zero emulated the behavior of a system using the SSFR. This was consistent across all three grouse models (compare first and second rows in Fig. 2) . The presence of alternative prey prevented cycle damping in all models (Fig. 2g-i) . Similarly, in all models (Fig. 2g-i) , the presence of alternative prey prevented the depression of grouse density that occurred with a SSFR (Fig. 2a-c) or with a MSFR when no alternative prey were present (Fig. 2d-f) . Predation had no effect on cycle period for any of the experiments carried out in this and the following sections.
Incorporating the aggregative response
Incorporating the aggregative response as a mechanism for determining harrier numbers resulted in qualitative consensus between the three grouse models (Fig. 3) . Increasing numbers of pipits had a detrimental impact on grouse breeding rate (b 0 ; Eq. 4), but increasing numbers of voles tended to increase grouse breeding rate. In other words, pipits act as apparent competitors and voles as apparent facilitators of grouse. The first result is a consequence of the parameters in the   FIG. 2 . Effect of increasing predation on mean grouse density (solid line) and cycle amplitude (minimum and maximum densities indicated by dashed lines). The predator density, on the abscissa of all these plots, is treated here as an externally determined parameter. The columns in the figure correspond to the three different models for grouse dynamics. The first row represents model implementations with the single-species functional response (SSFR; Eq. 6.) The second row represents implementations using the multispecies functional response (MSFR; Eq. 5) with no alternative (alt.) prey (densities of pipits and voles, N p and N v , set to zero). The third row uses the MSFR with densities of alternative (alt.) prey set at N p ¼ 80 and N v ¼ 2000.
aggregative response: a unit increase in the density of pipits resulted in an increase in harrier density that was 203 that caused by the same increase in vole density. The second result is a consequence of the parameters in the MSFR, which cause harriers to consume relatively fewer grouse as vole numbers increase. Quantitatively, the models predict that a combination of pipit superabundance and vole scarcity will depress grouse breeding rate by 23% if grouse dynamics are determined by the phenomenological model, by 8% if the intrinsic model is used, and by 7% with the extrinsic model.
Incorporating parameter uncertainty
The way in which stochasticity in the vital rates and uncertainty in the parameters of the MSFR and the aggregative response mapped onto uncertainty in the maximum depression of grouse density differed among the models (Fig. 4) . The intrinsic model predicted the smallest impact (expected maximum depression 5.2%) with the tightest distribution (95% confidence interval ¼ 3.4-7.7%). The extrinsic model was intermediate (13.1%; 95% CI ¼ 10.2-16.5%) and the phenomenological model predicted the greatest impact (22.0%), with the greatest uncertainty (95% CI ¼ 13.1-33.0%).
DISCUSSION
Ecological theory predicts that generalist predators will stabilize fluctuating prey populations and depress their average densities. However, these predictions are based on models that generally ignore the predators' response to alternative prey and the biological mechanism driving prey fluctuations. To investigate the effect of these assumptions, we developed and parameterized a model of a system consisting of a generalist avian predator feeding on three prey populations, one of which exhibited cyclic dynamics. As a consequence of FIG. 3 . Indirect effects of alternative prey on grouse breeding rate (b, defined as one-half of a female's maximum brood size) under each of three models for grouse cycles. Mean grouse population density is similarly affected, in the long term. Note that, due to the different definitions of b in each model, the scale on the vertical axis differs. the long-term field studies conducted on this system, we were able to develop and fit a fully parameterized multispecies consumption model and three candidate models for the dynamics of the cyclic prey. The resulting model was substantially more detailed than those traditionally used to develop the theory of generalist predation (i.e., it corresponds to Fig. 1b rather than Fig.  1a) . Nevertheless, this model does not capture the full complexity of the system (compare Fig. 1b with Fig. 1c ). In addition, grouse population dynamics actually may be affected by parasites (extrinsic model), aggressiveness (intrinsic model), and some other, as yet unknown, density-dependent factor (as represented by the phenomenological model) at the same time (Mougeot et al. 2005) . Because of these simplifications, this is not a suitable model for evaluating the conflicts between grouse management and harrier conservation. Rather, it serves to illustrate how a particular set of realizations of a very general trophic network may behave.
Our results show that some dynamical outcomes in this system are robust to model and parameter choice, but others are not. They provide additional evidence for the stabilizing role of generalist predation (Hanski et al. 1991) , because increasing harrier density reduces mean grouse density and dampens cycles (Fig. 2a-f) . However, this is only true if alternative prey are scarce. In the presence of sufficient alternative prey, harriers no longer affect grouse cycles or mean densities (Fig. 2g-i) .
The behavior of the system became more complex once we took account of the predator's aggregative response. Redpath (1991) suggested that increasing alternative prey densities may increase harrier densities and lead to an overall increase in mortality of Red Grouse chicks. This effect has not been tested experimentally in the harrier system, but Kenward (1986) found that an increase in rabbit numbers attracted Goshawks Accipiter gentiles and resulted in an increase in pheasant Phasianus colchicus losses. However, in our system, the two alternative prey species can have opposite effects on grouse mortality. High pipit densities caused harriers to aggregate and increase grouse chick mortality, resulting in apparent competition between grouse and pipits (Holt 1977) . In contrast, when voles were abundant, harriers tended to switch away from grouse, i.e., there was apparent facilitation between these prey species. This illustrates an important principle: generalists can respond to increases in alternative prey both numerically (in this case by aggregation) and functionally (by switching); whether the alternative prey acts as an apparent competitor or facilitator depends on the relative strengths of the resultant changes in predator numbers and per capita consumption.
Our results support the conclusions of Marcstrom et al. (1988) and Reif et al. (2001) that large vole populations reduced predation on breeding tetraonids (grouse-like birds) in Scandinavia. The possible occurrence of these indirect effects had been anticipated from previous theoretical work (Abrams et al. 1998 , Courchamp et al. 2000 and ecosystem studies (Roemer et al. 2002) . However, our study indicates that diametrically opposite indirect effects can occur together in natural systems with no more than three prey species. This conclusion does not depend on the way in which prey cycles were generated. It suggests that the qualitative nature of the interactions between predator and prey is more likely to be determined by the parameters of the functional and aggregative responses than the mechanisms driving prey dynamics.
In contrast, the three grouse models led to substantially different predictions about the maximum impact of predation on grouse density. These discrepancies occurred despite the fact that the three grouse models had been parameterized to have quantitatively similar FIG. 4 . Maximum depression in mean Red Grouse density predicted under each of the three grouse models after incorporating parameter uncertainty in functional and aggregative responses and stochasticity in grouse vital rates. dynamics in predator-free conditions and were confronted with the same degree of uncertainty in predation parameters. These differences in mean predictions remained discernible despite the blurring effects of parameter uncertainty and stochasticity in vital rates. Predictions made using the more specific models of grouse cycles were characterized by less uncertainty than those from a more generic, phenomenological model.
Although we investigated only a relatively small set of alternative models for our case study system, it is clear that model specification does affect predictions of the consequences of generalist predation. For example, accounting for the effect of alternative prey results in very different predictions of the predator's impact on prey cycles. The harrier-grouse interaction is one of the few systems in which both intrinsic and extrinsic hypotheses for prey cycles have been formalized and tested, but there are many other generalist predators (Kenward 1986 , Korpima¨ki and Norrdahl 1991 , Dale et al. 1994 , Reif et al. 2001 ) and prey (Hanski et al. 1991 , Turchin and Hanski 2001 , Brook et al. 2005 ) that could be used for similar case studies. The phenomenological model in Eq. 3 could be readily applied to any cyclic prey, and the functional and aggregative responses are applicable to any generalist predator.
