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A sensitivity study is undertaken to assess the utility of different onshore digital elevation
models (DEMs) for simulating the extent of tsunami inundation using case studies
from two locations in Indonesia. We compare airborne IFSAR, ASTER, and SRTM
against high resolution LiDAR and stereo-camera data in locations with different coastal
morphologies. Tsunami inundation extents modeled with airborne IFSAR DEMs are
comparable with those modeled with the higher resolution datasets and are also
consistent with historical run-up data, where available. Large vertical errors and poor
resolution of the coastline in the ASTER and SRTM elevation datasets cause the modeled
inundation extent to be much less compared with the other datasets and observations.
Therefore, ASTER and SRTM should not be used to underpin tsunami inundationmodels.
A model mesh resolution of 25m was sufficient for estimating the inundated area when
using elevation data with high vertical accuracy in the case studies presented here.
Differences in modeled inundation between digital terrain models (DTM) and digital
surface models (DSM) for LiDAR and IFSAR are greater than differences between the
two data types. Models using DTM may overestimate inundation while those using DSM
may underestimate inundation when a constant Manning’s roughness value is used. We
recommend using DTM for modeling tsunami inundation extent with further work needed
to resolve the scale at which surface roughness should be parameterized.
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Introduction
Large and destructive tsunami occur infrequently and for any particular location typically have
recurrence intervals that exceed human lifespans. Extreme events such as the 2011 Tohoku Tsunami
have recurrence intervals on the order of 1000 years (Minoura et al., 2001) meaning only in
exceptional circumstances do historical records capture previous events of similar magnitude.
Therefore, hydrodynamic models of tsunami inundation from realistic but hypothetical scenarios
are fundamental to understanding the threat posed to a particular section of coast from tsunami.
The results of tsunami inundation models can inform disaster management activities including
Griffin et al. Tsunami model sensitivity to elevation data
evacuation and contingency planning, impact and risk
assessment and warning, as well as structural mitigation
measures (e.g., protective barriers, vertical evacuation shelters,
and building design standards). A key input to tsunami
inundation models is elevation data, and hydrodynamic models
are known to be sensitive to the resolution and accuracy of
elevation data (Satake, 1995; Casas et al., 2006; Horritt et al.,
2006; Sanders, 2007; Gallegos et al., 2009; Tang et al., 2009;
Tsubaki and Kawahara, 2013). Considering on-shore elevation
(topography) data, there are several widely available digital
elevation models (DEMs) that vary in resolution, accuracy,
extent of coverage, and cost. This study assesses different
available DEMs in regards to their utility for accurate tsunami
inundation modeling.
In order to assess the different elevation datasets the purpose
for which the inundation model will be used must be considered.
In this study we focus on one fundamental purpose: defining the
extent of the coastal region that may be inundated in a particular
tsunami scenario. This supports first-order disaster planning
by allowing disaster managers to assess who and what may be
inundated, and where safe places are for evacuating people to.
Therefore, in our assessment estimates of inundation extent must
be sufficiently robust for decision making in this context. It is
acknowledged that other calculated quantities such as flow depth
and velocity may be subject to greater levels of uncertainty due
to uncertainties in elevation data, and can be important for
informing other disaster management decisions beyond the focus
of this study.
While it can be expected that the best data in terms of
accuracy and resolution will support the most accurate tsunami
inundation modeling results, it is important to assess whether
TABLE 1 | A comparison of different topographic data types used in this study.
Method Horizontal resolution Vertical accuracy Advantages Disadvantages
LiDAR Laser pulse 0.5–2m 0.15m Most accurate DEM
DTM and DSM
Expensive, can only fly in dry season
Large data volumes provide challenges for
storage and processing
High
resolution
stereoscopic
camera
Stereocamera 0.3m 0.5m High resolution and accuracy
Cheaper than LiDAR
DTM and DSM
Still expensive
New technique without commerical
providers in study regions
Airborne
IFSAR
IFSAR 5m 1–3m Reasonable vertical accuracy
Lower cost than LiDAR
DTM and DSM
Less accurate in steep and densely
vegetated areas
SRTM 90m IFSAR 90m 5.6–9.0m (absolute) Almost worldwide coverage DSM only
4.7–9.8m (relative) Free Low vertical accuracy
Aster Stereocamera 30m 6–15m (absolute) Covers 99% globe
Free
DSM only
Cloud cover problems
Accuracy less affected by steep
topography than other methods
Low vertical accuracy
See text for references.
lower quality data (that may be cheaper and/or available
in more areas) can be used to produce sufficiently reliable
tsunami inundation maps to inform first-order evacuation
planning (Lewis et al., 2013). This study was originally conceived
to inform a data acquisition program for tsunami hazard
assessment in Indonesia. We model tsunami inundation for
two locations in Indonesia using different DEMs for onshore
elevation and different resolutions of the numerical mesh of
solution. We then assess which elevation datasets and model
resolutions give sufficiently accurate results for the purposes
articulated above. We then compare different parameterizations
of roughness in order to better understand sensitivity to this
parameter and its dependence on the choice of elevation
data.
Available Digital Elevation Models (DEMs)
In this study we consider a variety of DEMs that are either
commercially or freely available and acquired using different
remote sensing techniques, both airborne and satellite derived.
Some DEMs are available as both Digital Surface Models
(DSM), which usually involve processing first returns from
active source techniques (LiDAR and IFSAR, defined below),
and Digital Terrain Models (DTM) which attempt to remove
buildings, vegetation, and other elements from the dataset to
provide a bare-earth elevation dataset. The DEMs considered
here are based on what was available in the two study
locations at the time of this study. The methods used to
derive the DEMs are described below and summarized in
Table 1. Note that for all datasets actual vertical accuracies will
vary from reported accuracies due to land cover and slope
(Hodgson et al., 2003).
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Light Detection and Ranging (LiDAR) data are collected using
an airborne laser transmitter-receiver that measures the time
taken for a laser pulse to reflect from surfaces below in order
to determine elevation (Hodgson et al., 2003). LiDAR has a
horizontal resolution of 0.5–2m and a stated vertical accuracy
of 0.15m. Clusters of reflections can be used to identify bare
earth, vegetation canopies, and buildings. However, this data
is expensive and requires cloud-free weather for collection—in
tropical regions this can make acquisition during the wet season
difficult or impossible.
The Multifunctional camera—High resolution Stereoscopic
Camera (HRSC) system was developed by the German Aerospace
Centre (DLR) and Remote Sensing Solutions (RSS) (Anko et al.,
2008) and uses three camera angles to derive high resolution
elevation and imagery data. This system was used in Padang,
West Sumatra to develop a digital elevation model with 0.3m
resolution and 0.5m stated vertical accuracy (Taubenböck et al.,
2009).
Airborne Interferometric Synthetic Aperture Radar (IFSAR
or INSAR) data have 5m horizontal resolution and 1–3m
stated vertical accuracy. This uses an airborne X-band (3 cm
wavelength) source and sensors to generate a high resolution
DEM. X-band radar does not fully penetrate vegetation
(Hodgson et al., 2003) and therefore the raw product uses first
returns to generate a DSM. Auxiliary data and imagery collected
during the survey are then used to manually identify bare earth
locations to produce a DTM by interpolation between bare earth
points. This method is therefore more effective in open areas but
less accurate in densely vegetated areas and areas of high relief, as
interpolation of the terrain surface between bare earth locations
can smooth topography.
Advanced Spaceborne Thermal Emission and Reflection
Radiometer (ASTER) data have been used to generate a DSM
using space-borne stereoscopic infrared cameras. It has a
horizontal resolution of 30m and vertical accuracy of 6–15m
depending on the location, which much higher accuracies in
bare-earth areas (Tachikawa et al., 2011). This data is free and
has almost complete global coverage.
Shuttle Radar Topography Mission (SRTM) data have been
used to generate a DSM with approximately 90m horizontal
resolution over much of the earth’s surface (Farr and Kobrick,
2000). These data were collected using C-band IFSAR and aimed
for a vertical accuracy better than 16m (Rodriguez et al., 2005).
However, Rodriguez et al. (2005) compared SRTM with known
ground points and found that SRTM performed better than
this, with an absolute height error of 5.6–9.0m and a relative
height error of 4.7–9.8m for 90% of the data, varying across the
earth’s surface. Random vertical noise of the order of 6m has
been documented for SRTM (Lewis et al., 2013). SRTM is freely
available at 90m resolution between 60◦N and 56◦S latitude, or
about 80% of the earth’s surface (Cowan and Cooper, 2005). A
30m DSM derived from X-band data is increasingly being made
freely available in some regions but was not available for the
regions in this study at the time of analysis.
Figure 1 shows a comparison of the different datasets for
the Wuring Peninsula, Maumere, and illustrates how the
different collectionmethods generate different elevation surfaces.
A B
C D
E F
FIGURE 1 | Comparison of elevation data for the Wuring Peninsula,
Maumere for (A) LiDAR DTM; (B) LiDAR DSM; (C) IFSAR DTM; (D)
IFSAR DSM; (E) ASTER30; and (F) SRTM90. Black line is the coastline
digitized from high resolution imagery collected during the LiDAR survey. Line
a-b in (A) defines the cross-section shown in Figure 2. See Figure 5 for
location of Wuring Peninsula. Underlying imagery from Bing Imagery accessed
through ArcGIS.
Representation of the coast in ASTER and SRTM datasets is poor.
The SRTM dataset has land protruding up to 100m seaward of
the coastline digitized from high resolution (1m) imagery, with
elevations in excess of 10m seaward of the coast. Conversely,
there are gaps in the ASTER coverage of the Wuring Peninsula.
There are also differences in the representation of the coast
between the high resolution datasets, LiDAR, and IFSAR. This
can be seen in the intertidal region covered by mangroves in
the bottom right of the image, which is included in the IFSAR
DEM but has been excluded as part of the ocean by the LiDAR
providers. Furthermore, the IFSAR DEM appears to capture
reflections from some boats in the nearshore region, which must
be removed before integration with bathymetry data. Plotting
a cross-section of the data (Figure 2) highlights differences in
vertical accuracy and horizontal resolution between the datasets
and differences between DTMs and DSMs. DTMs can be seen to
be smoother than DSMs, and the IFSAR DTM is smoother than
the LiDAR DTM.
Tsunami Inundation Modeling
Tsunami propagation in the ocean can be described using shallow
water theory and onshore inundation may be included by
appropriate inundation schemes. For tsunami hazard assessment
the 2D (depth integrated) non-linear shallow water (NLSW)
equations are commonly implemented and solved numerically
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FIGURE 2 | Cross-section of elevation profiles for the different DEM datasets along the line a-b shown in Figure 1A. Note that the ASTER cross-section
has discontinuities where there is no data near the coast.
on a mesh or grid, and there are many software packages that
implement NLSW solvers, such as TUNAMI (Goto et al., 1997),
ANUGA (Nielsen et al., 2005), and TsunAWI (Rakowsky et al.,
2013). While exact implementation varies, in two dimensions the
NLSW equations can be expressed (e.g., Chaudhry, 2008) as two
equations describing the conservation of momentum:
∂uh
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+
∂
(
u2h + gh
2
2
)
∂x
+ ∂uvh
∂y
= − gh ∂z
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)
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and one describing conservation of mass:
∂h
∂t
+ ∂uh
∂x
+ ∂vh
∂y
= 0. (3)
In the above equations, u and v are the flow velocities along
horizontal x and y axes, t is time, h is the flow depth, z is
the bed elevation, and g is the acceleration due to gravity. Sfx
and Sfy are frictional forcing terms in the x and y directions
respectively. Initial conditions of the deformation of the sea
surface due to coseismic crustal deformation are used to force
the model. The NLSW equations are also used to simulate fluvial
flooding.
Sensitivity of Hydrodynamic Models to Elevation
Data
Tsunami inundation is simulated through numerical solution of
the NLSW equations (Equations 1–3) over amodel of bathymetry
and topography with appropriate extensions to model wetting
and drying processes. In ANUGA, the conservative finite volume
scheme allows discontinuities at the edges of all mesh triangles
and therefore can simulate wetting and drying of mesh elements
(Jakeman et al., 2010). In the finite element TsunAWI model
wetting and drying is performed by an extrapolation scheme
extending model quantities from the sea area to land (Lynett
et al., 2002; Harig et al., 2008). The numerical solution is sensitive
to both elevation data and the resolution of the mesh over which
the equations are solved. Furthermore, elevation data must be
interpolated to the model mesh introducing interpolation errors.
Horritt et al. (2006) found that model output for shallow
fluvial flow was more sensitive to changes in model mesh
resolution than changes in topographic data and suggested that
mesh resolutions higher than the resolution of the underlying
data may improve model performance. Sanders (2007) compared
models of flow over a floodplain using LiDAR, airborne IFSAR,
SRTM, and the United States Geological Survey’s National
Elevation Data (NED) and found that using SRTM resulted in
an overestimation of the flood footprint by about 25%, which was
considered reasonable for some applications. This performance
is attributed to SRTM having better relative vertical accuracy
in low relief environments such as floodplains. SRTM has also
successfully been used to model storm surge inundation in
the very low relief Bay of Bengal, after removal of vegetated
pixels and smoothing to 900m (Lewis et al., 2013). Conversely,
Gallegos et al. (2009) found that neither SRTM nor the United
States Geological Survey’s NED were sufficiently accurate for
reproducing observed flood footprints for a dam-break scenario
in an urban area. Tsubaki and Kawahara (2013) have shown
that the sensitivity of NLSW models to mesh resolution is
dependent on slope, with low resolution meshes over-predicting
the inundated area more significantly in steep areas compared
with relatively flat areas.
Compared with fluvial flooding, there has been less work
on the sensitivity of hydrodynamic models to elevation data
for modeling tsunami inundation. Satake (1995) identified that
tsunami models were more sensitive to bathymetry and elevation
data than to a choice between use of the linear or NLSW
wave equations for reproducing tsunami observations from tide
gauges records. Tang et al. (2009) showed that using different
elevation datasets gave substantially different inundation results
for tsunami inundationmodels in Hawaii. Tsubaki and Kawahara
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(2013) found that elevation errors translate into errors in
inundation depth of the same magnitude, while errors in flow
velocity are larger than the magnitude of the elevation errors.
However, if large scale topography is well represented then
elevation uncertainties overlaying this may be less significant
for estimating inundation extent, as the large scale topography
controls the inundated area except in flatter areas.
Titov and Synolakis (1998) identified that a model resolution
of 50m was needed to accurately simulate tsunami propagation
over typical coastal features however they do not provide
comment regarding the accuracy of elevation data. Kazusa
et al. (2004) in developing Cabinet Office recommendations for
producing tsunami hazard maps in Japan advised that much
higher resolution meshes must be developed to capture small
coastal features such as streams, and that accurate modeling
required elevation data with an accuracy of 1m. In the flood
context, Schubert and Sanders (2012) identify that appropriate
mesh resolution will depend on if and how buildings are
including the model.
Roughness
Friction at the boundary between the flow and the sea
bottom/land reduces flow momentum. Features of the elevation
surface with scales too small to be captured within the elevation
model can exert a frictional force on the flow. For example, a
surface covered with dense vegetation may retard flowmore than
a smoother surface such as an open sandy beach. Bed frictional
forcing is parameterized through application of the Manning’s
formula:
Sfx =
un2
√
u2 + v2
h4/3
(4)
Sfy =
vn2
√
u2 + v2
h4/3
(5)
where n is the Manning’s roughness coefficient that can be
derived empirically or estimated based on measurements of flow
across real or idealized surfaces.
Forcing due to bed roughness relative to other terms in the
NLSW equations in the deep ocean is small (being proportional
to h−1/3) but becomes more significant in shallow water. Dao
and Tkalich (2007) find that changing n from 0.025 to 0.015 in
the open ocean does not change the quality of model fit with
Jason-1 satellite observations of the 2004 Indian Ocean Tsunami,
however friction values do change nearshore tsunami amplitudes
significantly. They find a better match with observations using
n = 0.025. Imamura et al. (2006), Latief and Hadi (2007),
Imamura (2009) and Sugawara and Goto (2012) also suggest a
value of n = 0.025 in the ocean and coastal waters while Satake
(1995) uses n = 0.03 for coastal water. Fujima (2001) suggests
friction values in the range 0.02–0.05 for modeling tsunami
propagation. Kaiser et al. (2011) use a lower value of 0.011 in the
sea, equivalent to a smooth surface, in order to fit observational
data. Shimozono et al. (2012) use 0.02 in the ocean. Friction
parameters are greater on land due to the resistance effects of
vegetation and structures that are not included in the elevation
model. Shimozono et al. (2012) use 0.05 for all on-land areas
in reproducing the 2011 Tohoku tsunami. Kaiser et al. (2011)
provide suggested values forMannings n for a range of land cover
types in coastal Thailand.
Figure 2 illustrates the difficulty in choosing appropriate
roughness values, as different datasets capture different levels
of detail of surface features. In urban areas, buildings may
be represented either as elevation in a DSM or through
parameterization of roughness using a DTM. Kaiser et al. (2011)
compared these two possibilities and found that inundation
depth and extent could reasonably be reproduced by using
higher friction in urban areas, however friction values needed
to be applied at the building scale to accurately reproduce flow
velocities between buildings. Similar results have been found for
flood modeling by Schubert and Sanders (2012), who compared
four different methods for parameterizing buildings in finite-
volume flow simulations including application of roughness
coefficients at both the building and urban area scale. They
found that calculation of flood extent and depth was not strongly
sensitive to the roughness method while accurate simulation of
flow velocity required building level parameterization.
Study Areas
Tsunami inundation is modeled for two Indonesian
communities: Maumere and Padang (Figure 3).
Maumere is located on the north coast of Flores Island in the
Indonesian province of East Nusa Tenggara. The population is
78,000 (BPS (Indonesian Central Agency for Statistics), 2014a)
and is spread along the coastline, with high densities on the
Wuring Peninsula and in the center of the city near the harbor.
Coastal areas are either open beaches or fringed by mangroves,
with some coral reefs extending offshore. This shallow platform
drops off rapidly to depths of over 200m within 0.7–2.0 km
of the coastline. To the north of Maumere is the Flores Back-
Arc Thrust, the main source of tsunami hazard for Maumere
and northern Flores. In 1992 a moment magnitude (Mw) 7.8
earthquake generated a tsunami that inundated Maumere and
northern Flores, killing about 2000 people (Tsuji et al., 1995).
Padang is a densely populated city of 877,000 people (BPS
(Indonesian Central Agency for Statistics), 2014b) situated on
a low lying coastal plain located at the foot of the Barisan
Mountains in West Sumatra. Several beach ridges run parallel
to the coast and it is bounded to the north, east, and south
by rivers. Offshore the bathymetry slopes to depths of 200m
at about 20 km offshore. Padang was inundated by tsunami
generated by earthquakes on theMentawai Segment of the Sunda
Subduction Zone in 1797 and 1833. Geological evidence suggests
such events have a recurrence interval of approximately 200 years
and therefore a similar event is anticipated to occur in the next
few decades (Sieh et al., 2008).
Model Description
Software
A number of tsunami inundation models that solve the NLSW
wave equations are available and have been validated against
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FIGURE 3 | Regional setting (A) with inset maps showing the two
study areas (B) Maumere, and (C) Padang. Hatched rectangles show the
area of the fault rupture for each source model. Note that the source model
for Maumere does not align with where the Flores Back-Arc Thrust is typically
mapped. Fault traces are those used in the 2010 revision of Indonesia’s
national seismic hazard map (Irsyam et al., 2010).
analytical solutions, wave tank experiments, and real tsunami
data. In this study we use two models: ANUGA (finite volume;
Nielsen et al., 2005; Jakeman et al., 2010); and TsunAWI
(finite element; Rakowsky et al., 2013). ANUGA and TsunAWI
discretise elevation data onto irregular triangular meshes. In
TsunAWI elevation data is fitted to the mesh using a nearest-
neighbor technique while ANUGA fits elevation data to the mesh
using a global penalized least-squares fitting. ANUGA solves the
NLSW equations in Cartesian coordinates while TsunAWI uses
geographic coordinates and includes Coriolis forcing. Therefore,
although both models are validated for their ability to realistically
model tsunami, differences in the results are expected based on
the use of different numerical schemes, forcing terms, and the
way elevation data is represented in the model.
Tsunami Source Models
Several earthquake source models were published following
the 1992 Flores earthquake and tsunami event (Imamura and
Kikuchi, 1994; Beckers and Lay, 1995; Hidayat et al., 1995),
however these were all limited to one or two subfaults. For
this study a new source model is generated using 10 × 10 km
subfaults by jointly fitting body wave, surface wave, and coseismic
displacement data using the method of Thio et al. (2004),
allowing much higher spatial resolution of the slip distribution.
The two observed vertical coseismic displacements closest to
the hypocenter have been down-weighted by a factor of 0.5
to reduce their dominance of the solution. The source model,
waveform fits, and surface deformation are shown in Figure 4.
The seismic waveform data and coseismic uplift/subsidence
constrained the fault position and geometry to be similar to
but significantly different from those used in previous studies
(Table 2). Furthermore, our model has a region of high slip
(20m) near the hypocenter, which was required to fit the
magnitude and pattern of cosesmic uplift and subsidence along
the northern coast of Flores observed after the earthquake. Note
that our source model, along with those obtained in previous
studies, agrees with the observed pattern of aftershocks but does
not coincide with the location of the Flores Back-Arc Thrust as
typically indicated on maps of the regional tectonics (e.g., Irsyam
et al., 2010). Rather, it is partly onshore suggesting that the Flores
Back-Arc region ismore complicated tectonically than is typically
portrayed.
The tsunami threat to Padang from the Sumatran Megathrust
directly offshore has been well studied (Borrero et al., 2006;
Natawidjaja et al., 2006; McCloskey et al., 2008; Sieh et al.,
2008; Schlurmann et al., 2010). We use the consensus source
model of Schlurmann et al. (2010) (Figure 4E) that estimates
the accumulated slip on the megathrust since previous ruptures
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FIGURE 4 | Source model for the 1992 Flores earthquake and
tsunami. (A) Best fit model of slip distribution with observed (blue) and
modeled (green) subsidence shown by vertical arrows; (B) resulting surface
deformation; (C) Surface wave observations (blue) and model fit (red); (D)
body wave observations (blue) and model fit (red). Surface deformation for
the Padang consensus source mode (E).
TABLE 2 | Comparison of fault parameters for the 1992 Flores earthquake.
Study Strike Dip Rake Moment (1020 Nm)
Imamura and Kikuchi, 1994 61 32 64 6.4
Beckers and Lay, 1995 70 28 80–140 7.5–8.0
This study 75 40 70–135 4.8
in 1797 and 1833 (Natawidjaja et al., 2006; Chlieh et al., 2008).
Note that this model does not take into account reduction
in accumulated stress along the southern-most section of this
source due to the recent Mw 7.8 25 October 2010 Mentawai
Islands earthquake and tsunami. It also does not consider the
potential for slip to occur right at the trench (which is not
recorded in the geodetic studies used to inform this model)
and therefore potentially does not represent the worst case for
tsunami generation (Hill et al., 2012; Griffin et al., 2015).
Model Setup
Figure 5 shows the mesh used for the ANUGA models for
Maumere and Padang and the TsunAWI model for Maumere.
Both models use unstructured triangular meshes, with internal
polygons used to define the maximum allowable size of an
individualmesh element within that region. The smallest polygon
shows the area of interest (AOI) that is used in the comparisons of
inundation extent for the different data types. For the comparison
of the different elevation datasets the same computational mesh
was used in each simulation. Bathymetry data is not varied
between simulations. We use a 90m commercial bathymetry
dataset provided by TCarta Marine for depths shallower than
1000m and the General Bathymetric Chart of the Oceans
(GEBCO) in deeper areas. The mesh resolution within the
AOI was then varied to compare the effect of changing mesh
resolution.
Comparison of Inundated Area
In the absence of high quality observational data in the study
areas, we define the benchmark model based on the highest
resolution DTM available for each area with our best estimate of
the appropriate friction coefficient from the available literature.
That is, for Maumere we use the LiDARDTM and for Padang the
HRSC DTM. Following Kaiser et al. (2011) we apply a Manning’s
n of 0.06 for onshore regions of the Maumere model (medium
density urban area) and 0.08 for onshore regions of the Padang
model (high density urban area). Manning’s n is 0.025 in offshore
regions for the benchmark models.
The area of modeled inundation, A(Im), is compared against
modeled inundation for a benchmark model, A(Ib). This is
quantified following Jakeman et al. (2010) using the measures:
Pin =
A (Ib)− A(Ib ∩ Im)
A(Ib)
(6)
Pout =
A (Im)− A(Im ∩ Ib)
A(Ib)
(7)
Where Pin refers to the proportion of the area inundated in the
benchmark model that is not captured by the model being tested,
whereas Pout is the area of the inundated area of the model being
tested that falls outside of the benchmark model area, relative to
Frontiers in Earth Science | www.frontiersin.org 7 June 2015 | Volume 3 | Article 32
Griffin et al. Tsunami model sensitivity to elevation data
A D
E
G
B
C
F
FIGURE 5 | Polygons showing regions of different mesh resolution for
the ANUGA models for: (A) north-eastern Flores, with the dashed
black line showing the high resolution area shown in (B); (B) the
coastline near Maumere, including the Wuring Peninsula, which is
indicated by the dashed black rectangle; (C) the Wuring Peninsula,
which is shown in Figures 1, 7, 12; (D) the Padang coastline, with the
dashed black line showing the high resolution area shown in (E); (E)
the coastline near Padang. The mesh resolution (m) in each polygon is
indicated by the numbers in black. The blue rectangles in (A, D) outline the
model boundaries for Maumere and Padang, respectively. Internal mesh
resolution for TsunAWI model for Maumere is shown in (F) with dashed black
line showing the high resolution area shown in (G).
the benchmark model area. Note that as both measures have the
same denominator, they are not symmetrical. Pin scales between
0 and 1 with zero indicating a perfect fit. Pout is not constrained
in the same way; values approaching 0 indicate that the modeled
area outside the benchmark region is small relative to the area
of the benchmark region, but do not necessarily indicate a good
model fit unless Pin is also close to 0 (e.g., considering the case of
disjoint inundation area).
For the comparison datasets, we use a constant lowManning’s
n of 0.025 in both the ocean and on land to ensure sensitivities
are due to elevation data and not varying friction values. We
then compare increased on-land friction values. This allows us
to compare the sensitivity to friction parameters with sensitivity
to onshore elevation data.
The field survey of the 1992 Flores tsunami by Tsuji et al.
(1995) provides tsunami run-up data along the northern coast of
Flores, with GPS locations of observed run-ups and sketch maps
provided. The sketch maps were georeferenced using marked
GPS observation points and key buildings, roads, and other
geographic features that are visible in BING Maps aerial imagery
for the region using the ArcGIS software. GPS locations for some
features from Tsuji et al. (1995) do not match the locations of
the features as observed in imagery and we estimate horizontal
errors of 100m in the resulting georeferenced sketches. These
sketches allow us to use the Pin and Pout measures to assess
the performance of our models against observation data for the
Wuring Peninsula, one of the most heavily impacted parts of
Maumere during the 1992 event.
Results
Comparison of Different Data Types
Figure 6 shows the values of Pin and Pout for inundation model
results derived using each dataset for Maumere and Padang,
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FIGURE 6 | Pin and Pout values for (A) Maumere, ANUGA model; (B) Maumere, TsunAWI model; and (C) Padang, ANUGA model, calculated against the
benchmark models. Comparison models use Manning’s n = 0.025 while benchmark models have onshore n = 0.06 (Maumere) and 0.08 (Padang).
calculated against our benchmark models. Figures 7, 8 plot
inundation extents in the two locations. The results show that
the IFSAR and LiDAR DTMs predict a greater inundation extent
while all the other datasets, which are all DSMs, predict a smaller
inundation extent. Differences between the DTM and DSM
results for IFSAR and LiDAR are greater than differences between
these two data types when comparing just DTMs or just DSMs.
Figure 7 compares modeled and observed inundation for
the 1992 Flores tsunami for the Wuring Peninsula, Maumere,
with Pin and Pout calculations shown in Figure 9. The LiDAR
and IFSAR DTMs slightly overestimate the observed inundation
(Pout values of 0.22 and 0.28 respectively) noting that we
probably use unreasonably low Manning’s roughness values.
The IFSAR DSM also matches the observations reasonable well,
underestimating and overestimating the inundation extent by
a similar amount in different areas. Inundation models using
the LiDAR DSM, ASTER, and SRTM DSMs produce much less
inundation than that observed (Pin values of 0.56, 0.39, and
0.77 respectively), with almost no inundation occurring in the
SRTM case.
Comparison of Different Mesh Resolutions
A comparison of the same model (ANUGA) and elevation data
(IFSAR DTM) using different mesh resolutions for Maumere is
shown in Figure 10. The inundated area is very similar for all
resolutions with only the 68.63mmodel showing clear deviations
as a result of the coarser resolution. This suggests that in this
example, which is for a fairly uniform coastal geomorphology,
the IFSAR data is sampling the topography at a higher horizontal
resolution than is needed to simulate inundation.
The effect of increasing model resolution is different for DTM
and DSM. Figure 11 shows Pin and Pout values for LiDAR DTM
and DSM, with the benchmark model in this case being the
highest resolution model where convergence errors are expected
to be at a minimum. All models use constant Manning’s n =
0.025. For the DTM, as model resolution is decreased the model
predicts a greater inundation area. For DSM as model resolution
is increased the Pin values increase. This is likely because a
finer resolution is need to resolve flow between buildings, trees,
and other surface features. As a coarser resolution is used,
interpolation of elevation to the model mesh may smooth these
features toward average elevation values that are above the level
of the terrain surface resulting in reduced inundation in some
areas. The TsunAWI model results show less sensitivity to mesh
resolution than the ANUGA results.
Sensitivity to Onshore Friction Values
Figures 12, 13 show different onshore friction values for
the Wuring Peninsula, Maumere, and Padang, respectively.
For Maumere, changing the onshore friction value does not
significantly alter the inundation extent, whereas for Padang
the effect is dramatic. In the case of Maumere, the extent
of inundation is controlled more strongly by the topography.
Conversely, for Padang the elevation is very flat and does
not provide a topographic barrier to tsunami propagation,
therefore friction is more dominant in controlling inundation
extent. For Padang the inundation extent using HRSC DTM
and Manning’s n = 0.01 (Figure 13A) is similar to that
obtained using IFSAR DTM and Manning’s n = 0.025
(Figure 8D).
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A B
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FIGURE 7 | Comparison between inundation limit from georeferenced
observational sketch from Tsuji et al. (1995) (orange line) and ANUGA
inundation models for Wuring Peninsula, Flores, for (A) benchmark
model using LiDAR DTM (n = 0.06); and comparison models (n = 0.025)
for (B) LiDAR DTM; (C) LiDAR DSM; (D) IFSAR DTM; (E) IFSAR DSM; (F)
ASTER; and (G) SRTM. Mesh resolution is 7.62m. White figures show
tsunami heights in meters from Tsuji et al. (1995) observations with tsunami
flow depths in parentheses.
Discussion
The results presented in this paper clearly demonstrate that
the present generation of freely available global DEMs (i.e.,
ASTER and SRTM90) are not sufficiently accurate to simulate
tsunami inundation with confidence. These datasets are limited
by their vertical accuracy, with coastal elevation errors that may
exceed the amplitude of the tsunami wave being simulated.
Unfortunately tsunami hazard assessments continue to use these
datasets based on the argument that they are the “best available”
whenmore accurate datasets are not available for part or all of the
study region (e.g., DLR and GTZ, 2010; Latief, 2012; Norwegian
Geotechnical Institute (NGI) and Geoscience Australia (GA),
2015). We therefore advocate for the development of a global,
freely available, high vertical accuracy digital elevationmodel that
would have many benefits to society, one of which would be
informing tsunami hazard assessment and evacuation planning.
FIGURE 8 | Inundation results for the 7.62m mesh resolution ANUGA
model for Padang for (A) HRSC DTM benchmark model (n = 0.08); and
comparison models (n = 0.025) (B) HRSC DTM; (C) HRSC DSM; (D)
IFSAR DTM; (E) IFSAR DSM; (F) ASTER; and (G) SRTM.
Simulations of the 2011 Tohoku Tsunami (Løvholt et al.,
2012) and 2007 Tropical Cyclone Sidr storm surge (Lewis
et al., 2013) events have demonstrated good results by making
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FIGURE 9 | Pin and Pout values for modeled results compared with
observations of tsunami inundation from Tsuji et al. (1995) for the
Wuring Peninsula (area of sketch shown in Figure 6) for ANUGA
simulations.
FIGURE 10 | Comparison of modeled tsunami inundation depth for
ANUGA models using the IFSAR DTM for different mesh resolutions for
part of Maumere. See Figure 5B for location.
adjustments to the SRTM elevation model by removing cells
containing vegetation and interpolating elevation values from
adjacent cells. Lewis et al. (2013) also smoothed the SRTMdataset
to a resolution of 900 m, which was sufficient for reproducing
storm surge inundation extent in the very low relief Bay of
Bengal. However, generalization of these results is limited by their
dependence on manual identification of vegetation cover using
additional datasets and the presence of nearby vegetation-free
cells in order to interpolate the elevation surface. Calibration of
channel depth (Lewis et al., 2013), Mannings n (Løvholt et al.,
2012; Lewis et al., 2013), and the tsunami source model (Løvholt
et al., 2012) further limit the generality of these results.We are not
aware of any method that has been applied on a global scale that
improves the vertical accuracy of the SRTM elevationmodel to be
sufficient for the purposes articulated in this paper. Nevertheless,
the promising results shown by Løvholt et al. (2012) and Lewis
et al. (2013) suggest further research should examine whether
additional datasets such as imagery can be used to significantly
improve the vertical accuracy of the global SRTM elevation
model.
In cases where ASTER or SRTM are presently the “best
available” elevation datasets we recommend that alternative
strategies are used to underpin tsunami evacuation planning.
This may include conservative estimation of the potential
inundation zone based on historical records of tsunami or
recent tsunami experiences from neighboring regions. Tsunami
hazard maps derived using ASTER or SRTMmay be dangerously
misleading, and thismay be amplified as the use of computational
models may imply a greater confidence in the results than
is warranted, even if appropriate caveats are given. Therefore,
we argue that it is better not to have a modeled tsunami
inundationmap and instead develop alternative strategies than to
use a map that may severely underestimate tsunami inundation
extents.
The key limitation in the use of ASTER and SRTM datasets is
vertical accuracy. This is in part derived from the fact that they
are DSMs, and therefore may represent the canopy of coastal
vegetation rather than the surface, along with uncertainties
inherent in the methods used to derive elevation measurements.
Horizontal resolution is less important in the case studies
presented here, if DTMs are used. Using a mesh resolution of
25m (i.e., similar to the horizontal resolution of ASTER data)
is sufficient for modeling inundation extent; higher resolutions
are only required if there is a requirement to resolve flow
through and around individual features that may be captured
in a DSM such as seawalls, inlets or buildings. For example,
for hydrodynamic modeling of flood flow between buildings
Gallegos et al. (2009) suggest a mesh resolution of approximately
5m. These higher resolutions may be required for engineering
purposes or detailed risk assessment, however in order to define
evacuation areas a 25mmodel resolution using an accurate DTM
is sufficient.
Modeled inundation extents obtained using airborne IFSAR
are comparable with those using higher accuracy LiDAR and
HRSC datasets. Differences in modeled inundation between
DTM and DSM for IFSAR and LiDAR/HRSC are greater than
differences between the two data types. In the DSM models,
features such as buildings and vegetation become solid parts of
the elevation data and water must flow over or around them.
Clearly this does not represent reality; although some structures
may resist flow in a real tsunami, water can flow through
buildings and vegetation, and some structures can be expected
to be destroyed. A DTM, on the other hand, removes all of these
features, and therefore does not capture any of the flow resistance
that would be offered by these structures in a real tsunami. Flow
resistance due to these features can be modeled by the inclusion
of spatially varying friction parameters (Manning’s roughness)
and this has been done, for example, by Kaiser et al. (2011) for
Patong, Thailand. This is muchmore important in flat areas, such
as Padang, where friction becomes significant relative to the effect
of topography. To avoid underestimating inundation extent as
may happen with DSMs, we suggest that the best approach for
assessing inundation extent is to use DTMs using appropriate
roughness parameters to capture the effect of surface features.
Further research is needed to determine the spatial scale at which
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FIGURE 11 | Pin and Pout values for different mesh resolutions for
(A) LiDAR DTM and (B) LiDAR DSM for Maumere; (C) HRSC DTM
and (D) HRSC DSM for Padang. The benchmark model is the model
with the highest mesh resolution where convergence errors are assumed
to be most reduced. ANUGA results are in blue, TsunAWI results are
in red.
friction needs to be parameterized through detailed comparison
with observational run-ups. However, in any particular study
it must be considered whether high resolution information
on flow between buildings or other structures is required in
which case more explicit inclusion of a building model derived
from a DSM may be important (e.g., Schubert and Sanders,
2012).
Inundation distances are generally a little further for IFSAR
DTM compared with LiDAR DTM. This can be partly explained
by differences in actual elevation values in the IFSAR DTM, but
an additional factor is that the LiDAR DTM is rougher than
the IFSAR DTM (Figure 2). Along with the smoothing provided
by the coarser horizontal resolution, the method used to extract
the DTM from raw observations is different for each of the
datasets. The LiDAR DTM is derived from the lowest return
signals recorded whereas the IFSAR DTM is based on manual
identification of bare earth points and then interpolation between
these points, which can smooth over topographic features in
between if they are obscured by the canopy. Furthermore, the
model mesh resolution will also determine which topographic
features are captured explicitly and which become “sub-grid”
features captured by the roughness coefficient. Therefore, we
conclude that it will not be possible to develop definitive
recommendations regarding roughness coefficients for particular
land cover types that are independent of the particular DEM and
mesh resolution used in a tsunami inundation model.
The study presented here is limited in scope to considering
onshore elevation data with the same “best available” bathymetry
model being used in each case. This allows us to test sensitivity
to changing the onshore elevation data type but leaves open
FIGURE 12 | Comparison between inundation limit (orange line) from
georeferenced observational sketch from Tsuji et al. (1995) and ANUGA
inundation models for Wuring Peninsula, Flores, for LiDAR DTM using
onshore Manning’s n-values of 0.01, 0.025, 0.04, and 0.06. Mesh
resolution is 7.62m. White numbers give tsunami heights from the field survey
with tsunami flow depths in parentheses.
the criticism that the “best available” bathymetry data used in
this study may not be sufficiently accurate for modeling tsunami
inundation. Comparison of our model results with observations
of the 1992 Flores tsunami (Figure 7) shows that the bathymetry
data used is sufficiently accurate to achieve robust results in
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FIGURE 13 | Comparison between ANUGA inundation models for Padang for LiDAR DTM using onshore Manning’s n-values of (A) 0.01; (B) 0.025; (C)
0.04; (D) 0.06; (E) 0.08, and (F) 0.1. Mesh resolution is 7.62.
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this study but nevertheless we recommend a similar study
be undertaken to assess the sensitivity of inundation results
to different bathymetry datasets, particularly in the nearshore
environment.
Conclusions
Different digital elevation data types have been tested for
modeling the extent of tsunami inundation at two different
locations in Indonesia. Based on the results of this study the
following statements can be made:
• Tsunami inundation models developed using DEMs that are
currently freely available at a global scale (i.e., ASTER and
SRTM) have the potential to dangerously underestimate the
inundation extent. These datasets should not be used to assess
tsunami inundation zones using hydrodynamic models.
• Tsunami inundation models developed using airborne IFSAR
DTMs may give inundation extents that are similar to those
obtained using higher accuracy data, and observations where
available, for model mesh resolutions between 0.8 and 68.63m.
These models overestimate inundation extent and therefore
are suitable for use in the absence of higher accuracy data.
• Comparing results using airborne IFSAR with LiDAR and
HRSC datasets, differences in inundation extent between
DSMs and DTMs for the same dataset are greater then
differences in inundation extent between the datasets. Tsunami
inundation models developed using DSMs underestimate
inundation extent while those developed using DTMs
overestimate inundation extent where we have observations. It
is recommended to use DTMs formodeling inundation extent.
• Further research is needed to determine at what scale spatially
variable roughness should be applied, and the dependence of
roughness values on the roughness of the underlying DEM.
• The importance of roughness is dependent on the topography
of the coastal region. Changing Manning’s roughness
coefficients from 0.01 to 0.06 has a negligible effect on
inundation extent for Maumere while halving the inundation
extent in Padang.
• A mesh resolution of 25m is suitable for estimating
inundation extent using aDTM.Higher resolutions are needed
to accurately model flow between and around individual
structures if a DSM is used, or to better capture flow up rivers
and inlets.
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