This paper considers the improvement of approximate eigenvalues and eigenfunctions of integral equations using the method of deferred correction. A convergence theorem is proved and a numerical example illustrating the theory is given.
Introduction
Consider the linear integral equation where a and b are finite, the kernel k(s, t) is known, and A and x(s) are the unknown eigenvalue and associated eigenfunction. We do not assume that k(s, t) is symmetric. In operator notation (1.1) can be written as
and we assume that K is a compact integral operator on C [a, b] . A survey of some basic results from functional analysis, which includes a discussion of compact integral operators, is given in part I of [3] . There it is shown that if To obtain approximations to \ and x a related matrix equation and the matrix eigenvalue problem (1.4) obtained by putting s = /" i = 1, . . . , « , with (K n )ij = Wjk(ti, tj). For weakly singular kernels an approximate equation can be derived using product integration. (See [3] , [5] .) Approximate methods for (1.1) have been well analysed in the past (see Chapter 3 of [5] and the references quoted therein) and theoretical results have been obtained. For example, to analyse the quadrature method above one can rewrite (1.6) in operator form as
where r n is defined for a n y / e C [a, b] by Also, rewrite (1.1) as
where The quantity r(x), called the truncation or discretization error, measures the error in the approximation of the integral operator. It is proved in [2] that if A is simple and n is large enough then there exists a simple eigenvalue v of (1.4) with corresponding eigenvector u satisfying
(1.10) Since many of the theoretical questions about convergence of numerical methods have been answered, attention is turning to the efficient calculation of accurate approximations to A and x with the aim of developing fast and reliable computer subroutines.
It is clear from (1.10) that accurate approximations to A and x will be obtained by solving (1.4) for large n. However, when n is large the standard eigenvalue routines will be expensive in computer time. Also K n will have n eigenvalues v it i = 1, . . . , n (counting multiple values), which approximate in some way the eigenvalues A, of K, but it is probable that only the first / eigenvalues of K, with I <s. n, will be of interest. (Recall Theorem 1 above.) Thus there will be no need to compute accurately all n eigenvalues of K n .
Several approaches are possible but we shall only consider one method here, namely, the method of deferred correction. The technique is first to solve (1.4) for a small value of n to obtain rough approximations v and u, and then attempt to improve the solutions by estimating the error terms A -v, r n x -u using Gregory's rule to estimate T(X) in (1.9). This approach was first used for integral equations in [8] . The approach is often used for ordinary differential equations and a framework for general functional equations is given in [11] , [16] . There are other related approaches, for example, defect correction [14] , and the method of Chatelin [6] . These techniques often require that k(s, t) satisfies certain smoothness conditions in addition to those needed for the convergence rate given by (1.10), and so we would not use such techniques on nonsmooth kernels. (See however Section 6.5 of [6] .)
The plan of the paper is as follows. In Section 2 we give an analysis of the method of deferred correction for simple eigenvalues of (1.1). This section contains the main theoretical result of the paper. Section 3 contains some general remarks and Section 4 an example.
Deferred correction for simple eigenvalues
The method of deferred correction has a long history in numerical analysis as a means of improving approximate solutions of initial and boundary value problems. Early accounts of its application to integral equations are given in [8] and [10] . A detailed discussion, with numerical results, of the method for second [4) Eigensolutions of integral equations 477 kind integral equations,
is given in Sections 4.3.3 and 4.19 of [5] . (However see Remark 1 in Section 3.) To date there has not been a satisfactory analysis of the method applied to the eigenvalue problem and indeed the technique described in [10] suffers from serious theoretical and practical difficulties. Throughout this section we assume: Al. The trapezoidal rule is used to construct K n in (1.4). [a, b] . (This is the extra smoothness requirement mentioned in the introduction.) Under these assumptions we have
and, for large enough n, we have from (1.10)
We note, for use later in this section, that T(X) has the following representations. (See [5] , Sections 2.13 and 4.19.) First, where the cf,j= 1, . . . ,p, are known. We write 8f(x) = 8£(x) and
r(x) = fk(s, t)x(t) d t -i wjk{s, tj )x(tj)
Recall that the true solutions satisfy (1.9)
Put s = t,,i= 1, . . . , n, to obtain the matrix equation
This equation can be regarded as a perturbation of (1.4) since i(x) is, in some sense, a residual. The analysis below is a form of perturbation theory which is similar to that in [13] but is repeated here because of some slight differences and because the approach in [13] had a different aim. Let us normalize u in (1.4) by putting HulL = i
and for convenience only, we make the following assumptions: A4. The largest component of u is the first and is real, that is A5. n is large enough so that x(/,) ^ 0. (Recall (2.3).) Since v and u are approximations to X and x we write X -v = /x, and
Assume K n is partitioned in the form K. = and so (2.12) can be rearranged to It is easily shown that T n is nonsingular if v is a simple eigenvalue of K n . The stability condition in [11] will hold if we can show that T^1 is uniformly bounded. We give the following lemma. Thus (2.13) will be a suitable equation on which to base an iteration scheme. We note in passing that (2.13) can be used to prove (1.10). (See [13] .) The deferred correction process can now be written as
14)
The arguments of 6^() are the net functions {% (r) } which satisfy
(ii) r n^W = u+[0,i,W These net functions (defined below) are introduced to prove the rate of convergence result and are only of theoretical interest. Because of the nonlinear terms in (2.13) and (2.14) the theory given in [11] , [16] needs to be slightly modified, although the essential ideas remain the same. We define the net functions {%. for r = 1, 2, . . . with jn (r) given by (2.14) (recall (2.8)) and §/(•) given by (2.6).
Condition (2.15i) follows from A3 and it is straightforward to verify (2.15ii) after recalling the derivation of (2.13) from (2.11). We now state the main theorem.
THEOREM 2. Assume A1-A5 and let ju (r) , rfi' > _ l be given by (2.14) . For large enough n, and for 2r < p,p > 2, and (2.10),
[81
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Also from the differentiability with respect to s of K n and T(X) we have and, using (2.5),
From (2.13) and (2.14) we have using (2.10), (2.20). Clearly, since T n is uniformly bounded, and (2.8), (2.9) give (2.17), (2.18) for r = 1. Now consider x -<?l (1) . From (1.9) and (2.16ii) we have 
Discussion
In this section we gather together various remarks about deferred correction and its application to the eigenvalue problem. ).
(Compare with (3.1).) REMARK 2. It is clear that a theorem similar to theorem 2 above could be given for the iterated deferred correction approach given by (2.14) with
(% (r~ °). A similar modification is required in (2.16ii).
REMARK 3. Though the above analysis is given for the trapezoidal rule (recall assumption Al) the method of analysis will hold for any quadrature rule with suitable expansions for T(X). [101
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where ( K * /^ = Wj k{t it tj) with Wj fi being the weights of the/?th Gregory rule. Equation (2.14) is precisely a reformulation of (3.2) and so (3.2) could be solved directly instead of (1.4) and then (2.14). However one is left with the "a priori" choice of p and some advantages of deferred correction (discussed in the next paragraph) are lost. The method of deferred correction for integral equations has the usual advantages of such methods. Briefly the main points are:
(1) Highly accurate solutions can be obtained for small values of n when the kernel is smooth. This is particularly advantageous if k(s, t) is expensive to evaluate.
(2) Estimates of \ and x are given by successive iterates which can be compared to give an indication of reliability.
(3) For symmetric kernels symmetry can be retained in (1.4) if the weights remain positive [5, p. 374] . Note that for some p the weights w Jfi in (3.2) are not all positive and in such cases symmetry cannot be preserved. REMARK 5. Theoretically the method works well "if n is large enough". However, for computational efficiency, n should be chosen to be as small as possible. Ideally we would like to be able to test whether for a given n the values v, u obtained from (1.4) are good enough to ensure that the deferred correction iteration (2.14) will converge without any other checks. The following test has been incorporated in programs for deferred correction in [7] and has proved to be very reliable. Assume that the trapezoidal rule has been used to construct (1.4) . From the theory of quadrature methods [12] we have that (2.3) holds provided W>H0-/V n )*IL, where p n is a suitably chosen prolongation. 2 . It may be possible to compute ||A' M || o0 exactly for certain simple kernels but more probably a numerical approximation will have to be used. The simplest test to decide whether or not v is an "acceptable" approximation to A is REMARK 6. Recall that assumption A4 was made to help in the explanation of the theory. In an actual computation the component of maximum modulus of u, say (u) m , will have to be found and the difference x -u, given by (2.9), will have the form where i q im _ l is a (m -1) vector and i) 2>n _ m is an {n -m) vector. Clearly the structure of T n will also need to be changed, as will the iteration (2.14) and the result (2.18). These changes present no problems in implementation.
In Section 4 an example is given with m = (n + l)/2.
REMARK 7. The theory in Section 2 above has been extended to the multiple eigenvalue case in [7] . Briefly, consider the case when A is an eigenvalue of K of multiplicity /. The matrix K n will have a cluster of / eigenvalues v t , i = 1, . . . , / , close to A [2] . Equations (1.4) and (2.7) are replaced by and
respectively, where N, and L, are / X / matrices, and U nl , X nl and *T(A:,, . . . , x,) are n X / matrices. Perturbation theory, similar to that described in [15] but retaining the normalisation of the eigenvectors of !£" used in Section 2, is used to derive an equation equivalent to (2.13). Allowance can be made for the defective case.
Example
Consider the following kernel )\, obtained using the method of iterated deferred correction (see Remark 2 above), are given in Table 1 .209 E -1 .150 E -3 .302 E -4 .552 E -5 17 .522 E -3 .849 E -5 .737 E -6 .756 E -7
33
.13OE-3 .479 E -6 .106E-7 .719 E -9
As expected the method produces good results. To examine the rate of convergence we give the ratios of the errors for successive values of n in Table 2 Numerical results for the eigenfunction corresponding to X, again show reasonable agreement with the theory. Note that in this case HuJI^ = (u) m , m = (« + l)/2. (Recall Remark 6 in Section 3.) In Table 3 we give the values Table 4 the ratios
•^n,r/^(2n-l),/- 
