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A LAGRANGE MULTIPLIER EXPRESSION METHOD FOR
BILEVEL POLYNOMIAL OPTIMIZATION
JIAWANG NIE, LI WANG, JANE J. YE, AND SUHAN ZHONG
Abstract. This paper studies bilevel polynomial optimization problems. To
solve them, we give a method based on polynomial optimization relaxations.
Each relaxation is obtained from the Kurash-Kuhn-Tucker (KKT) conditions
for the lower level optimization and the exchange technique for semi-infinite
programming. For KKT conditions, Lagrange multipliers are represented as
polynomial or rational functions. The Moment-SOS relaxations are used to
solve the polynomial optimizattion relaxations. Under some general assump-
tions, we prove the convergence of the algorithm for solving bilevel polynomial
optimization problems. Numerical experiments are presented to show the effi-
ciency of the method.
1. Introduction
This paper considers the bilevel optimization problem in the form
(1.1)

F ∗ := min
x∈Rn,y∈Rp
F (x, y)
s .t . hi(x, y) = 0 (i ∈ E1),
hj(x, y) ≥ 0 (j ∈ I1),
y ∈ S(x),
where S(x) is the set of optimizer(s) of the lower level problem
(Px)

min
z∈Rp
f(x, z)
s .t . gi(x, z) = 0 (i ∈ E2),
gj(x, z) ≥ 0 (j ∈ I2).
In the above, F (x, y) is the upper level objective and hi(x, y), hj(x, y) are the
upper level constraining functions, while f(x, z) is the lower level objective and
gi(x, z), gj(x, z) are the lower level constraining functions. Here E1, I1, E2, I2 are
finite index sets (some or all of them are possibly empty). For convenience, we
denote the feasible set of the lower level problem by
(1.2) Z(x) :=
{
z ∈ Rp | gi(x, z) = 0 (i ∈ E2), gj(x, z) ≥ 0 (j ∈ I2)
}
.
We call (1.1) a simple bilevel optimization problem (SBOP) if Z(x) ≡ Z is in-
dependent of x, and call (1.1) a general bilevel optimization problem (GBOP) if
Z(x) depends on x. When all defining functions are polynomials, we call (1.1) a
bilevel polynomial optimization problem. Throughout the paper, we assume that
the solution set S(x) is nonempty for all feasible x.
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Bilevel optimization has broad applications, e.g., the moral hazard model of the
principal-agent problem in economics [28], electricity markets and networks [6],
facility location and production problem [7], meta learning and hyper-parameter
selection in machine learning [20, 14, 25]. More applications can be found in the
monographs [3, 10, 13, 38] and the survey on bilevel optimization [9] and the refer-
ences therein.
Bilevel optimization is challenging both theoretically and computationally, be-
cause of the optimality constraint y ∈ S(x). The classical (or the first order)
approach is to relax this constraint by the first order optimality condition for the
lower level problem. But solving the resulting single-level problem may not even
recover a stationary point of the original bilevel optimization problem if the lower
level problem is nonconvex; see [28] for a counter example. Moreover, even for the
case that the lower level optimization is convex, the resulting single-level problem
may not be equivalent to the original bilevel optimization problem if local optimal-
ity is considered and the lower level multiplier set is not a singleton (see [11]).
For each y ∈ Z(x), it is easy to see the following equivalence (without any
assumptions about the lower level optimization, e.g., convexity)
(1.3) y ∈ S(x)⇐⇒ f(x, y)− v(x) ≤ 0⇐⇒ f(x, z)− f(x, y) ≥ 0 ∀z ∈ Z(x),
where v(x) := infz∈Z(x) f(x, z) is the so-called value function for the lower level
problem. We call any reformulation using the first equivalence in (1.3) the value
function reformulation, while those using the second equivalence in (1.3) the semi-
infinite programming (SIP) reformulation. Using the value function reformulation
results in an intrinsically nonsmooth optimization problem which never satisfies
the usual constraint qualification ([44]). Despite these difficulties, recent progresses
have been made on constraint qualifications and optimality conditions for bilevel
optimization problems, where the lower level problem is not assumed to be convex;
see e.g. [2, 41, 45].
Solving bilevel optimization problems numerically is extremely hard, since even
when all defining functions are linear, the computational complexity is already NP-
hard [4]. Most prior methods in the literature are for mathematical programs with
equilibrium constraints (MPECs) ([27]) and hence can be used only to solve the
reformulation of bilevel optimization by the first order approach. In recent years,
some algorithms for solving bilevel programs that are not formulated as an MPEC
are proposed [24, 29, 35, 40, 42, 43].
When all defining functions are polynomials, an optimization problem can be
solved globally by the Lasserre type Moment-SOS relaxations [21, 22, 23, 32]. This
motivates the usage of polynomial optimization techniques for solving bilevel opti-
mization problems globally [19, 34].
Contributions. Denote the set containing all upper and lower level constraints:
(1.4) U :=
{
(x, y) ∈ Rn × Rp
∣∣∣∣ hi(x, y) = 0 (i ∈ E1), gi(x, y) = 0 (i ∈ E2),hj(x, y) ≥ 0 (j ∈ I1), gj(x, y) ≥ 0 (j ∈ I2)
}
.
Based on the second equivalence in (1.3), the bilevel optimization (1.1) is equivalent
to the following single-level optimization problem:
(P )
{
min
x,y
F (x, y)
s .t . (x, y) ∈ U , f(x, z)− f(x, y) ≥ 0 ∀ z ∈ Z(x).
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Problem (P ) belongs to the class of the so-called generalized semi-infinite programs
(SIPs) since the set Z(x) is typically infinite and depends on x.
To solve (P ), one could construct a sequence of polynomial optimization relax-
ations (Pk) which have the same objective function as (P ) and have the feasible set
Uk satisfying the nesting containment:
F $ · · · $ Uk $ · · · $ U1 $ U0 $ U .
The above F is the feasible set of (P ). Let (x(k), y(k)) be an optimizer of (Pk).
If y(k) ∈ S(x(k)), then (x(k), y(k)) is also an optimizer of (P ). Otherwise, we
can add new constraints to get a tighter relaxation (Pk+1). For the sequence
{(x(k), y(k))}∞k=1 produced this way, we expect that its limit or accumulation point
is an optimizer of (P ). This is a kind of exchange technique from SIP [18]. In each
relaxation, if we only relax the infinitely many constraints
f(x, z)− f(x, y) ≥ 0 ∀z ∈ Z(x)
by finitely many ones of them, then the convergence would be extremely slow. To
fasten the convergence significantly, [34] proposed to add the Jacobian representa-
tion for the Fritz John conditions of the lower level problem into each relaxation.
However, the usage of Jacobian representation is typically inconvenient, because
it requires to compute minors of Jacobian matrices. Moreover, the convergence in
[34] is only guaranteed for SBOPs. In this paper, we address these difficulties and
give an efficient method for solving GBOPs.
The major motivation for our new method is as follows. For each y ∈ S(x), we
assume the Karush-Kuhn-Tucker (KKT) conditions hold{ ∇zf(x, y)−∑j∈E2∪I2 λj∇zgj(x, y) = 0,
λj ≥ 0, λjgj = 0 (j ∈ I2),
where the λj ’s are Lagrange multipliers. This can be guaranteed if f and all gj are
linear, or by imposing the LICQ/MFCQ (see Section 2.2). In the initial relaxation
(P0), we relax the constraint y ∈ S(x) to its KKT conditions. However, if we add
the KKT conditions to U and minimize F (x, y) over the original variables (x, y) as
well as λj ’s, the number of variables is significantly increased. This is not practical
if there are a large number of constraints. By using the technique called Lagrange
multiplier expression introduced in [33], we express λj as a polynomial (or ratio-
nal) function, say, λj(x, y). Then, we choose the initial polynomial optimization
relaxation to be
(P0)

min F (x, y)
s .t . hi(x, y) = 0 (i ∈ E1), hj(x, y) ≥ 0 (j ∈ I1),
gi(x, y) = 0 (i ∈ E2), gj(x, y) ≥ 0 (j ∈ I2),
∇zf(x, y)−
∑
j∈E2∪I2
λj(x, y)∇zgj(x, y) = 0,
λj(x, y) ≥ 0, λj(x, y)gj(x, y) = 0 (j ∈ I2).
Suppose (x(k), y(k)) is an optimizer of (Pk). If y
(k) ∈ S(x(k)), then (x(k), y(k)) must
be an optimizer for (P ). Otherwise, we can find a point z(k) ∈ Z(x(k)) such that
f(x(k), z(k))− f(x(k), y(k)) < 0.
Can we add the following constraint
(1.5) f(x, z(k))− f(x, y) ≥ 0
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to Uk to get a new relaxation (Pk+1) whose feasible set is
(1.6) U˜k+1 = {(x, y) ∈ Uk : f(x, z(k))− f(x, y) ≥ 0} ?
Since the point (x(k), y(k)) 6∈ U˜k+1, the new relaxation (Pk+1) given as above would
be tighter. For (Pk+1) to qualify for a relaxation of (P ), the feasible set U˜k+1 must
contain the feasible region F of (P ). For SBOPs, i.e., Z(x) ≡ Z is independent
of x, the inequality (1.5) holds for all (x, y) satisfying y ∈ S(x) and hence F ⊆
U˜k+1. However, for GBOPs, the condition y ∈ S(x) may not necessarily imply
f(x, z(k))− f(x, y) ≥ 0 ∀(x, y) ∈ U unless z(k) ∈ Z(x). Hence, the above U˜k+1 may
not contain the feasible set F . To fix this issue, we propose to find a polynomial
extension of the vector z(k), which is a polynomial function q(k)(x, y) satisfying
q(k)(x(k), y(k)) = z(k) and q(k)(x, y) ∈ Z(x) for all (x, y) ∈ U . Such a polynomial
extension q(k)(x, y) satisfies
(1.7) y ∈ S(x) =⇒ f(x, q(k)(x, y))− f(x, y) ≥ 0.
Therefore, we replace the feasible set in (1.6) by
Uk+1 := {(x, y) ∈ Uk|f(x, q(k)(x, y))− f(x, y) ≥ 0}
and the next polynomial optimization relaxation is
(Pk+1)
{
min F (x, y)
s .t . (x, y) ∈ Uk, f(x, q(k)(x, y)) − f(x, y) ≥ 0.
Continuing in this way, we either get an optimal solution of (P ) for some k, or
obtain an infinite sequence {(x(k), y(k))}∞k=1 such that each accumulation point is a
global minimizer of (P ).
The paper is organized as follows. In Section 2, we review some basics in poly-
nomial optimization as well as constraint qualifications for nonlinear optimization.
In Section 3, we propose a general approach for solving bilevel polynomial op-
timization. In Section 4, we discuss how to get Lagrange multiplier expressions
and the polynomial function q(k)(x, y). The numerical experiments are reported in
Section 5.
2. Preliminaries
Notation. The symbol N (resp., R,C) denotes the set of nonnegative integers
(resp., real numbers, complex numbers). The Rn+ denotes the nonnegative orthant
of Rn. For a set S and a positive integer n, Sn denotes the n Cartesian products
of S. For an integer n > 0, [n] := {1, · · · , n}. Let f(x, z) denote a continuously
differentiable function. We use ∇f to denote its whole gradient and ∇zf to denote
its partial gradient with respect to z. For a vector v := (v1, . . . , vn) in Rn, ‖v‖
denotes the standard Euclidean norm and diag[v] denotes an n-by-n diagonal matrix
with the i-th diagonal entry vi for all i ∈ [n]. For x := (x1, . . . , xn) ∈ Rn and
α := (α1, . . . , αn) ∈ Nn, denote the monomial
xα := xα11 · · ·xαnn .
For a positive integer k, [x]k denotes the vector of all monomials of the highest
degree k ordered in the graded lexicographic ordering, i.e.,
[x]k := (1, x1, · · · , xn, x21, x1x2, · · · , xkn).
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The symbol R[x] := R[x1, · · · , xn] denotes the ring of polynomials in R[x] with
real coefficients. For a polynomial p ∈ R[x], deg(p) calls for its degree, while for a
tuple of polynomial p = (p1, . . . , pr), pi ∈ R[x], i ∈ [r], deg(p) calls for the highest
degree of pi, i.e., deg(p) = max{deg(p1), . . . , deg(pr)}. For k ∈ N, R[x]k denotes the
collection of all real polynomials in x with degree at most k. For a given p ∈ R[x],
define the set product p ·R[x] := {pq|q ∈ R[x]}. The symbol 1n is used to denote an
all-one vector in Rn and 1 denotes an all-one vector with the dimension omitted.
Denote by In the n-by-n identity matrix. For an optimization problem, argmin
denotes the set of its minimizers.
2.1. Moment-SOS relaxations. For a tuple p = (p1, . . . , pr) in R[x], Ideal(p)
denotes the smallest ideal containing all pi, i.e., Ideal(p) = p1 ·R[x]+ · · ·+ pr ·R[x].
The kth truncation of the ideal Ideal(p), denoted as Ideal(p)k, is the set
p1 · R[x]k−deg(p1) + · · ·+ pr · R[x]k−deg(pr).
The real zero set of p is denoted as V(p) := {x ∈ Rn : p(x) = 0}.
A polynomial σ ∈ R[x] is said to be a sum of squares (SOS) if σ = σ21 + · · ·+ σ2k
for some σ1, . . . , σk ∈ R[x]. We use the symbol Σ[x] to denote the collection of all
SOS polynomials in x. Its m-th truncation is given by Σ[x]m := Σ[x] ∩ R[x]m. We
define the quadratic module with respect to q = (q1, . . . , qt) ∈ (R[x])t by
Qmod(q) := Σ[x] + q1 · Σ[x] + · · ·+ qt · Σ[x].
For k ∈ N and 2k ≥ deg(q), the k-th truncation of Qmod(q) is
Qmod(q)2k := Σ[x]2k + q1 · Σ[x]2k−deg(q1) + · · ·+ qt · Σ[x]2k−deg(qt).
For a tuple of polynomials q = (q1, . . . , qt) in R[x], denote the basic semi-algebraic
set W(q) := {x ∈ Rn| q(x) ≥ 0}.
Given polynomial tuples p and q, if f ∈ Ideal(p) + Qmod(q), then it is easy to
see that f(x) ≥ 0 for all x ∈ V(p) ∩W(q). To ensure f ∈ Ideal(p) + Qmod(q), we
typically need more than f(x) ≥ 0 for all x ∈ V(p) ∩ W(q). The sum Ideal(p) +
Qmod(q) is said to be archimedean if there exists b ∈ Ideal(p)+Qmod(q) such that
W(b) = {x ∈ Rn : b(x) ≥ 0} is a compact set. It is shown that f ∈ Ideal(p) +
Qmod(q) if f > 0 on V(p) ∩ W(q) and Ideal(p) + Qmod(q) is archimedean [36].
This conclusion is often referenced as Putinar’s Positivstellensatz. When f is only
nonnegative (but not strictly positive) on V(p)∩W(q), we still have f ∈ Ideal(p)+
Qmod(q) under some generic conditions (cf. [32]).
We consider the polynomial optimization problem
(2.1) fmin : = min
x∈Rn
f(x) s .t . p(x) = 0, q(x) ≥ 0,
where f ∈ R[x] and p, q are tuples of polynomials. The feasible set of problem (2.1)
is V(p) ∩ W(q). It is obvious that a scalar γ ≤ fmin if and only if f − γ ≥ 0 on
V(p)∩W(q), which can be ensured by the membership f −γ ∈ Ideal(p)+Qmod(q).
The Moment-SOS hierarchy of semidefinite relaxations for solving problem (2.1) is
to solve the relaxations
(2.2) fk : = max γ s .t . f − γ ∈ Ideal(p)2k +Qmod(q)2k,
for k = 1, 2, . . .. The asymptotic convergence fk → fmin as k → ∞ was shown in
[21]. Under the archimedeanness and some classical optimality conditions, (i.e., lin-
ear independence constraint qualification, strict complementarity and second order
sufficiency conditions), it holds that fk = fmin for all k big enough, as shown in [32].
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The optimization problem (2.2) can be solved as a semidefinite program and hence
can be solved by software packages such as SeDumi [39] and GloptiPoly 3 [17].
Moreover, after obtaining solutions for problem (2.2), we can extract an optimizer
for (2.1) by using the so-called flat truncation condition [31].
2.2. Constraint qualifications. Consider the optimization problem
(2.3)

min b(x)
s .t . ci(x) = 0 (i ∈ E),
cj(x) ≥ 0 (j ∈ I),
where b, ci, cj : Rn → R are continuously differentiable. Let I(x¯) := {j ∈ I|cj(x¯) =
0} be the active index set of inequalities at a feasible point x¯. The KKT condition
is said to hold at x¯ if there exist Lagrange multipliers λj such that∑
j∈E∪I
λj∇cj(x¯) = ∇b(x¯), λj ≥ 0, λjcj(x¯) = 0 (j ∈ I(x¯)).
A feasible point x¯ is called a KKT point if it satisfies the KKT condition. A
local minimizer must be a KKT point if all functions are linear. For nonlinear
optimization, certain constraint qualifications are required for KKT points. The
linearly independent constraint qualification (LICQ) is said to hold at x¯ if the
gradient set {∇cj(x¯)}j∈E∪I(x¯) is linearly independent. The Mangasarian-Fromovite
constraint qualification (MFCQ) is said to hold at x¯ if there exists a vector d ∈ Rn
satisfying
∇ci(x¯)Td = 0 (i ∈ E), ∇ci(x¯)Td > 0 (i ∈ I(x¯)).
The MFCQ is equivalent to the following statement∑
j∈E∪I(x¯)
λj∇cj(x¯) = 0, λj ≥ 0 (j ∈ I(x¯)) =⇒ λ = 0.
When the functions ci(x)(i ∈ E) are linear and cj(x)(j ∈ I(x¯)) are concave,
the Slater’s condition is said to hold if there exists x0 such that ci(x0) = 0(i ∈
E), ci(x0) > 0(i ∈ I). The Slater’s condition is equivalent to the MFCQ under
the convexity assumption. If the MFCQ holds at a local minimizer x¯, then x¯ is a
KKT point and the set of Lagrange multipliers is compact. If LICQ holds at x¯,
then the set of Lagrange multipliers is a singleton. We refer to [5] for constraint
qualifications in nonlinear programming.
2.3. Lagrange multiplier representations. Consider the optimization problem
(2.3) where b, ci, cj are real polynomials in x ∈ Rn. For convenience, write that
E ∪ I = {1, . . . ,m}, c = (c1, . . . , cm).
The KKT condition (2.3) implies that
(2.4)

∇c1(x) ∇c2(x) · · · ∇cm(x)
c1(x) 0 · · · 0
0 c2(x) · · · 0
...
...
. . .
...
0 0 · · · cm(x)

︸ ︷︷ ︸
C(x)

λ1
λ2
...
λm

︸ ︷︷ ︸
λ
=

∇b(x)
0
...
0

︸ ︷︷ ︸
bˆ(x)
.
If there exists a polynomial matrix L(x) such that L(x)C(x) = Im, then
λ(x) = L(x)bˆ(x).
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This gives an explicit expression for Lagrange multipliers as a function of x. When
does such a polynomial matrix L(x) exist? As showed in [33], it exists if and only if
the constraining tuple c is nonsingular (i.e., the matrix C(x) has full column rank
for all complex vectors x). The nonsingularity is a generic condition.
3. General Bilevel Polynomial Optimization
In this section, we propose a framework for solving the bilevel polynomial op-
timization (1.1). It is based on solving a sequence of polynomial optimization
relaxations, with the usage of KKT conditions and Lagrange multiplier representa-
tions.
3.1. Lagrange multiplier expressions and polynomial extensions. For con-
venience, assume the constraining polynomial tuple in the lower level optimization
(Px) is g := (g1(x, z), . . . , gm2(x, z)), with E2∪I2 = [m2]. Then the KKT condition
for (Px) implies that
(3.1)

∇zg1(x, y) ∇zg2(x, y) · · · ∇zgm2(x, y)
g1(x, y) 0 · · · 0
0 g2(x, y) · · · 0
...
...
. . .
...
0 0 · · · gm2(x, y)

︸ ︷︷ ︸
G(x,y)

λ1
λ2
...
λm2

︸ ︷︷ ︸
λ
=

∇zf(x, y)
0
...
0

︸ ︷︷ ︸
fˆ(x,y)
,
with λj ≥ 0, j ∈ I2. Because of the dependence on x, the above matrix G(x, y)
is typically not full column rank for all complex pairs (x, y). Hence, there may
not exist L(x, y) such that L(x, y)G(x, y) = Im2 . However, rational polynomial
expressions always exist for Lagrange multipliers. Therefore, we make the following
assumption.
Assumption 3.1. Suppose the KKT condition (3.1) holds for every minimizer of
(1.1), there exist polynomials d1(x, y), . . . , dm2(x, y)≥ 0 on U and there are non-
identically zero polynomials φ1(x, y), . . . , φm2(x, y) such that
(3.2) λjdj(x, y) = φj(x, y), j = 1, . . . ,m2
for all KKT points (x, y) as in (3.1).
Suppose there is a polynomial matrix W (x, y) such that
W (x, y)G(x, y) = diag[d(x, y)], d(x, y) := (d1(x, y), . . . , dm2(x, y)).
Then we can get Lagrange multiplier expressions as in (3.2), since
(3.3) diag[d(x, y)]λ = W (x, y)G(x, y)λ = W (x, y)fˆ(x, y),
which is the same as
(3.4) dj(x, y)λj =
(
W (x, y)fˆ(x, y)
)
j
.
(The subscript j denotes the jth entry.) The polynomial φj(x, y) in (3.2) is then(
W (x, y)fˆ(x, y)
)
j
. LetD(x, y) be the least common multiple of d1(x, y), . . . , dm2(x, y)
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and Dj(x, y) be the quotient polynomial D(x, y)/dj(x, y). Under Assumption 3.1,
the set of KKT points in (3.1) is contained in
(3.5)
K :=
{
(x, y)
∣∣∣∣ D(x, y)∇zf(x, y)−∑m2j=1Dj(x, y)φj(x, y)∇zgj(x, y) = 0,φj(x, y) ≥ 0, φj(x, y)gj(x, y) = 0 (j ∈ I2)
}
.
Indeed, the equivalence holds when d(x, y) is positive on U . If dj(xˆ, yˆ) = 0 for some
j and (xˆ, yˆ) ∈ U then D(xˆ, yˆ) = 0 and hence the equations in (3.5) are automatically
satisfied.
Assumption 3.2. For every pair (xˆ, yˆ) ∈ U ∩ K and for every zˆ ∈ S(xˆ), there
exists a polynomial tuple q(x, y) := (q1(x, y), . . . , qp(x, y)) such that
(3.6) q(xˆ, yˆ) = zˆ, q(x, y) ∈ Z(x) ∀ (x, y) ∈ U .
We call the function q(x, y) in the above a polynomial extension of the point
zˆ at (xˆ, yˆ). More details about Lagrange multiplier expressions and polynomial
extensions, required in Assumptions 3.1 and 3.2, will be given in Section 4.
3.2. An algorithm for bilevel polynomial optimization. Under Assumptions 3.1
and 3.2, we propose the following algorithm to solve the bilevel polynomial optimiza-
tion (1.1). Recall that Z(x) and U are the sets as in (1.2) and (1.4), respectively.
We refer to Section 2.1 for the Moment-SOS hierarchy.
Algorithm 3.3. For the given polynomials F (x, y), hi(x, y), f(x, z), gj(x, z) in (1.1),
do the following:
Step 0 Find rational expressions for Lagrange multipliers as in (3.2), for Assump-
tion 3.1. Let U0 := U ∩ K, where K is the set in (3.5). Let k := 0.
Step 1 Apply the Moment-SOS hierarchy to solve the polynomial optimization
(3.7) (Pk)
{
F ∗k := min
x∈Rn,y∈Rp
F (x, y)
s .t . (x, y) ∈ Uk.
If (Pk) is infeasible, then either (1.1) has no optimizers, or none of its
optimizers satisfy the KKT condition (3.1) for the lower level optimization.
If it is feasible and has a minimizer, solve it for a minimizer (x(k), y(k)).
Step 2 Apply the Moment-SOS hierarchy to solve the lower level optimization
(3.8) (Qk)
{
υ∗k := min
z∈Rp
f(x(k), z)− f(x(k), y(k))
s .t . z ∈ Z(x(k)), (x(k), z) ∈ K.
for an optimizer z(k). If the optimal value υ∗k = 0, then (x
(k), y(k)) is an
optimizer for (1.1) and stop. Otherwise, go to the next step.
Step 3 Construct q(k)(x, y), a polynomial extension of the vector z(k), such that
q(k)(x(k), y(k)) = z(k), q(k)(x, y) ∈ Z(x) ∀(x, y) ∈ U .
Update the set Uk+1 as
Uk+1 := {(x, y) ∈ Uk|f(x, q(k)(x, y))− f(x, y) ≥ 0}.
Let k := k + 1 and go to Step 1.
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In Algorithm 3.3, the polynomial optimization problems (Pk), (Qk) need to be
solved correctly. This can be done by using the Lasserre type Moment-SOS hier-
archy of semidefinite relaxations. We refer to Section 2.1 for the details. To solve
(Pk), the Moment-SOS hierarchy produces a sequence of convergent lower bounds
for F ∗k , say, {ρl}∞l=1, such that
ρ1 ≤ · · · ≤ ρl ≤ · · · ≤ F ∗k , lim
l→∞
ρl = F
∗
k ,
where the subscript l is the relaxation order. For generic polynomial optimization
problems, it has finite convergence, i.e., ρl = F
∗
k for some l. To check the conver-
gence, we need to extract a feasible point (xˆ, yˆ) such that ρl = F (xˆ, yˆ) = F
∗
k . It was
shown in [31] that the flat truncation condition is a sufficient (and almost neces-
sary) criterion for detecting the convergence. When the flat truncation condition is
met, the Moment-SOS relaxation is tight and one (or more) minimizer (x(k), y(k))
can be extracted for (Pk). The lower level polynomial optimization (Qk) can be
solved in the same way by the Moment-SOS hiearchy.
3.3. Convergence analysis. We study the convergence of Algorithm 3.3. First,
we show that if the problem (Px) is convex for each x, then Algorithm 3.3 will find
a global optimizer of the bilevel optimization (1.1) in the initial loop.
Proposition 3.4. Suppose that Assumptions 3.1 and 3.2 hold and all dj(x, y) > 0
on U . For every given x, assume that f(x, z) is convex with respect to z, gi(x, z)
is linear in z for i ∈ E2, and gj(x, z) is concave in z for j ∈ I2. Assume that the
Slater’s condition holds for Z(x) for all feasible x. Then, the bilevel optimization
(1.1) is equivalent to (P0) and Algorithm 3.3 terminates at the loop k = 0.
Proof. Under the given assumptions, y ∈ S(x) if and only if y is a KKT point for
problem (Px), which is then equivalent to (x, y) ∈ K, since all dj(x, y) > 0 on U .
Then, the feasible set of (1.1) is equivalent to U ∩ K. This implies that (1.1) is
equivalent to (P0) and Algorithm 3.3 terminates at the initial loop k = 0. 
Second, if Algorithm 3.3 terminates at some loop k, we can show that it produces
a global optimizer for the bilevel optimization (1.1).
Proposition 3.5. Suppose that Assumptions 3.1 and 3.2 hold. If Algorithm 3.3
terminates at the loop k, then the point (x(k), y(k)) is a global optimizer of (1.1).
Proof. By Assumption 3.1, the KKT condition (3.1) holds at each (x, y) ∈ U ∩
{(x, y) : y ∈ S(x)} = F and hence F ⊆ U0 := U ∩ K. By the construction of
q(k)(x, y) as required for Assumptions 3.2, we have shown F ⊆ Uk for each k, by
virtue of (1.7). Hence we have F ∗k ≤ F ∗ for all k, where F ∗ denote the optimal
value of (1.1). According to the stopping rule, if Algorithm 3.3 terminates at
the kth loop, then y(k) ∈ S(x(k)). This means (x(k), y(k)) ∈ F . Consequently
F ∗k = F (x
(k), y(k)) ≥ F ∗. Hence (x(k), y(k)) is a global optimizer of (1.1). 
Last, we study the asymptotic convergence of Algorithm 3.3. To prove the con-
vergence, we need to assume that the value function v(x) is continuous at an accu-
mulation point x∗. This is the case under the so-called restricted inf-compactness
(RIC) condition (see e.g., [16, Definition 3.13]) and either Z(x) is independent of x
or the MFCQ holds at some z¯ ∈ Z(x∗); see [15, Lemma 3.2] for the upper semicon-
tinuity and [8, page 246] for the lower semicontinuity. The RIC holds at x∗ for v(x)
if the value v(x∗) is finite and there exist a compact set Ω and a positive number
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ǫ0, such that for all ‖x−x∗‖ < ǫ0 with v(x) < v(x∗)+ ǫ0, there exists z ∈ S(x)∩Ω.
For instance, v(x) satisfies the RIC at x∗ (see [8, §6.5.1]) under one of the following
conditions.
• The set Z(x) is uniformly compact around x∗ (i.e., there is a neighborhood
N(x∗) of x∗ such that the closure of ∪x∈N(x∗)Z(x) is compact).
• The lower level objective f(x, z) satisfies the growth condition, i.e., there
exists a positive constant δ > 0 such that the set{
z
∣∣∣∣∣ gi(x∗, z) = αi(i ∈ E), gj(x∗, z) = αj(j ∈ I),f(x∗, z) ≤ ϑ, ∑i∈E∪I α2i ≤ δ
}
is bounded for all real values ϑ.
• The objective f(x, z) is weakly coercive in z with respect to Z(x) for all x
sufficiently close to x∗, i.e., there is a neighborhood N(x∗) of x∗ such that
lim
z∈Z(x),‖z‖→∞
f(x, z) =∞ ∀x ∈ N(x∗).
The following is the asymptotic convergence result for Algorithm 3.3.
Theorem 3.6. For Algorithm 3.3, we assume the following:
(a) All optimization problems (Pk) and (Qk) have global minimizers.
(b) The Algorithm 3.3 does not terminate at any loop, so it produces the infinite
sequence {(x(k), y(k), z(k))}∞k=0.
(c) Suppose (x∗, y∗, z∗) is an accumulation point of {(x(k), y(k), z(k))}∞k=0 and
the value function v(x) is continuous at x∗.
(d) The polynomial functions q(k)(x, y) converge to q(k)(x∗, y∗) uniformly for
k ∈ N as (x, y)→ (x∗, y∗).
Then, (x∗, y∗) is a global minimizer for the bilevel optimization (1.1).
Proof. Since (x∗, y∗) is an accumulation point of the sequence {(x(k), y(k))}∞k=0,
there is a subsequence {kℓ} such that kℓ →∞ and
(xkℓ , ykℓ , zkℓ) → (x∗, y∗, z∗).
Since each z(kℓ) ∈ Z(x(kℓ)), we can see that z∗ ∈ Z(x∗). The feasible set of (Pkℓ)
contains that of (1.1), so
F (x∗, y∗) = lim
ℓ→∞
F (x(kℓ), y(kℓ)) ≤ F ∗,
where F ∗ is the optimal value of the bilevel optimization (1.1). (The polynomial
F (x, y) is a continuous function.) To prove F (x∗, y∗) ≥ F ∗, we show that (x∗, y∗)
is feasible for problem (1.1). Define the functions
(3.9) H(x, y, z) := f(x, z)− f(x, y), φ(x, y) := inf
z∈Z(x)
H(x, y, z).
Observe that φ(x, y) = v(x) − f(x, y) ≤ 0 for all (x, y) ∈ U and φ(x∗, y∗) = 0 if
and only if (x∗, y∗) is feasible for (1.1). Since v(x) is continuous at x∗, we have
φ(x∗, y∗) ≤ 0. Next, we show that φ(x∗, y∗) ≥ 0. For an arbitrary k′ ∈ N, and for
all kℓ ≥ k′, the point (x(kℓ), y(kℓ)) is feasible for (Pk′ ), so
H(x(kℓ), y(kℓ), z) ≥ 0 ∀z ∈ V(k′)kℓ
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where V(k′)kℓ is the set defined as
V(k′)kℓ :=
{
q(0)(x(kℓ), y(kℓ)), q(1)(x(kℓ), y(kℓ)), . . . , q(k
′−1)(x(kℓ), y(kℓ))
}
.
As ℓ→∞, we can get
(3.10) H(x∗, y∗, z) ≥ 0 ∀z ∈ V(k′)∗ ,
where the set V(k′)∗ is
V(k′)∗ :=
{
q(0)(x∗, y∗), q(1)(x∗, y∗), . . . , q(k
′−1)(x∗, y∗)
}
.
The inequality (3.10) holds for all k′, so
(3.11) H(x∗, y∗, z) ≥ 0 ∀z ∈ T := {q(k)(x∗, y∗)}k∈N.
It follows that
H(x∗, y∗, q(kℓ)(x∗, y∗)) ≥ 0.
In Algorithm 3.3, each point z(kℓ) ∈ Z(x(kℓ)) satisfies
φ(x(kℓ), y(kℓ)) = H(x(kℓ), y(kℓ), z(kℓ)).
Therefore, we have
(3.12)
φ(x∗, y∗) = φ(x(kℓ), y(kℓ)) + φ(x∗, y∗)− φ(x(kℓ), y(kℓ))
≥
(
H(x(kℓ), y(kℓ), z(kℓ))−H(x∗, y∗, q(kℓ)(x∗, y∗))
)
+(
φ(x∗, y∗)− φ(x(kℓ), y(kℓ))
)
.
Since z(kℓ) = q(kℓ)(x(kℓ), y(kℓ)), by the condition (d), we know that
lim
ℓ→∞
z(kℓ) = lim
ℓ→∞
q(kℓ)(x(kℓ), y(kℓ)) = lim
ℓ→∞
q(kℓ)(x∗, y∗),
H(x(kℓ), y(kℓ), z(kℓ))−H(x∗, y∗, q(kℓ)(x∗,y∗)) → 0 as ℓ→∞,
by the continuity of the polynomial function H(x, y, z) at (x∗, y∗, z∗). By the
assumption, v(x) is continuous at x∗, so φ(x, y) = v(x)− f(x, y) is also continuous
at (x∗, y∗). Letting ℓ→∞ in (3.12), we get φ(x∗, y∗) ≥ 0. Thus, (x∗, y∗) is feasible
for (1.1) and so F (x∗, y∗) ≥ F ∗. In the earlier, we already proved F (x∗, y∗) ≤ F ∗,
so (x∗, y∗) is a global optimizer of (1.1), i.e., (x∗, y∗) is a global minimizer of the
bilevel optimization (1.1). 
Remark 3.7. To ensure that the sequence {(x(k), y(k), z(k))} has an accumulation
point, one may assume it is bounded. A sufficient condition for this is that the set
U is bounded or the the upper level objective F (x, y) satisfies the growth condition,
i.e., the set {
(x, y) ∈ U ∩ K : F (x, y) ≤ ϑ
}
is bounded for all value ϑ. Theorem 3.6(d) can be either checked directly on
q(k)(x, y) or implied by that the degrees and coefficients of polynomials q(k)(x, y)
are uniformly bounded.
4. Constructions of polynomials
In Algorithm 3.3, we need Lagrangemultiplier expressions as in (3.2), required for
Assumption 3.1, and the polynomial function q(x, y), required in Assumption 3.2.
This section discusses how they can be obtained.
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4.1. Lagrange multiplier expressions. Lagrange multiplier expressions are dis-
cussed in [33]. For the classical single level polynomial optimization (2.3), the
existence of a polynomial matrix L(x) satisfying L(x)C(x) = Im is equivalent to
that the constraining polynomial tuple c is nonsingular. If the feasible set Z(x) of
the lower level optimization (Px) does not depend on x, i.e., (1.1) is a SBOP, the
matrix G(x, y) does not depend on x, and then there exists a polynomial matrix
W (y) satisfying W (y)G(y) = Im2 for generic g [33]. If Z(x) depends on x, there
typically does not exist W (x, y) such that W (x, y)G(x, y) = Im2 . This is because
the matrix G(x, y) in (3.1) is typically not full column rank for all complex x ∈ Cn,
y ∈ Cp. We generally do not expect polynomial expressions for Lagrange multipliers
of (Px) for GBOPs.
However, we can always find a matrix polynomial W (x, y) such that
(4.1) W (x, y)G(x, y) = diag[d(x, y)],
for a denominator polynomial vector
d(x, y) :=
(
d1(x, y), . . . , dm2(x, y)
)
which is nonnegative on U . This ensures the Assumption 3.1. The W (x, y), d(x, y)
satisfying (4.1) are not unique. In computation, we prefer thatW (x, y), d(x, y) have
low degrees and d(x, y) > 0 on U (or d(x, y) has as few as possible zeros on U). We
would like to remark that there always exist such W (x, y), d(x, y) satisfying (4.1).
Note that H(x, y) := G(x, y)TG(x, y) is a positive semidefinite matrix polynomial.
If the determinant detH(x, y) is not identically zero (this is the general case), then
the adjoint matrix adj
(
H(x, y)
)
satisfies
adj
(
H(x, y)
)
H(x, y) = detH(x, y)Im2 .
Then the equation (4.1) is satisfied for
W (x, y) := adj
(
H(x, y)
)
G(x, y)T , d(x, y) = detH(x, y)1m2 .
The above choice for W (x, y), d(x, y) may not be very practical in computation,
because they typically have high degrees. In applications, there often exist more
suitable choices for W (x, y), d(x, y) with much lower degrees.
Example 4.1. Consider the lower level optimization problem{
min
y∈R2
x1y1 + x2y2
s.t. (2y1 − y2, x1 − y1, y2, x2 − y2) ≥ 0.
The matrix G(x, y) and fˆ(x, y) in (3.1) are:
G(x, y) =

2 −1 0 0
−1 0 1 −1
2y1 − y2 0 0 0
0 x1 − y1 0 0
0 0 y2 0
0 0 0 x2 − y2
 , fˆ(x, y) =

x1
x2
0
0
0
0
 .
The equation (4.1) holds for the denominator vector
d(x, y) =
(
2x1 − y2, 2x1 − y2, x2(2x1 − y2), x2(2x1 − y2)
)
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and the matrix W (x, y) which is given as follows
x1 − y1 0 1 1 0 0
y2 − 2y1 0 2 2 0 0
(x2 − y2)(x1 − y1) (x2 − y2)(2x1 − y2) x2 − y2 x2 − y2 2x1 − y2 2x1 − y2
y2(y1 − x1) y2(y2 − 2x1) −y2 −y2 2x1 − y2 2x1 − y2
 .
Note that d(x, y) ≥ 0 for all feasible (x, y).
In computational practice, we often choose W (x, y), d(x, y) in (4.1) to have low
degrees and d(x, y) > 0 on U (or d(x, y) has as few as possible zeros on U). Although
we prefer explicit expressions for W (x, y) and d(x, y), it may be too complicated
to do that for some problems. In the following, we give a numerical method for
finding W (x, y) and d(x, y). Select a point (xˆ, yˆ) ∈ U . For a priori low degree ℓ, we
consider the following convex optimization in W (x, y), d(x, y):
(4.2)

max γ1 + · · ·+ γm2
s .t . W (x, y)G(x, y) = diag[d(x, y)],
d(xˆ, yˆ) = 1m2 , γ1 ≥ 0, . . . , γm2 ≥ 0,
W (x, y) ∈
(
R[x, y]2ℓ−deg(G)
)m2×(p+m2)
,
dj(x, y)− γj ∈ Ideal(Φ)2ℓ +Qmod(Ψ)2ℓ (j ∈ [m2]).
In the above, the polynomial tuples Φ,Ψ are
(4.3) Φ := {hi}i∈E1 ∪ {gi}i∈E2 , Ψ := {hj}j∈I1 ∪ {gj}j∈I2 .
The first equality constraint in (4.2) is (4.1), which gives a set of linear con-
straints about coefficients of W (x, y), d(x, y). The last constraint implies that each
dj(x, y) ≥ γj ≥ 0, ∀(x, y) ∈ U . The equality d(xˆ, yˆ) = 1m2 ensures that d(x, y) is
not identically zero. As commented in earlier of this subsection, we have shown that
(4.2) must have a solution if the degree ℓ is large enough, when G(x, y)TG(x, y) is
not identically singular. In practice, we always start with a low degree ℓ. If (4.2)
is infeasible, we then increase the value of ℓ, until it becomes feasible.
4.2. The construction of polynomial extensions. We can construct a polyno-
mial extension, required in Assumption 3.2, for many bilevel optimization problems.
If (Px) has linear equality constraints, we can get rid of them by eliminating vari-
ables. If (Px) has nonlinear equality constraints, generally there is no polynomial
q(x, y) satisfying Assumption 3.2, unless the corresponding algebraic set is ratio-
nal. So, we consider cases that (Px) has no equality constraints, i.e., the label set
E2 = ∅. Moreover, we assume the polynomials gj(x, z) are linear in z, for each
j ∈ E2. Recall the polynomial tuples Φ,Ψ given as in (4.3). For a priori degree ℓ
and for given xˆ, yˆ, zˆ, we consider the following polynomial system about q:
(4.4)

q(xˆ, yˆ) = zˆ,
gj(x, q) ∈ Ideal(Φ)2ℓ +Qmod(Ψ)2ℓ (j ∈ I2),
q = (q1, . . . , qp) ∈
(
R[x, y]
)p
.
The second constraint in (4.4) implies that gj(x, q(x, y)) ≥ 0, ∀(x, y) ∈ U , j ∈ I2.
Hence q obtained as above must satisfy Assumption 3.2. The above program can
be solved by the software Yalmip [26].
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Example 4.2. Consider Example 4.1 with
xˆ = (1, 0), yˆ = (1, 0), zˆ = (0, 0),
h(x, y) = (3x1 − x2, x2, x2 − x1 + 1),
g(x, y) = (2y1 − y2, x1 − y1, y2, x2 − y2).
For ℓ = 2, a satisfactory q := (q1, q2) for (4.4) is
q1(x, y) = x2/3, q2(x, y) = 2x2/3,
because g(x, q) = 13 (0, h1(x, y), 2h2(x, y), h2(x, y)) and
h1(x, y), h2(x, y) ∈ Ideal(Φ)2ℓ +Qmod(Ψ)2ℓ.
For computational convenience, we prefer explicit expressions for q(x, y). In
the following, we give explicit expressions for various cases of bilevel optimization
problems.
4.2.1. Simple bilevel optimization. If the feasible set Z(x) of the lower level opti-
mization (Px) is independent of x, i.e., Z(x) ≡ Z, then we can just simply choose
q(x, y) := z
in Assumption 3.2, for all z ∈ Z and all (x, y) ∈ U . It is a constant polyno-
mial function. Therefore, Assumption 3.2 is always satisfied for all simple bilevel
optimization.
4.2.2. Box constraints. A typical case is that the lower level problem (Px) has box
constraints. Suppose the feasible set Z(x) of (Px) is given as
l(x) ≤ z ≤ u(x),
where l(x) :=
(
l1(x), . . . , lp(x)
)
, u(x) :=
(
u1(x), . . . , up(x)
)
. For every (xˆ, yˆ) ∈ U∩K
and zˆ ∈ S(xˆ), we can choose q := (q1, . . . , qp) as
qj(x, y) := µj lj(x) + (1 − µj)uj(x), j = 1, . . . , p,
where each scalar µj := (uj(xˆ) − zˆj)/(uj(xˆ)− lj(xˆ)) ∈ [0, 1]. (For the special case
that uj(xˆ) = lj(xˆ), we have zˆj = uj(xˆ) = lj(xˆ) and simply choose µj = 0.) Then,
for each j,
qj(xˆ, yˆ) = µj lj(xˆ) + (1− µj)uj(xˆ) = zˆj .
Clearly, q(x, y) ∈ Z(x) for all (x, y) ∈ U . The following is a more general case.
Example 4.3. Suppose the feasible set Z(x) of (Px) is given as
l(x) ≤ Az ≤ u(x),
where A := [a1, . . . , am2 ]
T ∈ Rm2×p is a full row rank matrix and m2 ≤ p. Let
am2+1, . . . , ap be vectors such that the matrix
B := [a1, . . . , am2 , am2+1, . . . , ap] ∈ Rp×p
is invertible. Then the linear coordinate transformation z = B−1w makes the
constraints become the box constraint l(x) ≤ w ≤ u(x). Hence we can choose
q := (q1, . . . , qp) as
qj(x, y) := µj lj(x) + (1− µj)uj(x), j = 1, . . . , p,
where each scalar µj := (uj(xˆ) − (Bzˆ)j)/(uj(xˆ) − lj(xˆ)) ∈ [0, 1]. (For the special
case that uj(xˆ) − lj(xˆ) = 0, we just set µj = 0.) One can similarly verify that
q(x, y) ∈ Z(x) for all (x, y) ∈ U .
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4.2.3. Simplex constraints. We consider the case that the lower level optimization
(Px) has the simplex type constraints
l(x) ≤ z, 1T z ≤ u(x),
where l(x) is a p-dimensional polynomial function, 1 is the vector of all ones, and
u(x) is a scalar polynomial function in x. For every (xˆ, yˆ) ∈ U and zˆ ∈ S(xˆ), we
can choose q := (q1, . . . , qp) as
qj(x, y) := cj ·
(
u(x)− 1T l(x))+ lj(x), j = 1, . . . , p
where each scalar cj := (zˆj − lj(xˆ))/(u(xˆ)− 1T l(xˆ)) ≥ 0. (For the special case that
u(xˆ)− 1T l(xˆ) = 0, we just simply set all cj = 0.) Note that
qj(xˆ, yˆ) = cj
(
u(xˆ)− 1T l(xˆ))+ lj(xˆ) = zˆj .
For all (x, y) ∈ U , it is clear that q(x, y) ≥ l(x). Moreover, we also have
1T q(x, y) = 1T l(x)(1−
p∑
j=1
cj) + (
p∑
j=1
cj)u(x) ≤ u(x),
since 1T l(x) ≤ u(x) and c1 + · · · + cp ≤ 1. Therefore, q(x, y) ∈ Z(x) for all
(x, y) ∈ U . In the above, 1 can be replaced by a nonnegative vector. The following
is the more general case.
Example 4.4. Suppose that the feasible set Z(x) of (Px) is given as
aT z ≤ u(x), zj ≥ lj(x) (j = 1, . . . , p),
where a := (a1, . . . , ap) ∈ Rp+, u(x) and all lj(x) are polynomials in x. We can
choose q := (q1, . . . , qp) as
qj(x, y) := cj ·
(
u(x)− aT l(x))+ lj(x),
where each cj := (zˆj − lj(xˆ))/(u(xˆ)− aT l(xˆ)) ≥ 0. In particular, we set all cj = 0
if u(xˆ)− aT l(xˆ) = 0. Note that
qj(xˆ, yˆ) = lj(xˆ) + cj · (u(xˆ)− aT l(xˆ)) = zˆj.
For all (x, y) ∈ U , it is clear that q(x, y) ≥ l(x). In addition, we have
aT q(x, y) = aT l(x)(1 −
p∑
j=1
ajcj) + (
p∑
j=1
ajcj)u(x) ≤ u(x)
since aT l(x) ≤ u(x) and a1c1 + · · · apcp ≤ 1. Therefore, q(x, y) ∈ Z(x) for all
(x, y) ∈ U .
4.2.4. Annular constraints. Suppose the lower level feasible set is
Z(x) =
{
y ∈ Rp
∣∣∣ r(x) ≤ ‖y − a(x)‖d ≤ R(x) } ,
where ‖z‖d := d
√∑p
i=1 |zi|d and a(x) := [a1(x), . . . , ap(x)] is a polynomial vector,
and r(x), R(x) are polynomials such that 0 ≤ r(x) ≤ R(x) on U . We can choose
q(x, y) := a(x) + q′(x)s,
where q′(x) := µ1r(x) + µ2R(x), µ1, µ2 are scalars such that
‖zˆ − a(xˆ)‖d = µ1r(xˆ) + µ2R(xˆ), µ1, µ2 ≥ 0, µ1 + µ2 = 1,
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and s := (s1, . . . , sp) is the vector such that
si :=
zˆi − ai(xˆ)
‖zˆ − a(xˆ)‖d , i = 1, . . . , p.
(For the special case that zˆ = a(xˆ), we just set all si = p
−1/d.) Then,
zˆ − q(xˆ, yˆ) = (zˆ − a(xˆ))− (q(xˆ, yˆ)− a(xˆ))
= (zˆ − a(xˆ))− q′(xˆ)s = 0.
since q′(xˆ) = ‖zˆ − a(xˆ)‖d. Moreover,
‖q(x, y)− a(x)‖d = ‖q′(x)s‖d = |q′(x)| · ‖s‖d = |q′(x)|.
Because 0 ≤ r(x) ≤ R(x) on U , we must have
r(x) ≤ ‖q(x, y)− a(x)‖d ≤ R(x).
This means that q(x, y) satisfies Assumption 3.2.
5. Numerical experiments
In this section, we report numerical results of applying Algorithm 3.3 to solve
bilevel polynomial optimization problems. The computation is implemented in
MATLAB R2018a, in a Laptop with CPU 8th Generation Intel R CoreTM i5-
8250U and RAM 16 GB. The software GloptiPoly [17] and SeDuMi [39] are used
to solve the polynomial optimization problems in Algorithm 3.3. In this section,
we use the following notation.
• The matrix G(x, y) and vector fˆ(x, y) are given as in (3.1). The polynomi-
als φj(x, y), dj(x, y) for Lagrange multiplier expressions in Assumption 3.1
are given by (3.3), i.e., φj(x, y) is the jth entry of W (x, y)fˆ(x, y), for a
matrix polynomial W (x, y) satisfying (4.1). In our examples, such W (x, y)
is determined by symbolic Gaussian elimination on the equation (4.1).
• The notation (P ) denotes the bilevel optimization (1.1). Its optimal value
and optimizers are denoted by F ∗ and (x∗, y∗) respectively.
• The (Pk) denotes the relaxed polynomial optimization in the kth loop of
Algorithm 3.3. Its optimal value and minimizers are denoted as F ∗k and
(x(k), y(k)) respectively.
• The (Qk) denotes the lower level optimization problem (3.8) in the kth loop
of Algorithm 3.3. Its optimal value and minimizers are denoted as υ∗k and
z(k) respectively.
• We always have υ∗k ≤ 0. Note that y(k) is a minimizer of (3.8) if and only if
υ∗k = 0. Due to numerical round-off errors, we cannot have υ
∗
k = 0 exactly.
We view y(k) as a minimizer of (3.8) if υ∗k ≥ −ǫ, for a tiny scalar ǫ (e.g.,
10−6).
Example 5.1. First, we apply Algorithm 3.3 to solve SBOPs. The displayed
problems are respectively from [1], [12, Example 3.8], [34, Example 5.2] and [37,
Example 2]. All the four problems are solved successfully in the initial loop k = 0.
The computational results are shown in Table 1, where argmin denotes the set of
minimizer(s). Algorithm 3.3 computed global optimizers for all of them.
BILEVEL POLYNOMIAL OPTIMIZATION 17
Table 1. Computational results for some SBOPs.
min
x,y∈R2
−x21 − 2x1 + x22 − 2x2 + y21 + y22
s .t . (x1, x2, y1, y2, 2− x1) ≥ 0,
y ∈ arg min
z∈R2
z21 − 2x1z1 + z22 − 2x2z2
s .t . 0.25− (z1 − 1)2 ≥ 0,
0.25− (z2 − 1)2 ≥ 0.
F ∗ = −6.2500,
v∗ = −1.5291 · 10−9,
x∗ = (2.0000, 0.5000),
y∗ = (1.5000, 0.5000).
min
x,y∈R2
2x1 + x2 + 2y1 − y2
s .t . (1 + x1, 1− x1, 1 + x2,−0.75− x2) ≥ 0,
y ∈ arg min
z∈R2
xT z
s .t . (2z1 − z2, 2− z1) ≥ 0,
(z2, 2− z2) ≥ 0.
F ∗ = −1.0000,
v∗ = −5.7443 · 10−8,
x∗ = (−0.0000,−1.0000),
y∗ = (1.0000, 2.0000).
min
x∈R2,y∈R3
x1y1 + x2y2 + x1x2y1y2y3
s .t . (1− x21, 1− x22, x21 − y1y2) ≥ 0,
y ∈ arg min
z∈R3
x1z
2
1 + x
2
2z2z3 − z1z23
s .t . (zT z − 1, 2− zT z) ≥ 0.
F ∗ = −1.7095,
v∗ = −1.3995 · 10−9,
x∗ = (−1.0000,−1.0000),
y∗ = (1.1097, 0.3143,−0.8184).
min
x,y∈R2
(x1 − 30)2 + (x2 − 20)2 − 20y1 + 20y2
s .t . (x1 + 2x2 − 30, 25− x1 − x2, 15− x2) ≥ 0,
y ∈ arg min
z∈R2
(x1 − z1)2 + (x2 − z2)2
s .t . (10− z1, 10− z2, z1, z2) ≥ 0.
F ∗ = 225.0000,
v∗ = −1.6835 · 10−9,
x∗ = (20.0000, 5.0000),
y∗ = (10.0000, 5.0000).
Example 5.2. Consider the GBOP
min
x,y∈R2
x1y
3
1 + x2y
3
2 − x21x22
s .t . (x1x2 − 1, x1, x2, 4− x21 − x22 − y21 − y22) ≥ 0,
y ∈ S(x),
where S(x) is the optimizer set of{
min
z∈R2
z21 + z
2
2 − 2x2z1 − x1x2z2
s .t . (z1, z2 − x2z1, 2x1 − x2z1 − z2) ≥ 0.
The polynomial matrix W (x, y) satisfying (4.1) is2x1 − 2x2y1 2x1x2 − 2x2y2 2x2 2x2 2x2−y1 2x1 − y2 1 1 1
−y1 −y2 1 1 1
 ,
for the denominators
d1(x, y) = d2(x, y) = d3(x, y) = 2x1 > 0, ∀(x, y) ∈ U .
The lower level optimization is convex, for given x. According to Proposition 3.4,
we get the optimizer for this bilevel optimization in the initial loop k = 0 by
Algorithm 3.3. The computational results are shown in Table 2.
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Table 2. Computational results for Example 5.2
(P0) F
∗
0 = −0.7688,
x(0) = (0.6819, 1.7059), y(0) = (0.3997, 0.6819),
(Q0) υ0 = −3.3569 · 10−7 → stop.
Time 0.31 seconds,
Output F ∗ = F ∗0 , x
∗ = x(0), y∗ = y(0).
Example 5.3. [30, Example 2] Consider the general bilevel optimization minx∈R2,y∈R3 y
2
1 + y
2
3 − y1y3 − 4y2 − 7x1 + 4x2
s .t . (x1, x2, 1− x1 − x2) ≥ 0, y ∈ S(x),
where S(x) is the optimizer set of{
min
z∈R3
z21 + 0.5z
2
2 + 0.5z
2
3 + z1z2 + (1− 3x1)z1 + (1 + x2)z2
s .t . (−2z1 − z2 + z3 − x1 + 2x2 − 2, z1, z2, z3) ≥ 0.
The polynomial matrix W (x, y) satisfying (4.1) is
y1 y2 y3 −1 −1 −1 −1
2 + x1 + 2y1 − 2x2 2y2 2y3 −2 −2 −2 −2
y1 2 + x1 + y2 − 2x2 y3 −1 −1 −1 −1
−y1 −y2 2 + x1 − 2x2 − y3 1 1 1 1
 ,
for the denominators (i = 1, 2, 3, 4)
di(x, y) = 2 + x1 − 2x2 = 2h1(x, y) + 2h3(x, y) ≥ 0, ∀(x, y) ∈ U .
By Algorithm 3.3, we get the optimizer for this bilevel optimization in the initial
loop k = 0. The computational results are shown in Table 3.
Table 3. Computational results for Example 5.3
(P0) F
∗
0 = 0.6389,
x(0) = (0.6111, 0.3889), y(0) = (0.0000, 0.0000, 1.8332),
(Q0) υ0 = −6.7295 · 10−9 → stop.
Time 1.09 seconds,
Output F ∗ = F ∗0 , x
∗ = x(0), y∗ = y(0).
Example 5.4. [34, Example 5.8] Consider the general bilevel optimization minx,y∈R4 (x1 + x2 + x3 + x4)(y1 + y2 + y3 + y4)s .t . (1− xTx, x4 − y23 , x1 − y2y4) ≥ 0, y ∈ S(x),
where S(x) is the set of optimizer(s) of{
min
z∈R4
x1z1 + x2z2 + 0.1z3 + 0.5z4 − z3z4
s .t . (x21 + x
2
3 + x2 + x4 − z21 − 2z22 − 3z23 − 4z24 , z2z3 − z1z4) ≥ 0.
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The matrix polynomial W (x, y) satisfying (4.1) is
y4 ·
( −y1y4 −y2y4 −y3y4 −y24 2y4 2y4
2y21 − 2(x21 + x23 + x2 + x4) 2y1y2 2y1y3 2y1y4 −4y1 −4y1
)
,
for the denominators
d1(x, y) = d2(x, y) = 2y
2
4(x
2
1 + x
2
3 + x2 + x4)
≥ 2y24(y21 + 2y22 + 3y23 + 4y24) ≥ 0, ∀(x, y) ∈ U .
By Algorithm 3.3, we get the optimizer for this bilevel optimization in the initial
loop k = 0. The computational results are shown in Table 4.
Table 4. Computational results for Example 5.4
(P0) F
∗
0 = −3.5050,
x(0) = (0.5442, 0.4682, 0.4904, 0.4942),
y(0) = (−0.7791,−0.5034,−0.2871,−0.1855),
(Q0) υ0 = −1.6143 · 10−9 → stop.
Time 49.08 seconds,
Output F ∗ = F ∗0 , x
∗ = x(0), y∗ = y(0).
Example 5.5. Consider the general bilevel optimization problem
min
x,y∈R4
x21y
2
3 − 2x3x4 + 1.2x1x3 − x24(y3 + 2y4)
s .t . (1Tx, 8− 1Tx, 4x1x2 − y21 − y22) ≥ 0,
(x1 − y1, x2 − y2, 4− x1 − x2, 4− x23 − x24) ≥ 0,
y ∈ S(x)
where S(x) is the set of optimizer(s) of
min
z∈R4
x1z
2
1 + x2z
2
2 + x3z3 − x4z4
s .t . (z1 − z2 − x2, x1 − z1 + z2, z1 + z2 + x1 + x2) ≥ 0
(4x1 − 2x2 − z1 − z2, z3, z4, 3− z3 − z4) ≥ 0
.
The matrix polynomial W (x, y) satisfying (4.1) is
x1 − y1 + y2 y1 − y2 − x1 0 0 2 2 0 0 0 0 0
x2 − y1 + y2 y1 − y2 − x2 0 0 2 2 0 0 0 0 0
4x1 − 2x2 − y1 − y2 4x1 − 2x2 − y1 − y2 0 0 0 0 2 2 0 0 0
y1 + y2 + x1 + x2 y1 + y2 + x1 + x2 0 0 0 0 2 2 0 0 0
0 0 y4 −y4 0 0 0 0 0 1 0
0 0 −y3 y3 0 0 0 0 1 0 0
0 0 −y3 −y4 0 0 0 0 1 1 1

,
for the denominator vector
d(x, y) =
(
2x1 − 2x2, 2x1 − 2x2, 10x1 − 2x2, 10x1 − 2x2, y4, y3, 3
)
=
(
2(g1(x, y) + g2(x, y)) · 12, 2(g3(x, y) + g4(x, y)) · 12, g6(x, y), g5(x, y), 3
)
.
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The denominators are all nonnegative on U . By Algorithm 3.3, we get the optimizer
of this bilevel optimization in the initial loop k = 0. The computational results are
shown in Table 5.
Table 5. Computational results for Example 5.5
(P0) F
∗
0 = −24.6491,
x(0) = (0.0000, 0.0000, 0.3204, 1.9742),
y(0) = (0.0000, −0.0000, 0.0000, 3.0000),
(Q0) υ0 = −2.5204 · 10−8 → stop;
Time 2.90 seconds
Output F ∗ = F ∗0 , x
∗ = x(0), y∗ = y(0).
Example 5.6. Consider the general bilevel optimization
min
x,y∈R4
y1x
2
1 + y2x
2
2 − y3x3 − y4x4
s .t . (x1 − 1, x2 − 1, 4− x1 − x2) ≥ 0,
(x3 − 1, 2− x4, x23 − 2x4, 8− xTx) ≥ 0,
y ∈ S(x)
where S(x) is the set of optimizer(s) of
min
z∈R4
−z1z2 + z3 + z4
s .t . (z1, z2, z3 − x4, z4 − x3) ≥ 0,
(4x1x2 − x1z1 − x2z2, 3− z3 − z4) ≥ 0.
The polynomial matrix W (x, y) satisfying (4.1) is
x1(4x2 + y2)− x1y1 − x2y2 −x1y2 0 0
−x1y1 4x1x2 − x2y2 0 0
0 0 3− x3 − y3 x3 − y4
0 0 x4 − y3 3− x4 − y4
−y1 −y2 0 0
0 0 x4 − y3 x3 − y4
x1 x1 0 0 x1 0
x1 x1 0 0 x1 0
0 0 1 1 0 1
0 0 1 1 0 1
1 1 0 0 1 0
0 0 1 1 0 1
 ,
for the denominator vector d(x, y) as follows
d(x, y) = (4x1x2 + x1y2 − x2y2, 4x1x2 + x1y2 − x2y2,
3− x3 − x4, 3− x3 − x4, 4x1x2 + x1y2 − x2y2, 3− x3 − x4).
It is clear that d(x, y) ≥ 0 for all feasible (x, y). As in the Subsection 4.2.3, the
polynomial function q := (q1, q2, q3, q4) in Assumption 3.2 can be given as
(5.1) q1 = µ1x2, q2 = µ2x1, q3 = x4+µ3(3+x3+x4), q4 = x3+µ4(3+x3+x4),
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where
µ1 =
zˆ1
xˆ2
, µ2 =
zˆ2
xˆ1
, µ3 =
zˆ3 − xˆ4
3 + xˆ3 + xˆ4
, µ4 =
zˆ4 − xˆ3
3 + xˆ3 + xˆ4
,
for given (xˆ, yˆ) ∈ U . Since x1, x2, x3 ≥ 1 and x4 ≥ −2
√
2, the above µ1, µ2, µ3, µ4
are well defined. Applying Algorithm 3.3, we get the optimizer for this bilevel
optimization in the loop k = 1. The computational results are shown in Table 6.
Table 6. Computational results for Example 5.6
(P0) F
∗
0 = −4.4575,
x(0) = (1.1548, 1.1546, 1.6458, 1.3542),
y(0) = (0.0000, 0.0000, 1.3542, 1.6458),
(Q0) υ0 = −5.336→ next loop;
z(0) = (2.3093, 2.3096, 1.3542, 1.6458),
q(0) = (2x2, 2x1, x4, x3) as in (5.1).
(P1) F
∗
1 = −0.4574,
x(1) = (1.0000, 1.0000, 1.6458, 1.3542),
y(1) = (2.0000, 2.0000, 1.3542, 1.6458),
(Q1) υ1 = −1.9402 · 10−9 → stop.
Time 102.21 seconds,
Output F ∗ = F ∗1 , x
∗ = x(1), y∗ = y(1).
Example 5.7. Consider the general bilevel optimization problem
min
x,y∈R4
x21y
2
4 − x2y23 + x3y1 − x4y2
s .t . (4 − x21 − x22, −x1 − x22, y1 − x1, 1Tx) ≥ 0,
(x3 + x4 − 2, 1 + x3 − x4, 3− x3, x4) ≥ 0,
y ∈ S(x),
where S(x) is the optimizer(s) set of
min
z∈R4
(x1 − z1)2 + (x2 − z2)2 + z3 − z4
s .t . 4x23 − x21 − x22 + 2x1z1 + 2x2z2 − zT z ≥ 0
(z3, x3 − z3, z4, x4 − z4) ≥ 0
.
The matrix polynomial W (x, y) satisfying (4.1) is
−1 0 0 0
−(x3 − y3)y3 0 (x3 − y3)(y1 − x1) 0
y23 0 −y3(y1 − x1) 0
−(x4 − y4)y4 0 0 (x4 − y4)(y1 − x1)
y24 0 0 −y4(y1 − x1)
0 0 0 0 0
0 0 y1 − x1 0 0
0 y1 − x1 0 0 0
0 0 0 0 y1 − x1
0 0 0 y1 − x1 0
 ,
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for the denominator vector
d(x, y) = (y1 − x1) ·
(
2, x3 − y3, y3, x4 − y4, y4
)
.
It is clear that d(x, y) ≥ 0 for all feasible (x, y). The lower level feasible set Z(x) is
a mixture of separable and annular constraints:
Z(x) =
{
z ∈ R4
∣∣∣∣∣ (z1 − x1)2 + (z2 − x2)2 + z23 + z24 ≤ 4x23,0 ≤ z3 ≤ x3, 0 ≤ z4 ≤ x4
}
.
As in Subsections 4.2.2 and 4.2.4, the polynomial function q := (q1, q2, q3, q4) in
Assumption 3.2 can be given as
(5.2) q1 = x1 + µ1x3, q2 = x2 + µ2x3, q3 = µ3x3, q4 = µ4(x3 + 1),
where
µ1 =
zˆ1 − xˆ1
xˆ3
, µ2 =
zˆ2 − xˆ2
xˆ3
, µ3 =
zˆ3
xˆ3
, µ4 =
zˆ4
xˆ3 + 1
,
for given (xˆ, yˆ) ∈ U . Since 2 ≤ xˆ ≤ 3 and xˆ4 ≤ 1 + xˆ3, the above q is well-defined.
This bilevel optimization was solved by Algorithm 3.3 in the loop k = 1. The
computational results are shown in Table 7.
Table 7. Computational results for Example 5.7
(P0) F
∗
0 = −41.7143,
x(0) = (−1.5616, 1.2496, 3.0000, 4.0000),
y(0) = (−1.5616, 6.4458, 3.0000, 0.0010),
(Q0) υ0 = −33.9989,
z(0) = (−1.5615, 1.2496, 0.0000, 4.0000),
q(0) = (x1, x2, 0, x3 + 1) as in (5.2).
(P1) F
∗
1 = −1.7625,
x(1) = (−0.2254, 0.4748, 2.9999, 3.9999),
y(1) = (−0.2254, 0.4748,−0.0000, 3.9999),
(Q1) υ1 = −2.3377 · 10−8 → stop.
Time 3.42 seconds,
Output F ∗ = F ∗1 , x
∗ = x(1), y∗ = y(1).
6. Conclusions
We give a new algorithm for solving general bilevel polynomial optimization,
which consists of solving a sequence of polynomial optimization relaxations. Each
relaxation is obtained by using KKT conditions for the lower level optimization.
For KKT conditions, the Lagrange multipliers are represented as a polynomial or a
rational function. The Moment-SOS relaxations are used to solve each polynomial
relaxation, which is then refined by the exchange technique from semi-infinite pro-
gramming. Under some general assumptions, we prove the convergence for both
simple and general bilevel polynomial optimization problems. Numerical experi-
ments are presented to show the efficiency of the method. In all of our numerical
experiments, the algorithm converges to optimizers in a few loops. An interesting
future work is to explore the complexity of the algorithm.
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