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Abstract
This paper considers the approximability of the largest common subtree and the largest com-
mon point-set problems, which have applications in molecular biology. It is shown that the
problems cannot be approximated within a factor of n1− in polynomial time for any >0 un-
less NPZPP, while a general search algorithm which approximates both problems within a
factor of O(n= log n) is presented. For trees of bounded degree, an improved algorithm which
approximates the largest common subtree within a factor of O(n= log2 n) is presented. Moreover,
several variants of the largest common subtree problem are studied. c© 2000 Elsevier Science
B.V. All rights reserved.
Keywords: Approximation algorithms; Common subtree; Common point set;
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1. Introduction
In computational biology and chemistry, there is a frequent need to extract a common
pattern from multiple data. A good example is the automatic extraction of a common
pattern from multiple amino acid sequences, which has been studied extensively both
theoretically and from a practical point of view.
We consider two such applications. First, we consider the case of nding a common
structural pattern from multiple molecules. Substructure search, which can be formalized
as the subgraph isomorphism problem, is important for database systems in chemistry.
For example, it is useful for deciding whether or not a chemical reaction rule can be
applied to a chemical structure. Indeed, many methods and systems have been proposed
and developed [5, 15]. Relating to substructure search, common substructure search is
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also important [11, 16]. For example, it is useful for classifying chemical reactions.
Assume that structural descriptions of the molecules before and after the reaction are
given. Knowing the substructures changed by the chemical reaction is helpful for in-
ferring which type of chemical reaction is applied. Since the changed substructures can
be identied if a common substructure is given, common substructure search is useful.
For another example, common substructure search is important for nding the relation-
ship between structural patterns and chemical activities because structures which have a
common substructure often show similar chemical activities. For common substructure
search, several methods have been proposed [11, 16]. In these methods, common sub-
structure search is formalized as a problem of enumerating maximal common subgraphs
or nding the largest common connected subgraph.
The other application is nding common substructures of a collection of three-
dimensional protein structures. Many methods have been given for nding common
substructures of two protein structures [14, 17]. Russel and Barton have developed a
method for multiple protein structures, and have applied it to multiple sequence align-
ment [14]. However, neither of these two applications have seen many studies from a
theoretical perspective.
This paper gives a theoretical analysis of the complexity of nding nearly opti-
mal solutions for the above-mentioned problems. The problems are formalized under
the names largest common subtree problem (LCST) and the largest common point-
set problem (LCP). Given a collection of trees, possibly with labels on the vertices,
LCST is to nd a tree of maximum size that is isomorphic to a subtree in each of
the input trees. It is a special case of a problem considered in [16]. Although we
consider the special case, it is meaningful because a lot of chemical structures have
tree-like structures, and a polynomial time algorithm for nding a largest common
connected subgraph for xed number of tree-like structures was proposed [2], which
was an extension of the algorithm for trees [13]. Moreover, this special case seems
important from a viewpoint of the comparison of evolutionary trees because a similar
problem is considered, where homeomorphic subtrees are used for the comparison [9].
We are particularly interested in the bounded-degree case, which is the case in molecu-
lar structures. Given a collection of geometric point sets, LCP is to nd a set of points
that is congruent to a subset of each input point-set. It is closely related to the problem
of nding common substructures of multiple protein structures, since three-dimensional
protein structures are frequently treated as point sequences.
1.1. Results
We nd that both problems are very hard to approximate, when the number of input
sets (trees=point-sets) is unbounded. In particular, it is unlikely that either problem can
be approximated within a factor of n1− in polynomial time for any >0, where n is the
size of the smallest input set. Similar results hold for restricted cases of LCST and LCP.
From the positive side, we present a general search algorithm that yields a non-trivial
performance ratio of O(n= log n) for both problems. We further consider several variants
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Table 1
Summary of results on the approximability of LCST
Lower bound Upper bound
General instance 
(n1−) O(n= log n)
Bounded-degree 
(n1=4−) O(n= log2 n)
Poly-log labels 
(n1=4−) O(n log log n= log2 n)
O(opt log log opt= log opt)
Unlabeled 
(n1=4−) O(n log log n= log2 n)
O(opt(log log opt= log opt)2)
Few trees c
Few trees of bounded-degree [1] 1 1
of LCST, both in terms of the format of the input trees (e.g. unbounded=bounded
number of input trees, labels, and vertex degree; ordered trees), and in terms of the
denition used for a subtree (e.g. induced subgraph; required to include the root) and
prove hardness and approximability results.
We further give improved algorithms for LCST for the important cases when the
degree or the number of labels is restricted. In particular, when the maximum degree is
constant, we obtain a performance ratio of O(n= log2 n). When the trees are unlabeled,
even if the degree is unbounded, we get a ratio of O(n log log n= log2 n). The same
ratio also holds if the number of labels is bounded by log c n, for some constant c.
We also give some performance ratios in terms of the size opt of the optimal
solution. These are incomparable to the ratios in terms of n; in particular, they are
better whenever opt<n= log n. For bounded-degree (and arbitrary labels) we get a ratio
of O(opt= log opt), and for at most polylogarithmic number of labels O(opt log log opt=
log opt). If, further, the trees are unlabeled, we get a ratio of O(opt log log opt= log2 opt)
on bounded-degree trees and O(opt(log log opt= log opt)2) independent of degree. Lower
and upper bounds on performance ratios for various cases of LCST are summarized in
Table 1.
Let us briey review related results. LCST for two trees can be solved in polynomial
time [6] while LCST for three trees is NP-hard [1]. LCST can be solved in polynomial
time if the degree is bounded and the number of input trees is xed [1]. Approximate
and exact matching problems between two point-sets have been studied extensively
in computational geometry, but we are not aware of results on larger collections of
point-sets.
In the earlier version of the current paper [3] the only upper bound given was the
O(n= log n) ratio. Recently, Khanna et al. [10] developed an approximation algorithm
with performance ratio O(n log log n= log2 n) for trees of bounded degree. They also
extended this to trees of unbounded degree with at most poly-log labels, obtaining a
ratio of O(n(log log n)2= log2 n). The basic ideas are similar to the ones given here, but
the implementation has an added complication (only choosing vertices from the same
level of the rst tree) which causes the performance ratio to be weaker by a factor of
36 T. Akutsu, M.M. Halldorsson / Theoretical Computer Science 233 (2000) 33{50
log log n. Also, their deterministic algorithm is a rather expensive derandomization of
their randomized method.
2. The hardness of approximating common subtrees
In this section, we consider the largest common subtree problem (LCST), and show
that it is hard to compute even approximately.
Trees are assumed to be unordered unless otherwise stated. Two trees are identical
if they are isomorphic. The trees may have labels associated with the vertices, and
isomorphism must preserve the labels. A tree T is a subtree of a tree T 0 if, when
viewed as special types of graphs, T is a connected vertex-induced subgraph of T 0.
The size of a tree and the length of a path are dened to be their number of edges.
LCST is dened formally as follows: Given a collection of vertex-labeled trees
fT 1; : : : ; T tg, nd a common subtree with the maximum number of edges. Let S denote
the smallest tree, and let n denote its size. Let t denote the number of trees. Although
labels refer to node-labels, the arguments can be modied for trees with edge-labels.
An approximation algorithm for a maximization problem approximates the optimal
cost opt within a factor of f(n) if, for all instances  of the problem of size n,
it produces a solution of size at least opt()=f(n) in time polynomial in the size of
the input. We say that a problem is hard to approximate within a certain factor, if
such an approximation would lead to the conclusion NPZPP (i.e. that there exist
zero-error randomized algorithms for all problems in NP).
The INDEPENDENT SET problem is that of nding a maximum cardinality set of ver-
tices I in a graph G=(V; E) that are mutually non-adjacent, i.e. satisfying (8vi; vj 2 I)
(fvi; vjg =2E). Recent work on approximation hardness, based on interactive proof sys-
tems, has culminated in the result of Hastad [7] that INDEPENDENT SET is hard to ap-
proximate within a factor of N 1−, for any >0, where N is the number of vertices.
We shall consider directed (i.e. rooted) trees, while the same argument holds also for
undirected trees. First, we consider a simple case when both the maximum degree and
the number of labels are unbounded. In this case, we use almost the same reduction
as in [8, 12].
Theorem 2.1. If LCST for trees with unbounded labels and unbounded degree can be
approximated within a factor of f(n) (on all instances where the smallest tree is of
size n); then INDEPENDENT SET can be approximated within a factor of f(N ) (on all
graphs on N vertices).
Proof. Given a graph G=(V; E) with V = fv1; : : : ; vNg; we construct a collection of
trees fT 1; T 2; : : : ; TN+1g. The last tree TN+1 consists of a root node labeled by 0 and
its children wN+1j ; j=1; : : : ; N , labeled by j. Tree T
i, i=1; : : : ; N , consists of a root,
two children wi and ui, and grandchildren wi1; : : : ; w
i
N and u
i
1; : : : ; u
i
N . Roots and internal
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nodes are labeled by 0, while the leaves are labeled by
label(wij)=
(
−1; if (vi; vj)2E,
j; otherwise,
label(uij)=
(
−1; if j= i,
j; otherwise.
Intuitively, the labels of vertices wij encode the adjacency list of graph vertex vi.
Observe that a common subtree T consists of the root of TN+1 and a subset of
its children. Moreover, the root of T must correspond to either wi or ui for each
i 6=N + 1. The leaves of T describe exactly an independent set in the graph. Namely,
we can construct an independent set I by
I = fvi jw is a leaf in T and label (w)= ig:
Thus, given a common subtree of size at least k, we obtain an independent set of
size k. Furthermore, this can be mapped back; thus, the independence number of the
graph is k i the LCST size is k. Since n, the minimum size of the constructed trees,
is N , the theorem follows.
We obtain a strong hardness result using the result of [7].
Corollary 2.2. LCST is hard to approximate within a factor of n1−; for any >0.
Next we show that a similar result holds even if the trees are unlabeled and of
maximum degree three, by modifying the construction of Theorem 2.1. In fact, we can
prove this for a still further restricted class of trees.
A caterpillar is a binary tree, all of whose degree-three vertices lie on a single path,
known as the trunk. The paths extending from degree-three vertices are called hairs.
Theorem 2.3. LCST of caterpillars is hard to approximate within a factor of n1=4−;
for any >0.
Proof. Given a graph G=(V; E) on N vertices, we construct N + 1 caterpillars,
T 1; T 2; : : : ; TN+1. The trunk of TN+1 contains degree-three vertices a1; a2; : : : ; aN in
order, where ai and ai+1 are separated by a simple path of length di=N 2 + i. The
length of all hairs, and the length of the paths before a1 and after aN on the trunk, is
L=N 3.
For i 6=N+1, T i is obtained by modications similar to Theorem 2.1. First, construct
a tree with a root with two children, with both of them roots of subtrees isomorphic to
TN+1. Rename the branching nodes as bi1; b
i
2; : : : ; b
i
N in the left subtree and c
i
1; c
i
2; : : : ; c
i
N
in the right subtree. Then, delete several hairs from both subtrees: the hair extending
from bij is deleted if (vi; vj)2E, and the hair extending from c ij is deleted if i= j.
Let q be the length of the trunk of TN+1, i.e. q=2L+
PN−1
i=1 (N
2 + i)= 2N 3 + (N −
1)N (N + 1=2). Let opt denote the size of the maximum common subtree of the trees.
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Fig. 1. Forms of trees constructed.
Note that n, and the size of all the trees, is (N 4). Let (G) denote the size of the
maximum independent set of G.
Claim 2.4. (G)= k i opt= kL+ q.
Assuming this claim, we have that deciding whether opt>NL+q or opt6N 1−L+q
is as hard as deciding whether (G)>N or (G)6N 1−. Thus, for some , approxi-
mating LCST within ((N 1−L+ q)=(NL+ q))= (N 1−2)= (n1=4−=2) is hard, and
thus the theorem follows.
To prove one direction of the claim, consider an independent set fvj1 ; vj2 ; : : : ; vjkg.
Take the subtree of TN+1 of size kL + q formed by the trunk along with those of
the hairs that extend from aj1 ; aj2 ; : : : ; ajk . This is a common subtree, since the hairs
extending from bij1 ; b
i
j2 ; : : : ; b
i
jk are intact in T
i when i2fj1; j2; : : : ; jkg, and the hairs
extending from c ij1 ; c
i
j2 ; : : : ; c
i
jk are intact in T
i when i 62 fj1; j2; : : : ; jkg.
For the other direction, we argue that a common subtree with at least two branching
nodes has the property that, whenever a branching node matches to some aj in TN+1,
it also matches in each T i to either bij or c
i
j . This is because the distances between
any pair of branching nodes of TN+1 are unique. Namely, there are no distinct positive
integers i; j; l; m such that di+di+1   +dj =dl+dl+1+  dm. We see that a maximum
common subtree must contain the whole trunk, as well as all nodes of any hair that it
contains. Hence, its size is exactly kL+ q, where k is the number of hairs it contains.
Suppose the hairs contained extend from ai1 ; ai2 ; : : : ; aik in T
N+1. It is then easy to
verify that vi1 ; vi2 ; : : : ; vik must form an independent set in G. Hence, the claim and the
theorem follow.
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2.1. Restrictions and variations
Constant number of trees: In the case when the number of trees in the input is
bounded by a constant, the problem can be solved in polynomial time if the degree is
also bounded, even for labeled trees [1]. On the other hand, if the degree is unbounded,
the reduction of [1] that proves the NP-hardness for three trees of unbounded degree
can be seen to prove that there is some constant larger than one within which it hard
to approximate.
Ordering among children: Another variation of the input format concerns whether
there is an order among the children that must be preserved. This is largely a concern
for unlabeled graphs, since an ordering can always be simulated with labels. Again,
the previous hardness result holds.
Corollary 2.5. LCST is not easier to approximate if the order among children must
be maintained.
Rooted trees: A slight modication of the canonical case is where the input graphs
are rooted and the subtrees are required to contain the root. The hardness results
from the previous section hold equally for this case by a slight modication of the
construction. We modify the tree TN+1 by adding a new root adjacent only to the old
root. The new root will match the roots of the other trees, while the old root will
match either of the roots of the TN+1-like subgraph of each T i. As before, this holds
for unlabeled trees of unbounded degree.
Corollary 2.6. LCST is no easier to approximate if the common subtree must match
the roots of the trees.
3. Algorithms for common subtrees
In this section we consider algorithms that nd common subtrees with a guaranteed
performance. We rst give in Section 3.1 a general-purpose algorithm that yields a
performance guarantee for all input trees. Then, improved ratios are given in Section
3.2 for the case of trees of low degree. At last, we give in Section 3.3 incomparable
performance ratios that depend on the size of the optimal solution, rather than the size
of the input.
Recall that the input to LCST consists of a collection fT 1; : : : ; T tg of trees. Let S
denote the smallest tree, and let n be its size.
We introduce some new notation. Let OPT denote some optimal solution (i.e. a max-
imum common subtree), opt its size, and D its maximum degree. Denote k = maxfn=
opt; 70g, and m= logk n. In the following, log n denotes log2 n and we ignore all ceil-
ings and oors.
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3.1. General-purpose approximation algorithm
We begin with a general-purpose approximation algorithm, which we also apply to
LCP in Section 4.
A subset X of vertices in a tree induces a unique subtree containing X , any vertex
on a path between two vertices in X , and the edges connecting these vertices into a
tree. Namely, there is a unique minimal subtree containing X .
Consider the following algorithm.
Partition the vertices of the smallest tree S arbitrarily into n= log n sets, each of
size log n. For each subset of each set, check if the subtree of S induced by this
vertex subset is a common subtree. Output the largest common subtree found.
The total number of subtrees checked is n= log n  2log n<n2, hence the process runs
in polynomial time. At least one of these n= log n sets contains a subset of the vertices
of OPT of size at least opt=(n= log n) (and thus induces a tree at least that large). That
is thus a lower bound on the solution found by the algorithm. We have:
Proposition 3.1. LCST can be approximated within a factor of n= log n.
Observe that this algorithm and its performance also applies to the more general
case where there is a cost function associated with each label and the objective is to
maximize the sum of the labels on the common subtree found.
3.2. Improved approximations for low-degree trees
For trees of bounded degree, we can obtain an improved algorithm. We can also
apply it to get an improved approximation for trees of unbounded degree in the case
that the number of labels is polylogarithmically bounded. We rst describe a simple
randomized algorithm that motivates an improved deterministic one.
Two vertices are distant if the distance between them is at least 12 logD n; otherwise,
they are close. A vertex set X is dispersed if every pair of vertices in X is distant.
Randomized algorithm. Assume to begin with that we know k, the reciprocal of the
fraction of vertices belonging to OPT. We apply the following simple random sampling
approach:
Randomly select a subset X of m= logk n vertices from S. Extend X to a subtree
T 0 of S and verify that T 0 is a common subtree of the input trees.
It is not hard to see that X is both dispersed and contained in OPT with probability

(1=n). By repeating the sampling O(n2) times, the success probability can be amplied
to 1 − 1=n. When successful, the size of the induced subtree T 0 is 
(logk n logD n).
The performance ratio is then
O

n=k
logk n  logD n

=O

n
log2 n
 logD log k
k

;
expected and with high probability. This is O(n=log2 n) for trees of bounded degree.
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To get around the requirement of knowing the size of the optimal solution, we can
run the algorithm in parallel for the log n possible values of opt that are powers of 2.
In fact, it suces for our purpose to use the log log n double powers of 2.
Deterministic algorithm. As in the randomized algorithm, assume that we know the
value of k within a reasonable precision. We use the following algorithm:
1. Partition S into a collection of at most km forests, each containing between n=km
and 2n=km vertices. The roots of the trees in each forest are siblings in S.
2. For each tree in each forest, eliminate from further consideration all vertices that
are close to the root of that tree.
3. Partition the remaining vertices into 2n=km groups, with each group containing at
most one vertex from each forest.
4. Try all subsets of size m=3 of each group, and check if it induces a common
subtree.
To partition the tree, we can apply the following greedy method. Determine an
internal node v such that the subtree rooted at v contains at least n=km vertices, while
none of the subtrees rooted at the children of v reach that size. If the size of the
subtree rooted at v is at most 2n=km, cut this subtree, and make it the rst forest in
the partition. Otherwise, use any subset of the subtrees rooted at the children of v that
is within the size limits as the rst forest. Repeat this procedure on the remaining tree,
until empty.
Time complexity: Steps 1{3 are easily performed in time linear in the size of the
tree. Step 4 depends on the number of subsets examined, along with the complexity
of testing for subtree inclusion.
The number of sets of size m=3 in each group is at most

km
m=3

 (3ek)m=3 n(1=3)(1+3:03= log k):
For some >0:005, this is at most n1=2−. Testing if tree X is contained in tree Y
as a subtree can be performed in time jX j  jY j1:5 [13] (see [10]). Since we cannot
guarantee nding a common subtree of size larger than log2 n, we can arbitrarily cut
each candidate to that size. The total time complexity is then bounded by
O(n1=2−)
tP
i=1
(log2 n)jT ij1:5:
This is O(n1=2−1:5), where  denotes the size of the input (i.e. sum of the sizes of
the tree).
Parallel algorithm. Steps 2{4 are easily performed in parallel. A partitioning into
O(km) groups (not necessarily of bounded minimum size) sucient for Step 1 can be
achieved in parallel by the following approach:
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Associate with each vertex v a processor. Count the number dv of descendants of
each vertex v. Let the level of v be bdv=(n=km)c. Each vertex of non-zero level
dierent from its parent, removes the edge to its parent, and thereby assigns itself
and all its descendants to separate partitions. This results in at most 2km connected
components. The vertices of non-zero level of each component are of the same
level and lie on a single path. Separate the children of the lowest node from this
component; the remainder contains at most as many nodes as the dierence in the
number of descendents of the highest and the lowest nodes on the path, or n=km.
The processor assigned to the lowest vertex on the path will group together the
subtrees of the children into forests, so as to get a good approximate partitioning.
This can be achieved similar to parallel approximate bin packing, e.g. by rounding
subtree sizes to powers of two, grouping identical sizes, and sequentially solving
the now logarithmic-sized collection. The total number of groups is then O(km).
Analysis:
Lemma 3.2. At most
p
nkm vertices from the optimal solution are removed in Step 2.
Proof. The roots of the trees of a given forest are all children of the same node v
in S. The number of vertices in OPT that are close to v (or adjacent to a close vertex)
is at most D(logD n)=2 =
p
n. Since there are at most km forests, the lemma follows.
Lemma 3.3. One of the sets of size m=3 tried by the algorithm is a dispersed subset
of OPT.
Proof. Observe that vertices in the same group are dispersed, since each group contains
at most one vertex from the same forest and vertices in dierent forests are distant.
We now argue that some group contains a subset of OPT of size m=3, and our
exhaustive search must therefore uncover such a set. In Step 3, we partition at least
n=k−pnkm=(n=k)(1−o(1)) vertices from OPT to at most 2n=km groups. Thus, some
group must contain at least
1
2

m− k
2m2p
n

=
m
2
(1− o(1))
vertices from OPT, since we may assume that k grows no faster than O(n1=5) and m
is logarithmic in n. This is at least m=3 for suciently large values of n.
The following observation has been used innumerably about the minimum size
Steiner tree in an arbitrary metric.
Observation 3.4. A dispersed set of size s induces a tree of size at least s2  12 logD n.
Thus, we have obtained the following bound on the size of the solution found by
the algorithm.
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Lemma 3.5. The algorithm nds a solution of size at least 112 logD n logk n.
This immediately yields a performance ratio for bounded-degree trees.
Theorem 3.6. LCST can be approximated within a factor of O(n= log2 n) on bounded-
degree trees.
Proof. By denition, opt=O(n=k). By Lemma 3.5, the algorithm nds a tree of size

(log2 n= log k) on bounded-degree instances. The ratio is O(n= log2 n  log k=k)=O(n=
log2 n).
For trees of high degree, we can use alternative approximation algorithms as sug-
gested in [10].
Theorem 3.7. LCST can be approximated within a factor of O(n log log n= log2 n);
when the number of labels is bounded by O(log c n); for c constant.
Proof. If D is at most logc+2 n, the result follows from Lemma 3.5. Thus, assume D
is greater than logc+2 n. Then, there is some symbol that appears on at least 
(log2 n)
sibling vertices within OPT, and thus in each input tree. We can detect such an
occurrence in polynomial time by iterating through each internal node of S and each
label. The star tree formed by those siblings and their parent is then a common subtree
of size 
(log2 n), yielding a O(n= log2 n) performance ratio.
3.3. Approximation in terms of the size of optimal solution
We can also argue incomparable performance ratios, which are functions of the size
of the optimal solution, rather than of the input size. The results of the preceding
subsections are useful only if the optimal solution is some constant fraction of the
whole input, while the following results apply equally well when the size of the optimal
solution is, e.g., only a square root of the input size.
Theorem 3.8. LCST can be approximated within a factor of O(opt log log opt=
log opt); when the number of labels is bounded by O(log c opt); for some integer c.
Proof. If D is greater than logc+2 opt, then we can nd a common star of size log2 opt,
by the argument of Theorem 3.7, for a performance ratio of opt= log2 opt.
On the other hand, if D is at most logc+2 opt, then the height of OPT must be at
least log opt= log(logc+2 opt)=
(log opt= log log opt). Since there are at most n2 paths
in S, we can try all of them to obtain the largest common path, which is necessarily
of length 
(log opt= log log opt). Hence, the theorem.
We now give a stronger ratio in the case of unlabeled trees (or, equivalently, when
the number of labels is one).
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Recall from Section 2, that a caterpillar is a tree of maximum degree three where
all vertices of degree three lie on a single path.
Lemma 3.9. Let T be a tree on n vertices with maximum degree bounded by D.
Then; either T contains a path of length log2 n; or it contains a caterpillar with at
least logD(
p
n= log2 n) hairs of length at least (logD n)=2 each.
Proof. Let Q denote the height of T . The lemma is trivially true if Q is greater than
log2 n, thus we assume from now that Q< log2 n.
We construct a caterpillar as follows. Choose the trunk by taking the root u1 of T
and append it to the path hu2; u3; : : : ; uQi obtained recursively from the largest subtree
rooted at a child of u1. For hairs, use the longest path from each ui to a leaf. A hair
is said to be long if its length is at least 12 logD n, and otherwise short. Let L denote
the number of long hairs.
Let ri denote the number of vertices in the subtree of T rooted at ui, i.e. the number
of descendants of ui (including itself). Observe that r1 = n, while rQ =1.
We claim that ri+1>r1=DL− i
p
n, for any i>1. When the hair extending from ui is
short we have that ri+1>ri −
p
n, since a tree of depth less than (logD n)=2 contains
at most D(logD n)=2 =
p
n nodes. On the other hand, when the hair extending from ui is
long, we have that ri+1>(ri − 1)=D, since we recursively chose the largest among at
most D subgraphs. When we expand these recursive relations, we obtain in the end
a term with r1=DL, since there are L long hairs, while a term of
p
n is subtracted at
most i times. Hence, the claim. In particular, we have that
1= rQ>n=DL − Q
p
n:
Since Q< log2 n, it follows that L> logD(
p
n= log2 n). Hence, the total size of the
caterpillar found is at least (logD n=2)  logD(
p
n= log2 n).
Denition 1. An n-bounded caterpillar is a caterpillar with at most log n= log log n
branching nodes and at most log2 n vertices.
From the previous lemma, we can easily deduce the following application to the re-
stricted caterpillar type. Note that logD(
p
n= log2 n)>(logD n)=3, for suciently large n.
Lemma 3.10. Consider a tree T on N vertices of degree D; and let n>N . Then; T
contains an n-bounded caterpillar of size 
(logD N  min(logD N; log n= log log n)).
Proof. Lemma 3.9 guarantees the existence of a caterpillar of one of two types. Either
it is a path of length log2 N , in which case we are done. Otherwise, it has at least
logD(
p
N= log2 N ) hairs of length at least (logD N )=2 each. Delete hairs in excess of
log n= log log n. The remaining caterpillar is now n-bounded and satises the desired
size-bound.
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Lemma 3.11. The number of n-bounded caterpillars is polynomially bounded in n.
Proof. Each n-bounded caterpillar can be represented by a sequence hb0; a1; b1; a2; b2;
: : : ; at ; bti, with t= log n= log log n, where ai denotes the length of the ith hair and bi
denotes the length of the trunk to the right of the ith branching vertex. Each ai; bi is at
most log2 n, and can be represented with 2 log log n bits. Hence, the full representation
uses at most 2 log log n  (log n= log log n)= 2 log n bits.
Theorem 3.12. LCST can be approximated within a factor of O(opt log log opt=
log2 opt) on bounded-degree unlabeled trees; and within a factor of O(opt(log log opt=
log opt)2) on arbitrary unlabeled trees.
Proof. The algorithm is simply to try all n-bounded caterpillars (or all contained in
the smallest tree), and output the largest one that is a common subtree.
Let D be the maximum degree of the optimal common subtree. By Lemma 3.9, the
optimal common subtree includes a bounded caterpillar of size 
(logD opt  min(logD
opt; log n= log log n))=
(logD opt  log opt= log log opt). Thus, for bounded-degree in-
stances, the performance ratio is O(opt log log opt=(log2 opt)).
If the optimal solution is of degree more than log2 opt, then we can nd a star of
this size. Otherwise, we apply the above approach. In either case, the solution is at
least 
((log opt= log log opt)2), for a performance ratio of O(opt(log log opt= log opt)2).
Finally, we observe that for the special case where the inputs are caterpillars, as in
the hardness proof of Theorem 2.3, we obtain a O(
p
opt) approximation by nding
the largest common subpath.
4. Largest common edge subgraph problem
We now consider a dierent largest common subtree problem, based on a variation
of the denition of the term subtree. The canonical denition that we have used is that
of a tree induced by a set of vertices=edges. Because the input graphs are also trees,
this coincides both with the denition of an induced connected subgraph as well as
with subtrees uniquely obtained by specifying only the leaves. Another natural version
asks for an induced { not necessarily connected { subgraph, i.e. a forest.
The subgraph induced by a set of edges E0 contains E0 as an edge set and all
vertices incident on edges in E0 as a vertex set. A graph G0=(V 0; E0) is a common
edge subgraph if, for each graph (here, tree) Gi in the input, there is a subset EiE(Gi)
such that G0 is isomorphic to the subgraph induced by Ei. The LARGEST COMMON EDGE
SUBGRAPH problem is that of nding a common subgraph with the largest number of
edges.
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In the case of unlabeled trees, the following yields a fast approximation algorithm.
Compute a maximum matching of each tree and use the smallest of these as a common
edge subgraph.
Let  be the maximum degree in all the input. We claim that there always exists a
matching in all the input trees of size (n−1)=. This follows from a greedy matching:
pick any edge incident on a leaf, and remove it and all incident edges, and iterate. At
most  edges are eliminated in each step, and there are (n− 1) edges to start with, so
there must be at least (n− 1)= edges chosen.
This implies an absolute performance ratio of . Similarly, we can also claim
a (relative) performance ratio of D, where D is the maximum degree of the optimal
solution, since in each iteration of the greedy algorithm, at most D edges are eliminated
from the optimal solution.
We can extend this to labeled trees, by partitioning the trees into edge sets for each
combination of labels incident on an edge. Notice that there are
(L+1
2

distinct pairs of
not necessarily distinct labels.
Theorem 4.1. The LARGEST COMMON EDGE SUBGRAPH problem can be approximated
within a factor of
(L+1
2

D; where L is the number of labels and D is the maximum
degree of the optimal solution.
In the case when the number of trees, the number of labels, and the degree are all
unbounded, we can prove a strong hardness result by using the same construction of
trees as in the proof of Theorem 2.1.
Theorem 4.2. The LARGEST COMMON EDGE SUBTREE problem is hard to approximate
within a factor of n1−; for any >0.
4.1. Common edge subgraph of few trees
We now turn our attention to the case when we are given simply two trees. Recall
that LCST was polynomial solvable in this case. The COMMON EDGE SUBTREE problem,
however, is hard to compute exactly for even the simplest of inputs.
Theorem 4.3. The LARGEST COMMON EDGE SUBTREE problem is NP-hard for two paths
with only two labels; as well as for two unlabeled trees.
Proof. We reduce from 3-PARTITION [6]:
Instance: An integer B and a multiset A= fa1; : : : ; a3mg of integer numbers such that
(8i)(B=4<ai<B=2) and
P
iai=mB.
Question: Can A be partitioned into m disjoint multisets S1; S2; : : : ; Sm such that
(8i)(Pa2Sia=B)?
First, consider the paths P and Q on m(B+ 1) and mB+ 6m vertices, respectively,
whose sequences of labels are given by the following two binary strings:
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P : (1B0)m;
Q : 1a1001a200    1a3m00:
We claim that there exists a 3-partition of A i there is a common edge-subgraph of
P and Q with (B− 2)m edges. Let us refer to each substring of P of the form 1B0 as
a block.
Suppose there is a 3-partition. Then there exists a common subgraph containing all
the vertices of P and missing exactly two edges from each of the m blocks as well
as the edges connecting the blocks. The three strings from Q matched to a block in P
correspond to the three integers assigned to a given multiset that sum to B.
On the other hand, any common subgraph must miss at least two edges separating
the ones from each block in P, since there is no substring of labels of Q with B=2 ones
in it. Also, at least one of the edges incident on each zero but the last must be missing.
A common subgraph missing only 3m−1 edges similarly results in a 3-partition. Hence,
we have proved that the problem is NP-hard for two labeled paths.
An spider is a tree with exactly one node of degree greater than two. The paths
extending from the high-degree center are called hairs. Let T1 be a spider with m
hairs, each with B+ 3 edges. Let T2 be an extended star with 3m hairs, where the ith
hair has ai + 1 edges. Note that both T1 and T2 have m(B+ 3) edges.
A 3-partition of A yields a common subtree on all the vertices of T1 with only 2m
edges missing, or 2 per hair. We claim that any common subtree must miss at least
2m edges. Suppose that only one edge was missing on a given hair in T1. The larger
remainder of the hair must contain at least B=2 edges, which can then only be matched
to two hairs of T2 including the root. Hence, 3m− 2 of the edges incident on the root
of T2 must be eliminated. Thus, there is a common subtree missing only two edges
per hair in T1 i there is a 3-partition of A.
On the positive side, we can give a constant factor approximation.
Theorem 4.4. The LARGEST COMMON EDGE SUBTREE problem of two trees can be ap-
proximated within a factor of 4.
Proof. Given two trees T1 and T2, partition the edges of each into two sets, corre-
sponding to edges at even and odd levels (distance from root). Namely, we obtain
forests T o1 ; T
e
1 ; T
o
2 , and T
e
2 such that T
o
i and T
e
i partition the edges of Ti; i=1; 2.
Further, these forests are of height one, i.e. a collection of stars.
For each pair (Ta1 ; T
b
2 ); a; b= ‘o’, ‘e’, we compute a maximum common edge sub-
set. This can be done by forming a weighted complete bipartite graph where nodes
correspond to the connected components (stars) of the forests and weight of edges cor-
respond to the number of labeled edges that match among the two stars. An optimal
solution is then obtained via a maximum weighted matching of this graph, and we
output the best solution from the four pairs.
Our approximate solution will be the best of the common edge subsets computed.
The optimal solution is contained in both T1 and T2, so at least one fourth of it is
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contained in one of the four pairs of partitions of T1 and T2. Since the algorithm nds
the optimal solution for each pair, we obtain a performance ratio of 4.
This can be generalized to the case of t trees. When matching t distinct star col-
lections, we must solve a weighted t-dimensional matching problem. Although it is
NP-hard, we can compute a t-approximate solution by a natural greedy approach in
time O(nt). Then, we obtain a t2t approximation for the case of t trees.
5. Largest common point-set problem
We now consider the largest common point-set problem (LCP), dened as follows:
given a collection of D-dimensional point-sets SS = fS 1; : : : ; S tg, nd a common point-
set with the maximum number of elements, where a point-set C is a common point-set
of SS if C is congruent to a subset of each S i. We assume D is xed, and let n denote
the size of the smallest input point-set. First, we show that LCP is hard to approximate,
even on the real line.
Theorem 5.1. If LCP can be approximated within a factor of f(n); then INDEPENDENT
SET can be approximated within a factor of f(n).
Proof. The reduction is similar to that of Theorem 2.1.
Given a graph G on N vertices, we construct a collection SS of point-sets fS 1; S2; : : : ;
SN+1g. Let L1 be a number at least N 2 and L2 be a number at least 3NL1. Corresponding
to each vertex vj, we dene two points wj; uj on the real line by: w1 = 0; wj =wj−1+
L1 + j for 1<j6N , and uj = L2 + wj.
Let SN+1 = fw1; : : : ; wNg, and, for 16i6N ,
S i= fwj j fvi; vjg =2Eg
S fuj j j 6= ig:
Note that the only transformations that map a subset of S i with at least two elements
to a congruent subset of SN+1 are x 7! x and x 7! x−L2, i.e. the identity mapping, and the
subtraction of L2 of all the elements. Then, a common point-set SS = fwi1 ; wi2 ; : : : ; wimg
can be seen to correspond to an independent set vi1 ; vi2 ; : : : ; vim , and vice versa. Thus, G
has an independent set of size m if and only if there exists a common point set of size
m. Moreover, we can construct an independent set of size m in polynomial time given
a common point-set of size m. Finally, note that n, the size of the smallest point-set,
is N .
Corollary 5.2. LCP is hard to approximate within a factor of n1−; for any >0.
While LCP normally requires exact correspondence, the above result holds even if a
small gap is allowed between corresponding points. In addition, we can easily obtain
the same results for two variants. In one, the point-sets are ordered and the order in
sequences must be preserved. In the other, instead of point-sets we are given graphs
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where each vertex is a point in D-dimensional space and each edge is a line segment
connecting its endpoints.
In spite of this hardness result, LCP can be solved in polynomial time if the number
of point-sets t is bounded. Consider all combinations of D + 1 elements from each
set, which, if matching, uniquely denes an isometric transformation of the point-sets,
and count the points that match. This runs in time polynomial in the size of the input,
where the degree depends on t and D [4].
Theorem 5.3. LCP can be solved in polynomial time if the number of point-sets is
bounded.
Note that LCP can be approximated within a factor of O(n= log n) by the general
algorithm described in Section 3 even if t is unbounded.
6. Conclusion
We have considered the approximability of LCST and LCP, and obtained lower and
upper bounds of the approximation ratios. Although we have focused on LCST of
unbounded number of input trees, it would be interesting to study LCST of bounded
number of input trees. In particular, it is left as an open problem whether the perfor-
mance ratio can be reduced if the number of trees is a constant but the vertex degrees
are unbounded.
Although we have presented hardness results, it is important and may be possible
to develop practical algorithms. For example, ecient algorithms which work well in
the average case, or on inputs of moderate size (n 100 { 1000) would be of interest.
We hope that the research reported here will guide the search for such algorithms.
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