Introduction
In modern welfare states, active labor market policies (ALMP), such as training programs, public employment programs and wage subsidies, are intended to reintegrate the unemployed back into the labor market. However, the related instruments are not always effective or efficient. For policy decision-making, objective assessments of the impacts of such programs are necessary.
In order to obtain reliable estimates for the impact of ALMP and to understand why and how programs do or do not work, both appropriate econometric methods and suitable data are required. In recent years, many European countries have opened their administrative databases for scientific research. The advantages of administrative data are straightforward: they are relatively accurate, contain a large number of observations (in some cases the whole population) and usually cover a long period of time. Recent examples for evaluation studies based on administrative datasets have been conducted by Crépon, Ferracci and Fougère (2007) for France, Sianesi (2008) for Sweden, Heinrich, Mueser and Troske (2005) and Black et al. (2003) for the US, and Schneider and Uhlendorff (2006), Fitzenberger and Völter (2007) , Lechner, Miquel and Wunsch (2007) and Caliendo, Hujer and Thomsen (2008) for Germany.
However, administrative data do not usually contain information on individual characteristics such as social networks, personality traits, cognitive skills, attitudes or ethnic identity. Examples for recent studies that show the relevance of such characteristics are Borghans et al. (2008) , Anger and Heineck (2010) , Bonin et al. (2007) , Constant and Zimmermann (2008) , Constant, Gataullina and Zimmermann (2009) , Constant, Roberts and Aydemir (2011) . Moreover, administrative datasets usually contain no direct observation of variables describing job search behavior, such as reservation wages, search intensity or search channels. The same is true for information such as job satisfaction or individual expectations of leaving unemployment or participating in ALMP programs in the near future.
The The survey is conducted by a professional survey institute. The data collected also cover information on search behavior, ethnic and social networks, psychological factors, 4 cognitive and non-cognitive abilities, and attitudes. Compared to current household surveys, such as the German Socio-Economic Panel Study (SOEP), the main advantages of the IZA Evaluation Dataset are the large sample size of unemployed individuals, the accuracy of employment histories, the innovative set of survey information and the fact that the survey measures important characteristics shortly after entry into unemployment. The survey data can also be merged retrospectively with administrative information from the IEB if respondents agree to this.
The IZA Evaluation Dataset offers many new perspectives for labor market research.
This paper describes the sampling approach, the content of the administrative and the survey part of the IZA Evaluation Dataset, presents some descriptive statistics and outlines the future development.
Population of Interest and Sampling Approach
The target population of the IZA Evaluation Dataset consists of people entering unemployment in Germany. As a basis, the IEB was used for a random draw of the For an analogous drawing of survey participants, we had to use a different process in order to time the initial interviews as close as possible to entry into unemployment. This is important for achieving a reference measurement for the assessment of the impact of ALMP.
Unfortunately, the IEB is not suited as a basis for close to event sampling, due to a significant time lag between real event and data availability in the IEB. The time consuming process of compiling administrative data means it may take up to six months until an unemployment record enters the IEB. Moreover, the IEB are updated only once a year. Accordingly, the time lag between real entry into unemployment and its visibility in the IEB may take up to 18 months. The time consuming compilation process for the IEB arises from the fact that the administrative process generating the data is not based 
IZA Evaluation Dataset
It needs to be mentioned that the concept of 'entry into unemployment' is somewhat 'fuzzier' in the AST compared to the IEB. For example, merely re-entering after an artificial interruption due to sickness or similar reasons is reported as an entry into unemployment in a significant number of cases in the AST. Such cases had to be filtered out in advance. Apart from that, however, AST and IEB are congruent with regard to the statistical universe of entries into unemployment, and AST records are successively incorporated into the periodic update process of the IEB.
For the survey dataset, 34 sampling days were used, which corresponds to a 9.32% gross sample. These 34 sampling days include the 17 sampling days of the IEB sample as a subset. The oversampling for the survey was necessary in order to compensate for various reasons of non-response. consequently, the end of recording also differs between these data sources. Chart 2 indicates the resulting observational window for each dataset. with an identifier for plant affiliation, which allows for identification of job-to-job mobility.
However, due to their administrative nature, the data face some drawbacks. The IEB only contains information relevant to the social security registers. Periods in which people work as self-employed or as civil servants are not covered by the IEB because the self-employed and civil servants are not subject to social insurance. People who have never contributed to social insurance and never registered as job-seekers or participated in an ALMP program by the FEA are therefore not contained in the IEB. The similar applies to schooling spells, periods of compulsory military service and community service and periods of maternity leave. To some extent, such periods are covered implicitly, since each spell contains information on reasons why it began and ended.
Moreover, information on educational status is not available for each individual contained in the registers. Information on hours worked is only available in a rough classification, if at all. A minor drawback from a practical perspective is that wages are 3 Jaenichen et al. (2005) describe the spell splitting of the IEB and some related problems in detail.
censored at the social security contribution ceiling, which approximately amounts to the 2.1 fold of average earnings. Some main descriptive information for the IEB inflow statistics and the generated IEB sample of the IZA Evaluation Dataset are compared in Table 1 . The figures show that only minor discrepancies occur between the IEB (inflow statistics) and the generated IEB sample. Note: Differences to official statistics are resulting from our filtering procedure intended to exclude (re-)entries into unemployment after sickness or ALMP program participation.
Source: IEB 8.01 -June 2010; IAB documentation; own computations.
The Survey Sample
As previously mentioned the initial wave of the survey covers the period between mid- The initial observation period of the survey sample is a time of a strong recovery of the According to AST statistics, entry into unemployment is technically defined as a registration of unemployment after a preceding period of not being registered as unemployed. From an administrative point of view, sickness or participation in an ALMP leads to a termination of registered unemployment. From an economic perspective, this may be viewed differently. Therefore, we imposed a filtering procedure on the sampling process in order to identify entries into unemployment fitting the economic perspective.
In doing so, the following exclusion rules were applied:
(1) Individuals exclusively receiving maintenance assistance (German Social Code II legislation, SGB II) right from the beginning of their unemployment spell had to be omitted from sampling, as SGB II records were highly incomplete and inconsistent in the AST data during the initial sampling period. Hence, the sampling was restricted to the population registered at the Federal Labor Agency (German Social Code III legislation).
(2) Individuals above the age of 54 when entering unemployment were excluded in order to focus on the core population that is addressed by ALMP in Germany.
(3) Individuals who had already participated in surveys of the IAB or other research institutes were excluded in order to avoid undesirable effects of multiple survey participation. 4 (4) Entrants into unemployment who had already been interviewed as part of a previous cohort were excluded from later cohorts.
(5) Entrants into unemployment who had already been selected for a previous cohort, but refused to participate in the survey when contacted, were also excluded from later cohorts.
(6) Individuals who re-registered as unemployed after a period of sickness or sanctions were excluded if the 'true' start of their unemployment spell referred to an earlier month. Exclusion rules 1-3 were executed as integral part of the random drawing process from the AST records. According to the sampling process and the filtering rules described above, a specific AST sample was generated for each cohort at the Institute for Employment Research and delivered to IZA.
Based on these files, potential interviewees were randomly selected by the survey institute, considering exclusion rules 4 and 5. Those selected received a letter prior to being contacted by the survey institute, informing them about the background of the survey and the fact that participation was voluntary. Exclusion rules 6 and 7 had then to be checked at initial contact with potential survey respondents.
The interviews were performed by means of computer assisted telephone interviews (CATI). For the two most important immigrant groups in Germany, Russians and Turks, the interviews were carried out in their native language in case German language skills were insufficient.
The fieldwork phase was restricted to four weeks in order to avoid too large time lags between the time of entering unemployment and the timing of an interview. In some cases, however, it could take longer if respondents who were contacted within the survey period were asked to be interviewed later. However, the second half covered a period of stagnation, which lasted until early 2010.
A third wave is currently being conducted, three years after the first wave. Chart 4 gives an overview concerning the entire survey schedule. surveyed with two extra modules, one on cognitive skills, and one on risk preferences.
For practical reasons, however, the module on risk preferences had to be restricted to natives only.
The second wave following one year after the first wave was primarily intended to update longitudinal information of the base module. The cohorts subject to the two extra modules on cognitive skills and risk preferences were also run through an update section regarding risk preferences and cognitive skills. These cohorts were also interviewed in an additional interim survey six months after the first wave. The difference between the two types of cohorts is depicted in Chart 5. The survey institute was requested to conduct between 1,400 and 1,500 successful interviews per cohort in wave 1, based on random draws from the AST samples. Due to the restricted fieldwork phase of four weeks, the success rate of completed interviews compared to the number of phone contacts is relatively low (see Table 4 ). A higher success rate would have required fieldwork phases of up to six months, which was not acceptable in our case. The trade-off for close-to-event surveying consists in a potential selectivity bias linked to the ease of availability of respondents. In wave 1, no interview was possible for 29.9% of the attempted contacts and more than one-third of the potential interviewees refused to give one. Reasons for sample attrition are displayed in more detail in Table 5 . On average, more than 90% of the respondents agreed to be interviewed in follow-up waves. Since only those people were contacted again, the rate of successfully completed interviews is much higher in the interim wave and wave 2. Moreover, the fieldwork phase was extended to two months in both of these waves in order to increase the participation rate. For the follow-up interviews, timing of the interviews was not regarded as crucial as it had been for the initial wave.
As a result, the participation rate in the follow-up waves increased to almost 70% on average. However, a problem occurred with respondents of the interim wave regarding their willingness to participate in wave 2 as well. As can be seen from Table 6 , with a value of 58.4%, the participation rate of these cohorts is significantly lower than the participation rate of the remaining cohorts, which averages 70.9%. However, this does not seem to affect the socio-demographic structure of the related samples as might be concluded from Table 10 . Table 7 gives a complete overview about conducted interviews in each wave by survey module. The base interviews in wave 1 took 43 minutes on average and 29 minutes in wave 2 (see Table 8 ). The two extra modules on risk preferences and cognitive skills applied to cohorts 1, 5, and 9 took an additional 15 minutes on average in wave 1 and somewhat less in subsequent waves. The survey data can be merged with employment history data from the IEB. In order to do so, respondents had to be asked for their consent in wave 1. However, for data protection reasons, we are only allowed to link information retrospectively up to the point in time of the interview. Table 9 shows the number of respondents who agreed upon merging survey data with administrative data. On average, almost 90% of the respondents approved our request. Some basic descriptives for the unscreened and screened AST, the AST-sample and the survey data of the IZA Evaluation Dataset are displayed in Table 10 . Compared to the AST sample, some minor deviations occur in the survey sample of wave 1 5 . These differences may have to do with the screening procedure described above, but may also point to a selectivity issue. Women seem to have been more willing to participate in the initial wave, whereas the opposite seems to be the case for non-natives and younger individuals. The differences persist in later waves although attrition may vary by category. For example, the probability of natives to participate in subsequent waves is more than 10 percentage points higher than for non-natives. Nevertheless, the effect on the marginal distribution is rather small. The changes that occur with regard to age are in addition reflecting the aging of the sample, which has no substantial meaning at all.
However, the likelihood of staying in the sample seems to increase with age. Notes: *In parentheses: probability of realized interview, given that individual participated in wave 1; for age groups, the related percentages refer to the age category in wave 1.
Source: IAB documentation, own computations.
5 The emergence of individuals older than 54 in the screened samples is due to the fact that those individuals have not yet passed the age of 54 at the time of being selected for the survey.
Outlook
The IZA Evaluation Dataset offers unique research opportunities for the assessment of the impact of labor market policy on various outcomes. It is especially the detailed and innovative survey data, together with a solid statistical basis, that provides promising new research perspectives which have not been met with previous datasets. Moreover, the IZA Evaluation Dataset is an important step towards evidence-based policy-making.
It will help to improve our understanding of relevant processes in the labor market and also our understanding of the conditions under which policy instruments are likely to work well or poorly. This is forcefully documented by the first papers based on this dataset which have already emerged.
Caliendo, Cobb-Clark and Uhlendorff (2010), for example, show that job search strategies crucially depend on subjective beliefs about the pay-off of individual search efforts. Those who believe in the effectiveness of their search effort set higher reservation wages and search more intensively than others. As a consequence, it might be useful for public placement agencies to assist especially those who tend to underestimate the link between individual search effort and successful job search.
Caliendo, Tatsiramos and Uhlendorff (2009) investigate the role of the duration of unemployment benefits for the quality of job matches. Their findings indicate that the reduction of maximum duration of unemployment compensation from 18 to 12 months during the labor market reform in Germany has significantly reduced the quality of job matches. Unemployment duration is also the focus of a paper by Dohmen et al. (2010) , who address the role of cognitive and non-cognitive skills in this process.
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An interesting ex-ante effect of active labor market programs is examined by van den Berg, Bergemann and Caliendo (2009) , who show that unemployed job-seekers try to prevent being sent on such programs by lowering their reservation wage and intensifying their job search activities when assigned to program participation. This could mean that part of the positive effect of program participation would in fact have to be attributed to this pre-program effect. Bergemann, Caliendo, van den Berg and Zimmermann (2010) show that these anticipation effects operate differently for natives and migrants. focus on re-employment prospects of migrants.
Aside from the known fact that migrants face more difficulties in finding a new job than natives, this study shows that this is especially true for migrants who are only weakly integrated. Constant et al. (2010) examine whether there are differences in the economic preferences and attitudes between natives and second-generation migrants.
They find differences especially in terms of risk attitudes and positive reciprocity and show that these are relevant for (re-)employment probabilities. Last but not least, Schneider (2008) There are many more papers based on the IZA Evaluation Dataset being currently drawn up, but the research potential of this rich dataset has yet to be exhausted. With the completion of the third survey wave in May 2011, the prospects for innovative and stimulating research will be even more elevated.
