Abstract-This paper investigates the problem of maneuvering control for planar snake robots. The control objective is to make the center of mass of the snake robot converge to a desired path and traverse the path with a desired velocity. The proposed feedback control strategy enforces virtual constraints encoding a lateral undulatory gait, parametrized by the states of dynamic compensators used to regulate the orientation and forward speed of the snake robot.
Maneuvering Control of Planar Snake Robots
Using Virtual Holonomic Constraints curve can be well approximated by imposing the sinusoidal reference signal for the i th joint angle 
where α denotes the amplitude of the sinusoid, ω denotes the frequency of the joint oscillations, δ denotes the phase shift between two consecutive joints, and φ 0 is a joint offset used to control the direction of locomotion. Snake robots can be broadly classified as nonholonomic or holonomic. Nonholonomic snake robots have passive wheels on each link that are subject to nonholonomic velocity constraints. The world's first snake robot, developed in 1972 [1] belongs to this class, and to date, the bulk of research on snake robotics focuses on robots using passive wheels. The typical approach for locomotion control of nonholonomic snake robots is to use the sideslip constraints to directly define the control input in terms of the desired propulsion of the robot. This technique is employed in [4] - [6] for computed torque control of the position and heading of snake robots. In [7] , a path-following controller is proposed for the case where some, but not all, of the snake robot links are subject to sideslip constraints. These constrained links can be lifted off the ground, giving DOF that can be utilized to follow a trajectory while simultaneously maintaining a high manipulability. Similar approaches are considered in [8] , where strategies for sinus lifting during the lateral undulatory motion are proposed. In [9] , a path-following controller is proposed, and a Lyapunov stability analysis is presented.
Holonomic snake robots do not have passive wheels, and exploit friction for locomotion. The motion of holonomic snake robots closely mimics the motion of their biological counterparts [10] . This is due to the possibility of sideways motion, which enables the robot to perform various types of gait patterns used by biological snakes. However, unlike the snake robots with sideslip constraints, locomotion control of this class of snake robots has been considered in only a few previous works. One of the reasons might be that holonomic snake robots are harder to control. Indeed, for nonholonomic snake robots, only the kinematics have to be considered when describing the snake robot motion because one may use velocity as the control input to the joints of the robot. On the other hand, in holonomic snake robots, both the dynamics and kinematics have to be considered in analysis and control design in that the propulsion mechanism is the complex interplay between joint friction forces and center of mass forces. The resulting dynamical model is underactuated, something which poses additional challenges for control design. In [11] , path-following control of swimming snake robots is achieved by moving the joints according to a predetermined gait pattern while introducing an angular offset in each joint to reorient the robot toward a desired path. Methods based on numerical optimal control are considered in [12] for determining optimal gaits during positional control of snake robots. In [13] , a control strategy is proposed for sinus lifting during lateral undulation by solving a quadratic optimization problem. In [14] , two physical parameters, constraint forces and energy efficiency, are introduced as cost functions to optimize, and switching strategies are proposed for generating optimal motion patterns of a snake like robot. In [15] , a framework has been put forward, which allows a planner to generate paths in a low-dimensional work space and select among gaits preplanned motions in the robot's shape space. In [16] , modal decomposition has been used to modify a snake robot's sidewinding gait to orient the head during locomotion.
In [17] , numerical simulations are used to study the properties of lateral undulation that are related to the optimality of motion of the robot. In [18] , controllability and stabilizability of planar snake robot locomotion is considered, and stability results for a path-following controller based on numerical investigations using Poincaré map are presented. In [19] , cascaded systems theory is employed to achieve straightline path-following control of a snake robot described by the simplified model presented in [10] . In this simplified model of the snake robot, the motion of the links is approximated as translational motion instead of rotational motion, which is valid for small joint angles.
In [20] , a dynamic feedback controller is proposed that controls the orientation of the robot to an angle that is defined by a path-following guidance law, which makes the robot follow a straight line. In [21] , the theoretical approaches presented in [20] are validated through experimental results. In [22] , using the method of virtual holonomic constraints (VHCs), a direction-following controller is proposed that regulates the orientation and the forward velocity of the robot to constant references. A similar approach is used in [23] , where the design is based on the simplified dynamic model presented in [10] . In [24] , by utilizing the direction-following controller of [23] and the path-following controller of [19] , a maneuvering controller is proposed based on the simplified model for snake robots, which makes the robot converge to and follow a straight-line path with a desired forward velocity. However, neither of the above works have reported results for path-following control along general curved paths based on complete kinematic and dynamic models of snake robots. A complete review on modeling and control of snake robots can be found in [25] . The typical control approach in the snake locomotion literature relies on the asymptotic tracking of suitably designed reference signals, such as the one in (1).
A. Contributions of This Paper
In this paper, we investigate the following maneuvering problem: make the center of mass of a holonomic snake robot converge to a desired path and traverse the path with some desired velocity while guaranteeing boundedness of the system states. Our proposed controller has a three-stage hierarchical structure. A virtual constraint encoding a lateral undulatory gait is stabilized at the lowest level of the hierarchy. In the next level of the hierarchy, the velocity of the center of mass of the snake robot is regulated to some desired reference vector. The desired reference vector is determined at the top level of the hierarchy using a path-following controller designed for a kinematic point mass system. The block diagram of the proposed controller is shown in Fig. 2 . Using the proposed hierarchical structure and based on the complete model of snake robot, we solve the path-following control problem along any desired path that can be considered as an important step forward in locomotion control of snake robots and similar multilink robotic structures.
Another contribution of this paper is that we propose an approach that entirely removes timed signals from the control loop and replaces them with state-dependent constraints. Specifically, we replace the time-dependent term ωt in the lateral undulatory gait (1) with the state λ of a compensator, modify the way in which the offset φ 0 affects the gait, and view this offset as the state of a second compensator. The result is a state-dependent undulatory gait that can be considered as a dynamic virtual constraint. Virtual constraints have been successfully used in the robot locomotion literature [26] , [27] and have been investigated in the general context of Euler-Lagrange control systems [28] , [29] . By eliminating exogenous reference signals, virtual constraints enhance the robustness of the feedback loop and add flexibility to the control design.
B. Comparison With Existing Literature
Previous research on position and path-following control of holonomic snake robots is very limited but is considered in [11] , [12] , [18] , and [19] . Reference [18] was the first work to present a stability analysis of the locomotion along a straight path. Being based on a numerical Poincaré test, the analysis in [18] is only valid for a specific set of controller parameters. In [19] , path-following control of snake robots along straight paths is considered. Using cascaded systems theory, it is proved that the proposed path-following controller K-exponentially stabilizes a snake robot to any desired straight path. A drawback of [19] is that the stability analysis is valid for a simplified model that is valid only for small joint angles. Another drawback of [18] and [19] is that they are only valid for straight lines and not all curved paths. To the best of our knowledge, to date, there is no proof of convergence of a path-following controller for the complete nonlinear model of a holonomic snake robot. Moreover, the control schemes in the existing literature do not control speed.
This paper presents the first control methodology applicable to the complete nonlinear model of a holonomic snake robot, with guaranteed stability properties. The methodology we propose is applicable to general paths, and in addition, to make the snake follow the path, it regulates the speed of the center of mass. In particular, we establish a clear link between frequency of oscillations (λ) and speed.
C. Organization of This Paper
In Section II, we present mathematical preliminaries dealing with the reduction theorems for stability of closed sets, which will be used later in this paper. In Section III, we present the kinematic and dynamic models of the snake robot. In Section IV, we state the control design objectives. In Section V, we consider the shape control for the robot. In Sections VI-A and VI-B, we develop control strategies for the head angle and the speed of the robot, respectively. In Section VII, we develop a path-following control strategy. In Section VIII, we present the main result of this paper. Finally, Section IX presents the simulation results that illustrate the performance of the proposed control strategy.
D. Notation
Given a vector x ∈ R N , we denote by x the Euclidean norm of x. Given a matrix X ∈ R m×n , we denote by X p the induced p-norm of X. Given a set ⊂ R N and a point x ∈ R N , we define the point-to-set distance of x to to be
: a ∈ R} can be given a manifold structure that makes it diffeomorphic to the unit circle S 1 . Finally, we denote the complex plane by C. Following the notation in [10] , we make use of the following matrices and vectors:
II. PRELIMINARIES
As discussed in Section I, the control design approach taken in this paper is hierarchical in that the design is broken down in three stages corresponding to three prioritized control specifications. As we show shortly, each specification corresponds to the stabilization of a suitable closed subset of the state space of the snake robot. In this section, we present the theoretical tool that enables the hierarchical decomposition of the control task: a so-called reduction theorem for stability of nested closed sets [30] , [31] . In this section, we present for completeness the version of the reduction theorem that we use in this paper. This theorem may be used in applications in which the designer must simultaneously meet control specifications that can be formulated hierarchically. Consider the dynamical system
with the state space X ⊂ R n , where f is locally Lipschitz on X , with the solution φ(t, x 0 ) at time t and initial condition x(0) = x 0 , and u(x) is a locally Lipschitz feedback that makes the sets 1 ⊂ 2 positively invariant for the closed-loop system. This invariance property implies that for all x 0 ∈ i , i = 1, 2, and for all t ≥ 0, φ(t, x 0 ) ∈ i . Furthermore, we say that the set 1 is (globally) asymptotically stable relative to 2 for , provided that whenever x 0 ∈ 2 , 1 is (globally) asymptotically stable. Specifically, we have the following definition.
Definition 1: Let 1 and 2 , 1 ⊂ 2 ⊂ X , be closed positively invariant sets. We say that 1 is stable relative to 2 for if, for any ε > 0, there exists a neighborhood
In the above definition, B ε ( 1 ) denotes the ε-ball given by the set B ε ( 1 ) = {x ∈ X : x 1 < ε}. Now suppose that 1 ⊂ 2 ⊂ · · · ⊂ l is a nested sequence of closed subsets of X , which represent hierarchical control specifications. Specifically, each set i is associated with a control specification i . The property that i ⊂ i+1 implies that specification i is met only if specification i + 1 is met, so that specification i + 1 has higher priority than specification i . Therefore, the list of nested subsets i is associated with a hierarchy of control specifications.
We state Part (a) of Proposition 14 in [31] , and we will use this to carry out the control design and to prove the main result of this paper.
Proposition 2 [31] : Consider the system (1) and assume that there exists a locally Lipschitz feedback u(x) making the sets 1 ⊂ 2 ⊂ · · · ⊂ l positively invariant for the closed-loop system. Let l+1 := X . If, for i = 1, . . . , l, i is asymptotically stable relative to i+1 for the closed-loop system and 1 is compact, then 1 is asymptotically stable for the closed-loop systemẋ = f (x, u(x)).
Before concluding this section, we define an operator that will be useful in proving an important relationship later in this paper. According to the above definition, it can be easily seen that the operator C is a linear invertible map, i.e., an isomorphism from the real plane to the complex plane. We have the following lemma whose proof is omitted due to simplicity.
Lemma 4: Given the counter-clockwise rotation matrix R θ ∈ R 2×2 through an angle θ and a vector
III. MODEL OF THE SNAKE ROBOT
In this section, we review the kinematic and dynamic models of a snake robot presented in [10] . We consider a snake robot with N rigid links each of length 2l. Each link is assumed to have uniformly distributed mass m and moment of inertia J . We denote the vector of absolute link angles by Fig. 1 shows the kinematic parameters of the snake robot. Table I summarizes the parameters of the snake robot used in our simulations. Following [10] , the dynamic equations of the snake robot can be written as follows:
where u ∈ R N−1 is the vector of actuator torques, f R (·) ∈ R 2 is the vector of ground friction forces, and the remaining quantities are defined as follows:
The mechanical systems (3a) and (3b) have N + 2 configuration variables and N − 1 controls. They therefore have three degrees of underactuation. The actuator torques have no direct effect on the center of mass dynamics (3b). The only coupling between the joint dynamics (3a) and center of mass dynamics (3b) occurs through the ground friction force f R . This coupling is the essential mechanism underlying snake locomotion, and it is what that makes the motion control problem challenging. For simplicity, we assume that the friction forces acting on the robot are viscous. A snake robot that is subject to viscous friction qualitatively (although not quantitatively) behaves similarly to a snake robot that is subject to Coulomb friction force [10] . We have
where
are the vectors of inertial coordinates of the centers of mass of the links of the robot. The matrix Q θ maps the inertial frame velocities of the centers of mass of the links to the inertial frame viscous friction forces acting on the links, and it is given by
where c t and c n denote the tangential and normal viscous friction coefficients of the links, respectively. In this paper, inspired by biological snakes, we assume that c n > c t . This assumption implies that each link is subjected to an anisotropic viscous ground friction force, which means that the ground friction normal to the link is larger than the ground friction parallel to the link. It is shown in [10] that propulsion of a snake robot under viscous friction conditions requires the friction to be anisotropic. In practice, one may achieve anisotropic friction on the links by equipping the underside of each link of the robot with edges, or grooves, that run parallel to each link.
Remark 5:
One can use the custom testbed constructed in [32] to specify the numerical value of c t and c n . This testbed utilizes a pulley, a motor, and a load cell to measure the required forces for moving the joint module along the locomotion substrate at different velocities. As it will be shown in Section IX, our controller shows some degree of robustness with respect to uncertainties in c t and c n .
Finally, letting
The scalars v t and v n defined above are the components of the inertial velocity of the center of mass parallel and perpendicular to the angle of the head, respectively. According to (7a) and (7b), the map 
IV. CONTROL SPECIFICATIONS
In this section, we present the blueprint of our control design. Fig. 2 shows the diagram of the proposed controller. We begin by stating the control specifications.
A. Velocity Control Problem
Given a desired velocity vector μ( p) with polar representation
design a smooth feedback controller achieving the following specifications. 1) Practical stabilization 1 of the head angle
2) Practical stabilization of the tangential velocity
with a small ultimate bound, and ultimate boundedness of the solutions of the joint dynamics and all controller states. The above problem formulation relies on the observation that
B. Path-Following Problem
Given a desired continuously differentiable curve γ ⊂ R 2 with implicit representation { p ∈ R 2 : h( p) = 0} with dh p = 0 on γ, design a smooth feedback controller achieving the following specifications.
1) Path Stabilization: Make p(t) → γ.
2) Velocity Control: Make ṗ = v on γ, where v is the desired speed on the path γ. The first control specification, i.e., the velocity control problem (VCP), will be used to achieve the second control specification, i.e., the path-following problem (PFP). 1 Practical stabilization of a variable means that by a suitable choice of controller parameters the variable is made to converge to an arbitrarily small neighborhood of its desired value.
C. Solution Methodology
To solve VCP and PFP, we create a hierarchy of three control specifications, resulting in a three-stage control design.
1) Stage 1 (Body Shape Control):
We use the controls u in (3a) to stabilize a virtual constraint encoding a lateral undulatory gait similar to (1) , in which ωt is replaced by a state λ, and φ 0 affects only the head angle θ N . The evolution of λ, φ 0 is governed by two compensators,φ 0 = u φ 0 andλ = u λ .
2) Stage 2 (Velocity Control):
Given a desired velocity function μ( p) as in (9) (9) such that when ṗ −μ( p) is sufficiently small, PFP is solved.
Remark 6: The above design methodology is based on the following intuition. The first priority in the control of the robot is to induce forward motion on the snake robot, which is achieved through body shape control according to lateral undulation. The second priority is the orientation control that can orient the robot toward a target in the plane, together with the velocity control that makes the robot move toward this target. Finally, we would like to have position control which makes the robot move along the desired path. If we remove the intermediate velocity control, the robot would not track the desired path.
As discussed in Section I, snake robots move forward by tracing out a periodic curve. Because of this oscillatory motion, the head angle and velocity tangential and normal to the snake motion will not be constant, but rather oscillate around their steady-state values. This is the reason why practical stability is sought, as opposed to asymptotic stability of constant values, which is not a feasible control objective for the snake robot locomotion.
V. BODY SHAPE CONTROL
In this section, we use the control inputs u in (3a) to stabilize a lateral undulatory gait for the shape variables of the robot. Inspired by the lateral undulatory gait in (1), we stabilize the relations
where (α, δ) are positive constants referred to as gait parameters and (λ, φ 0 ) ∈ S 1 × R are the states of two compensators
to be designed later. The relations (10a) and (10b) are referred to as VHC [28] , [29] , and they have the property that they can be made invariant through feedback control. These VHCs are parametrized by the states of the dynamic compensators in (11), which will be used to control the orientation and position of the robot in the plane.
Since θ = H Dθ + eθ N , the relations (10a) and (10b) can be expressed in vector form as follows:
The above can also be written as g(λ, φ 0 , θ ) = 0, where
If we view g(λ, φ 0 , θ ) as an output function for the system (3) augmented with compensators (11), then this output yields a vector relative degree {2, . . . , 2} everywhere because
Consequently, the zero dynamics manifold associated with output (13) is the set
We refer to 3 as the constraint manifold associated with the VHC (10) (the virtual constraint manifold). Stabilizing the VHC (10) corresponds to stabilizing 3 . To this end, we use the input-output linearizing control law
where K D and K P are positive definite diagonal matrices containing the joint controller gains.
Remark 7:
Under the assumption c n > c t , it can be shown
On the other hand,
Therefore, the ground friction force magnitude f R (.) increases with increasing friction coefficients c n and c t according to (5) . This shows the dependence of motor control torques given by (15) on the friction coefficients c n and c t .
After asymptotically stabilizing 3 , we are left with two control inputs, (u λ , u φ 0 ) to solve the direction-following problem. As described in Section IV, we will use the dynamic compensators to regulate the head angle and the velocity of the robot to desired values. To this end, we first derive the reduced dynamics of the robot, i.e., we reduce the system to the invariant manifold 3 . By left multiplying both sides of (3a) by e T , which is a left annihilator of the control input matrix D T , and evaluating the result on the virtual constraint manifold 3 , the dynamics of the snake robot on the virtual constraint manifold 3 read as
In the above, each i (·) is evaluated on the constraint manifold 3 . Equations (16a)-(16d) describe a control system with two inputs, (u λ , u φ 0 ). This system completely describes the motion of the snake once the VHC (10) has been enforced. The control specification for the system (16) converges to a neighborhood of the origin. Meanwhile, we also require (λ, φ 0 ,φ 0 ) to remain bounded. In the process of developing controllers for the reduced dynamics system, we will require some knowledge of each i (·), which is summarized in the following remark.
Remark 8: We make some numerical observations that are important in the subsequent development of our control laws.
It 
VI. VELOCITY CONTROL

A. Head Angle Control
In this section, we use the control input u φ 0 to control the head angle of the robot to meet specification 2A. To this end, we consider the states (θ N ,θ N , φ 0 ,φ 0 ) of the constrained system (16a)-(16c). We design a high-gain feedback
converge to an arbitrarily small neighborhood of the origin and (φ 0 ,φ 0 ) uniformly ultimately bounded. This analysis is made independent of the choice of u λ , using time-scale separation. By (16a) and (16c), the dynamic equations governing the states (θ N ,θ N , φ 0 ,φ 0 ) of the constrained system can be written as
Proposition 9: Consider the head angle control law for the system (18)
Remark 10: The result of Proposition 9 can be interpreted as follows. Under (19) , the head angle error can be made arbitrarily small provided that is chosen to be sufficiently small. In addition, φ 0 andφ 0 remain uniformly ultimately bounded. In the next section, we define a feedback controller u λ guaranteeing that for any initial condition, the closed-loop system has no finite escape time (see Remark 11) . This will guarantee that the above proposition is applicable.
Proof: Viewing the states λ(t),λ(t) and the input u λ (t) as exogenous signals, the control system (18) can be viewed as a time-varying system with states (θ N ,θ N , φ 0 ,φ 0 ) . Under the control input (19), the closed-loop dynamics of the system (18) in the standard singular perturbation form becomė
Here, we use time-scale separation to make the analysis independent of the choice of u λ . Note that (20) is a singularly perturbed system with reduced dynamicṡ
and boundary-layer dynamics
whereŷ =ω N + k NθN . The origin is an exponentially stable equilibrium point of the reduced system. In addition, the origin is an exponentially stable equilibrium point of the boundarylayer system. According to the singular perturbation theorem on an infinite interval (see [33, Th. 11 .2]), for allθ N (0) ∈ R and t 0 ≥ 0, the singularly perturbed system (20) has a unique
for all t ∈ (0, ∞). Note that the closed-loop dynamics governing the states (φ 0 ,φ 0 ) becomë
From (23a) and (23b), it can be seen that f N (t, ) is uniformly bounded and of order O(1), i.e., there exist positive constants k 0 and c 0 such that
Since the unforced systemφ 0 + k 2φ0 + k 1 φ 0 = 0 is an linear time-invariant system and has a globally exponentially stable equilibrium point at the origin (φ 0 ,φ 0 ) = (0, 0), the system (24) 
Next, we consider the Lyapunov function candidate
We havė
It can be shown that there exists L 3 > 0 such thatŷẏ ≤ −(1/2 )ŷ 2 + L 3ŷ (see [33, Proof of Th. 11.1]). We havė
Completing the squares, we geṫ
For
By the comparison lemma [33] , we get
This implies that [θ N ,ŷ] T converges to a neighborhood of the origin given by 1 . Therefore, the set { [θ N ,ŷ] T ≤ 1 } is asymptotically stable. Note that 1 is a design parameter that we can choose arbitrarily.
B. Speed Control
We now turn our attention to specification 2B. Consider the reduced dynamics (16) . In the previous section, we controlled the states θ N ,θ N , φ 0 , andφ 0 . Now, we are left with the states p,ṗ, λ, andλ. The mapṗ → (v t , v n ) is a diffeomorphism. Therefore, for velocity control, we may consider the subsystem with states ( v t , v n , λ,λ),
. To obtain the tangential and normal velocity dynamics evaluated on the constraint manifold, we take the time derivatives of (7a) and (7b), which using (16b) yielḋ
Thus, the velocity error dynamics have the form
To stabilize the solutions of (32a) and (32b) to a neighborhood of the origin, we use the following control input:
where K λ > 0 and K z > 0 are positive constants. Note that u T θ N 6 (·) is bounded away from zero by part 3) of Remark 8, provided that the ultimate bound on φ 0 from Proposition 9 is small enough. (19) and (33), we haveẋ = f (x) for the closed-loop system. Because of the uniform bounds on i , i = 2, . . . , 7, it can be seen that f (x) ≤ B(1 + x ) for some constant B. Because of this linear growth condition, there is no finite escape time and the signalsλ(t), u λ (t) are defined for all t ≥ 0 as required by Proposition 9.
We have the following proposition regarding the forward velocity control system. Proposition 12: Consider the control systems (32a)-(32c) under the controller (33) with c n > c t . If the ultimate bound on φ 0 from Proposition 9 is small enough that u T θ N 6 (·) is bounded away from zero, then for all 3 > 0 and for sufficiently large controller gain K λ > 0, there exists 4 > 0 such that the compact set 1 
Remark 13: The result of Proposition 12 can be interpreted as follows. Under (33), the velocity error v t can be made arbitrarily small, provided that the gain K λ is chosen to be sufficiently large. In addition, the normal velocity v n remains uniformly ultimately bounded.
Proof: The control law (33) is a feedback linearizing controller for system (32a) with output z =λ + K λ v t , and it makes the set 3 = {(λ,λ, v t , v n ) :λ = −K λ v t } asymptotically stable. On the set 3 , the subsystem (32a) becomes
Now, we find a positively invariant set 
We claim that is positively invariant. Note that
and
On v t =V 1 , we have
The inequalities above prove that on ∂ , the vector field given by (32a) and (32b) points inside . Therefore, by Nagumo's theorem [35] , the set is positively invariant. For all initial conditions in ,
Therefore, we havė
Using the comparison lemma [33] , we have, for all t ≥ 0
Therefore, v t converges to a ball of radius
makes the ultimate bound of v t less than 3 for any desired
} is asymptotically stable relative to 3 . On the set 2 , the dynamics are described by the subsystem (32b). The function f 3 (·) is uniformly bounded on 2 , namely, there exists γ 3 > 0 such that | f 3 (·)| ≤ γ 3 on 2 . Employing the Lyapunov function candidate V 2 = 1/2v 2 n and using part 2) of Remark 8 yieldṡ
where γ is some positive constant and we have used Young's inequality, ab ≤ (γ /2)a 2 + (1/2γ )b 2 . We conclude that there exists a sufficiently small positive constant β such thaṫ
Therefore, v n converges to a ball of radius (γ 2 3 /(γβ)) 1/2 .
|v n | ≤ 4 } is asymptotically stable relative to 2 . This set is compact because λ ∈ S 1 , which is a compact set, and on 1 , | v t | ≤ 3 , andλ = −K λ v t . In the above analysis, 1 ⊂ 2 ⊂ 3 . In addition, i is asymptotically stable relative to i+1 for the closed-loop system for i = 1, 2. On the other hand, 1 is a compact set. Using Proposition 2, we conclude that the set 1 is asymptotically stable.
VII. PATH-FOLLOWING CONTROL OF SNAKE ROBOTS
In this section, we carry out the last design stage: the path-following control. Thus far we have developed a velocity controller that asymptotically stabilizes the direction-following manifold:
The next objective is to design (9) to stabilize an arbitrary small neighborhood of the planar curve {h( p) = 0} while regulating the velocity along the curve. To this end, we define the path-following manifold as follows:
where 5 is a small constant. Recalling that
we have the following lemma:
Lemma 15:
We have the following relationship between the velocity vector of the center of massṗ and the reference velocity vector μ( p):
where d(·) ≤ 3 + 4 on the direction-following manifold 2 .
Proof:
Applying the operator C to the vectoṙ p − R 1 μ( p), we have
.
Applying C −1 to both sides of the above equality, we havė
If we let y = h( p), we want y → 0 to meet specification 1) of the PFP. On the direction-following manifold 2 , we have:
We propose to use the following control law for determining the reference velocity:
where K tran is a positive constant.
Remark 16: Since dh T p = ∇h( p) is perpendicular to the level sets of h(·), the control law (48) can be intuitively described as follows. The reference velocity μ( p) is composed of two components.
1) The component μ ⊥ ( p) is perpendicular to the level sets of h(·) and decreases the distance of the center of mass to the curve γ = h −1 (0).
2) The component μ ( p) is tangent to the level sets of h(·)
and regulates the velocity of the center of mass on the curve γ = h −1 (0). We have the following proposition regarding the pathfollowing controller.
Proposition 17: Consider the system (47), where | 1 | < 1 . For sufficiently small 1 , the following property holds: for any 5 > 0, there exists K tran such that the set {|h( p)| ≤ 5 } is asymptotically stable for (47). Moreover, the velocity control specification, i.e., ṗ = v, is approximately met on γ : | ṗ − v| ≤ 3 + 4 .
Proof: Using the control input (48) in (47) the closed-loop equation is obtained as follows:
Now, we consider the Lyapunov function candidate V = (1/2)y 2 . We pick c > 0 and define c = {|y| ≤ c}.
We will now show that for sufficiently large K tran , c is positively invariant. To this end, it is enough to show that there exists K > 0 such that for all K tran ≥ K ,V ≤ 0 for all p ∈ ∂ c . On ∂ c , dh p is bounded. Therefore, |dh p d(·)| ≤ K . By continuity, for small enough 1 (note that 1 can be made arbitrarily small by Proposition 9), there exist a 1 , a 2 > 0 such that
We haveV
This means that c is positively invariant. On c , we have
Therefore for K tran ≥ (1/2), we have (by the comparison lemma)
Therefore, y converges to a ball of radius
enough makes the ultimate bound of y less than 5 for any desired 5 > 0. Therefore, the path γ is practically stable with domain of attraction containing c . On the path γ, h( p) = 0, and we havė
Therefore, we have
Therefore, we have approximate velocity control on γ .
VIII. MAIN RESULT
For the snake robot models (3a) and (3b), we proposed the following control law:
where φ 0 ,φ 0 , λ, andλ are the states of the following dynamic compensators:λ
and the control input u φ 0 is given by
In addition, the control input u λ is given by 
where K tran is a positive constant. We have
Note that
are generated according to (62) and (63), where μ( p) is determined using (61). We have the following theorem regarding the snake robot control system.
Theorem 18 (Main Result):
Consider the snake robot models (3a) and (3b) with feedback (57), (59), (60), and (61). Suppose that the ultimate bound on φ 0 from Proposition 9 is small enough such that u T θ N 6 (·) is bounded away from zero. For any 5 > 0, there exist a sufficiently small in (59) and a sufficiently large K λ in (60) and K tran in (61) such that the path-following manifold 1 in (45) is asymptotically stable and the velocity of the snake robot satisfies the asymptotic bound lim sup | ṗ − v| ≤ 3 + 4 .
Proof: Consider the sets 1 , 2 , and 3 defined in (14), (44), and (45) and note that 1 ⊂ 2 ⊂ 3 . In addition, by Proposition 17, 1 is asymptotically stable relative to 2 and by Propositions 9 and 12, 2 is asymptotically stable relative to 3 for the closed-loop system. On the other hand, 1 is a compact set (see Remark 14) . Using Proposition 2, we conclude that the set 1 is asymptotically stable.
IX. SIMULATION RESULTS
A. Simulation Parameters
In this section, we present the simulation results that illustrate the performance of the proposed path-following controller. We consider a snake robot with N = 10 links with length 2l = 0.14 m, mass m = 1 kg, and moment of inertia J = 0.0016 kg · m 2 . The friction coefficients are c t = 0.5 and c n = 3. The parameters of the VHC are chosen to be α = 30π/180 rad and δ = 72π/180 rad. The model parameters are chosen based on the snake robot Wheeko in the Norwegian University of Science and Technology (NTNU) Snake Robotics Laboratory.
B. Circle Tracking
We would like to follow a circular path with radius 2 m. The initial conditions are
We run the simulation for 600 s. The controller parameters are listed in Table II . Note that determines the ultimate bound on head angle error. In addition, k N determines the rate of convergence of θ N to θ ref . The gains k 1 and k 2 have an influence on the ultimate bound of φ 0 . The gains K λ and K z determine the rate of convergence and ultimate bound of v t . Finally, K tran controls the path-following error. To show the performance of the proposed control scheme in the presence of angular position measurement noise, we subject every i th link angle θ i to an additive noise using MATLAB function randn(), which generates normally distributed pseudorandom numbers that can be considered as measurement noise for the joint angles. The root mean square (rms) of the noise applied to the joint angle measurements was 0.1 rad.
The simulation results show that the snake robot follows the desired path, while the states of the compensators Fig. 3 . Plots of the snake robot with ten links and the path of its center of mass. An animation can be found at https://www.youtube.com/watch? v=Bkgi9AdcbSo. in (11) remain uniformly ultimately bounded. Fig. 3 shows the snake robot and the trajectory of the center of mass of the robot. Fig. 4 shows the path-following error. The rms value of the path-following error in the steady state is 0.12 m. Fig. 5 shows the dynamic variable φ 0 . As it is shown in Theorem 18, the variable φ 0 remains uniformly ultimately bounded. Fig. 6 shows the dynamic variableλ, and thus gives the frequency of the undulatory motion. This is within the acceptable range of frequency of oscillations of the existing snake robots at the NTNU Snake Robotics Laboratory (up to 2 rad/s). Fig. 7 shows the shape variable error. As it can be observed from Fig. 7 , the error converges exponentially to (13) is stabilized among the shape variables of the snake robot. the origin. Fig. 8 shows the actual and the reference tangential velocities. The reason for the steady-state error is that the gain K λ in control law (33) is not large enough. Choosing K λ sufficiently large causes the velocity error v t to become arbitrarily small. However, such large gain values cause large oscillations and large control torques. Fig. 9 shows the head angle tracking error. As it is shown in Theorem 18, the tracking error remains uniformly ultimately bounded. Finally, Fig. 10 shows the norm of the control torque vector, from which we can see that the control torques are within the physical limitations/saturation values of the existing snake robots at the NTNU Snake Robotics Laboratory (up to 7 Nm).
As it can be observed from (48), when the path-following error h( p) is large, the reference speed Remark 19: According to (15) , the magnitude of the control torque input depends on u φ 0 . According to (19) , the magnitude of u φ 0 depends on the head angle error. Therefore, if we have large head angle errors, large joint torques will be applied to the body. However, we can saturate the exceedingly large torques and use antiwindup design for our robotic system [36] .
Remark 20 (Control Algorithm Computational Time):
We implemented the controller using MATLAB R2012a on a MacBook Pro with CPU 2.9-GHz Intel Core i7 and 8 GB of RAM. We used ode1(), which implements the forward Euler method of order 1 (a nonadaptive method), to measure how long it takes to compute the control law using a fixed step size ode solver. According to our results, it takes 0.0026 s for the control law to be computed at each time step of length 1 ms for a snake robot with ten links.
To get a machine-independent metric of how efficient our control law is, we used the FLOPS() function [37] to compute the number of floating-point operations each time our control law is computed. For a snake robot with four links, the number of required flops is 7956. For a snake robot with ten links, the number of required flops is 91 614. By considering a conservative value of ten million flops per second as computational capability for the snake robot's controller, the time needed for the algorithm computation would be less than 1 ms for a snake robot with four links and less than 10 ms for a snake robot with ten links.
Remark 21 (Implementation of the Controller):
The camera-based position measurement system of the robot Wheeko enables us to calculate the global frame coordinates of the head link, (x N , y N ) , and the absolute angle of the head link θ N (see [10] for more details). In addition, the snake robot's magnetic encoders measure the joint angles, i.e., the vector φ = [φ 1 , . . . , φ N−1 ] T is available from measurements, instead of the absolute link angles. We can use the following kinematic relationships to calculate the center of mass position, p, and the vector of absolute link angles:
C. Robustness Analysis for Circle Tracking
We now test the robustness of the path-following controller (57)-(61) to uncertainties in the friction parameters and to noise in the joint angle and center of mass measurements. Specifically, we present three tests.
1) Test 1:
To simulate the inaccuracy of the encoder measurements, we replace θ in the feedback law (57)-(61) by θ +n(t), where n(t) is a vector of zero average white Gaussian noise signals 2 whose standard deviation σ is 10% of the maximum joint angle observed in steady state under nominal operation, σ = 0.1 · max i lim sup t |θ i (t) − θ i+1 (t)|. In our simulations, we found σ = 0.07 rad, or approximately 4°. This is quite high, as in practical experiments with the snake robot Wheeko, the angle measurements are seen to be accurate within 1°-2°.
2) Test 2: Here, we simulate errors in the measurement of the center of mass position, p. To this end, we replace p with p + n(t) in the feedback law (57)-(61), where n(t) is a vector of white Gaussian noise signals (we generate this signals as described in Footnote 2) with standard deviation 0.1 m. While the camera tracking system in the NTNU Snake Robotics Laboratory has submillimeter accuracy, we have chosen this large measurement error to reflect that in the absence of an indoor camera system, position estimation would have to rely on on-board camera data and suitable vision algorithms. In this setting, it is reasonable to assume a measurement error of the order of 0.1 m.
3) Test 3: Since mass and moments of inertia can be determined with high accuracy, the most relevant parametric modeling uncertainty is in the friction coefficients c n and c t . In this test, we replace c n and c t by 0.9c n and 0.9c t in the feedback law (57)-(61). This corresponds to a 10% uncertainty in these parameters. 
D. Performance Metrics
To assess the robustness of the feedback law (57)-(61) in the three tests above, we use four performance metrics.
1) The first performance metric, P 1 , is the rms value of the path-following error h( p(t)) = p 2
2) The second performance metric, P 2 , is the settling time of the path-following error: the largest time after which the absolute value of the path-following error remains within one-third of its initial value.
3) The third performance metric, P 3 , is the largest torque magnitude applied to each individual joint, i.e.,
This value should remain within the physical actuator limit of 7 Nm. 4) Finally, P 4 represents the rms value of the torque norm signal u(t) in steady state. The results of the tests are found in Table III . To examine the influence of the measurement noise on the performance of the controller in Tests 1 and 2, we ran the same tests for ten times and took the average of the results. In Table III , Test 0 corresponds to the nominal situation where there is no noise and modeling uncertainty in the simulation. The results in Table III show the robustness of the proposed controller. Specifically, the performance of the controller is only marginally affected by noise in the angle measurements and uncertainty in the friction coefficients (Tests 1 and 3 ). In addition, the peak torque remains within the physical actuator limit of 7 Nm. Furthermore, as it is shown in Remark 7, the peak and the rms torques decrease slightly with decreasing friction coefficients in Test 3. In Test 2, the large noise in the center of mass position measurement has no significant effect on the settling time, and it causes a gracious degradation of the rms value of the path-following error, which increases from 0.1 m to approximately 0.2 m. However, we note that the peak torque in this case exceeds the actuator limit. The degraded performance in Test 2 is not surprising, since the position measurement error is in the magnitude of the snake robot's link length in this test.
As we mentioned in Section I, the intrinsic robustness of the VHC controller is to be ascribed to the fact that this controller does not rely on any exogenous reference signal. This general principle can roughly be explained as follows. A feedback control loop aimed at tracking a reference signal reacts to errors between the system output and the reference. As such, it attempts to make the output conform to the timing of the reference signal. When the loop is affected by uncertainties or disturbances, it may happen that the time parameterization of the reference signal becomes unfeasible in that the system output cannot keep up with the reference. In such a situation, the loop will measure a large tracking error and the overall performance will be affected. On the other hand, if the time parametrization is removed from the loop and the control objective of tracking is replaced by the stabilization of a suitable relation (the VHC in this paper), then the control loop no longer mandates a specific time parametrization for the output. It only requires the enforcement of the implicit relation. Such a loop, therefore, is completely insensitive to issues of timing of the reference signal, and typically displays a greater robustness to uncertainties or disturbances. We will illustrate this principle next.
E. Comparison With PD Control
We now compare the performance of the proposed VHC controller (57)-(61) with the potential difference (PD) controller proposed in [18] . Since the results in [18] are only applicable to straight line paths, the comparison is made based on straight line path following. In the VHC controller, this corresponds to setting h( p) = [0 1] p. Accordingly, we let the path be the horizontal straight line p y = 0. Let
θ i denote the heading (or orientation) of the snake robot. The PD control law from [18] is given as follows:
The joint angle offset is determined according to the following law:
whereθ is the mean of the link angles and
where > 0 is a design parameter referred to as the lookahead distance.
The gains of the VHC controller (57)-(61) are once again found in Table II . The gains of the PD controller are chosen to be k p = 10, k d = 0.25, k θ = −1, and = 2. In addition, we set α = 40π/180 rad, ω = 70π/180 rad/s, and δ = 75π/180 rad. This choice is made in such a way that when using the PD controller in the absence of noise and modeling uncertainty, the rms value of the path-following error in steady state is equal to that of the VHC-based controller. Moreover, the settling times of the path-following error of the two controllers are approximately the same.
In Table IV , we present a comparison of the four performance metrics P 1 -P 4 for the two controllers in response to the four tests 0-3 defined in the previous section. Similar to the circle tracking simulations, we ran Tests 1 and 2 for 10 times and took the average of the results. While in all tests the settling times of the two controllers are comparable, we observe from Table IV that in Tests 1 and 2 (robustness to angle and position noise), the value of the rms path-following error of the PD controller (indicator P 1 ) is 40% worse than that of the VHC controller. In Test 3 (uncertainty in friction coefficients), indicator P 1 is the same for the two controllers. Finally, in all tests, the rms value of the torque norm of the PD controller (indicator P 4 ) is larger than that of the VHC controller, and in Test 2, the peak torque (indicator P 3 ) of the PD controller exceeds the physical limit of 7 Nm. In conclusion, the VHC controller proposed in this paper outperforms the PD controller of [18] , while requiring significantly less control effort. This observation confirms the rationale presented earlier about the intrinsic robustness of controllers not relying on exogenous reference signals. In particular, we posit that the larger control effort required by the PD controller is due to the fact that measurement noise and friction uncertainties cause the tracking error to be artificially large.
X. DISCUSSION
The simulation results presented in this section validate the performance of the proposed control strategy. The given approach is to our best knowledge the first analytically designed maneuvering controller for snake robots without nonholonomic constraints, which presents formal stability proofs for the controlled system. Among the advantages of this approach is that it is analytical in the sense that the effect of changes in any given control or robot parameter on the controlled system can be investigated through the mathematical analysis given throughout this paper. Consequently, through formal stability analysis, we can guarantee the convergence of the state variables to their references. Furthermore, since the stability proofs were derived for general N, J , and m, then the approach can be used for any robotic snake with any inertial parameters. We have also validated the performance of the controller in the presence of reasonably large measurement noise in the simulations. A main topic of future work is to implement the controllers on a robotic snake to validate the practical effectiveness of the approach. As it can be observed from the simulations, the performance of the VHC controller is good and according to what is predicted by Theorem 18. Our control design shows some degree of robustness to modeling errors and noise. In particular, our controller shows a more robust performance in response to modeling errors and noise in comparison with the PD controller. In terms of implementation of the controller, one might saturate the output of the two dynamic compensators and use antiwindup design. A main advantage of the proposed maneuvering controller is that it can be applied to any type of existing wheel-less snake robots. In particular, provided that the electric motors mounted on the joints of a typical snake robot can provide enough torque, the proposed control laws can be used for any snake robot with any given mass, moments of inertia, and number of links, while moving on a planar surface with any friction properties. For practical implementations, actuator saturations will present limitations on the achievable torques and torque rates, and the tuning must be done accordingly. The gain tuning will thus be a tradeoff between making the ultimate bound on φ 0 from Proposition 9 sufficiently small and staying within the actuator limitations.
XI. CONCLUSION
We considered the problem of path-following control for a planar snake robot. We defined N − 1 constraint functions for directly actuated shape variables of the robot. These constraint functions were dependent on the variations of the states of dynamic compensators that were used to control the head angle and the forward velocity of the robot on the constraint manifold. The given approach is, to the best of our knowledge, the first analytically designed maneuvering controller for snake robots without nonholonomic constraints, which presents formal stability proofs for the controlled system. The simulation results were presented, which illustrate and validate the theoretical results. In future work, an experimental validation and also an extension of our solutions to nonsmooth paths will be pursued.
