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Abstract
There is a large variety of quantum and classical systems in which
the quenched disorder plays a dominant roˆle over quantum, thermal,
or stochastic fluctuations : these systems display strong spatial hetero-
geneities, and many averaged observables are actually governed by rare
regions. A unifying approach to treat the dynamical and/or static sin-
gularities of these systems has emerged recently, following the pioneering
RG idea by Ma and Dasgupta and the detailed analysis by Fisher who
showed that the Ma-Dasgupta RG rules yield asymptotic exact results
if the broadness of the disorder grows indefinitely at large scales. Here
we report these new developments by starting with an introduction of the
main ingredients of the strong disorder RG method. We describe the basic
properties of infinite disorder fixed points, which are realized at critical
points, and of strong disorder fixed points, which control the singular be-
haviors in the Griffiths-phases. We then review in detail applications of
the RG method to various disordered models, either (i) quantum models,
such as random spin chains, ladders and higher dimensional spin systems,
or (ii) classical models, such as diffusion in a random potential , equi-
librium at low temperature and coarsening dynamics of classical random
spin chains, trap models, delocalization transition of a random polymer
from an interface, driven lattice gases and reaction diffusion models in
the presence of quenched disorder. For several one-dimensional systems,
the Ma-Dasgupta RG rules yields very detailed analytical results, whereas
for other, mainly higher dimensional problems, the RG rules have to be
implemented numerically. If available, the strong disorder RG results are
compared with another, exact or numerical calculations.
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Organization of the review
This work aims to review the recent developments obtained via strong disor-
der renormalization group methods in the theory of disordered systems. The
strong disorder RG method, which has been introduced by Ma and Dasgupta
in 1979, has become a very efficient method with a clear physical status only
much later with the works of Daniel Fisher, who showed that the RG method
becomes asymptotically exact if the distribution of disorder broadens without
limits at large scales, and who computed several exact critical exponents and
scaling functions in random quantum spin chains. Following Fisher’s results,
intensive research started, first in random quantum models and then in classical
disordered systems. In all concerned fields the asymptotically exact strong dis-
order RG results have provided new insights into the physical mechanisms and
helped to interpret the existing numerical findings. It is likely that the strong
disorder RG methods will give new impulses in the future to the numerical and
theoretical research of disordered systems.
Early developments of the strong disorder RG method for random quantum
spin chains have been summarized in a conference proceedings [143] and briefly
described in [54, 183]. However, a comprehensive review with applications of
different fields of research is still lacking and we aim to fill this gap by this work.
The review is organized into three parts :
(i) The first part is a general introduction to the essential concepts
of the strong disorder RG method :
In sections 1 and 2, we explain the interest of defining disorder-dependent
real space RG procedures, and why strong disorder RG rules are an ideal tool
to study systems in which disorder dominates at large scales over quantum,
thermal, or stochastic fluctuations.
Then in section 3, we present the simplest specific examples of strong disorder
RG rules, the associated Infinite and Strong disorder fixed points, and how exact
non-trivial critical exponents emerge in this framework. This section 3 being
somewhat more technical, it can be skip at the first reading, although it is
essential to understand the meaning and the properties of strong disorder RG
flows.
(ii) The second part is devoted to the detailed study of various
quantum models
(ii) The third part is devoted to the detailed study of various
classical models
The sections of Parts II and III devoted to specific models have been written
to be as independent as possible. As a consequence, after the general introduc-
tion contained in Part I, the reader interested in a specific model may jump
directly to the corresponding section. For readers who wish to learn strong
disorder RG methods in details in order to be able to use them, we recom-
mend to read the first sections of each part, devoted respectively to the random
transverse-field Ising chain in Sec.4 and to the Sinai walk in Sec.11, because
these two sections are the more detailed ones.
(iv) The Appendices contain more technical aspects or more specialized
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discussions. In particular, Appendix A deals with the scaling concept in disorder
systems, making a comprehensive presentation of scaling at different types of
singular points (conventional random fixed point, infinite disorder fixed point,
Griffiths singularities, large spin fixed point). The various types of scaling are
especially important to find the appropriate scaling analysis of numerical data.
(iv) The References
Before the references to original articles, we have added a short list of books
and reviews that give a more general background on topics or models that we
discuss only from the point of view of strong disorder RG.
Part I
BASIC IDEAS OF STRONG
DISORDER RG
1 Motivations for disorder-dependent RG pro-
cedures
Various descriptions of disordered systems
The presence of disorder in a system can give rise to completely new phenomena,
like for instance the Anderson localization[32] in condensed matter physics, or
the aging behaviors in statistical physics[12, 13]. The study of disordered sys-
tems has thus generated various specific approaches since fifty years, for reviews
see[6, 7, 8, 9, 10, 11] . The first example is the Dyson-Schmidt method [129, 322],
based on the notion of invariant measure : it yields exact results for the one di-
mensional systems that can be described by infinite products of random transfer
matrices [8, 9]. To understand the interest and the specificity of strong disorder
renormalizations, which constitute the subject of this review, it is convenient to
classify the various ways of dealing with disordered the systems into two main
categories:
• there are on one hand approaches which start by averaging over
the disorder, because their aim is to compute self-averaging observables, such
as for instance the free energy if one is interested into the thermodynamics.
There exist a certain number of specific prescriptions to carry out this average
over the disorder, such as the replica method [7], the supersymmetric method
[130], and the dynamical method [62] (for a parallel presentation of the three
methods, see [226]). After this average on the disorder, there are no more spatial
heterogeneities, but the homogeneous system that has to be studied contains in
counterpart new effective interactions.
• there are on the other hand approaches which try to describe spatial
heterogeneities of the disorder, like certain famous arguments and various
real-space renormalizations : we will now discuss both in some more details,
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since these approaches belong to the same ‘family’ of the strong disorder RG.
From scaling arguments on disorder fluctuations...
Among the arguments which have played a great role in the understanding of
disordered systems, one may quote
(a) the Lifshitz argument [236, 237], which allows to predict the essential
singularities of the density of states near spectrum edges. The idea consists in
identifying the disorder configurations that support states in this energy region,
and in estimating the probabilities of these favorable configurations.
(b) the Griffiths phases, in which rare ordered regions induce essential
singularities for the statics [158] as well as very slow relaxation behaviors for
the dynamics [306, 69].
(c) the Harris criterion [165] on the relevance of weak disorder around
a pure critical point. It consists in estimating the fluctuations of the critical
temperature induced by the disorder spatial fluctuations.
(d) the theorem of Chayes et al. [96], which shows that the space fluctu-
ations of the disorder imply the bound ν ≥ 2/d for the critical exponent ν for
disordered systems in dimension d.
(e) the Imry-Ma argument [200], which allows to predict the presence
of domain walls at zero temperature in random field systems, by balancing the
local energy fluctuations from the random fields with the energy cost of domain
walls.
(f) the theorem by Aizenman and Wehr [28] about the rounding of
first-order phase transitions by quenched disorder. In 2d, arbitrarily weak (con-
tinuous) disorder softens the phase transition to second order.
In fact, these various arguments only involve two different statistical proper-
ties. Indeed, the arguments (a) and (b), which are very close [285, 8], are both
based on the notion of rare events: in any infinite configuration of disorder, there
exist arbitrarily large ordered domains with exponentially small probabilities.
On the other hand, the arguments (c), (d), (e) and (f) all refer to the average
or typical behavior in
√
N for the sum of a large number N of (independent)
random variables.
These simple probabilistic arguments are well founded and almost “ ir-
refutable”. To the best of our knowledge, the only argument which has given
rise to a controversy [201] is the Imry-Ma argument which was in disagreement
with the “dimensional reduction” predicted by the field theory approaches, ei-
ther at all the orders in perturbation theory [26, 348] or in the supersymmetric
formalism [298]. The rigorous studies [199, 72] finally gave reason to... the
Imry-Ma argument! This example shows that the simple heuristic arguments
may have some non-trivial physical content, which is not always easy to obtain
by more sophisticated methods.
In conclusion, these probabilistic arguments allow to understand clearly the
physics, because they identify the local fluctuations of the disorder which are
responsible for such or such phenomenon. On the other hand, it is often difficult
to go beyond the qualitative ideas to do more precise computations! To make
9
some progress while remaining in the same spirit, the most natural idea is of
course to consider real space renormalizations.
... to real space renormalizations on the disorder
The choice to work in real space to define a renormalization procedure, which
already presents a great interest in pure systems [283, 78], becomes the unique
choice in the presence of disorder if one wishes to describe space heterogeneities.
Block Renormalizations The block renormalizations, based on decimation
or on Migdal-Kadanoff ideas seem the most frequent procedures for disordered
systems. The Migdal-Kadanoff procedures [260, 211] indeed constitute sim-
ple approximations to carry out block renormalizations on regular lattices.
They also represent exact renormalizations on certain hierarchical lattices [216].
Among the various systems that have been studied in this way, one may quote
for instance the Potts model [221], the diluted ferromagnet [204], and especially
spin glasses, which gave rise to a large number of works : their aim was either
to determine phase diagrams [361, 66, 65], or to study various properties of the
spin-glass phase [339, 274, 321], especially the chaotic character [68] of the RG
flow trajectories [253, 41, 287, 339] which is a great novelty with respect to pure
systems. Also random-field systems are studied by this type of renormalization
group method[282].
In addition, various disordered systems have been studied via renormaliza-
tion procedures on hierarchical networks, in particular the Potts model [119],
directed polymers in random media [120, 100, 111], or wetting on disordered
substrates [122, 337].
Let us also mention the block renormalization for the trap model [247], for
random quantum spin chains [175] and for the random contact process[176]. In
this renormalization approach, the lattice, and thus the disorder, is treated in a
homogeneous fashion and characterized by a Gaussian distribution the variance
of which is renormalized during the transformation. For strongly disordered
system, which are spatially heterogeneous the block RG yields only a rather
approximative picture of the critical behavior.
Functional Renormalization for interfaces in random media For mod-
els of interfaces in random media, there exist a field theoretical functional RG
method [136] which studies the flow of the disorder correlator. We refer to the
review [354] for the description of the various recent developments, and to the
references [40, 234] for comparisons with the replica method.
Renormalization for disordered XY models The introduction of disorder
in two-dimensional XY models, in which there exist Kosterlitz-Thouless transi-
tions in the pure case, leads to a Coulomb gas RG describing the flow for the
probability distribution for fugacities [88] to take into account the influence of
spatial heterogeneities on the topological defects. This approach has also been
10
used to study the glass transition of a particle in a random potential present-
ing logarithmic correlations [89], a problem that has otherwise been studied by
various methods [93, 223, 90].
Phenomenological RG for spin glasses The “ droplet theory ” [137] for
spin glasses in finite dimensions, originates from a phenomenological renormal-
ization introduced by Mc Millan [251] and developed by Bray and Moore [67]. In
the formulation of Bray and Moore [67], the essential idea is that the probabil-
ity distribution PL(J) of the effective couplings J at scale L converges towards
a fixed form, with a width J(L) = JLy which depends on the scale L. The
exponent y and the limiting distribution, which are calculable exactly in d = 1,
have been studied numerically in d = 2 (y < 0) and in d = 3 (y > 0 strong
coupling) [67]. This idea of a strong coupling fixed point (or zero temperature
fixed point), described by a scaling form for the probability distribution of a dis-
order variable, corresponds in fact exactly to the description of strong disorder
renormalizations, whenever they can be applied.
Ma-Dasgupta Renormalization for quantum spin chains The renor-
malization procedure introduced by Ma-Dasgupta-Hu in 1979 [248] to study
the quantum spin chain S = 1/2 with random antiferromagnetic couplings has
for essential property to renormalize space in an inhomogeneous way in order
to adapt better to the local disorder fluctuations. Indeed, usual RG methods
treat space in a homogeneous way, by replacing for instance each block of spins
of a given size by one super-spin. If this homogeneous character is natural for
pure systems, one may however question its legitimacy in the presence of disor-
der which breaks the translation invariance. Ma, Dasgupta and Hu have thus
defined a renormalization procedure based on the energy, and not on the size
of a spatial cell. The procedure consists in eliminating in an iterative way the
degrees of freedom of higher energy, to obtain in the end an effective theory
at low energy (this idea is thus somewhat reminiscent of the RG defined for
the Kondo problem [4]): this low energy effective theory for the spin chain is
nowadays called “the random singlet phase”.
This renormalization procedure has actually remained not well known and
not well understood during many years... until the works of Daniel Fisher in
1994-1995 [138, 139] which gave to this method :
(i) a well defined theoretical status, via the notion of “ infinite
disorder fixed points”
Whereas the method was first considered as an approximate procedure with-
out control, Daniel Fisher showed that the renormalization flow takes a scaling
form which converge towards an “infinite disorder fixed point ” (this means
that the disorder increases indefinitely at large scale), which made the method
asymptotically exact [138, 139]. In addition, the application of the method to
Random Transverse Field Ising Chain allowed him to explicitly show the exact-
ness of the obtained results via a direct comparison with some observables that
had been rigorously computed for the McCoy and Wu model [252, 329]. (This
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disordered McCoy-Wu model is a two-dimensional Ising model with columnar
disorder, which is equivalent to RTFIC.)
(ii) remarkable possibilities of explicit computations
For the RTFIC [138], the Ma-Dasgupta procedure allows to obtain a lot of
new results with respect to the rigorous methods [252, 329, 286], in particular the
exact critical exponent β = (3−√5)/2 for the spontaneous magnetization. More
surprisingly, Daniel Fisher even computed observables that are unknown for the
corresponding pure model, i.e. for the pure two-dimensional Ising model! (for
instance the explicit scaling function describing the magnetization as a function
of the external field in the critical region).
These works of Daniel Fisher have thus generated a great interest for these
methods in the field of the quantum spins, as we will describe in the following.
We will also show that the strong disorder renormalizations are in fact not
limited to the quantum disordered spin systems, but are also an ideal tool to
study also a large class of disordered systems in statistical physics.
2 Principles of strong disorder RG
In this section, we present the essential physical ideas common to the various
strong disorder RG that have been proposed in the different physical contexts.
In all models considered in this review, the various strong disorder RG pro-
cedures are based on the same idea: at large scale, the disorder dominates with
respect to the thermal or quantum fluctuations. In particular, the strong disor-
der renormalizations are intrinsically specific to disordered systems and cannot
even be defined for the pure systems which do not present space heterogeities.
2.1 The essential idea : Dominance of the disorder over
thermal or quantum fluctuations
In some sense, the pure systems, which are controlled by the thermal or quan-
tum fluctuations are characterized by a large “ degeneracy”, since all sites are
equivalent, whereas the presence of disorder breaks completely this degeneracy.
To be more specific, let us discuss some examples of this idea in the various
fields.
Example for the Ground state of a quantum system
In the pure antiferromagnetic quantum chain of spin S = 1/2, the ground state
can be qualitatively seen as an appropriate linear combination of all the states
that correspond to a possible way of pairing the spins two by two to form
singulets.
On the contrary, in the presence of disorder, the Ma-Dasgupta renormal-
ization procedure associates to each realization of the disorder a ground state
which corresponds to only one way of pairing the spins two by two in singulets.
Thus, in a fixed disordered sample, a given spin is completely correlated with
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only one another spin of the chain, which may be at a rather large distance, but
is almost not correlated with the other spins, even its immediate neighbors on
the chain.
Example for the equilibrium of a classical spin chain
In the pure Ising ferromagnetic chain, a domain wall can be found with equal
probabilities on all the bonds because they all are equivalent. The usual en-
ergy/entropy argument between the cost energy 2J of a domain wall and the
entropy S ∼ K lnL associated with the arbitrary position of the domain wall
in a finite system of length L, allows to understand the absence of long range
order at any finite temperature and the behavior of the typical size LT ∼ e2J/T
of domains.
On the contrary, the presence of random fields completely destroys this
equivalence between all the sites. The Imry-Ma argument [200], which re-
places the previous energy/entropy argument is an energy/energy argument
: the comparison between the domain wall energy cost 2J , and the typical en-
ergy
√
σL which can be gained by taking advantage of a favorable fluctuation
of the sum
∑l
i=1 hi of the random fields on a domain of size L leads to the
absence of long range order even at zero temperature, with a typical domain
length LIM ∼ J2/σ. We will see later that the strong disorder RG allows to
construct the positions of the Imry-Ma domain walls in each given sample.
Examples for random walks in random media
For random walks in random media, it is useful to introduce two different char-
acteristic lengths
• the first important length x(t) represents the typical distance traveled
during time t. This scales characterizes the anomalous diffusion properties. For
instance, in the following, we will encounter both logarithmic x(t) ∼ (ln t)2 and
algebraic x(t) ∼ ta behaviors.
• the second important length y(t) = x1(t) − x2(t) represents the distance
between two independent particles diffusing in the same disordered sample from
the same initial condition. In the pure case, this length scale of course coincides
with the first one y(t) ∼ √t ∼ x(t), but this is not the case anymore in disordered
samples. The notion of localization, which is the crucial property to apply a
strong disorder RG analysis, concerns the behavior of this relative distance y(t)
: if the variable y remains finite with probability p = 1 in the limit of infinite
time, the localization is ‘total’, and can be associated with an infinite disorder
fixed point; if the variable y remains finite with probability 0 < p < 1 in the
limit of infinite time, the localization is ‘partial’, and can be associated with a
finite disorder fixed point. In this review, we will encounter both cases.
For a random walk in a Brownian potential (the so called Sinai walk), there
are sample-dependent areas that concentrate almost all the probability weight,
and we will see later how to characterize them by a renormalization procedure.
In particular, the thermal fluctuations are completely sub-dominant : the dis-
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tance between two independent particles (i.e. with two independent thermal
histories) which diffuse in the same disordered sample, remains a finite random
variable in the limit of infinite time : this phenomenon is known as the Golosov
localization [155].
In the unidimensional trap model characterized by a broad distribution of
trapping times p(τ >) ∼ 1/τ1+µ with 0 < µ < 1, the diffusion front in a given
sample is concentrated on a finite number of important traps. Again, we will see
later how to study the statistical properties of these traps via a strong disorder
RG. In contrast, in the phase µ > 1 where the averaged trapping time is finite,
there is no localization anymore in the limit of infinite time, and the strong
disorder approach looses its meaning.
2.2 Notions of Infinite and Strong disorder fixed points
If one is interested into the behavior of a disordered system at large scale,
there are a priori three possibilities for the evolution of the effective disorder
compared to the thermal fluctuations. Indeed, when the scale increases, this
effective disorder can either become
(i) smaller and smaller without bound : the system is then controlled by a
pure fixed point.
(ii) larger and larger without bound : the system is then controlled by an
infinite disorder fixed point.
(iii) or it may converge towards a finite level: the system is then controlled
by a finite disorder fixed point.
In certain models, any initial disorder, even very small, drives the system
towards an infinite disorder fixed point (ii) at large scale : in particular, this is
the case for the random antiferromagnetic quantum chain random S = 1/2, for
the Sinai model, etc....
A finite disorder fixed point (iii) is usually characterized by a parameter
which varies continuously, like the parameter µ in the trap model. The fixed
point can often be considered as a strong disorder fixed point in a certain region
of the parameters. For instance, in the trap model or in the Sinai model in
external field, the dynamics is controlled by a strong disorder fixed point in the
phase 0 < µ < 1 which presents a partial localization of the thermal packet: in
this phase, there is a finite probability that two thermal trajectories in the same
sample remain at a relative finite distance in the limit of infinite time.
In conclusion, the strong disorder renormalization methods concern:
• the infinite disorder fixed points (ii).
• the finite disorder fixed points (iii) that present strong disorder proper-
ties, such as Griffiths phases in quantum models or localization phenomena for
random walks in random media.
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2.3 How to know if the disorder dominates at large scale?
Via a priori theoretical arguments ?
The relative importance of thermal fluctuations with respect to disorder fluc-
tuations at large scale can not be seen directly on the microscopic model. It is
actually not very well-known for the majority of disordered systems. Even for
the random field systems, for which there exists at zero temperature an Imry-Ma
argument discussed above, there does not exist, to our knowledge, any general
argument which would include the thermal fluctuations of the domain walls and
which would estimate the the entropy of decomposing a sample into Imry-Ma
domains.
Via numerical studies?
In the numerical studies which have a priori direct informations on various ther-
mal configurations for a fixed realization of the disorder, it is actually quite rare
to find this information sample by sample, because the published results are in
general devoted to the various disorder averaged observables. What is of course
a pity from the point of view of the strong disorder approaches, for which the
essential information is precisely the importance of the thermal fluctuations in
a fixed sample. Indeed, the averages over the samples always present the “risk”
to be dominated by rare events and to give a false idea of typical behaviors.
For instance, in the Sinai model, the thermal width averaged over the samples,
which is a very natural observable in numerical simulations to characterize the
spreading of the thermal packet, diverges at large time. This result could be
interpreted at first sight as an absence of localization asymptotically, whereas
in fact, the distance between two independent particles in the same sample re-
mains a finite random variable at infinite time, which corresponds to a very
strong localization in law.
Assumption of strong disorder and its check
As a consequence, the reasoning in strong disorder approaches is usually as
follows: one starts by assuming that the disorder dominates at large scale, and
one checks at the end the consistency of this assumption. More precisely, the
strong disorder renormalization procedures contain their own test of validity :
if the probability distributions have a width which grows indefinitely by the RG
flow, the obtained results are asymptotically exact, whereas if the width of the
probability distributions converge towards a finite value, the obtained results
are only approximate, and the order of magnitude of the approximation can be
characterized.
2.4 Essential features of infinite disorder fixed points
In several random systems the explicit construction of the strong disorder RG
is not evident, in another cases the form of singularities at the critical point
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may depend on the strength of disorder. In these cases combined numerical and
analytical studies could help to identify the type of the random fixed point. An
infinite disorder fixed point is characterized by the following properties.
• Strong dynamical anisotropy
The typical length-scale is related to the logarithm of the typical time-
scale, thus the dynamical exponent is formally infinity.
• Ultra-slow dynamics
The dynamical processes, such as autocorrelations for random magnets or
diffusion of the random randomwalk takes place in a very slow, logarithmic
time-scale.
• Broad distribution of physical quantities
Distribution of a physical quantity, say the order-parameter, m, is loga-
rithmically broad. Generally, in a finite system of length, L, the appropri-
ate scaling combination is Lψ lnm. As a consequence typical and average
values are different and generally involve different type of singularities.
• Dominant effect of rare regions
The average value of a physical quantity is generally dominated by the
rare events (or rare regions of a large sample). In a rare event the physical
quantity has a value of O(1) and to obtain the critical singularities it
is generally enough to determine the fraction of rare events. Therefore
calculations at infinite disorder fixed points are often comparatively easier,
than at a conventional random fixed point.
In conclusion, the strong disorder RG approaches have a meaning whenever
the disorder heterogeneities determine the dominant state of the system, whereas
the thermal or quantum fluctuations only provide subleading corrections. Their
goal is then to build the dominant state of the system for each realization of
the disorder. To implement this program, it is now necessary to specify the
computation methods to carry out the renormalization on the disorder.
3 General features of Ma-Dasgupta RG rules
Whereas renormalizations in pure systems usually involve a finite number of
coupling constants, renormalizations in disordered systems involve probability
distributions, i.e. functions which belong to an infinite dimensional space. The
analysis of the RG flow and of the fixed points obviously become much harder.
This difficulty usually leads to completely numerical studies, or, at the analytical
level, to additional approximations which consist in projecting on finite spaces,
i.e. one chooses a certain analytical form for distributions containing a few
parameters whose evolutions are studied. In this section, we will see that the
strong disorder RG rules generate, in a certain number of favorable cases, RG
flows that are simple enough to be analyzed completely. Moreover, the fixed
point distributions have usually an interesting probabilistic interpretation.
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3.1 What is a strong disorder RG rule ?
The various strong disorder RG which have been developed in different physical
contexts, are characterized by the two essential properties :
• the renormalization concerns the extreme value of a random variable. This
extreme value which evolves by renormalization and constitutes the scale of
renormalization: it is the “ cut-off”of the renormalized distribution.
• the renormalization is local in space: at each stage, it is only the imme-
diate neighbors of the extreme random variable which is concerned by the RG
procedure.
Let us now present the two basic examples, one for a quantum spin chain,
one for a dynamical classical model, that actually leads to the same RG rules
for appropriate variables.
Quantum Example : RG rule for the Random Transverse field Ising
Chain (RTFIC)
In the RTFIC model, there are random couplings Ji > 0 and random transverse
fields hi > 0, that alternate along the chain. The physics of the model will be
discussed in details in Section 4. Here our goal is simply to describe the strong
disorder RG rules [138] : at each step, the maximum Ω = max{Ji, hj} is chosen.
If it is a random transverse field h2 = Ω, it is eliminated with its two neighbor
couplings (J2, J3) to produce the new effective coupling
J ′ =
J2J3
Ω
(3.1)
If the maximum is a coupling J2 = Ω, it is eliminated with its two neighbor
(h1, h2) to produce the new effective transverse field
h′ =
h1h2
Ω
(3.2)
So the new effective couplings and transverse fields that are introduced are sta-
tistically independent from all other disorder variables remaining in the chain.
This property is essential to write closed RG equations for the probability dis-
tributions PΩ(J) et PΩ(h) of the couplings and fields at RG scale Ω.
Classical Example : RG rule for the Sinai model
In the Sinai model, the disorder consists in random forces fi. The strong disorder
RG approach (that will be described in details in Section 11) yields that the
important degrees of freedom are the extrema of the associated potential U(i) =∑i
j=0 fj at large scale. To define the extrema of the initial potential, it is thus
necessary to start by grouping all the consecutive forces fi of the same sign
together : the landscape then consists in alternating descending (F+i , l
+
i ) and
ascending (F−i , l
−
i ) bonds. Barriers F and lengths l are now positive random
variables which respectively represent the potential differences and the distances
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Figure 1: RG rules for a 1D random potential.
between two consecutive local extrema of the initial model. The RG rule of the
landscape is then the following one [141, 142]: one chooses the smallest barrier
Γ = min{F+i , F−i }. If the smallest barrier is a descending bond F+2 = Γ, one
eliminates it with its two neighboring ascending bonds F−1 and F
−
2 to form a
new ascending bond
(F−)′ = F−1 + F
−
2 − Γ (3.3)
If the smallest barrier is an ascending bond F−1 = Γ, one eliminates it with its
two neighboring descending bonds F+1 and F
+
2 to form a new descending bond
(F+)′ = F+1 + F
+
2 − Γ (3.4)
These rules are completely equivalent to the decimation rules of the RTFIC
(3.1,3.2) by a simple logarithmic transformation of the variables
F+i = − lnJi (3.5)
F−i = − lnhi (3.6)
Γ = − lnΩ (3.7)
If one wishes to keep in addition the information on the initial distances
in physical space, one writes the RG rule for the length during the decimation
process: the length of the new renormalized bond is simply equal to the sum of
the three eliminated bonds
l = l1 + l2 + l3 (3.8)
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This new length is statistically independent of the other lengths remaining in
the system, but is correlated with the barrier F existing on the same bond.
Thus, one writes a closed system of two flow equations for the two joint laws
P±Γ (F, l).
3.2 Iteration and convergence towards a fixed point
Once the RG rules have been defined, one has to study the flow upon iteration
of the RG rules. This can be done either analytically for a large class of one-
dimensional systems, or numerically for more complex systems, in particular
models in dimension d > 1. In all cases, one is looking for a convergence
towards a fixed point, which is generally located at Ω∗ = 0, in appropriate
rescaled variables. During renormalization, the complementary variables, such
as couplings and transverse-fields for the RTFIC or descending and ascending
bonds for the Sinai model, can be decimated symmetrically, which corresponds
to a critical point, or asymmetrically, which happens in the Griffiths phases.
We will now describe the fixed points corresponding to the RG rules described
above as examples.
3.3 The basic Infinite Disorder Fixed Point ( Critical
point )
The symmetric case fi = 0 of the Sinai model corresponds to the quantum crit-
ical point ln J = lnh of the RTFIC model. At large scale, the descending and
ascending bonds become statistically equivalent, and the only relevant parame-
ter at large scale is the variance f2i = 2σ of the initial model, as in the Central
Limit theorem. The fixed point is then characterized by a joint distribution
P ∗(η, λ) of the scaling variables η = F−ΓΓ for the barriers and λ =
σl
Γ2 for the
lengths. This joined law is defined by its Laplace transform with respect to the
length λ [138]
∫ +∞
0
dλe−pλP ∗(η, λ) = θ(η > 0)
√
p
sinh
√
p
e−η
√
p coth
√
p (3.9)
In particular, the distribution of the barriers alone is simple exponential
P ∗(η) = θ(η > 0)e−η (3.10)
whereas the distribution of the lengths alone takes the form of an infinite series
of exponentials
P ∗(λ) = LT−1p→λ
(
1
cosh
√
p
)
=
+∞∑
n=−∞
π(−1)n
(
n+
1
2
)
e−π
2(n+ 12 )
2
λ (3.11)
=
1√
πλ3/2
+∞∑
m=−∞
(−1)m
(
m+
1
2
)
e−(m+
1
2 )
2 1
λ
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(the two series correspond to each other via a Poisson inversion formula). The
convergence towards the fixed point solution (3.9) is of order 1/Γ for random
walk models [138]. For the 1D Brownian motion which already represents the
universal scaling limit of random walks, the fixed point (3.9) is an exact result
at any scale Γ, as shown by a direct calculation via constrained path integrals
[233].
3.4 The basic Strong Disorder Fixed Point ( Griffiths
phases)
In the biased case fi = f0 > 0, the RG equations lead to a family of solu-
tions depending on one parameter denoted by δ [138]: the two distributions for
ascending and descending bonds have for Laplace transforms
∫ +∞
0
dle−pLP ∗±Γ (F, l) = θ(F > Γ)
√
p+ δ2e∓δΓ
sinh
√
p+ δ2
e
−(F−Γ)
[√
p+δ2 coth
√
p+δ2∓δ
]
(3.12)
In particular, the distributions of barriers alone have the following exponential
forms
P ∗+Γ (F ) = θ(F > Γ)
2δ
e2δΓ − 1e
−(F−Γ) 2δ
e2Γ−1 ≃
Γ→∞
2δ
e2δΓ
e−(F−Γ)
2δ
e2δΓ (3.13)
P ∗−Γ (F ) = θ(F > Γ)
2δ
1− e−2δΓ e
−(F−Γ) 2δ
1−e−2δΓ ≃
Γ→∞
θ(F > Γ)2δe−(F−Γ)2δ
From the point of view of the renormalized landscape, the meaning of the pa-
rameter 2δ is thus clear: the probability distribution of large barriers against
the bias f0 remains stable at large scale (apart from the presence of the cut-off
Γ) and (2δ) is the coefficient of the exponential asymptotic decay of this dis-
tribution. It is now necessary to specify the meaning of this parameter δ for
the microscopic model. Close to the critical point corresponding to δ = 0, the
parameter δ can be developed at the first order in the bias [138]
δ =
f0
σ
+O(f20 ) (3.14)
However, if one deviates from the immediate vicinity of the critical point, the
correct non-perturbative definition of the parameter δ in term of the initial dis-
tribution Q(f) of the variables (fi) of the microscopic model is that δ represents
the solution of the equation [142]
e−2δfi ≡
∫ +∞
−∞
dfQ(f)e−2δf = 1 (3.15)
Of course, this definition exactly corresponds, with the change of notation
2δ = µ/T , with the definition of the dimensionless parameter µ representing
the exponent of the anomalous diffusion x ∼ tµ of the biased Sinai model
[218, 116, 14]. The development into the two first cumulants yields again the
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simple expression (3.14), which is exact at all the orders only for an initial
Gaussian distribution. Again, if one directly considers the 1D biased Brownian
motion, the solutions (3.12) are exact results on any scale Γ, as shown by a
direct calculation by constrained path integrals [233].
Whereas the solution (3.9) of the symmetric case δ = 0 is an infinite disorder
fixed point, the solution (3.14) of the asymmetric case δ > 0 is a finite disorder
fixed point, because the distribution of large barriers against the bias has a finite
width 12δ asymptotically. The strong disorder RG thus gives exact results about
position dependent quantities only in the limit δ → 0. The dynamical quantities,
such as the autocorrelation function, however is expected to be exact. We will
discuss in Section 12 how to generalize this RG procedure when the parameter
δ is small, but non-zero.
3.5 Auxiliary variables and critical exponents
In strong disorder RG, ‘auxiliary variables’ are variables associated with the
bonds which will evolve according to rules in parallel with the RG rule of the
main variable. The first important example is the length l that we have already
met (3.8). It is an auxiliary variable because it is not the length that determines
the renormalization, but the associated barrier F : indeed at each stage, one does
not choose the minimal length, but the minimal barrier F . Another important
auxiliary variable for the RTFIC is the magnetization µ of the spin clusters :
this variable exists only in association with the random fields hi and evolves
with the rule [138]
µ = µ1 + µ3 (3.16)
More generally, in the various models discussed in this review, one is led to
study various auxiliary variables which evolve according to the general rule
µ = aµ1 + bµ2 + cµ3 (3.17)
where (a, b, c) are constants. We have already seen how the joint probability
distribution of barriers and lengths characterizes the statics of the renormalized
landscape at a given scale (3.9): in particular, in the renormalized landscape
at scale Γ, in which there are only barriers F > Γ, the lengths have for scaling
l ∼ Γ2, which is the usual Brownian scaling as it should. However, apart
from this very special case a = b = c = 1, the auxiliary variables (3.17) lead
to non-trivial exponents µ ∼ Γφ who reflect the ‘dynamical’ properties of the
RG procedure over all preceding scales Γ′ < Γ, and which contain much more
information than the landscape at the scale Γ alone. For instance, for the
RTFIC, the very simple rule (3.16) corresponding to a = c = 1 and b = 0
already leads for the magnetization µ ∼ Γφ to the irrational exponent equal to
the golden mean [138]
φ(a = c = 1, b = 0) =
1 +
√
5
2
(3.18)
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This example already shows that a simple one-dimensional random walk con-
tains non-trivial exponents if one is interested into ‘subtle’ properties involving
the dynamics of the renormalized landscape.
More generally, for auxiliary variables of type (3.17), one obtains that, when
the condition a+ c = 2 is satisfied (this happens rather often in practice for the
most natural observables), the associated exponent satisfies a quadratic equation
and reads
φ(a+ c = 2, b) =
1 +
√
5 + 4b
2
(3.19)
This exponent generalizes the exponent φ(a = 1, b = 1, c = 1) = 2 of the length
(3.8 ). Otherwise, when a+ c 6= 2, the exponent φ(a, b, c) satisfies a more com-
plicated equation involving the confluent hypergeometric function U(A,B, z)
[142, 232].
As a final remark, let us mention that the strong disorder RG procedures
have actually a close relationship with some pure growth models, which were
introduced in a completely independent way, as we explain in Appendix E.
Part II
RG STUDY OF QUANTUM
MODELS
4 Random Transverse Field Ising Chain
The RTFIC is the paradigmatic example of random quantum spin chains for
which the most complete analytic results are known. The early results by Mc-
Coy andWu[252] and others[329] have been greatly extended by Fisher using the
strong disorder RGmethod[138], which has inspired subsequent investigations[327,
276, 108, 198]. These results, in particular at the critical point are of impor-
tance for other disordered problems, as well, for which the RG trajectories flow
into the infinite disorder fixed point of the RTFIC. Examples are the random
quantum Potts, clock and Ashkin-Teller models in Sec.5, the asymmetric sim-
ple exclusion process with particle-wise disorder in Sec.16.2, and the random
contact process in Sec.17.2.
4.1 Model
The RTFIC is defined by the Hamiltonian:
HI = −
∑
i
Jiσ
x
i σ
x
i+1 −
∑
i
hiσ
z
i . (4.1)
Here the σxi , σ
z
i are Pauli matrices at site i and the Ji exchange couplings
and the hi transverse-fields are random variables with distributions π(J) and
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ρ(h), respectively. The Hamiltonian in eq(4.1) is closely related to the transfer
matrix of a classical two-dimensional layered Ising model, as described in details
in Sec.18.2.1.
4.1.1 Free-fermion representation
The usual way of study the RTFIC is to map the Hamiltonian in eq(4.1) through
a Jordan-Wigner transformation and a following canonical transformation [235]
into a free fermion model:
H =
L∑
q=1
ǫq
(
η+q ηq −
1
2
)
, (4.2)
where η+q and ηq are fermion creation and annihilation operators, respectively.
Here we consider a finite chain of length L with free or fixed boundary conditions,
i.e. with JL = 0, when the fermion energies ǫq are obtained via the solution of
an eigenvalue problem[188], which necessitates the diagonalization of a 2L× 2L
tridiagonal matrix T with non-vanishing matrix-elements T2i−1,2i = T2i,2i−1 =
hi, i = 1, 2, . . . , L and T2i,2i+1 = T2i+1,2i = Ji, i = 1, 2, . . . , L− 1, thus
T =


0 h1
h1 0 J1
J1 0 h2
h2 0
. . .
. . .
. . . JL−1
JL−1 0 hL
hL 0


, (4.3)
One is confined to the ǫq ≥ 0 part of the spectrum. In the free-fermion
representation one can also calculate the (local) magnetization and different
types of correlation and autocorrelation functions[235, 191]. Here we just quote
two simple results, with the help of them we shall illustrate features of scaling
of the RTFIC.
4.1.2 Surface magnetization, phase diagram and critical exponents
Fixing the end-spin at site i = L, thus taking the transverse field, hL = 0, the
magnetization at the other surface, at i = 1, can be expressed by the simple
exact formula[301, 191]:
ms =

1 + L−1∑
i=1
l∏
j=1
(
hj
Jj
)2
−1/2
. (4.4)
The surface magnetization thus involves a so-called Kesten random variable,
whose properties are discussed in more details in Appendix C.
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Analyzing Eq.(4.4) in a disordered system in the thermodynamic limit we
can define a quantum control-parameter,
δ =
[lnh]av − [ln J ]av
var[ln h] + var[ln J]
, (4.5)
so that the system is ferromagnetic, the average surface magnetization is non-
zero for δ < 0, and it is paramagnetic with vanishing average surface magneti-
zation for δ > 0.
At the critical point, δ = 0, in a large, finite sample the surface magnetization
is determined by the largest term in the sum of Eq.(4.4), which typically grows
as exp(AL1/2), which follows from the central limit theorem. Consequently the
typical surface magnetization is exponentially small in L1/2
mtyps (L) ∼ exp(−cstL1/2), (4.6)
the appropriate scaling combination is (lnms)/L
1/2 and the distribution of ms
is logarithmically broad. For analytical results about the distribution function
of the surface magnetization see[126, 271].
As argued in[191] there are rare realizations, in which the sum of random
variables: εj = ln
hj
Jj
have surviving walk character and therefore mrares = O(1).
The average of ms at the critical point is dominated by these rare realizations
and its value follows from the fraction of surviving walks, Psurv(L) ∼ L−1/2:
[ms]av(L) ∼ L−xsm , xsm = 1/2. (4.7)
Here xsm is the anomalous dimension of the surface magnetization.
Repeating the analyses[191] in the ferromagnetic phase close to the critical
point, we obtain:
[ms]av(δ) ∼ −δβs , βs = 1, (4.8)
and from the finite-size dependence of [ms]av(L, δ) we obtain for the average
correlation length,
ξ ∼ |δ|−ν , ν = 2, (4.9)
so that the scaling relation: βs = x
s
mν is satisfied. Finally, typical correlations
have a faster decay:
ξtyp ∼ |δ|−νtyp , νtyp = 1. (4.10)
The critical exponents of the RTFIC are summarized in table 1, in which we
have included the bulk magnetization exponent, β, and scaling dimension, xm,
together with the exponent, ψ, defined in Eq.(4.13). Note, that the scaling
relations, β = νxm and βs = νx
s
m are satisfied.
4.1.3 Low-energy excitations and dynamics
The lowest energy gap of the RTFIC, ǫ1(L) in Eq.(4.3), can be estimated for
free boundary conditions, provided ǫ1(L) goes to zero faster, than 1/L. It is
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Table 1: Critical exponents of the RTFIC
β βs xm x
s
m ν νtyp ψ
(3−√5)/2 1 (3−√5)/4 1/2 2 1 1/2
given by[189]:
ǫ1(L) ∼ msms
L−1∏
i=1
hi
Ji
. (4.11)
Here ms and ms denote the finite-size surface magnetizations at both ends of
the chain, as defined in eq(4.4) (for ms simply replace hj/Jj by hL−j/JL−j in
this eq.).
Critical point
Here ǫ1(L) typically behaves as the surface magnetization, consequently:
ǫ(δ = 0, L) ∼ exp(−const · L1/2) . (4.12)
Thus time-scale, tr ∼ ǫ−1, and length-scale, L ∼ ξ, are related as:
ln tr ∼ ξψ, ψ = 1/2; , (4.13)
which corresponds to extreme anisotropic scaling with an anisotropy, or dynam-
ical exponent z = ∞. We remark that in conventional anisotropic systems the
usual relation is: tr ∼ ξz, with z <∞.
Paramagnetic phase
Here, for max{J} > min{h} there are rare regions of size, lrare ∼ lnL, in
which the local couplings are stronger than the local transverse fields, which
prefers (local) ferromagnetic ordering. The corresponding energy gap is expo-
nentially small in lrare, ǫ ∼ exp(−Alrare), thus between time- and length-scale
the relation is:
tr ∼ ξz . (4.14)
This is the usual scaling relation in the Griffiths-phase of the system[158]. In
Eq.(4.14) the dynamical exponent, z = z(δ), depends on the distance of the
critical point. Its value can be obtained from a mapping to the random random
walk problem, see Sec.B.1 and given by the positive root of the equation:[(
J
h
)1/z]
av
= 1 . (4.15)
Similarly, there is a Griffiths-phase in the ferromagnetic region, too. Here, the
first energy state is exponentially degenerate, and the time-scale is set by the
second gap and follows a relation like in Eq.(4.14). To obtain the value of z one
should interchange h and J in Eq.(4.15), which also follows from duality[224].
We note that these exact results illustrate the general features of infinite and
strong disorder fixed points as summarized in Sec.2.4. In the following we turn
to systematically use the strong disorder RG method for the model.
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4.2 RG rules
The decimation rules for the model have been announced in Sec.3.1 to illustrate
the general features of the Ma-Dasgupta RG method. Here we present a de-
tailed derivation and show the physical picture behind these rules. As already
mentioned the strongest term in the Hamiltonian in Eq.(4.1) can be either a
bond or a transverse field and different decimation procedure has to be adopted
in the two cases.
Strong bond decimation
Here we consider a pair of spins, which are connected by the strongest bond
of the system, the strength of which is denoted by J2 = Ω, where Ω is the
energy scale in the system. By definition J2 is larger than any transverse field,
thus typically J2 ≫ h2, h3, where h2 and h3 are the transverse fields acting
on the spins of the two-site cluster. Under these circumstances the two spins
are strongly correlated so they flip in a longitudinal magnetic field coherently.
In a good approximation the two spins can be considered as a composite spin
with double momentum in an effective transverse field, h˜23, which is calculated
perturbatively. The first two energy levels of the spectrum of the two-spin
cluster with free boundary conditions is given by E0 = −
√
J22 + (h2 + h3)
2 and
E1 = −
√
J22 + (h2 − h3)2, respectively, which are separated by a large gap of
≈ 2J2 from the two other levels. With a small error we drop the two highest
energy states and keep the two lowest, which are identified as the two states of
a composite Ising spin. The renormalized value of the transverse field follows
from the relation:
h˜23 =
E1 − E0
2
≈ h2h3
J2
, (4.16)
where the second equation holds for J2 ≫ h2, h3.
Strong transverse field decimation
In this case the strongest term is a transverse field, say h2 = Ω, acting on site
i = 2. The connecting couplings, J2 and J3 are typically much smaller, h2 ≫
J2, J3. In a small external longitudinal field this spin has a negligible response,
consequently in a good approximation it can be considered as ”dead”, as far
as susceptibility and magnetic correlations are concerned. Therefore this spin
is decimated out and a new coupling, J˜23, is generated between the remaining
spins, the strength of which is calculated perturbatively. Most easily the result
is obtained through the duality properties of the RTFIC[224], which amounts
to interchange couplings and transverse fields, hi ↔ Ji in Eq.(4.16):
J˜23 ≈ J2J3
h2
. (4.17)
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4.3 RG flow
Under the repeated use of the decimation transformations in Eqs.(4.16) and
(4.17) the energy scale, Ω, is gradually lowered and at the same time the distri-
bution of the transverse fields, P0(h,Ω), and that of the couplings, R0(J,Ω), are
subject of variation. We are interested in the renormalization of these distri-
bution functions, in particular we want to obtain their scaling behavior around
the fixed point of the transformation, which is located at Ω∗ = 0.
4.3.1 Renormalization of the distribution functions
Let us denote the energy scale in the initial model by Ωin, which during renor-
malization is decreased to a value of Ω < Ωin. Further infinitesimal decrease of
the energy scale as Ω→ Ω−dΩ amounts to eliminate a fraction of dΩ[P0(Ω,Ω)+
R0(Ω,Ω)] spins, during which the coupling distribution changes as:
R0(J,Ω− dΩ) =
{
R0(J,Ω) + dΩP (Ω,Ω)
∫ Ω
0
dJ1
∫ Ω
0
dJ3R0(J1,Ω)R0(J3,Ω)×
[
δ
(
J − J1J3
Ω
)
− δ(J − J1)− δ(J − J3)
]}
{1− dΩ[P0(Ω,Ω) +R0(Ω,Ω)]}−1 .(4.18)
Here in the r.h.s. the three delta functions represent the generated one new
coupling and the decimated two old couplings during one RG step and the
second factor ensures normalization. A similar equation is obtained for the
distribution of the transverse fields, just from duality one should make the
interchange h↔ J and P ↔ R.
Now expandingR0(J,Ω−dΩ) one arrives to the integral-differential equation:
dR0
dΩ
= R0(J,Ω) [P0(Ω,Ω)−R0(Ω,Ω)]
−P0(Ω,Ω)
∫ Ω
J
dJ ′R0(J ′,Ω)R0(
J
J ′
Ω,Ω)
Ω
J ′
, (4.19)
and similarly for the distribution P0(h,Ω):
dP0
dΩ
= P0(h,Ω) [R0(Ω,Ω)− P0(Ω,Ω)]
−R0(Ω,Ω)
∫ Ω
h
dh′P0(h′,Ω)P0(
h
h′
Ω,Ω)
Ω
h′
. (4.20)
The two integral-differential equations in Eqs.(4.20) and (4.19) have to be sup-
plemented by the initial conditions, represented by the distributions Pin(h) =
P0(h,Ωin) and Rin(J) = R0(J,Ωin).
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4.3.2 Fixed-point solution
A special solution to the problem in Eqs.(4.20) and (4.19) is given by the func-
tions:
P0(h,Ω) =
p0(Ω)
Ω
(
Ω
h
)1−p0(Ω)
(4.21)
R0(J,Ω) =
r0(Ω)
Ω
(
Ω
J
)1−r0(Ω)
, (4.22)
thus they depend only on the values of the distributions at their edges, at
P0(Ω,Ω) = p0/Ω and at R0(Ω,Ω) = r0/Ω. It is argued in Refs.[138, 139] and
has been checked trough the numerical solution of Eqs.(4.19) and (4.20) that this
special solution represents the true solution of the problem at the fixed point,
i.e. as Ω→ 0. Later we also show how the parameters of the special solution can
be related with the initial distributions, Pin(h) and Rin(J). Putting Eqs.(4.21)
and (4.22) into Eqs.(4.20) and (4.19) one obtains ordinary differential equations
for p0 and r0, what can be written as:
dy0
dΓ
+ y20 = ∆
2 . (4.23)
in terms of y0 = p0 −∆ = r0 + ∆. Here Γ = − lnΩ is the log-energy variable
and ∆ is the asymmetry parameter, which is related to the relative strengths
of the couplings and the transverse fields and can be calculated from the ini-
tial distributions. At the critical point, ∆ = 0, since the couplings and the
transverse-fields have identical distributions. On the other hand for ∆ > 0
(∆ < 0) we are in the disordered (ordered) phase.
Critical point solution
At the critical point, ∆ = 0, the solution to Eq.(4.23) is given by:
y0 = p0 = r0 =
1
Γ− Γ0 =
1
ln(Ω0/Ω)
, δ = ∆ = 0 , (4.24)
where Γ0 = − lnΩ0 is a reference (log)energy scale. It is instructive to consider
the distribution of the reduced log-coupling variable η = −(lnΩ− lnh)/ lnΩ =
−(lnΩ− ln J)/ lnΩ ≥ 0, which is given from Eqs.(4.21) and (4.24) as
ρ(η)dη = exp(−η)dη . (4.25)
This solution has been obtained by Fisher[138] and corresponds to the distribu-
tion of barriers in the Sinai model in Eq.(3.10).
Off-critical solution
The solution to Eq.(4.23) in the off-critical region, ∆ 6= 0, is given by:
y0 =
∆y0 +∆
2th [∆(Γ− Γ0)]
∆ + y0th [∆(Γ− Γ0)]
= |∆|
(
1 + 2
y0 −∆
y0 +∆
(Ω/Ω0)
2∆
+ . . .
)
, (4.26)
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where the solution goes through the point y0 = y0 at the reference (log)energy
cut-off, Γ0. The second equation in Eq.(4.26) is the approximate form of the
solution close to the line of fixed points, where in terms of the original energy-
scale variable Ω/Ω0 ≪ 1.
It is shown in Ref.[198] that there is a conserved quantity, say κ, along the
RG trajectory provided [(J/h)2κ]av = 1. Evaluating the average with the fixed
point solution in Eqs.(4.21) and (4.22) we obtain:[(
J2
h2
)∆]
av
= 1 . (4.27)
Consequently the asymmetry parameter, ∆, does not change during the RG
transformation and related to the initial distributions. Close to the critical point
∆ = δ +O(δ2), therefore it is called the non-linear quantum control parameter
of the RTFIC.
4.3.3 Asymptotic exactness of the results
Next we show that the RG equations in Eqs.(4.16) and (4.17) become asymp-
totically exact as the line of fixed points is approached, i.e., as Ω/Ω0 → 0.
First we consider the disordered Griffiths phase, ∆ > 0, but the reasoning
holds for ∆ < 0 from duality and can be applied at the critical point, too. For
∆ > 0 the ratio of decimated bonds, ∆nJ , and decimated transverse fields,
∆nh, goes to zero as ∆nJ/∆nh = R0(Ω,Ω)/P0(Ω,Ω)r0/p0 ∼ Ω2∆, thus close
to the fixed point almost exclusively transverse fields are decimated out. Then
the probability, Pr(α), that the value of a coupling, J , being neighbor to a
decimated transverse field is Ω > J > αΩ with 0 < α < 1 is given by
Pr(α) ≃
∫ Ω
αΩ
R0(J,Ω)dJ = 1− αr0 ≈ r0 ln(1/α) , (4.28)
which goes to zero during iteration, since according to Eq.(4.26) r0 = R0(Ω,Ω)Ω→
0. At the critical point, where couplings and transverse fields are decimated with
the same rate Eq.(4.28) is still valid, and Pr(α) goes to zero as r0 = 1/(Γ−Γ0).
Consequently the RG transformation becomes asymptotically exact and the
dynamical singularities, which are characterized by the parameter ∆ are also
exact.
As far as static quantities or spatial correlations are concerned the asymp-
totic exactness of the RG method is valid only at the critical point, which is
controlled by an infinite disorder fixed point. The origin of this is the existence
of a diverging correlation length and the infinitely broad distributions of both
the couplings and the transverse fields. On the other hand in the disordered
Griffiths phase, which is controlled by a line of strong disorder fixed points the
correlation length is finite and the distribution of the transverse fields have a
finite width. Therefore static quantities calculated by the RG are only exact in
the vicinity of the critical point. This phenomena is analogous to that of the
biased Sinai walk in Sec.3.4, which is discussed in detail in Section 12.
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4.3.4 Relation between energy- and length-scale
The length-scale of the problem, LΩ, which is the typical distance between
remaining spins is related to the fraction of non-decimated spins, nΩ, as LΩ ∼
n−1Ω . When the energy scale is decreased by an amount of dΩ a fraction of
spins. dnΩ = nΩ[P0(Ω,Ω) +R0(Ω,Ω)], is decimated out, so that we obtain the
differential equation:
dnΩ
dΩ
= nΩ[P0(Ω,Ω) +R0(Ω,Ω)]. , (4.29)
This can be integrated by using the solution in Eq.(4.26) as:
nΩ =
{
ch
[
∆ ln
Ω0
Ω
]
+
y0
∆
sh
[
∆ ln
Ω0
Ω
]}−2
. (4.30)
At the critical point: ∆ → 0 and Γ = − lnΩ → ∞, with however ∆ × Γ → 0
one obtains:
LΩ ∼ 1
nΩ
∼
[
ln
Ω0
Ω
]2
, ∆ = 0 , (4.31)
which is just the relation in Eq.(4.13) as found by Fisher[138].
In the Griffiths phases, |∆| > 0, one obtains in Eq.(4.30), nΩ ∼ Ω2|∆|, in
the limit Ω → 0. Consequently the relation between typical distance between
remaining spins, LΩ ∼ 1/nΩ, and the energy scale is given by:
LΩ ≃ LΩ0(∆ + y0)2
(
2
∆
)2 (
Ω0
Ω
)2|∆|
∼ Ω−2|∆| . (4.32)
Thus ∆ is simply related to the dynamical exponent, z,
z =
1
2|∆| , (4.33)
which is in accordance with the result in Eq.(4.15), which is obtained through
a mapping to the random RW.
4.4 RG detailed results
In the following we complete the RG analyses by calculating auxiliary variables
(lengths and magnetic moments), dynamical and thermodynamic quantities.
4.4.1 Renormalization of lengths and magnetic moments
During renormalization sites and bonds are decimated out and the distance
between the remaining spins as well as the size (moment) of the spin can be
expressed with the original variables. To keep track of this process we assign a
length to each bond, lbi , (connecting sites i and i+ 1) and a moment, µi and a
length, lsi . to each spin. In the initial model l
b
i = l
s
i = 1/2 and µi = 1. During
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a strong bond decimation, see Sec. 4.2, we have the RG rules for the auxiliary
variables:
l˜b23 = l
s
2 + l
b
2 + l
s
3, µ˜23 = µ2 + µ3 . (4.34)
which completes the relation in Eq.(4.16). Similarly, decimating out a strong
transverse field, see Sec. 4.2, we obtain for the lengths:
l˜s23 = l
b
1 + l
s
2 + l
b
2 . (4.35)
what should be consider together with Eq.(4.17). Note that lengths for the Sinai
model is introduced in Eq.(3.8) with analogous definition and renormalization
of magnetic moments is announced in Eq.(3.16).
The joint distribution functions are given by: P (h, ls, µ; Ω), and Rl(J, l
b; Ω),
from which we obtain through integration the reduced distribution functions:
P0(h,Ω), Pl(h, l
s,Ω), Pµ(h, µ,Ω) and R0(J,Ω). Renormalization of P0(h,Ω)
and R0(J,Ω) have already been presented in Sec. 4.3.
Solution of the other reduced distribution functions can be obtained in the
following steps[138, 198], what we illustrate in the example of the moment dis-
tribution.
• In the first step, one should write down the RG equation for the distribution
functions, in this way to generalize the relation in Eqs.(4.19) and (4.20). For
the moment distribution we have:
dPµ(h, µ,Ω)
dΩ
= Pµ(h, µ,Ω) [R0(Ω,Ω)− P0(Ω,Ω)]−
R0(Ω,Ω)
∫ Ω
h
dh′
Ω
h′
∫ µ
0
dµ′Pµ(h′, µ′,Ω)P (
h
h′
Ω, µ− µ′,Ω) .
(4.36)
• In the second step the solution is searched in the form of a Laplace trans-
form, c.f.:
P˜µ(h, s,Ω) =
∫ ∞
0
e−µsPµ(h, µ,Ω)dµ . (4.37)
• The third step is to observe that the different s-components of the trans-
formed function are separated, which makes possible to obtain the solution in
the fixed point.
• In the fourth step we generalize the solution found in Eq.(4.21) for the
component, s = 0, and search the solution for general s in the form:
P˜µ(h, s,Ω) =
πµ(s,Ω)
Ω
(
Ω
h
)1−pµ(s,Ω)
. (4.38)
• In the fifth step we write ordinary differential equations for the functions,
pµ(s,Ω) and πµ(s,Ω), which appear in Eq.(4.38).
• The solution, in the sixth step, is found in linear order of s: pµ(s,Ω) =
p0(Ω)+sp˜1(Ω) and πµ(s,Ω) = p0(Ω)+sπ˜1(Ω), where p˜1 satisfies the differential
equation:
(y20 −∆2)
d2p˜1
dy20
= p˜1 , (4.39)
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where y0 = y0(Ω) is given in Eq.(4.26).
• Finally, in the seventh step the average cluster moment is obtained through
the relation:
µ =
p˜1 − π˜1
p0
−
∫ y0
y0
dy
′
0p˜1(y
′
0)/(y
′
0 −∆)
y0 +∆
. (4.40)
At the critical point with ∆ = 0 the solution of Eq.(4.39) is p˜1 = y
−τ
0 , with
τ = (
√
5− 1)/2, thus the average cluster moment is given by
µ = const y
−(1+τ)
0 = µ0
[
ln
(
Ω0
Ω
)]φ
, φ =
1
τ
=
1 +
√
5
2
. (4.41)
This result, which is announced in Eq.(3.18) has been first obtained by Fisher[138].
In the Griffiths phases with ∆ 6= 0 the solution of the differential equa-
tion in Eq.(4.39) in terms of the variable y = y0/∆ can be expressed by the
hypergeometric function[24], F (a, b; c; z), as
p˜1 = |∆|−τy−τF
(
τ
2
,
1
2
+
τ
2
;
3
2
+ τ ;
1
y2
)
= |∆|−τf1(y) . (4.42)
We obtain similarly:
π˜1 = −|∆|−τ (y − 1)y−(τ+1)F
(
τ
2
+ 1,
1
2
+
τ
2
;
3
2
+ τ ;
1
y2
)
= |∆|−τφ1(y) , (4.43)
so that the average cluster moment is given by:
µ = const|∆|−τ−1 f(y)
y + 1
(4.44)
where f(y) = f1(y) − φ1(y). Here one should differentiate between the param-
agnetic (∆ > 0, y > 0) and the ferromagnetic (∆ > 0, y > 0) phases. In the
former case the average cluster moment grows slowly ∼ ln |Ω/Ω0|, as Ω/Ω0 → 0,
whereas in the ferromagnetic phase, where y → 1− in the fixed point, thus µ is
divergent, as µ(Ω) ∼ Ω−2|∆|.
Before going to deal with the average magnetization defined by: m = µ/ls,
we quote results about the average lengths, ls and lb, which are calculated from
the distribution functions, Pl(h, l
s,Ω) and Rl(J, l
b; Ω), in the steps outlined
above. The average lengths are given by[198]:
ls = ls(Ω0)
y20 −∆2
y20 −∆2
, lb = lb(Ω0)
y20 −∆2
y20 −∆2
, (4.45)
thus at the line of fixed points, Ω→ 0, we have ls ∼ lb ∼ LΩ. Consequently the
interpretation of the dynamical exponent, z, in Sec.4.3.4 in Eq.(4.32) is justified
also with the average lengths-scales.
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The correlation length, ξ, in the paramagnetic phase is measured by the size
of non-decimated, i.e. correlated spins in a cluster. This quantity stays constant
as the energy scale is lowered and close to the critical point it is given by:
ξ ∼ ∆−2 ∼ δ−2 . (4.46)
Thus the correlation length critical exponent is ν = 2, which is Fisher’s result[138].
With the results of the average cluster moment in Eq.(4.44) and the average
lengths in Eq.(4.45) we can write for the magnetization:
m = m0
(1− y)f(y)
(1− y)f(y) , (4.47)
where m0 is the average magnetization at Ω = Ω0 and y denotes the value
of the variable y at the same energy-scale. In the ferromagnetic phase taking
Ω/Ω0 → 0 we obtain close to the critical point: (1−y)−1 ∼ |∆| and f(y) ∼ |∆|τ
so that:
m = const|∆|1−τ = const|δ|1−τ . (4.48)
From Eq.(4.48) one can read the critical exponent of the average magnetization
as:
β = 1− τ = 2− φ , (4.49)
which has been first derived by Fisher[138].
4.4.2 Scaling of thermodynamic quantities
In this Section we show the scaling form of singular thermodynamic quantities
as a function of a small, but finite temperature, T > 0, or magnetic field, H > 0.
To treat the effect of a small finite temperature in the RG scheme one should
first notice that the thermal energy sets in an energy scale, ΩT ∼ T , and the
RG decimation should be stopped as Ω is lowered to ΩT . At that energy scale
a fraction of spin clusters, nΩT , in Eq.(4.30) is not decimated out and these
spins are loosely coupled comparing with the temperature, T . Consequently
the entropy per spin, s, is given as the contribution of non-interacting spin
clusters:
s ≃ nΩT ln 2 , (4.50)
whereas the specific heat can be obtained through derivation: cV = T
∂s
∂T . From
Eqs.(4.50) and (4.30) we obtain for the singular behavior:
s(T ) ∼ cV (T ) ∼ T 1/z (4.51)
with 1/z = 2|∆|, which is valid both in the ordered and in the disordered
Griffiths phases.
Next, we consider the effect of a small longitudinal field, H > 0, at zero
temperature. During renormalization the local longitudinal field, Hl, at site l is
transformed as
H˜l = Hµl , (4.52)
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so that the energy-scale related to the longitudinal field is given by ΩH = Hµ(Ω).
As Ω is lowered to ΩH , i.e. when the energy scale satisfies the equation
ΩH = Hµ(ΩH) , (4.53)
the RG procedure is stopped and the remaining spin clusters are practically un-
coupled. Then the average magnetization and the average susceptibility satisfy
the equations:
m(H) = m(Ω = ΩH), χ =
∂m
∂H
. (4.54)
In the disordered Griffiths phase, where µ(ΩH) has a ΩH independent limiting
value, we have ΩH ∼ H , consequently from Eq.(4.47) the singular behavior is
given by
m(H) ∼
(
H
HD
)1/z
, ∆ > 0 . (4.55)
Similarly one obtains for the scaling of the susceptibility in the disordered
Griffiths phase:
χ(H) ∼
(
H
HD
)−1+1/z
, χ(T ) ∼ T−1+1/z, ∆ > 0 , (4.56)
where the temperature dependence follows from the scaling relation, ΩH ∼ ΩT .
In the ordered Griffiths phase, where µ(ΩH) ∼ Ω−1/zH , as given below Eq.(4.44)
we have ΩH ∼ H1/(1+1/z). Putting this result into Eq.(4.47) and using the
asymptotic expansion for the hypergeometric functions[24] in Eqs.(4.42) and
(4.43) we obtain for the leading field dependence of the magnetization:
m(H)−m(0) ∼
(
H
HD
)1/(1+z)
ln
(
H
HD
)
, ∆ < 0 , (4.57)
and similarly for the susceptibility:
χ(H) ∼
(
H
HD
)−z/(1+z)
ln
(
H
HD
)
, ∆ < 0 . (4.58)
Note that in the ordered Griffiths phase the singularity exponent is different
from that in the disordered Griffiths phase and there is a logarithmic correction
term. The temperature dependence of the susceptibility, which follows from the
relation ΩH ∼ ΩT , is given by:
χ(T ) ∼ T−1+1/z lnT, ∆ < 0 . (4.59)
We can conclude that all the singularities of different physical quantities, both
in the (strongly) ordered and disordered Griffiths phases can be expressed by
the non-linear quantum control parameter, ∆, and thus with the dynamical
exponent, z.
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4.4.3 Renormalization of dynamical correlations
The autocorrelation functions in imaginary time can be obtained by scaling
considerations[312, 191, 195], both at the critical point, see Sec..A.3, and in
the Griffiths phase, see Sec.A.4. In the framework of the strong disorder RG
dynamical correlations have been calculated in Ref.[108, 277].
The basic quantity used in the renormalization is the local dynamical sus-
ceptibility:
χααjj (ω) =
∑
k
|〈k|σαj |0〉|2δ(ω − ǫk) , (4.60)
where the sum runs over the excited states, |k〉, with excitation energy, ǫk, and
α = x, z. χααjj (ω) is related through a Laplace transform to the imaginary time
local autocorrelation function, Gααjj (t) = [〈σαj (t)σαj (0)〉]av. The low-frequency
limit of the local susceptibilities are related to the long time asymptotic of the
autocorrelation function. The α = x component is the magnetization, or spin
autocorrelation function and for this we shall omit the superscript in the follow-
ing. The α = z component is generally called the local-energy autocorrelation
function, for which we use the notation Gejj(t). As usual in the calculation we
consider the average quantities, which are different at the bulk, in this case the
site-index, j, is omitted, or at a boundary site with j = 1.
Average magnetization autocorrelation function We start with the
average magnetization autocorrelation function in the bulk and in this example
we illustrate the method of the strong disorder RG. During renormalization the
energy scale is gradually lowered, bonds and sites are removed, new bonds and
composite spins of moment, µ, are generated. As a rule of renormalization the
matrix-elements in Eq.(4.60) have the same value, both in terms of the original
and in the transformed states, which are denoted by |k˜〉. In the renormalized
model there is a broad distribution of variables and the existing spins are very
loosely coupled to each other, thus can be considered as free. Performing the
decimation up to the energy-scale: Ω = ω/2, only spin clusters with a transverse
field, h˜ = Ω, contribute to the average spin susceptibility. In this system the
matrix-element, 〈k˜|σxj |0˜〉, can be easily calculated: it is one, if j belongs to
a non-decimated cluster and zero otherwise. The fraction of spin-clusters at
this energy is given from Eq.(4.29) as nΩP0(Ω,Ω) = nΩp0(Ω)/Ω, each of which
contribute by an average moment, µ(Ω), thus we obtain:
[χ]av(ω) ∼ nωp0(ω)µ(ω)
ω
, (4.61)
where we wrote ω instead of ω/2, which makes no difference in the asymptotic
expressions.
At the critical point using the solution in Eqs.(4.24), (4.31) and (4.41) we
obtain:
[χ]av(ω) ∼ 1
ω| lnω|3−φ , (4.62)
35
for ω ≪ Ω0. From this the average magnetization autocorrelation function is
given for t≫ Ω−10 as:
G(t) ∼ | ln t|2−φ , (4.63)
which is just the scaling result in Eq.(A.24), since xm/ψ = 2xm = 2− φ.
In the disordered phase, δ > 0, with the results in Eqs.(4.26), (4.32) and
(4.44) we obtain:
[χ]av(ω) ∼ |δ|4−φ | lnω|
ω1−1/z
, (4.64)
and
G(t) ∼ |δ|4−φ | ln t|
t1/z
. (4.65)
This corresponds to the scaling result in Sec.A.4 and the origin of the logarithmic
correction will be discussed, too.
In the ordered phase, δ < 0, the value of p0 in Eq.(4.26) is different of that in
the disordered phase, which leads to a different functional form of the dynamical
susceptibility:
[χ]av(ω) ∼ |δ|4−φ | lnω|
ω1−2/z
, (4.66)
and the average magnetization autocorrelation function:
G(t) ∼ |δ|4−φ | ln t|
t2/z
. (4.67)
Thus the decay of the magnetization autocorrelation function in the ordered
phase involves an exponent 2/z. The origin of this is that in the ordered phase
excitations, |k〉, which contribute to χxxjj (ω) are rare disordered regions, flipping
the spin at site j back and forth in a time-interval ∼ t ∼ ω−1. This type of
excitation represents the second gap in the spectrum and involves the scaling
exponent, z/2, see in Ref.[195].
The local-energy susceptibility and autocorrelation function can be calcu-
lated in a similar way, leading to the results[108, 277] at the critical point:
[χe]av ∼ ω| lnω|4−φ , (4.68)
Ge(t) ∼ 1
t2| ln t|4−φ , (4.69)
and in the ordered and disordered Griffiths phases:
[χe]av(ω) ∼ |δ|5−φω1+2/z| lnω| , (4.70)
Ge(t) ∼ |δ|5−φ | ln t|
t2+2/z
. (4.71)
We note that from scaling considerations and numerical results in Ref.[195] the
decay in the Griffiths phase is predicted in a different form as G(t) ∼ t−2−1/z.
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Autocorrelations at a boundary site involve the local scaling dimensions,
therefore they generally differ from their bulk counterparts. The surface mag-
netization autocorrelation at the critical point is given by:
G1(t) ∼ 1| ln t| , (4.72)
and in the ordered and disordered Griffiths phase:
Ge1(t) ∼ |δ|2
1
t1/z
. (4.73)
For the surface energy autocorrelations one obtains at the critical point:
Ge1(t) ∼
1
t2| ln t|3 , (4.74)
in the disordered phase
Ge1(t) ∼
|δ|3
t2+2/z
, (4.75)
and in the ordered phase:
Ge1(t) ∼
|δ|3
t2+1/z
. (4.76)
4.5 Finite-size systems : RG results and numerical studies
4.5.1 RG results for finite-size scaling properties
Remarkably, the strong disorder RG method does not only give results in the
thermodynamic limit, but it yields finite-size properties, as well. We refer the
reader to the paper [140], where the strong disorder RG method is used to obtain
the statistical properties of the end-to-end spin-spin correlation
C(L) ≡< σz1σzL > (4.77)
and of the gap, i.e. the energy difference between the two lowest levels
∆(L) ≡ E1 − E0 (4.78)
over the ensemble of random chains of length L.
These results for finite-size systems are important, since they have been
tested in details against numerical studies [140, 126]. Moreover, the asymptotic
distribution of end-spin magnetization obtained by the RG method [140] is in
full agreement with the direct analytical results [271], obtained from the exact
formula (4.4).
Finally, the strong disorder RG approach has been further extended in [309]
to compute the end-to-end energy-density correlations.
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4.5.2 Ensemble dependence of the results
In the study of disordered systems, it is usual to consider that the random
variables defining the disorder in a given sample are independent : following
[191, 126], this procedure will be called here the “canonical ensemble” (this
procedure is also called the “grand-canonical ensemble” in [300, 27, 356, 49]).
However, it has been argued in [300] that it is much more interesting in some
cases to consider the so called “microcanonical ensemble” as in [191, 126] (
this procedure is called the “canonical ensemble” in [300, 27, 356, 49]) : in
the microcanonical ensemble, there exists a global constraint on the random
variables defining the disorder in a given sample of N sites. On one hand, it
has been strongly argued in [300, 49] that the microcanonical ensemble should
be preferred to the canonical ensemble, because the latter introduces an “extra
noise” that may hid the “intrinsic” properties of the system. On the other
hand, if one divides the system of size L into two halfs of size L/2, each half will
present fluctuations of order
√
L in both ensembles : in the canonical ensemble,
these two halfs are independent, whereas in the microcanonical ensemble, the
two halfs are completely correlated, i.e. they have exactly opposite fluctuations.
From this point of view, the microcanonical constraint can thus appear to be
quite artificial or even biased. Of course, it seems a priori natural to expect
that these two ensembles should be equivalent in the thermodynamic limit, as
was shown in [27] for the case of a random classical ferromagnet. However, it is
clear that their finite-size properties can be very different. But since the finite-
size scaling theory of phase transitions relates the thermodynamic exponents to
finite-size effects obtained in numerical simulations, the discussion about these
two ensembles actually leads to the general problem of the finite-size scaling
theory for disordered systems [300, 356, 49].
The finite-size properties of the RTFIC have actually been studied [191, 126,
271] in the canonical ensemble and in the microcanonical ensemble, in which
case there is the global constraint on the disorder variables:
L∑
i=1
(ln Ji − lnhi) = 0 (4.79)
(With one fixed and one free boundary conditions so that there are exactly the
same number L of random bonds and random fields). The microcanonical con-
straint (4.79) has been chosen to impose, in some sense, the criticality condition
[lnh]av = [ln J ]av on finite samples, whereas in the canonical ensemble, the l.h.s.
of (4.79) presents fluctuations of order
√
L around its mean value, zero.
The probability distributions of the appropriate rescaled variables have been
analytically computed for the surface magnetization [126, 271], as well as for
the gap and the end-to-end correlation via the real space RG method [271] :
these distributions are different at criticality in the two ensembles, in particular
in their asymptotic behaviors. As a consequence, the size dependences of the
averaged observables, are found to be quite different in the two ensembles :
these differences can be explained in terms of the rare events that dominate
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a given averaged observable, and whose measure can be very sensitive to the
microcanonical constraint.
4.5.3 Numerical studies based on free-fermions
Numerical studies of the RTFIC are generally based on the free-fermionic rep-
resentation, as described in Sec.4.1.1. In this way relatively large systems
up to linear size L ≥ 500 can be studied. Numerical results [362, 190, 191,
195] both at the critical point and in the disordered and ordered Griffiths
phases are in good agreement with the strong disorder RG results. Dynami-
cal correlations[312, 363, 195] and their distribution functions[222] as well as
thermodynamic quantities[363, 191] have been also investigated.
4.6 Relation with Dirac-type equations with random mass
In a related work the RTFIC and the random XY spin chain is investigated in
such a way that the low-energy behavior near the critical point is described by a
Dirac-type equation with a randommass for which an exact analytic treatment is
possible[254]. Results obtained for the dynamical critical exponent, the specific
heat, and transverse susceptibility agree with results of the strong disorder RG.
The approach of random Dirac fermions is used also in related problems of
quasi-one-dimensional systems[77, 340, 76, 75]
5 Random quantum chains with discrete sym-
metry
5.1 Quantum Potts and clock models
The Ising model has been generalized for q-state spin variables distinct states:
|sl〉 = |1〉, |2〉, . . . , |q〉 with two different forms of the interaction energy[357]. For
the Potts-model in 1d it is given by:
UPotts = −
∑
l
Jlδ(sl, sl+1) , (5.1)
whereas for the clock model it is given in the form of a scalar product
Uclock = −
∑
l
Jl cos
[
2π
q
(sl − sl+1)
]
. (5.2)
The two models are equivalent for q = 2 (Ising model) and for q = 3, but they
are different for higher values of q.
The quantum version of the models is obtained analogously to the Ising
model (see Sec.18.2.1), by introducing appropriate transverse fields, the corre-
sponding term in the Hamiltonian is denoted by K. K is defined in such a
way that the transfer matrix of the classical 2d model, T , and the 1d quantum
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Hamiltonian as H = U +K commute at the transition point. In this way the
critical properties of the 2d classical and 1d quantum models are isomorph. Ex-
plicit way of construction of H and thus K is made in the extreme anisotropic
limit[224] of the 2d system, as described for the Ising model in Sec.18.2.1.
The transverse-field term in the Potts model is given by[333]:
KPotts = −
∑
l
hl
q
q−1∑
k=1
Mkl , (5.3)
where Ml|sl〉 = |sl + 1,mod q〉. For the clock model one obtains[205]:
Kclock = −
∑
l
hl
2
(Ml +M
−1
l ) . (5.4)
Both models are invariant under the duality transformation, Jl ↔ hl. From
this follows that the non-random models with Jl = J and hl = h have a self-
duality point located at h = J . In the non-random Potts model there is one
phase transition point, which is just the self-duality point, which separates the
disordered and the ordered phases. The phase transition is second order for
q ≤ 4 and first order for q > 4[45]. In the non-random clock model there is
also one phase transition point for q ≤ 4. For q > 4, however, there are three
phases in the system, the ordered and disordered phases are separated by an
extended critical region, which is the precursor of the low-temperature phase of
the XY -model, obtained in the limit q →∞.
5.2 Ashkin-Teller model
The quantum Ashkin-Teller model is defined by the Hamiltonian[37]:
HAT = −
∑
l
Jl(σ
z
l σ
z
l+1 + τ
z
l τ
z
l+1)−
∑
l
hl(σ
x
l + τ
x
l )
− ǫ
∑
l
(Jlσ
z
l σ
z
l+1τ
z
l τ
z
l+1 + hlσ
x
l τ
x
l ) , (5.5)
in terms of two sets of Pauli matrices, σx,zl , τ
x,z
l . Here the couplings, Jl, and
the transverse fields, hl, are independent random variables, while the coupling
between the two Ising models, ǫ, is disorder independent. The Hamiltonian in
Eq. (5.5) is invariant under the duality transformation Jl ↔ hl.
The non-random model is critical along the self-duality line, J = h, for
−1 < ǫ ≤ 1 with the critical exponents xAT = 1/8, xsAT = arccos(−ǫ)/π,
whereas νAT = 2x
s
AT/(4x
s
AT − 1) for −1/
√
2 < ǫ < −1/2, and, in the critical
fan[37] for −1 < ǫ < −1/√2, νAT is formally infinity.
5.3 Decimation equations
In the random models, in which the couplings, Jl, and the transverse fields, hl,
are independent and identically distributed random variables, one can perform
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the strong disorder RG transformation. The renormalization equations, which
are obtained by decimating a strong coupling, J2 = Ω, or a strong transverse
field, h2 = Ω, can be obtained analogously to the RTFIC. Repeating the steps
described in Sec.4.2 we arrive for all the three models to the same form of
equations[327, 86]:
h˜23 = κ
h2h3
J2
, J˜23 = κ
J2J3
h2
, (5.6)
where the first (second) equation refers to the elimination of a strong bond
(field). The value of the prefactor, κ, which for the RTFIC is κ = 1, for the
different models are the following:
κPotts =
2
q
, κClock =
1 + δ2,q
1− cos(2π/q) , κAT =
1
1 + ǫ
. (5.7)
For the Potts and clock models q does not renormalize under the transformation,
whereas for the Ashkin-Teller model we have ǫ˜ = ǫ2(1 + ǫ)/2. The control-
parameter of the random models, δ, can be defined in the same form as for
the RTFIC in Eq.(4.5), and the self-dual point of the models is at δ = 0. We
note that the decimation equations for the random contact process (directed
percolation) in Eq.(17.7) are in the same form as in Eq.(5.6) with κ =
√
2, this
model, however, does not have the property of self duality.
5.4 Disorder induced cross-over effects
The renormalization equations in Eq.(5.6) have different characteristics for κ ≤ 1
and for κ > 1, respectively. In the former case, including the RTFIC, the
generated new terms in the Hamiltonian are smaller than the decimated ones,
thus during renormalization the energy scale is monotonously decreasing. In this
case the fixed point of the problem is expected to be strongly attractive, i.e. the
critical behavior is the same for any weak disorder. This type of universality
has been demonstrated for the RTFIC [138]. On the contrary for κ > 1 some
generated new terms of the Hamiltonian are larger than the decimated one, thus
the decrease of the energy scale is non-monotonic. In this case the behavior
of the system for sufficiently weak disorder (when the non-monotonic steps in
the energy renormalization are frequent) and for sufficiently strong disorder
(when the non-monotonic steps are rare and their fraction is vanishing as the
renormalization goes on) are expected to be different. The strong disorder RG
is valid in this second region, what we will discuss in the following. The weak
disorder region will be considered afterwards.
Strong disorder regime
Here we assume that after the starting decimation steps, when the energy
scale can behave non-monotonically, we arrive to the stable, attractive part
of the RG trajectory, which is controlled by an infinite disorder fixed point.
The RG equations of the distribution function are very similar to that of the
RTFIC, as described in Sec.4.3.1. Using the same notations as for the RTFIC
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the relation in Eq.(4.19) is modified to:
dR0
dΩ
= R0(J,Ω) [P0(Ω,Ω)−R0(Ω,Ω)]
−P0(Ω,Ω)
∫ Ω
J/κ
dJ ′R0(J ′,Ω)R0(
J
J ′κ
Ω,Ω)
Ω
J ′κ
, (5.8)
and similarly for the distribution P0(h,Ω). Solution of these equations at the
fixed point are still in the form of Eqs.(4.21) and (4.22), however for a finite δ
one can not proceed via Eq.(4.23). Thus outside the critical point ( δ 6= 0) one
can not obtain an asymptotically exact analytical solution, for κ 6= 1. At the
critical point, however, the solution in Eq.(4.25) stays valid. This is due to the
fact that the scaling variable in the solution in Eq.(4.25), η, is modified by an
additive term, lnκ/ lnΩ, which goes to zero at the fixed point.
As a consequence for strong enough disorder the critical behavior of all these
models (together with the random contact process in Sec.17.2) is controlled
by the infinite disorder fixed point of the RTFIC, thus they have the same
critical exponents, scaling functions, etc. This universality has been numerically
checked on different models[85, 86].
In the ordered and disordered Griffiths phases, in which no analytical so-
lution can be found a weak universality hypotheses is suggested[197]. Two
(self-dual) models which are described by the same decimation rules, thus they
have the same value of κ, have the same value of the dynamical exponent for the
same form of disorder. This conjecture is based on scaling theory of rare events
and has been numerically checked[197] on the examples of the q = 4 state Potts
model and the dimerized AF Heisenberg chain (see Sec.6.2, for both κ = 1/2.
Weak and intermediate disorder regimes
For weak disorder the first question one can pose is the relevance or irrel-
evance of the perturbation caused by weak disorder at the fixed point of the
non-random model. In this respect one generally invokes the Harris criterion
[165, 96] according to which weak disorder is irrelevant if:
ν0 > 2/d , (5.9)
where ν0 is the correlation length critical exponent of the pure system. In
the models we consider here having κ < 1 the correlation length exponent
satisfies the relevance criterion, ν0 < 2/d. Thus the strong disorder fixed point
is probably strongly attractive as for the RTFIC.
The behavior is different of systems with κ > 1, which corresponds to the
Potts-model with q < 2, such as the classical 2d percolation (q = 1) with
correlated (layered) disorder, or to the clock-model with q > 4, or the Ashkin-
Teller model for ǫ < 0. (To this group belongs also the random contact process
as described in Sec.17.2.) Now, depending on the sign of ν0 − 2/d different
scenarios could happen.
For irrelevant weak disorder, ν0 > 2/d, which is realized in the clock model
for q > 4 and in the Ashkin-Teller model with −1 < ǫ < −1/2 the critical
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Figure 2: Scaling exponents of the average bulk and surface magnetization as
a function of the strength of disorder for the q = 5 clock model (◦) and for the
Ashkin-Teller model with ǫ = −0.75 (). The limiting values of the exponents,
corresponding to that of the infinite disorder fixed point are denoted by dashed
lines.[86]
behavior is expected to be the same as in the pure system if the strength of
disorder, D, is smaller than a finite limiting value, D0, 0 < D < D0. The
strength of disorder is characterized by the variance of the initial probability
distributions of the couplings and the transverse fields, and directly given by
the parameter, D, of a power-law distribution, P (λ) = D−1λ−1+1/D. see in
Eq.(A.1). Increasing the strength of disorder over D0 the critical behavior is
controlled by a new fixed point. According to numerical investigations[86] there
is a line of conventional random fixed points (see Appendix A.2) in the range
of disorder: D0 < D < D∞. In this region, which is called the intermediate
disorder regime the magnetization critical exponents, such as xm and x
s
m, are
disorder dependent and also the disorder induced dynamical exponent, z′, is a
continuous function of D. (The true dynamical exponent is given by max(z0, z
′),
where z0 = 1 is the dynamical exponent due to pure quantum fluctuations.)
On the other hand the energy density, according to numerical studies[86], is
a marginal operator so that the correlation length critical exponent is ν = 2,
which is just the borderline case of the Harris-criterion in Eq.(5.9). As the upper
critical value of the disorder, D∞, is approached the dynamical exponent starts
to diverge, 1/z → 0, and at the same time the magnetization exponents reach
their value in the infinite disorder fixed point. For D > D∞ we arrive at the
attractive region of the strong disorder fixed point.
For relevant weak disorder (but with κ > 1), which is realized for 2d percola-
tion with correlated disorder, or in the Ashkin-Teller model with −1/2 < ǫ < 0,
first one enters for 0 < D < D∞ into the intermediate disorder regime and for
D > D∞ into the strong disorder regime. This type of scenario is checked nu-
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Figure 3: Schematic RG phase diagram of a quantum spin system having a
critical line parameterized by ω, in the presence of disorder of strength, D.[86]
merically for the percolation problem[208], see Sec.18.2.2. Note, however, that
the contact process, which has anisotropic scaling behavior in the non-random
case, in the intermediate disorder regime show such a scaling behavior which
could be of infinite disorder type with varying exponents, see Sec.17.2.3.
A schematic phase diagram of the disorder induced cross-over effects can be
found in Fig.3. Here the model dependent parameter, ω, is given by: ω = ǫ for
the Ashkin-Teller model, ω = 4− q for the clock model and ω = q/2− 1 for the
quantum Potts model. For ω ≥ 0 the system is in the strong disorder (SD) phase,
where the infinite disorder fixed point (IDFP) is strongly attractive. In the other
part of the phase diagram, for ω < 0, there are two more phases: the weak
disorder (WD) and the intermediate disorder (ID) regions. Here the SD part of
the phase diagram is attracted by the IDFP, while the critical behavior in the
WD regime is governed by the fixed points of the pure system, which are located
at D = 0. In the ID regime, where there is a competition between quantum
fluctuations and disorder effects, dynamical scaling is anisotropic, 1 < z < ∞,
and the static and dynamical critical exponents are disorder dependent. At the
boundaries of the ID region there are 1/z = 0 and 1/z = 1, respectively, while
at D = 0, i.e. in the pure system limit they are at ω = 0 and ω = ω0. In
the latter case for the pure model with a parameter ω0 the Harris criterion in
Eq.(5.9) is saturated, i.e. ν0(ω0) = 2/d.
We note that disorder induced cross-over effects are also present in higher
spin random AF Heisenberg chains. The scenario in these systems is, however,
somewhat different, see in Sec. 7 and 8.1.
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6 Random S = 1/2 AF Heisenberg chains
6.1 Models
The Heisenberg model has been introduced to describe the basic features of
interacting localized magnetic moments. Most generally, with random couplings
and anisotropy, the model is described by the Hamiltonian:
HH =
∑
l
(
Jxl S
x
l S
x
l+1 + J
y
l S
y
l S
y
l+1 + J
z
l S
z
l S
z
l+1
)
, (6.1)
in terms of the spin-1/2 operators, Sx,y,zl , at site l. For terminology, the models
for different anisotropies are respectively called :
XY Z-model : Jxl 6= Jyl 6= Jzl
XXZ-model : Jxl = J
y
l ≡ J⊥ 6= Jzl
XXX-model : Jxl = J
y
l = J
z
l
XY -model : Jxl 6= Jyl and Jzl = 0 for any l
XX-model : Jxl = J
y
l and J
z
l = 0 for any l
Generally we consider the situation when the sign of the Jxl couplings is the
same, and the same is true for the y and z components, as well. Then rotating
spins around the z-axis one can always take Jxl > 0 and J
y
l > 0, so that the
sign of Jzl characterizes the model: for J
z
l > 0 it is antiferromagnetic and for
Jzl < 0 it is ferromagnetic.
The pure system with Jxl = J
x,Jyl = J
y and Jzl = J
z has a reach phase
diagram[44] with four ordered phases (z-ferromagnet, z-antiferromagnet, x-
antiferromagnet and y-antiferromagnet) which are separated by phase bound-
aries in which there is quasi-long-range order (QLRO). For example for the
XXZ chain with Jx = Jy = J⊥ we have Gα(r) = 〈Sαl Sαl+r〉 =∼ (−1)rr−ηα ,
(α = x, z), where the decay exponents are coupling dependent and given by[246]:
ηx =
1
ηz
= 1− 1
π
arccos∆ . (6.2)
with 1 ≥ ∆ = Jz/J⊥ ≥ −1.
Dimerization
The isotropic antiferromagnetic chains, i.e. the XXX and XX models are
at the phase boundary and they exhibit QLRO. They can be driven out of
their critical state, which is gapless, by introducing alternating bond strengths
for even (Je) and odd (Jo) bonds. The corresponding control parameter is the
dimerization, which is defined by:
d =
Je − Jo
Je + Jo
. (6.3)
(For the XXZ-chain one can work similarly by keeping the same J⊥/Jz on
even and odd bonds.) In the dimerized phase we define the string correlation
function:
Oz(r) = −4〈Szl exp
[
iπ
(
Szl+1 + S
z
l+2 + · · ·+ Szl+r−1
)]
Szl+r〉 . (6.4)
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which can be written for spin-1/2 operators and for r odd as:
Oz(r) = 2r+1〈Szl Szl+1 . . . Szl+r〉 . (6.5)
Here we used the identity: Sz = exp (iπSz) /2i, which follows immediately
by considering its action on the full basis states | ↑〉, | ↓〉. The expression in
Eq.(6.5) can be simplified further in terms of dual spin operators[196], S˜xl+1/2 =
Sz1S
z
2 . . . S
z
l+1, and one obtains:
Oz(r) = 4〈S˜xl+1/2S˜xl+r+1/2〉 , (6.6)
thus in an obvious notation Oz(r) = 4G˜x(r). In a dimerized state Oz(r) is
different for l even (Oze(r)) and l odd (O
z
o(r)), and the order is measured as:
Ozd(r) = O
z
o(r) −Oze(r) , (6.7)
and one should take the limiting value: limr→∞Ozd(r).
6.2 RG rules
The renormalization method of Ma, Dasgupta and Hu[248] is originally devel-
oped for the random antiferromagnetic S = 1/2 chain. Here we consider the
general XY Z-chain, in which a unit of four spins contains the strongest bond
of the chain, J2 = Ω, between the two central ones.
In the limit, J1/J2 = J3/J2 = 0, the ground state for J
z
2 ≥ 0 is a singlet
having the energy: E0 = −(Jx2 + Jy2 + Jz2 /4, which is shifted by ∆E↑↑0 ≈
−(Jz1 − Jz3 )2/8(Jx2 + Jy2 ) if the J1 and J2 couplings are switched on and the
two edge spins are fixed into parallel, (↑↑), states. For antiparallel states, (↑↓),
one obtains ∆E↑↓0 ≈ −(Jz1 + Jz3 )2/8(Jx2 + Jy2 ), which is the consequence of
the transformation Jz3 → −Jz3 . Decimating out the strongest bond, J2, in
the renormalized Hamiltonian the z-component of the generated new coupling
between sites 1 and 4 is given as:
J˜z14 = 2
(
E↑↑0 − E↑↓0
)
=
Jz1J
z
3
Jx2 + J
y
2
. (6.8)
Similarly, by rotating the spins as Sx → Sy, Sy → Sz and Sz → Sx, etc. we
get for the other components of the renormalized coupling as:
J˜x14 =
Jx1 J
x
3
Jy2 + J
z
2
, J˜y14 =
Jy1 J
y
3
Jz2 + J
x
2
. (6.9)
In the special case of the XXX-model with Jxl = J
y
l = J
z
l = Jl we have
J˜ =
J1J3
2J2
, XXX −model , (6.10)
whereas for the XX-model with Jxl = J
y
l = Jl and J
z
l = 0 we obtain:
J˜ =
J1J3
J2
, J˜z = 0, XX −model . (6.11)
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Figure 4: Schematic RG phase diagram of the random XXZ chain as obtained
in Ref.[139].
Note, that both for the XXX and the XX models the generated new coupling
is smaller than the decimated bond, therefore the energy-scale, Ω, gradually
decreases during the renormalization process.
6.3 RG detailed results
The phase diagram of the random XXZ chain, as studied in detail in [139],
depends on the relative strength of the couplings, J⊥ and Jz. If J⊥ dominates
the ground state of the system is composed of singlets (random singlet (RS)
phase). On the other hand if Jz dominates in the ground state of the system
there is Ising antiferromagnetic (IAF) order, but due to randomness the gap is
vanishing, thus the system is in an IAF-ordered Griffiths phase. The schematic
RG phase diagram as obtained by Fisher [139] is shown in Fig.4.
It contains three RS fixed points, among which the RG equations have been
solved for the random XX and XXX models[139].
6.3.1 Renormalization of the random XX chain
The decimation equation in Eq.(6.11) are in a simple additive form
ξ˜ = ξ1 + ξ3 , (6.12)
in terms of the logarithmic variables: ξ = ln(Ω/J), 0 < ξ < ∞. Here we have
used that ξ2 = 0, since J2 = Ω being the strongest coupling of the chain. We are
looking for the probability distribution ρ(ξ,Γ) of the variable ξ at a log-energy
scale Γ = − lnΩ. By decimating out bonds we change the scale as Γ→ Γ+dΓ,
which amounts of a change as ξ → ξ − dΓ, thus
ρ(ξ,Γ)|Γ=Γ+dΓ = ρ(ξ,Γ) +
∂ρ
∂Γ
dΓ− ∂ρ
∂ξ
dΓ . (6.13)
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This variation can also be written into the form of a rate equation: the distribu-
tion function ρ(ξ,Γ) is reduced due to the eliminated couplings ξ1 and ξ3, but
is increased due to the generated one with ξ1 + ξ3:
ρ(ξ,Γ)|Γ=Γ+dΓ =
{
ρ(ξ,Γ) + dΓρ(0,Γ)
∫ ∞
0
dξ1
∫ ∞
0
dξ3ρ(ξ1,Γ)ρ(ξ3,Γ)
× [δ(ξ − ξ1 − ξ3)− δ(ξ − ξ1)− δ(ξ − ξ3)]} [1− 2dΓρ(0,Γ)]−1 . (6.14)
Here the last factor in the r.h.s. is to ensure normalization since the total
number of bonds is reduced by a fraction of 2dΓρ(0,Γ) during renormalization.
Comparing Eq.(6.13) with Eq.(6.14) and changing the notation as ξ1 → ξ− and
ξ3 → ξ+ we arrive to the integral-differential equation:
∂ρ(ξ,Γ)
∂Γ
=
∂ρ(ξ,Γ)
∂ξ
+ ρ(0,Γ)
∫ ∞
0
dξ−
∫ ∞
0
dξ+ρ(ξ−,Γ)ρ(ξ+,Γ)δ(ξ − ξ−ξ+) .
(6.15)
The solution of Eq.(6.15) is tried in the form:
ρ(ξ,Γ) =
1
Γ
Q(ξ/Γ,Γ) , (6.16)
which leads to the equation in terms of the variable η = ξ/Γ as:
Γ
∂Q(η,Γ)
∂Γ
=
∂Q(η,Γ)
∂η
(1 + η) +Q(η,Γ) +Q(0,Γ)
∫ η
0
dη′Q(η′,Γ)Q(η − η′,Γ) ,
(6.17)
We are looking for the fixed point solution of this equation, Q∗(η), which does
not depend on Γ, thus the l.h.s. of Eq.(6.17) is zero. After Fisher[139], for
non-singular initial distributions the fixed point solution is characterized by the
initial value Q∗(0) = 1, when it is given as:
Q∗(η) = Θ(η)e−η , (6.18)
where Θ(η) is the Heaviside step-function: Θ(η) = 0, for η < 0 and 1 for η ≥ 0.
Note that the fixed point distribution of the couplings is identical to that of the
RTFIC in Eq.(4.25), which is due to an exact mapping between the two models,
as described in Sec.B.2.
Transforming the solution in Eq.(6.18) in terms of the original variables J
and Ω we obtain:
P (J,Ω) =
1
ΩΓ
(
Ω
J
)1−1/Γ
Θ(Ω− J), Γ = − lnΩ , (6.19)
which becomes singular at the fixed point, as Γ → ∞. Due to this singularity
the decimation transformation in Eq.(6.11) becomes exact at the fixed point.
This can be shown by calculating the probability that one of the neighboring
couplings, beside the strongest bond with J˜ = Ω, has a value of J > αΩ, with
α < 1:
P (α) ≃
∫ Ω
αΩ
P (J,Ω)dJ =
1
Γ
∫ 1
α
x−1+1/Γdx = 1− α1/Γ ≈ 1
Γ
ln(1/α) , (6.20)
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which indeed goes to zero as the iteration proceeds, since Γ→∞. Consequently
the RG transformation becomes asymptotically exact in a similar way as shown
for the RTFIC in Sec.4.3.3.
6.3.2 Renormalization of the random XXX chain
The decimation transformations of the XX and the XXX models in Eqs.(6.10)
and (6.11), respectively differ by a constant factor of 2. As a consequence the
derivation of the probability distribution in the previous Section is changed at
the following points:
i) the decimation transformation in Eq.(6.12) is extended by a term ln 2 at
the r.h.s.,
ii) the argument of the first delta-function on the r.h.s. of Eq.(6.14) is
extended by a term − ln 2,
iii) the integral in the r.h.s. of Eq.(6.17) is modified as∫ η−∆
0
dη′Q(η′,Γ)Q(η −∆− η′,Γ) , (6.21)
where ∆ = ln 2/Γ.
As the renormalization proceeds Γ→∞ and so ∆→ 0, thus the RG equation
in Eq.(6.17) becomes identical to that of the XX model and consequently the
limiting distributions of the two models are the same. Note that the reasoning
used here is analogous to that presented in Sec.5.4 for quantum spin models
with discrete symmetry.
6.3.3 Properties of the random-singlet phase
The ground state of the random XX (and XXX) models by construction of the
strong disorder RG method is composed of singlet pairs. The two spins of a pair
can be arbitrarily remote and the effective interaction between them is rapidly
decreasing with the distance. In this random-singlet phase relation between
energy-scale, Ω = e−Γ, and length-scale, LΓ ∼ 1/nΓ, where nΓ is the fraction
of non-decimated spins, can be obtained along the lines of Sec.4.3.4. As Γ is
increased by an amount of dΓ (i.e. Ω→ Ω(1−dΓ)) a fraction of spins 2dΓρ(0,Γ)
is decimated out, thus dnΓ = −2dΓρ(0,Γ)nΓ. Now using Eq.(6.16) and with
the fixed-point solution in Eq.(6.18) we arrive to the differential equation:
dnΓ
dΓ
= −2Q
∗(0)
Γ
nΓ , (6.22)
with the solution, nΓ = Γ
−2Q∗(0) = Γ−2, at the fixed point. Consequently the
typical distance between remaining spins is
LΓ ∼ 1
nΓ
∼ Γ2 ∼
[
ln
Ω0
Ω
]2
, (6.23)
where Ω0 is some reference energy cut-off. This is the usual form of dynamical
scaling at an infinite disorder fixed point, see in Sec.A.3.
49
The low-temperature susceptibility can be estimated by studying the response
of the system on external fields for different ratios of the thermal energy, ∼ T ,
and the energy scale, Ω. In the low-temperature case, Ω ≫ T , the strongly
coupled singlet pairs are very weakly excited by thermal fluctuations. In the
opposite limit, Ω ≪ T , the remaining non-decimated spins are very weakly
coupled, since J˜ ≪ T , and therefore they are essentially free and contribute
to a Curie susceptibility, which goes as ∼ 1/T . Then one should stop the
renormalization at Ω = T , when the remaining spins with a density of, nΓT ∼
[ln(Ω0/T )]
2, all contribute by a Curie susceptibility leading to the result:
χ⊥ ∼ χz ∼ nΓT
T
∼ 1
T
[
ln Ω0T
]2 . (6.24)
Note that the transverse and longitudinal susceptibilities have the same singular
behavior where the Curie-type susceptibility is modified by logarithmic correc-
tions. Since these corrections are very strong they usually lead in measurements
effective, temperature dependent critical exponents.
The average pair correlation function between two spins at a distance, r ∼ L,
is dominated by those spins which have not been decimated out at a length-scale,
L. The decimated spins already form singlets and correlation between two spins
which belong to different singlets is negligible. The probability to have a free
spin at this length-scale is nΓL ∼ 1/L, for two spins it is (nΓL)2 ∼ 1/L2. Then,
under further decimation, there is a finite probability that these two spins form
a singlet, thus will have a correlation C(r) = O(1). Averaging the correlations
over the spin-pairs with a mutual distance, r, we obtain:
[C(r)]av ∼
(−1)r
r2
. (6.25)
If we consider two randomly chosen spins at a distance r they typically belong to
different singlet pairs and the correlations between them, the typical correlations
are very weak. If during decimation the length-scale is L = r, then the two spins
becomes nearest neighbors with an effective coupling, J˜L ∼ ΩL, which measures
the size of correlations. Thus we have
− lnCtyp(r) ∼ lnΩL ∼ Γ−1L ∼
1
L1/2
∼ 1
r1/2
, (6.26)
which is completely different from its average value in Eq.(6.25). Thus the
correlation function in the RS phase is non-self-averaging.
6.3.4 Properties of the random dimer phase
Here we consider the random XX and XXX chains with enforced dimerization,
see Sec. 6.1, when couplings at odd, Jo, and even, Je, sites are taken from
different distributions. For the random model the control parameter is defined
as:
δ =
[ln Jo]av − [ln Je]av
var[ln Jo] + var[ln Je]
, (6.27)
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thus for δ > 0 (δ < 0) the odd (even) bonds are stronger in average. Outside the
quantum critical point we are in the random dimer phase, which is a Griffiths
phase of the system[185].
For the random XX chain the distribution of the odd and even couplings
at the fixed point can be exactly obtained[196] through the mapping to the
RTFIC in Sec.B.2. With this help results in Sec. 4.3.2 can be translated to
the random dimer phase, too. In particular the dynamical exponent, z, is given
from Eq.(4.15) as [(
Jo
Je
)1/z]
av
= 1 . (6.28)
which is related to δ, as z ≈ 1/2|δ| in linear order.
For the random XXX model the dynamical exponent in the random dimer
phase is not known exactly. Here there is a conjecture[197] that dynamical
exponents for the random dimerized XXX chain and for the random q = 4
state quantum Potts models with the same disorder distribution are identical.
This is based on the same form of the decimation equations see in Sec. 5.4 and
on scaling theory, which has been checked by numerical calculations[197].
Scaling of the thermodynamic quantities can be obtained along the lines as
described for the RTFIC in Sec.4.4.2. In this respect the random dimer phase of
the random AF Heisenberg chain corresponds to the disordered Griffiths phase
of the RTFIC. For example the same reasoning as for Eq.(4.56) leads to the
low-temperature susceptibility:
χ(T ) ∼ T−1+1/z , (6.29)
whereas the singularity of the specific heat from Eq.(4.51) follows as:
cV (T ) ∼ T 1/z . (6.30)
6.3.5 Renormalization of dynamical correlations
The average autocorrelation functions both in the random singlet and in the ran-
dom dimer phases are obtained by the strong disorder RG method[108, 277] in
the same way as for the RTFIC in Sec.4.4.3. One calculates the local dynamical
susceptibilities,
χααjj (ω) =
∑
k
|〈k|Sαj |0〉|2δ(ω − ǫk) , (6.31)
with α = x, z. The low-frequency behavior of χααjj (ω) is related to the long-time
limit of the corresponding autocorrelation function:
Gααjj (t) = 〈Sαj (t)Sαj (0)〉 . (6.32)
Repeating the steps of the calculation for the RTFIC in Sec.4.4.3 we obtain for
the local dynamical susceptibilities:
[χ]av(ω) ∼ nω(p
o
0(ω) + p
e
0(ω))
ω
, (6.33)
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which is valid in leading order both for α = x and α = z. Here po0(ω) and
pe0(ω) (“o” and “e” for odd and even bonds, respectively) are parameters of
the fixed-point solution of the RG equations, which corresponds to p0(ω) and
r0(ω), respectively, in the solution of the RTFIC in Sec.4.3.2. see the mapping
in Sec.B.2.
In RS phase with po0(ω) = p
e
0(ω) we obtain:
[χ]av(ω) ∼ 1
ω| lnω|3 , (6.34)
and
G(t) ∼ | ln t|2 . (6.35)
This corresponds to the scaling result in Eq.(A.24) with xm/ψ = 2xm = 2,
where we have used Eq.(6.25) for the average correlation function.
In the random dimer phase the results are:
[χ]av(ω) ∼ |δ|
3
ω1−1/z
, (6.36)
and
G(t) ∼ |δ|
3
t1/z
, (6.37)
in agreement with the scaling results in Sec.A.4. Dynamical correlations at the
boundary spin can be calculated similarly, see Ref.[108, 277].
Another investigations and numerical studies The randomXX andXY
chains can be transformed into free fermion models, from which some exact
results have been obtained[196]. Identifying the rare events the scaling behavior
of the bulk and boundary order parameter has been obtained from which the
asymptotic decay of the bulk and the end-to-end correlations follows.
Numerical study of the XX and XY models based on the free fermion map-
ping has given support to the validity of the strong disorder RG results[166,
196]. On the other hand numerical investigation of the random XXZ-chains,
which has been done by the DMRG method and thus restricted to compara-
tively smaller sizes, has found some discrepancies with the strong disorder RG
results[163]. These are debated in[227] and attributed to the presence of possi-
ble logarithmic corrections[196] or to cross-over effects[227]. Scaling of the spin
stiffness in random spin-1/2 chains has been studied recently[228].
The scaling behavior of typical autocorrelations and their distribution func-
tion have been studied in Ref.[196]. In the random singlet phase typical au-
tocorrelations decay algebraically, Gtyp(t) ∼ t−γ , with a varying parameter,
γ. The appropriate scaling combination is thus γ = − lnG(t)/ ln t, which
has a small γ behavior as P (γ) = A + Bγ + O(γ2). On the other hand in
the random singlet phase typical autocorrelations are in a stretched exponen-
tial form: Gtyp(t) ∼ exp(−γ′t1/(z+1), thus the appropriate scaling combina-
tion is γ′ = − lnG(t)/t1/(z+1). The distribution function P ′(γ′) is analyzed in
Ref.[196], by making use of similar results about the RTFIC[222].
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7 Random S = 1 AF Heisenberg chain
7.1 The antiferromagnetic chain S = 1 without disorder
Differences between half-integer and integer spin chains
Whereas the pure antiferromagnetic chain S = 1/2 presents power-law cor-
relations and excitations without gap, the antiferromagnetic chain S = 1 is
characterized by exponential correlations and a gap for excitations. A simple
way to understand these differences which more generally exist between half-
integer and integer spin chains is related to the “ Valence-Bond-Solid ”(VBS)
wavefunction, which allows to highlight a long range order for a topological
order parameter which is non-local in terms of the spins.
The VBS wavefunction
If one represents each spin S = 1 like the symmetrization of two elementary
spins S = 1/2, the VBS wavefunction [25] is the state where there exists a
singlet on each bond between two constitutive spins 1/2 (see Figure 5). This
wave function is the exact ground state of the Hamiltonian [25]
HAKLT =
∑
i
P2(~Si + ~Si+1) =
∑
i
[
1
2
~Si~Si+1 +
1
6
(~Si ~Si+1)
2 +
1
3
]
(7.1)
where P2 is the projector on the subspace s = 2.
The String Order Parameter
The so called ‘String Order Parameter’ [288] which allows to characterize
the topological order of the VBS wave function is non local in the spins
tij = −〈ψo
∣∣Szi exp

iπ ∑
i<k<j
Szk

Szj ∣∣ψ0〉 (7.2)
(Note that this definition corresponds to Eq.(6.4), which was analyzed for the
S = 1/2 model in Sec.6.)
For the pure VBS state on a ring of N spins, one obtains tij = 4/9+O(3
−N).
For the ground state of the pure antiferromagnetic S = 1 chain, this order
Figure 5: VBS wavefunction: each spin S = 1 is represented by the symmetriza-
tion of 2 spins S = 1/2 (black balls connected by a fat vertical bond); the horizon-
tal lines which connect two spins 1/2 represent the singulets between constitutive
spins S = 1/2.
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parameter also converges towards a finite value, which indicates a relationship
with the VBS wave function.
7.2 Construction of appropriate RG rules
Renormalization of an antiferromagnetic bond
The Hamiltonian of an antiferromagnetic bond between two spins S = 1
h0 = J1~S1.~S2 =
J1
2
[(
~S1 + ~S2
)2
− ~S21 − ~S22
]
=
J1
2
[(
~S1 + ~S2
)2
− 4
]
(7.3)
has three energy levels indexed by the value s = 0, 1, 2 of the total spin
es =
J1
2
[s(s+ 1)− 4] (7.4)
the singlet e0 = −2J1, the triplet e1 = −J1 and the quintuplet e2 = J1. If one
naively generalizes the Ma-Dasgupta rule for the S = 1/2 case by projecting
onto the singlet, the new effective coupling is
J ′0 =
4
3
J0J2
J1
(7.5)
Since the coefficient 43 is larger than 1, this rule is not automatically consistent,
and the procedure can be justified only if one starts from a rather broad disorder.
To avoid this problem, Hyman and Yang [186] have proposed an effective
S = 1/2 model, containing both Ferromagnetic and Antiferromagnetic bonds to
mimic the physics of the weak disorder spin-1 chain. This effective model has
the advantage of being consistent and soluble via real-space RG.
Since the mapping between the spin-1 chain and the Hyman-Yang effective
model is heuristic and not quantitative, various propositions have been made to
define consistent RG rules for arbitrary disorder directly on the spin-1 chain, in
particular :
• Monthus, Golinelli and Jolicoeur [263] have proposed the following princi-
ple : instead of projecting onto the lowest level of h0, the correct generalization
of the Ma-Dasgupta principle consists in projecting out the highest level. Thus,
for the Hamiltonian h0, one eliminates the quintuplet, but one should keep the
singlet and the triplet, by replacing the two spins S = 1 by two spins S = 1/2.
This partial decimation of course enlarges the initial space of random chains,
but it is nevertheless possible to define a closed RG procedure with 4 types of
bonds.
• Saguia, Boechat and Continento [316] have more recently proposed a pro-
cedure where the rule (7.5) is applied only if max(J0, J2) < (3/4)Ω, whereas
otherwise the 3 spins coupled by max(J0, J2) and Ω are replaced by a new spin
with two new couplings.
In the following, we will describe the RG procedure with 4 types of bonds
[263], the numerical study of the RG flow, and we will finally describe how
54
the numerical estimates of the critical exponents are in full agreement with the
analytic critical exponents that can be computed [263] for the Hyman-Yang
effective model. Finally we will describe the controversy between various direct
numerical studies.
RG procedure with 4 types of bonds
This RG procedure is defined for the enlarged set of chains made of spins of
size S = 1/2 and S = 1, in which the couplings {Ji} are either ferromagnetic
(F) or antiferromagnetic (AF), with the following constraint: for any segment
{i, j}, the classical magnetization has to satisfy |mi,j | ≤ 1. This condition for
two neighbors j = i + 1 shows that there are 4 types of possible bonds:
1) F Bond between two S=1/2 spins,
2) AF Bond between two S=1/2 spins,
3) AF Bond between a S=1 spin and a S=1/2 spin,
4) AF Bond between two S=1 spins.
The four corresponding rules of renormalization are as follows [263] :
(1)
s0
•
J0
s1 =
1
2•
J1 < 0
s2 =
1
2•
J2
s3
• −→
s0
•
J ′0 =
J0
2
s′1 = 1
•
J ′1 =
J2
2
s3
•
(2)
s0
•
J0
s1 =
1
2•
J1 > 0
s2 =
1
2•
J2
s3
• −→
s0
•
J ′0 =
J0 J2
2 J1
s3
•
(3)
s0
•
J0
s1 = 1
•
J1 > 0
s2 =
1
2•
J2
s3
• −→
s0
•
J ′0 =
4J0
3
s′1 =
1
2•
J ′1 = −J23
s3
•
(4)
s0
•
J0
s1 = 1
•
J1 > 0
s2 = 1
•
J2
s3
• −→
s0
•
J ′0 = J0
s′1 =
1
2•
J ′1 = J1
s′2 =
1
2•
J ′2 = J2
s3
•
Interpretation of the renormalization in terms of VBS clusters
If one represents each spin initial S = 1 like the symmetrization of two spins
S = 1/2, the rules 2, 3, and 4 for AF bonds can be interpret as the formation of
a singlet between two constitutive spins S = 1/2. Rule 1 for a F bond between
two S = 1/2 spins corresponds to their symmetrization. At the end of the RG
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Figure 6: The ground state obtained by renormalization, in terms of VBS cluster
: each spin S = 1 is represented by the symmetrization of 2 spins 1/2 (black balls
connected by a fat vertical bond); the lines which connect two spins 1/2 represent
singulets. Initial spins 1 are thus gathered in clusters: here, for example, there
are two clusters of size 2, a cluster of size 4, and a larger cluster which exceeds
the limits of the figure. [263]
procedure, when there is no free spin anymore, the chain is broken into a set of
disjointed clusters which have a VBS structure (see Figure 6).
For the disordered chain, the string order parameter (7.2) takes the value
tij = 4/9 if the two sites belong to the same cluster and tij = 0 if not. For
a chain of size N, the space average
∑
i,j tij/N
2 of the order parameter tij is
proportional to the probability T that two spins belong to the same cluster
T ≡
∑
c
n2c
N2
=
9
4
1
N2
∑
i,J
tij +O(1/N) (7.6)
where nc is the number of spins in a cluster C, which is not directly related to its
space extension. This order parameter T can be non-zero in the thermodynamic
limit only if there exists a VBS cluster containing a finite fraction of the spins
of the chain.
7.3 Numerical study of the RG procedure
The numerical study of the RG procedure with 4 types of bonds on the basis
has been made for cyclic chains of N spins (for instance N = 222 ∼ 4.106),
with initial couplings Ji uniformly distributed in the interval [1, 1 + d]. The
parameter d thus represents the width of the initial disorder. For each size, the
results are averaged over a certain number of samples (typically 100). The flow
of the following quantities according as a function of the RG scale Γ has been
computed :
(i) the number N(Γ) of effective spins S = 1/2 and S = 1 still present at
the scale Γ
(ii) the proportion {N(S=1)(Γ)/N(Γ)} of spins S = 1 among the effective
spins still present.
(iii) the proportions ρi(Γ) = {Ni(Γ)/N(Γ)} of the bonds of the type i =
1, 2, 3, 4
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Figure 7: Proportion of S = 1 spins among the effective spins at scale Γ for var-
ious values of the initial disorder d = 1, 2, 3, 4, 5.5, 6, 8, 16, 100: this proportion
converges towards 0 for weak initial disorder, and towards 1 for strong initial
disorder. At the point d ≃ dc = 5.75(5) the proportion remains stationary
around the intermediate critical value 0.315(5) . [263]
(iv) the probability distributions Pi(J,Γ) of the remaining effective couplings
J for the four types of bonds i = 1, 2, 3, 4.
The results of the RG procedure present a qualitative change for a certain
critical value dc ≃ 5.75(5) of the initial disorder. Figure 7 represents the flow of
the proportion
N(S=1)(Γ)
N(Γ) of spins S = 1 for various values of the initial disorder:
there are two attracting values, namely 0 for weak initial disorder and 1 for
strong initial disorder.
Results for strong initial disorder
In the phase of strong disorder d > dc, the number N(Γ) of effective spins
decreases as in the “ Random Singlet Phase ”of the chain S = 1/2 chain:
N(Γ) ∝
Γ→∞
1
Γ2
. (7.7)
and the proportions ρi(Γ) of the four types of bonds converge towards the fol-
lowing asymptotic regime (Fig 8)
ρ1(Γ) ∼ 0 ρ2(Γ) ∼ ǫ(Γ) ρ3(Γ) ∼ 2ǫ(Γ) ρ4(Γ) ∼ 1− 3ǫ(Γ) (7.8)
where ǫ(Γ) slowly converges towards 0 as Γ → ∞. The chain contains almost
everywhere bonds of the type 4, with some defects of the type (bond of the
type 3, bond of the type 2, bond of the type 3) which come from the temporary
partial decimation of the bonds of the type 4. For strong initial disorder, the
renormalization thus converges towards the Random Singlet Phase.
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Results for weak initial disorder
In the weak disorder phase d < dc, the number N(Γ) of effective spins decreases
exponentially
N(Γ) ∝
Γ→∞
e−α(d)Γ (7.9)
with a coefficient α(d) which decreases towards 0 as d → d−c . The proportions
ρi(Γ) of the four types of bonds converge towards the asymptotic regime (Figure
9)
ρ1(Γ) ≃ 0.25 ρ2(Γ) ≃ 0.75 ρ3(Γ) ≃ 0 ρ4(Γ) ≃ 0 (7.10)
Results at the critical point
At the critical point d = dc, the number of effective spins decrease algebraically
as
N(Γ) ∝
Γ→∞
1
Γ3
. (7.11)
and the proportions ρi(γ) of the four types of bond converge towards the asymp-
totic regime (Figure 10)
ρ1(Γ) ∼ 0.17 , ρ2(Γ) ∼ 0.35 , ρ3(Γ) ∼ 0.33 , ρ4(Γ) ∼ 0.15 .(7.12)
Numerical study of the percolation transition from the VBS clusters
From the point of view of VBS clusters, the quantum phase transition corre-
sponds to a percolation transition : in the strong disorder phase, there are only
finite clusters, whereas in the weak disorder phase, there exists a macroscopic
cluster which contains a finite fraction of the spins.
String Order Parameter
Let β be the exponent describing the vanishing of the fraction n1/N of spins
in the macroscopic cluster at the transition. The string order parameter then
vanishes as T ∼ (dc − d)2β for d < dc. The finite size scaling study of Figure
(11) leads to the numerical estimate
2β = 1.0(1). (7.13)
Susceptibility
The Figure (12) represents the average size of the finite clusters, which plays
the role of a susceptibility
χ ≡
∑
c>1
n2c
N
. (7.14)
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Figure 8: The proportions ρi(Γ) of the 4 types of bonds i = 1, 2, 3, 4 as functions
of the RG scale Γ for a very strong initial disorder d = 100. [263]
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Figure 9: The proportions ρi(Γ) of the 4 types of bonds i = 1, 2, 3, 4 as functions
of the scale Γ for a weak initial disorder d = 0.1 [263]
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Figure 10: The proportions ρi(Γ) of the 4 types of bonds i = 1, 2, 3, 4 as functions
of the RG scale Γ for a critical initial disorder dc = 5.75. [263]
(c=1 is the largest cluster). The critical exponent γ controlling the divergence
χ ∼ |dc − d|−γ has been measured to be
γ = 1.2(1). (7.15)
Distribution of the cluster sizes at the critical point
At the critical point, the distribution mc(s) of the size s of the clusters
presents an algebraic decay (Figure 13)
mc(s) ∼ 1
sτ
(7.16)
with the exponent
τ = 2.2(1). (7.17)
7.4 Exact critical exponents via a soluble effective model
The effective model introduced by Hyman and Yang [186] to describe the physics
of the random S = 1 AF chain is a random dimerized spin-1/2 chain containing
both Ferromagnetic and Antiferromagnetic bonds. More precisely, this model
is defined as follows : all even bonds are AF, whereas the odd bonds are either
F or AF. The physical motivation for this last point is that in finite open pure
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Figure 11: The string order parameter as a function of the initial disorder d for
chains of sizes N = 214− 220. The critical point is located at dc = 5.76(2) [263]
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Figure 12: The susceptibility χ as a function of the initial disorder d for chains
of sizes N = 214 − 220. [263]
S = 1 chains, the low energy physics corresponds to two effective S = 1/2 spins
at the two ends coupled via a weak coupling Jeff (L) ∼ (−1)L+1e−cL that can
be either Ferro or Antiferro.
The renormalization procedure is then defined as follows [186] : the energy
scale Ω is given by the strongest AF bond of the system, so that the odd bonds
separate into two groups : group A contains F bonds weaker than Ω and all
AF bonds, while group B contains all F bonds stronger than Ω. In this effective
model, perfect VBS order means singlets over all even bonds of the initial chain.
Indeed, at the stable fixed point of the Haldane phase found in [186] by solving
the renormalization flow equations, all odd bonds are much weaker than even
bonds so that only singlets over even bonds are generated by decimation. At
the critical point between the Haldane phase and the strong disorder phase,
the length scale is l ∼ Γ3, in agreement with the behavior (7.11) found in the
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Figure 13: Distribution mc(s) of the size s of the clusters at the critical point:
the measure of the slope leads to the estimate τ = 2.2(1) [263]
4-bond model.
To compute how the VBS order parameter vanishes at the transition, one
needs to introduce an auxiliary variable µ for each odd bond still surviving at
scale Ω. The variable µ is by definition the number of singlets already made
over even bonds of the initial chain that are contained in this odd bond. This
µ evolves as follows : when an odd bond of variable (µ) is decimated, a finite
cluster of size (µ+1) is terminated; when an even bond surrounded by two B-odd
bonds of variables µ1 and µ2 respectively, a finite cluster of size (µ1+µ2+2) is
terminated; when an even bond surrounded by two A-odd bonds, or surrounded
by one A-odd bond and one B-odd bond, with respective variables µ1 and µ2,
the new odd bond generated by this decimation inherits the variable (µ =
µ1+µ2+1). At the fixed point describing the transition of the effective model,
one finds that µ scales as :
µ ∝ Γϕ with ϕ =
√
5. (7.18)
This has to be compared with the scaling l ∝ Γ3 of the auxiliary variable l that
counts the number of initial bonds in a surviving bond at scale Γ. Deviations
from the critical point are driven by a relevant perturbation[186] that scales
as Γλ+ with λ+ = (
√
13− 1)/2. As a consequence, the exact exponent for the
string topological order parameter (7.13) is [263]
2β =
2(3− ϕ)
λ+
=
4(3−√5)√
13− 1 = 1.17278..., (7.19)
the exponent of the percolation susceptibility is
γ =
(2ϕ− 3)
λ+
=
2(2
√
5− 3)√
13− 1 = 1.13000..., (7.20)
and the exponent τ of the scaling form (7.16) for the distribution of cluster sizes
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:τ = 1 +
3
ϕ
= 1 +
3√
5
= 2.34164..., (7.21)
which are in very good agreement with the numerical estimates (7.13), (7.15),
(7.17) obtained in the 4-bond RG analysis. It is thus believed that the solu-
ble effective Hyman-Yang model correctly describes the disorder-induced phase
transition of the random AF spin-1 chain.
7.5 Direct numerical studies
We now have to discuss results of various direct numerical studies on the exis-
tence of the various phases of the random S = 1 chain, which are controversial.
Generally, one uses here a square-type distribution of the initial couplings, which
is uniform in the interval [1−W/2, 1+W/2]. The correspondence with the flat
distribution on the interval [1, 1 + d] used for the previous numerical RG ap-
proach can be obtained from the matching for Jmax/Jmin leading to
W =
2d
1 + d
(7.22)
The limit of strongest disorder of this form, d → ∞ corresponds to W → 2,
whereas the critical initial disorder dc ∼ 5.75 found in the numerical RG study
of the four-bond model corresponds to Wc ∼ 1.48. Note that the power-law
distribution, P (J) = D−1J−1+1/D as given in Eq.(A.1) for D = 1 corresponds
to W = 2 and represents more strong disorder for D > 1.
• on one hand, the following direct numerical studies have concluded that
there was no random singlet phase even for the limiting disorder W → 2 :
(i) Nishiyama via exact diagonalization for sizes N ≤ 14 [289],
(ii) Nishiyama via quantum Monte-Carlo method for sizes N ≤ 32 [290],
(iii) Hida via Density-Matrix-RG for sizes N ≤ 42 [169]
• on the other hand, more recent studies have found the random singlet
phase for Wc < 2 :
(iv) Todo et al via quantum Monte-Carlo method with the continuous-time
loop algorithm for sizes N ≤ 256 [341]
(v) Bergkvist et al via stochastic series expansion quantum Monte-Carlo for
sizes N ≤ 64 [48]
• there were new claims of the theoretical side :
(vi) in their Comment [358] on the work of Hida [169], Yang and Hyman
argue that the random singlet phase appears only for a power-law distribution
with stronger disorder, D > Dc ∼ 1.5.
(vii) Sagia et al. [316] claim from the numerical study of their alternative
Ma-Dasgupta RG procedure for sizes N ≤ 9000 that the random singlet phase
appears for flat initial distributions only at the point Wc = 2.
We believe that the discrepancies in the numerical results are due to strong
finite-size effects : the initial flat distribution for the couplings is very far from
the RG asymptotic power-law distributions for the remaining effective couplings
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at low energy. As a consequence, there is a long transient regime to converge
towards the asymptotic regime, and this is why the RG for the four-bond model
was studied numerically on very large chains to obtain satisfying results.
Also one has to note that the transition point between the gapless Hal-
dane and the RS phases is a tricritical point, if dimerization is included[109].
Therefore the influence of the critical RS fixed point results in strong cross-over
effects. On the side of the numerical RG studies there are a number of initial
approximative decimation steps until the system approaches sufficiently close
the correct asymptotic RG trajectory. Due to these initial steps the position of
the transition in the physical model can be somewhat shifted.
To summarize the basic features of the disorder induced phase transitions in
the random S = 1 AF Heisenberg chain are verified by direct numerical studies,
but still further work is necessary to locate the precise position of the tricritical
point, as well as to verify the values of the (tri)critical exponents.
7.6 Generalizations : dimerization, dynamics
The effects of enforced dimerization on random S = 1 chains have also been
studied via real space RG in [109], and numerically in [35] : in the phase diagram
in the plane (dimerization δ,randomness R), the critical point at (δ = 0, Rc) now
becomes multicritical. This kind of multicritical point has been further discussed
in [110].
Finally let us mention that dynamical properties of the S = 1 chain (as well
as other random spin chains) have also been studied via strong disorder RG in
[108, 277].
8 Other 1D quantum models
Besides the random AF S = 1/2 and S = 1 Heisenberg models there are another
problems of interacting Heisenberg spins in one (and quasi-one) dimension which
have been intensively studied. Here we review recent developments obtained for
higher spin, S ≥ 3/2, AF chains, for S = 1/2 chains with mixed ferro- and
antiferromagnetic couplings and for random spin ladders. These theoretical
investigations are often initiated by experimental work.
8.1 Higher spin AF Heisenberg chains
The spin-S random antiferromagnetic Heisenberg chain is defined by the Hamil-
tonian:
H =
∑
i
Ji~Si · ~Si+1 (8.1)
where the Ji > 0 are quenched random variables. As before we introduce
enforced dimerization of strength, δ, so that the couplings are in the form:
Ji = J(1 + δ(−1)i) exp(Dηi) (8.2)
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where ηi are random numbers of mean zero and variance unity. Thus the
strength of disorder is measured by D, see Eq.(A.1). The properties of this
model for S = 1/2 and for S = 1 have already been presented in Sec.6 and 7,
respectively. Here we consider higher values of S ≥ 3/2.
Non-random models
As already discussed at the beginning of Sec.7 the non-random models with
δ = 0 have different low-energy properties for half-integer and integer values
of the spin, respectively[161]. Half-integer spin chains, as the S = 1/2 model,
have a gapless spectrum and quasi long range order. It is believed that they all
belong to the same (bulk) universality class independently on S [325]. This was
explicitly verified numerically for the S = 3/2 chain [162], which was found to
have the same bulk decay exponent as for the S = 1/2 chain. In the presence
of dimerization a gap opens in the spectrum, which behaves for small δ as
ǫ1(δ) ∼ |δ|ν . (8.3)
Here the gap (or correlation-length) exponent for the S = 1/2 model is given
from a bosonization study[101] as ν = 2/3, for recent numerical work see
Ref.[297].
Integer spin chains are instead gapped and have a hidden topological order
[288], as defined for the S = 1 model in Eq.(7.2). The topological order stays
even for a small finite dimerization. If, however, |δ| exceeds a limiting value, δ,
there is a quantum phase transition in the system and for |δ| > δ there is dimer
order in the ground state.
Effect of disorder
Weak disorder is expected to have different effect of the two types of chains.
The Haldane gap for integer spin chains is robust against weak disorder, whereas
the behavior of half-integer spin chains can be predicted by the Harris relevance-
irrelevance criterion in Eq.(5.9). Since the value of ν = 2/3 seems to be universal
for all half-integer chains weak disorder is predicted to be a relevant perturba-
tion. This is indeed the case for the S = 1/2 chain, however, for the S = 3/2
chain numerical investigations show[87] that weak disorder is irrelevant and the
properties of the quasi-long-range order are the same as in the non-random
system. We shall come back later to discuss this point.
For stronger disorder one can use the strong disorder RG method. If in the
decimation procedure two S spins with the strongest bond, J2 = Ω, are replaced
by a singlet, the new coupling generated between the remaining sites is given
by:
J˜ =
2
3
S(S + 1)
J1J3
J2
. (8.4)
Thus for S > 1 we encounter the same problem as for S = 1: some of the gener-
ated couplings are larger than the decimated one, therefore this RG works only
for strong enough disorder. The larger the spin the larger the disorder needed
for the procedure. In order to obtain the behavior of the system for weaker
disorder the strategy used for the random S = 1 chain in Sec-7 is generalized in
Ref.[308]. In this case each spin-S is represented by the maximally symmetrized
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multiplet of 2S identical S = 1/2 spins. Renormalizing a strong term, J2~S1 · ~S2,
is equivalent to eliminate the highest spin combination in the spectrum of the
two site cluster, thus replacing S1 → S1 − 1/2 and S2 → S2 − 1/2. In other
words one S = 1/2 singlet bond is eliminated. In this way, during renormal-
ization we obtain an effective model in which at each site there are spin S,
S − 1/2,...,1/2 degrees of freedom with effective couplings, which can be ferro-
or antiferromagnetic. However during renormalization no spin larger than S can
be generated. The ground state at an energy scale, Ω, is represented by singlets
(valence bonds) formed between spin S = 1/2’s.
If the disorder is very strong all the 2S valence bonds between the original
spins are formed, thus the random singlet phase is given in terms of S spins and
called as RSS phase. For somewhat weaker disorder the valence bonds form
two different structures: i) there is a valence bond solid which involves two spin
S = 1/2 at each site, and ii) there is a random singlet phase of effective S − 1-
spins. The low-energy excitations are given by this RSS−1 phase. Continuing
this reasoning by decreasing disorder, D, there is a sequence of RSS, RSS−1,
RSS−2, ... phases, and there are multicritical points which separate these strong
disorder phases. Within the different RS phases the singular behavior follows
the same rules as in the traditional RS1/2 phase, as described in Sec.6. At the
multicritical points, however, there are new exponents, which are calculated in
Ref.[110]. For example the exponent, ψ, describing the relation between the
size- and the log-time-scale in Eq.(A.16) is given by: ψ = 1/N , where N is
the number of Griffiths phases in the D − δ phase diagram, which meet at the
multicritical point. At the principal multicritical point, separating the RSS and
RSS−1 phases we have N = 2S + 1. Similarly, the correlation length exponent
in the milticritical point is given by: ν = (1 + (4N + 1)1/2)/2. Note, that this
latter result formally corresponds to Eq.(3.19) with b = N − 1. For the S = 1
model these results are previously calculated, see in Sec.7.4.
Among the higher-spin AF Heisenberg chains, the random S = 3/2 model
is investigated in more detail. The phase diagram and the singular properties
of the system is studied by a numerical implementation of the strong disorder
RG method[308], as outlined above. The two random singlet phases (RS3/2 and
RS1/2) are identified and the properties of the multicritical point are numerically
calculated. These are generally in good agreement with the analytical results
in Ref.[110], although there are larger deviations for the correlation length ex-
ponent, ν.
Another type of decimation scheme in the strong disorder RG method is
used by Saguia et al. [317]. In their work the renormalization flow indicates
that the weak disorder is an irrelevant perturbation of the system. This is in
agreement with the numerical, DMRG results[87], as mentioned above. The
possible origin of the irrelevance of weak disorder, as argued in Ref[87], is due
to localized edge states in the S = 3/2 (and higher half-integer spin) chains.
The correlation length associated to surface excitations is shown to diverge
with a larger exponent, ν′ ≈ 2. This type of excitation could be relevant in the
present of bond disorder, thus, according to the Harris criterion in Eq.(5.9) it
is a (marginally) irrelevant perturbation.
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Figure 14: Schematic phase diagram of the spin S AFH chain as function of
the strength of disorder D. The RSS denotes a random singlet phase where
the relevant degrees of freedom are effective S-spins. The WD and ID are the
region at weak and intermediate disorder.
We close this part by presenting a possible phase diagram[110, 87] for higher
S in Fig. 14. The transition lines between the different random singlet phases
for the time being cannot be supported by numerical results. The weak disorder
(WD) region may be separated from the RS phase(s) by an intermediate disorder
(ID) region where exponents vary continuously with D, as observed in other
models[86] in Sec.5. For the gapped (integer S) case this would correspond to a
region of Griffiths singularities.
8.2 Heisenberg chain with random ferro- and antiferro-
magnetic couplings
Heisenberg spin chain with randomly mixed ferromagnetic and antiferromag-
netic couplings can be realized in the system Sr3CuPt1−xIrxO6. Here the pure
compounds, Sr3CuPtO6 and Sr3CuIrO6, are antiferromagnetic and ferromag-
netic spin chains, respectively, the mixed compound contains randomly both
types of couplings[355]. Examples of another experimental realizations can be
found, c.f. in[353, 256].
Generalized RG rules
For a theoretical investigation of the low-energy and low-temperature prop-
erties of the system the strong disorder RG method by Ma and Dasgupta have
to be generalized. If, during renormalization, the strongest term in the Hamil-
tonian in Eq.(8.1) is, J2~S2 · ~S3, with a ferromagnetic coupling, J2 < 0, then the
two spins form a spin cluster of effective size, S˜ = 1. Repeating the RG pro-
cedure the system transforms into a chain of spins of arbitrary size with mixed
antiferromagnetic and ferromagnetic couplings. One term of the renormalized
Hamiltonian is given in the form: J ~SL · ~SR, where ~SL (~SR) denotes the effective
spin variable at the left (right) of the two-site cluster. During renormaliza-
tion the two-site cluster with a very strong bond is projected into its ground
state multiplet, thus replaced by a single effective spin, S, with S = |SL ± SR|,
where the +(−) sign refers to ferromagnetic (antiferromagnetic) coupling. The
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energy-scale of the two-site cluster is measured by the energy gap, ∆, defined
by: ∆ = |J |(SL+SR) for J < 0 and ∆ = J(|SL−SR|+1) for J > 0, respectively.
During renormalization spin clusters with ∆ = Ω are transformed by two
basic decimation processes. If SL = SR and the coupling is antiferromagnetic
one performs standard singlet formation, when the effective coupling generated
between the remaining sites is given in Eq.(8.4). If S 6= 0 there is effective spin
(cluster) formation, when the interaction to the neighboring site of spin SL and
coupling JL is renormalized as J˜L = JLcL with[353, 255]:
cL =
S(S + 1) + SL(SL + 1)− SR(SR + 1)
2S(S + 1)
. (8.5)
Properties of the fixed point
As renormalization goes on the energy scale, Ω, is lowered and the number
of non-decimated sites, nΩ is decreased. At the same time the length-scale,
LΩ ∼ 1/nΩ and the size of the effective spin, Seff ≈ SL, SR is increased. This
latter follows the asymptotic relation:
Seff ∼ LζΩ , (8.6)
where ζ is called the spin moment exponent. The following random walk argu-
ment [353] gives ζ = 1/2: The total moment of a typical cluster of size L can
be expressed as Seff = |
∑L
1=1±Si|, where neighboring spins with ferromagnetic
(antiferromagnetic) couplings enter the sum with the same (different) sign. If
the position of the two types of bonds are uncorrelated and if their distribution
is symmetrical, one has Seff ∝ L1/2, i.e. Eq.(8.6) with ζ = 1/2.
A non-trivial relation constitutes the connection between the energy scale Ω
and the size of the effective spin:
Seff ∼ Ω−κ . (8.7)
For not singular initial disorder in numerical calculation the exponent is found
independent of the disorder distribution, as κ = 0.22(1)[353]. Comparing
Eq.(8.6) with Eq.(8.7), the relation between the length scale and the energy
scale is:
Ω ∼ L−z, z = ζ
κ
=
1
2κ
, (8.8)
where z is the dynamical exponent.
The average spatial correlations function, C(r), is studied by numerical ap-
plication of the RG procedure and by DMRG calculations[172] leading to a very
slow, probably logarithmic dependence:
C(r) ∼ 1
ln(r/r0)
. (8.9)
Thus we can conclude that the low-energy fixed point of the S = 1/2 Heisenberg
chain with mixed ferromagnetic and antiferromagnetic couplings has special
characteristics: there is a large spin formation, the dynamical exponent is finite
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and the average correlation function is logarithmically slow. This type of fixed
point is generally called a large spin fixed point.
Thermodynamic quantities
From the strong disorder RG calculation one can obtain the singularities
of the thermodynamic quantities similarly as for the RTFIC in Sec.4.4.2. At
finite, but small temperature, T , the renormalization stops at the energy scale,
Ω = T , when the existing spin clusters of size, Seff , are practically independent,
since couplings between them are extremely weak. The entropy per site, S/N ,
is simply the contribution of non-interacting clusters:
S
N
∼ ln(2Seff + 1)
nΩ
∣∣∣∣
Ω=T
∼ T 1/z| lnT | . (8.10)
and similarly for the specific heat:
C
N
∼ T 1/z| lnT | . (8.11)
The magnetic susceptibility is given by the Curie-type contribution of large,
independent effective spins:
χ
N
∼ [Seff ]
2
T
nΩ
∣∣∣∣∣
Ω=T
∼ 1
T
. (8.12)
In a small, finite magnetic field, h, the energy scale is set by the Zeeman-energy,
EZM ∼ hSeff ∼ Ω. Thus the RG stops at Ω ∼ h1/(1+1/2z), and the existing spin
clusters align parallel with the magnetic field. Consequently the magnetization
per site, m, is given by
m ∼ Seff
nΩ
∣∣∣∣
Ω=EZM
∼ h1/(1+2z) . (8.13)
8.3 Disordered spin ladders
Spin ladders are quasi-one-dimensional Heisenberg systems, in which two or
more spin chains are coupled together by interchain bonds. Experimentally they
have been realized in different compounds, for a review, see[107]. According to
theoretical investigations spin ladders with even number of legs have a gapped
spectrum, whereas the spectrum of odd-leg ladders is gapless[106]. For two-leg
ladders, which are analogous objects to S = 1 spin chains, the ground state
structure can be related to nearest-neighbor valence bonds and a topological
hidden order parameter, similar to that in Eq.(7.2) can be defined [220].
More recently, ladder models with competing interactions, such as with stag-
gered dimerization[250] and with rung and diagonal couplings[220], have been
introduced and studied. In these models, depending on the relative strength of
the couplings, there are several gapped phases with different topological order,
which are separated by first- or second-order phase transition lines.
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Figure 15: Spin-ladder models: a) conventional two-leg ladder, H = H1+H2+
HR, (b) with staggered dimerization in the chain couplings, (c) zig-zag ladder,
H = H1 + H2 + HR + HZ , (d) its representation as a chain with first and
second neighbor couplings, (e) full ladder with rung and diagonal couplings,
H = H1 +H2 +HR +HD.
Disorder in a spin ladder material is realized in Sr(Cu1−xZnx)2 O3, which is
a two-leg ladder, and can be doped by Zn, a non magnetic ion[39]. The specific
heat and spin susceptibility experiments indicate that the doped system is gap-
less even with low doping concentrations. We note that the experimentally found
phase diagram of this compound, as well as other quantities, such as staggered
susceptibility have been obtained by quantum Monte Carlo simulations[261].
Spin ladder models
To model a two-leg ladder with different types of interactions one starts with
the Hamiltonians of the τ = 1, 2 spin chains:
Hτ =
L∑
l=1
Jl,τSl,τSl+1,τ , (8.14)
in which dimerization is introduced in the couplings as:
Jl,τ = J
[
1 + γ(−1)l+n(τ)
]
, 0 ≤ γ < 1 , (8.15)
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with n(τ) = 0, 1. The interchain interactions are
• rung couplings:
HR =
L∑
l=1
JRl Sl,1Sl,2 , (8.16)
• one type of diagonal coupling, generating the zig-zag ladder:
HZ =
L∑
l=1
JZl Sl,2Sl+1,1 . (8.17)
• two types of diagonal couplings:
HD =
L∑
l=1
JDl (Sl,1Sl+1,2 + Sl,2Sl+1,1) . (8.18)
The different type of ladder models, which can be obtained from these ingredi-
ents are shown in Fig.15.
Strong disorder RG rules
With a ladder geometry, spins are more interconnected than in a chain, which
leads to a modification of the decimation procedure used for a single chain in
Sec.6.1. As shown in Fig. 16 both spins of a strongly coupled pair, say (2, 3), are
generally connected to the nearest neighbor spins, denoted by 1 and 4. After
decimating out the singlet pair the new, effective coupling between 1 and 4 is
of the form:
J˜eff14 = κ
(J12 − J13)(J43 − J42)
Ω
. κ(S = 1/2) = 1/2 , (8.19)
With the rule in Eq.(8.19) ferromagnetic couplings are also generated. Re-
peating the reasoning used for the random Heisenberg chain with mixed ferro-
magnetic and antiferromagnetic bonds in Sec.8.2, the ladder Hamiltonian will
renormalize into a set of effective spin clusters having different moments and
connected by both antiferromagnetic and ferromagnetic bonds. The renormal-
ization rules are similar to that in Sec.8.2 and consists of i) singlet formation
and ii) cluster formation. In the latter case the renormalization rule in Eq.(8.5)
has to be modified, since the two-site cluster with spins SL and SR has generally
two couplings, denoted by JL and JR, to a neighboring spin, S1. During renor-
malization the term in the Hamiltonian: JL ~S1 · ~SL + JR~S1 · ~SR is transformed
to J˜1~S1 · ~S with: J˜1 = cLJL + cRJR. Here cL is given in Eq.(8.5), whereas cR
can be obtained from Eq.(8.5) by interchanging SL and SR.
Numerical renormalization methods
Due to the ladder topology and the complicated renormalization rules the
RG equations can not be treated analytically and one resorts to numerical im-
plementations of the renormalization procedure, during which one keeps infor-
mation about the spin moments, Seff , the gaps of a two-site cluster, ∆, and
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Figure 16: Singlet formation and decimation in the ladder geometry.
the energy scale, Ω = max{∆}. The numerical RG calculations are generally
made in two different forms.
• In the infinite lattice method a few very large (”infinite”) samples are
decimated and the critical exponents are deduced from the scaling form of the
distribution function:
P (∆, Seff ,Ω) = Ω
ωP˜ (∆/Ω, SeffΩ
ζ/z) , (8.20)
which is characterized by the gap exponent, ω, by the spin moment or cluster
exponent, ζ, and by the dynamical exponent, z.
• In finite lattice method one starts with a finite system of L sites (and with
periodic boundary conditions) and perform the decimation procedure until the
last remaining spin or singlet pair. The distribution of the gap in the last step,
PL(∆) obeys the scaling relation:
PL(∆) = L
zP˜ (Lz∆) ∼ Lz(1+ω)∆ω . (8.21)
from which ω and z can be deduced. In this case the cluster exponent is ob-
tained from the size dependence of the average effective spin, Seff ∼ Lζ , which
corresponds to Eq.(8.6).
If the low-energy excitations are localized there is a simple relation between
the dynamical exponent, z, and the gap exponent, ω [338, 191, 195]. In this
case the gap distribution should be proportional to the volume of the system,
PL(∆) ∼ Ld, and for a ladder the dimension is d = 1. From Eq.(8.21) then
follows:
z =
d
1 + ω
, (8.22)
In the Griffiths phase with localized rare events (8.22) is expected to hold.
The infinite disorder fixed point is signaled by a diverging z, or more precisely
the PL(∆)d∆ distributions have strong L dependence, so that the appropriate
scaling combination is
ln
(
LψPL(∆)
) ≃ f (L−ψ ln∆) . (8.23)
Renormalization of spin ladders
Results of numerical renormalization group method can be summarized as
follows.
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• Random conventional ladders ((a) in Fig.15) are in the random rung singlet
phase, which is controlled by a Griffiths-type fixed point having a dynamical
exponent which depends on the strength of the initial disorder, D[256, 364].
• Random ladders with staggered dimerization ((b) in Fig.15) have two dif-
ferent phases: random rung singlet and random dimer, both are controlled by
Griffiths-type fixed points with finite value of the dynamical exponent[256]. At
the phase transition point the transition is controlled by an infinite disorder
fixed point with an exponent, ψ = 1/2.
• In random zig-zag ladders ((c) and (d) in Fig.15) there is a very narrow re-
gion for small second neighbor interaction with infinite disorder characteristics[366,
178]. For larger second neighbor interaction the fixed point is a large spin fixed
point with varying dynamical exponent[256].
• In random J1-J2 ladders ((e) in Fig.15)there are two topologically distinct
phases with Griffiths-type singular behavior. In between there is a quantum
phase transition with infinite disorder scaling properties[256].
• Random conventional ladders with site-dilution or doped with non-magnetic
impurities are found to have a large spin fixed point[365].
For related studies of disordered spin ladders we mention Refs.[36, 295, 153,
178].
8.4 Other investigations in 1d
Dissipative random quantum spin chains
The RTFIC coupled to an Ohmic bath of quantum harmonic oscillators is stud-
ied by Monte-Carlo simulations using the two-dimensional classical counterpart
of the coupled system[104] (see Sec.18.2.1). For small, finite chains this problem
constitutes a generalization of the Caldeira-Leggett localization transition[81].
In the thermodynamic limit the coupling to the dissipative bath is found to
enhance the extent of the ordered phase. However, from the numerical data
it was not possible to distinguish between infinite disorder and strong disorder
scaling at the transition point.
AF Heisenberg chains with alternating bonds
S = 1/2 antiferromagnetic Heisenberg chains with alternating bonds and quenched
disorder is introduced in Ref[170] as a theoretical model of the compound[29]
CuCl2xBr2(1−x)(γ − pic)2. The low-energy properties of the system as a func-
tion of the concentration, x, and the type of correlation of disorder is studied in
Ref.[240] by the numerical implementation of the strong disorder RG method.
For perfect correlation of disorder the system is in the random dimer (Griffiths)
phase having a concentration dependent dynamical exponent. On the contrary
for weak or vanishing disorder correlations the system is in the random sin-
glet phase. These results are compared with the experimentally measured low-
temperature susceptibility[29] of CuCl2xBr2(1−x)(γ − pic)2.
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Random AF S = 1 chains with quadratic and biquadratic interactions
Spin-1 chains with random nearest neighbor couplings that are rotationally in-
variant, but include both Heisenberg and biquadratic exchange, are studied in
Ref.[359], see also Ref.[60]. Under renormalization also ferromagnetic couplings
are generated, which leads to formation of large magnetic moments.
Weakly coupled AF spin chains
Weakly coupled S = 1/2 spin chains with random antiferromagnetic bonds are
studied in Ref.[206, 367]. Here the strong disorder RG is used to treat intrachain
coupling and combined it with mean-field/random-phase approximation treat-
ment of interchain coupling to obtain the phase diagram and collective modes
of such systems.
Random isotropic AF SU(N) spin chains
Random isotropic antiferromagnetic SU(N) spin chains are studied by the strong
disorder RG[179] and an infinite disorder fixed point with ψ = 1/N is found.
The mean correlation function involves the exponent, η = 4/N , compare with
Eq.(6.25).
Kondo necklace model
Griffiths phases in the strongly disordered Kondo necklace model is studied in
Ref.[307] by the numerical strong disorder RG method and coupling dependent
dynamical exponents are found.
Dirty superconductors
The strong disorder RG approach is used to study Griffiths effects and quantum
critical point in dirty superconductors without spin-rotation invariance[278].
In the one-dimensional problem the critical point is found to belong to the
same infinite disorder universality class as the particle-hole symmetric Anderson
localization. Note that in quasi-one-dimensional systems similar results can be
obtained by the use of random Dirac fermions[76, 340].
Bosons in 1D
One-dimensional disordered bosons with large commensurate filling, which is
described by a random O(2) rotor model is studied by the strong disorder RG
method[31]. A strong disorder fixed point is found to control the phase transi-
tion between an incompressible-Mott glass and a superfluid phase. The phase
transition is in the Kosterlitz-Thouless universality class with z = 1.
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9 Quantum models in d > 1 dimensions
The infinite disorder fixed point scenario is first observed in one-dimensional sys-
tems, in which case several independent exact and numerical results support the
validity of the scaling picture in Sec.A.3. It is an interesting and important ques-
tion if infinite disorder fixed points do exist also in higher dimensional systems.
This question can be decided only by numerical investigations, which have been
done first for the random transverse-field Ising model by Motrunich et al[276]
and later for the Heisenberg model by Lin et al [239]. These results indicate that
systems with discrete and continuous symmetry have different types of random
fixed points in d > 1, in contrast with the similarities observed in d = 1. Sys-
tems with discrete symmetry, such as the random transverse-field Ising model,
have an infinite disorder fixed point, at least for strong enough disorder[276].
On the other hand models with a continuous symmetry, c.f. the random Heisen-
berg model, have a low-energy fixed point which is either a Griffiths-type fixed
point or a large spin fixed point[239]. In these systems no infinite disorder fixed
point is observed, even at a quantum critical point. In the following we review
the known numerical results.
9.1 Random transverse-field Ising model in 2d
In the strong disorder RG method the elementary decimation steps are the same
as in one-dimension as described in Sec.4.2. The main difference, however, is
that during renormalization, the topology of the lattice is not preserved and the
renormalized lattice contains bonds between remote sites, too. In this lattice
the decimation of a strong transverse field, hi = Ω, will generate a new coupling
between nearest neighbors, J ′jk = JjiJik/hi, as in Eq.(4.17). Since between sites
j and k there could be already an interaction, Jjk, after renormalization the new
coupling is given by:
J˜jk = max(Jjk, J
′
jk) . (9.1)
Here to use the maximum is justified in the infinite disorder fixed point since
the couplings are of very different magnitude.
Similarly, after a strong bond, Jij = Ω, decimation a new spin cluster of mo-
ment, µ˜i = µi + µj is created in a transverse field, h˜i = hihj/Jij , see Eq.(4.16).
The interaction of the spin cluster to a remaining spin, k, is given by the maxi-
mum rule:
J˜ik = max(Jik, Jjk) . (9.2)
Numerical analysis of the RG trajectories shows a disordered phase, when the
ratio of average log-fields and average log-couplings exceeds a critical value,
[lnh]av/[ln J ]av = ρ > ρc, and an ordered phase in the opposite limit, ρ < ρc.
The control parameter is then defined by δ = ρ− ρc.
9.1.1 Scaling at the critical point
At the critical point infinite disorder scaling (see Sec.A.3) is observed[276], which
is manifested by a logarithmic relation between the energy (time) and the length-
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Table 2: Critical exponents of the two-dimensional random transverse-field Ising
model obtained by numerical strong disorder RG calculations: (i Ref.[276], (ii
Ref.[238], (iii Ref.[213].
ψ φ ν xm
0.42(i 2.5(i 1.072(i 1.0(i
0.5(ii 2.0(ii 0.94(ii
0.6(iii 1.7(iii 1.25(iii 0.97(iii
scale, L ∼ ln(Ω0/Ω)1/ψ, as in Eq.(A.16). Also the effective cluster moment
follows the relation, µ ∼ ln(Ω0/Ω)φ, as in Eq.(4.41). At the critical point the
largest spin cluster is a fractal, with a fractal dimension, df = φψ, thus random
quantum criticality has a geometrical, percolative interpretation, see also in
Sec.7. The scaling dimension of the magnetization, xm, in Eq.(A.19) is given
by:
xm = d− df = d− φψ . (9.3)
Finally, infinite disorder scaling theory involves the correlation length exponent,
ν. These critical exponents have been numerically calculated by the infinite
system algorithm[276] and independently by the finite system algorithm[238,
213], using different type of initial disorder distributions. These results are
summarized in Table2.
We note that results by quantum Monte Carlo simulations about the 2d
system in Ref.[303] are: ψ ≃ .4 and xm ≃ 1., which are consistent with that
obtained by strong disorder renormalization.
One important consequence of the fact that the critical point of the random
transverse-field Ising model in 2d is controlled by an infinite disorder fixed point
is that here frustration does not matter. In any elementary plaquette the cou-
plings and transverse fields have different magnitudes and the renormalization
is not affected if the plaquette is frustrated or not. Therefore the quantum Ising
spin-glass (i.e. in which there are positive and negative couplings) belongs to the
universality class of the random (ferromagnetic) transverse-field Ising model, at
least for strong enough disorder. In this respect the quantum Monte Carlo re-
sults in Refs.[311, 160], which predict a conventional random fixed point, could
be due to the fact that the original disorder is not sufficiently strong. (In the
generic phase diagram of disorder induced cross-over effects in Fig.31 it could
be in the ID region.)
9.1.2 Disordered phase
In the disordered phase, δ > 0, during renormalization the transverse fields
are more frequently decimated. However, until the spin clusters reach a char-
acteristic size, ξ ∼ lnΩ1/ψξ ∼ δ−ν , also some couplings are decimated. The
characteristic size of clusters, ξ, corresponds to the correlation length associ-
ated to the average spin correlation function, which is dominated by spin pairs
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located in the same cluster. For further decrease of the energy scale, Ω < Ωξ,
almost exclusively transverse fields are decimated and the typical distance be-
tween existing spin clusters: LΩ ∼ Ω−1/z is divergent as the fixed point, Ω∗ = 0
is approached. (For the similar quantity in 1d see Eq.(4.32)). A third length-
scale can be defined through the typical correlation function, Ctyp(r), which is
measured between spins which are in different clusters. We have asymptotically
the relation:
lnCtyp(r) ∼ r/ξtyp, ξtyp ∼ ξ1−ψ ∼ δ−ν(1−ψ) , (9.4)
where the value of the typical correlation length, ξtyp, follows from the following
argument. Let us consider typical correlations between two sites of distance,
r ∼ ξ. Performing the decimation up to the log-energy-scale, lnΩξ ∼ ξψ, the
system renormalizes into isolated single spin clusters with a typical distance
LΩξ among them. The typical correlation function at this distance is given by:
Ctyp(r = ξ) ∼ n2Ωξ ∼ L−2dΩξ . Now making use the relation between lnΩξ and ξ
we arrive to the result in Eq.(9.4).
The value of the dynamical exponent, z, close to the critical point can be
obtained from the consideration, that up to the log-energy scale, − lnΩξ ∼ ξψ(δ)
the RG trajectory is close to the critical trajectory and the distribution function
of the couplings and the transverse fields can be approximated by that at the
critical point. From this follows, that z(δ) ∼ lnΩξ and therefore:
z ∼ ξψ ∼ δ−νψ . (9.5)
Singularities in the disordered Griffiths phase can be analyzed similarly as for the
1d case in Sec.4.4.2. The only difference, that in d-dimensions the density, nΩ,
is related to the length-scale as, nΩ ∼ L−dΩ . Consequently in the singularities in
Eqs.(4.51), (4.55) and (4.56) z should be replaced by z/d. In phenomenological
scaling theory in Sec.A.4 in the scaling relation in Eq.(A.31)we have the scaling
factor in the r.h.s. as b−d.
9.1.3 Ordered phase
Properties of the ordered phase, δ < 0, are qualitatively different in d > 1 and
in d = 1, due to different topology in the two cases. In the RG procedure as the
energy scale is lowered the typical cluster size reaches the correlation length,
ξ ∼ |δ|−ν , at Ωξ, with lnΩξ ∼ ξψ. At this point the existing renormalized sites
becomes nearest neighbors, almost exclusively couplings are decimated and a
giant, infinite cluster is formed. The formation of the infinite cluster, as argued
in Ref.[276], is a classical percolation process, which should be observed also in
finite temperature ordering as the temperature is lowered below Tξ ∼ Ωξ. At
T = Tc, however, at which point the classical d-dimensional random bond Ising
model has a phase transition the RG-approach breaks down, since close enough
to Tc the quantum fluctuations are irrelevant. In this respect as the temperature
is lowered there is a double cross-over effect in the critical behavior.
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Next we turn to analyze the properties of quantum Griffiths effects, when the
energy and temperature scales are much lower then Tc. As in 1d, singularities
in the dynamical quantities are due to rare domains, however, in d > 1 these
events are much more rare and as a consequence singularities are weaker, than
in 1d. To see this we consider the system at the percolation point Ω = Ωξ
and see for a large sub-cluster composed of n effective spins, which has an
effective field of h˜ ∼ Ωnξ . During further renormalization this sub-cluster will
generally either be decimated or be connected to the infinite cluster, unless it is
sufficiently isolated from the giant cluster. For an efficient isolation the droplet
should be at a linear distance of l ∼ ln h˜ ∼ nξψ from the infinite cluster, which
has a very low probability of exp(−cnd). Note, that the probability of existence
of such droplet in the disordered phase, when there is no infinite cluster, is
exp(−cn). As a consequence the low-energy tail of the excitation energies,
which are proportional to h˜, is given by:
P (| ln h˜|) ∼ exp
(
−c˜| ln h˜|d
)
, (9.6)
which is less singular than the power-low tail in the disordered phase or in
the ordered phase in 1d. Therefore the autocorrelation function assumes an
enhanced power-low form:
G(t) ∼ exp(−A| ln t|d) , (9.7)
and also the thermodynamic quantities have weaker singularities.
9.2 Random Heisenberg models
Random antiferromagnetic Heisenberg (and XY ) models in one dimension con-
stitute the simplest realization of infinite disorder scaling, as described in Sec.6.
In the presence of chain-chain interaction between two or more chains, i.e. for
random spin ladders infinite disorder scaling is restricted to quantum critical
points, otherwise the low energy behavior is controlled by conventional Grif-
fiths or by large spin fixed points, see Sec.8.3. For two- and three-dimensional
systems, in which infinite number of chains are coupled together the strong dis-
order RG approach has been first applied numerically by Bhatt and Lee[55].
Later investigations[276] and scaling considerations[196] indicate that the low
energy fixed point of d ≥ 2 random Heisenberg antiferromagnets is not an infi-
nite disorder fixed point. A comprehensive numerical analysis of the problem, in
which non-frustrated and frustrated lattices, as well as models with competing
interactions are considered can be found in Ref.[239].
Numerical renormalization rules
During renormalization higher dimensional random Heisenberg models trans-
form in the same way, as random spin ladders, as described in Sec.8.3. Thus
clusters with various value of the spin are formed and the couplings between
them are antiferromagnetic or ferromagnetic. The decimation rules are de-
scribed in Sec.8.3 and if more than one coupling is present between two sites
78
the maximum rule in Eq.(9.2) is applied. In the actual calculation the finite
lattice method of Sec.8.3 is used, and one has monitored the distribution of the
gaps as well as the size of typical effective spins, Seff .
9.2.1 Numerical RG results
Non-frustrated models
Random antiferromagnetic Heisenberg models on the square and on the
simple cubic lattices exhibit conventional Griffiths-type behavior, see Sec.A.4.
There is no large spin formation and the dynamical exponent, z. is finite. In the
square lattice, in which case qualitative estimate was possible, the gap exponent
and the dynamical exponent are found, ω = 0.7 and z = 1.2, respectively, which
satisfy the relation in Eq.(8.22).
Frustrated models
Frustration in the Heisenberg model can be of different origin. i) In the
case of spin glass models there are random antiferromagnetic and ferromagnetic
couplings. ii) Frustration of geometrical origin is found in random antiferro-
magnetic models on the triangular and kagome´ lattices. iii) Finally, frustration
can be a result of competition between first-, J1, and second-neighbor, J2, cou-
plings. In two-dimensional problems all frustrated models have the same, so
called spin glass (SG) fixed point. This is a large spin fixed point with the
special properties:
ωSG = 0, zSG = 2, ζSG = 1/2, d = 2 . (9.8)
Note that in 2d relation in Eq.(8.22) is satisfied, thus the excitations seem to be
localized. Also the quantum phase transitions present in the non-random J1-J2
models are washed out by the disorder.
In three-dimensional frustrated problems, such as the spin glass and the J1-
J2 models the gap exponent is found, ω ≈ 0, which is consistent with the 2d
results in Eq.(9.8). The dynamical exponent is practically universal, z ≈ 3/2,
but the relation in Eq.(8.22) is not valid, thus the excitations are not localized.
The moment exponent, ζ, is disorder and parameter dependent and generally
larger than 1/2, found in one- and two-dimensions.
9.2.2 Related numerical studies
Quantum Monte Carlo studies of the Heisenberg antiferromagnet on a diluted
square lattice show that Ne´el-type long-range-order disappears at the classi-
cal percolation point[215]. While in earlier investigations a novel, S-dependent
critical behavior was found[215], recent studies identify the transition as an S-
independent classical percolation transition with the well known exponents[318].
The Heisenberg model on the square lattice with random antiferromagnetic
bonds is studied by large scale quantum Monte Carlo simulations, as well as
by La´nczos exact diadonalization and modified spin-wave theory[230]. In agree-
ment with the numerical strong disorder RG results no infinite disorder fixed
point is observed, but rather some Griffiths singularities (for sufficiently strong
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disorder) with a disorder-dependent dynamical exponent. Moreover, the anti-
ferromagnetic order parameter is found surprisingly very robust against bond
randomness and a ”coexistence” between an antiferromagnetically ordered back-
bone with some localized region with easily flipable spins (contributing to a
divergent uniform susceptibility) is observed. Another work studied the ±J
Heisenberg (quantum) spin glass and found that for a concentration of ferro-
magnetic bonds p > pc ≈ 0.11 the Ne´el-type long-range-order in the ground
state vanishes and is replaced by a so-called spin glass phase[292]. Within the
spin-glass phase, the average ground state spin, Stot, scales as Stot ∼
√
N ,
and the gap as ∆E ∼ 1/N , where N is the number of spins.[293] This is in
accordance with the strong disorder RG results in Eq.(9.8).
A 2d bilayer Heisenberg antiferromagnet with random dimer dilution is stud-
ied by quantum Monte Carlo simulations in Ref.[319, 345] and its 3d classical
counterpart in Refs.[331]. In this system as the ratio of inter-layer and intra-layer
couplings is varied a quantum phase transition takes place, which is governed
by a conventional random fixed point. This problem with random antiferromag-
netic couplings is studied by a numerical implementation of the strong disorder
RG method[241]. For strong enough disorder the antiferromagnetic order and
thus the phase transition is found to be destroyed so that the system is in the
quantum Griffiths phase. A somewhat related problem, a single layer Heisenberg
antiferromagnet with staggered dimers and dimer dilution has been studied re-
cently by quantum Monte Carlo simulations[320]. Surprising critical properties
are found, among others at the persolation point there is a whole critical line
with varying exponents, including a dynamic exponent that appears to diverge
continuously in one limit.
Ground state and finite temperature properties of a system of coupled frus-
trated and/or dimerized spin-1/2 chains modeling e.g. the CuGeO3 compound
are studied in Ref[229]. This system is mapped into a low-energy effective model,
which describes a two-dimensional system of effective spin-1/2 local moments
interacting by spatially anisotropic long range spin exchange interactions. By a
strong disorder RG analysis large spin formation is observed.
9.3 Other problems
Here we list some higher dimensional problems in which (a variant of) the strong
disorder RG method has been successfully used.
Doped spin-Peierls model The problem of antiferromagnetism in a two-
dimensional Heisenberg model of doped spin-Peierls system is studied by a nu-
merical application of the strong disorder RG method. The low-energy fixed
point of the problem is of finite randomness type[133, 255].
Random tight-binding models The problem of particle-hole symmetric lo-
calization in two dimensions is studied in terms of a bipartite hopping Hamilto-
nian with random hopping rates by the strong disorder RG method[279]. The
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low-energy fixed point of this model is infinite disorder type, the energy- and
length-scales are expected to related as: | lnΩ| ∼ | lnL|x, where the conjectured
values: x = 2 in Ref.[148] or x = 3/2 in Ref.[279] (see also Ref.[280]). Note,
that this singularity formally corresponds to a divergent z or to a vanishing ψ
in Eq.(A.16). Introducing two types of hopping amplitudes with a ratio of eδ
in the brick-wall (honeycomb) lattice the system is found delocalized for δ < δc
and localized for δ > δc.
Random Heisenberg and tight-binding models on fractal lattices Nu-
merical implementation of the strong disorder RG method is used to study the
low-energy fixed points of random Heisenberg and tight-binding models on dif-
ferent types of fractal lattices[257]. For the Heisenberg model new types of infi-
nite disorder and strong disorder fixed points are found. For the tight-binding
model an orbital magnetic field is added and both diagonal and off-diagonal
disorder is considered. For the latter model, besides the gap spectra also the
fraction of frozen sites, the correlation function, the diamagnetic response and
the two-terminal current is studied. The magnetoresistive effects are found
qualitatively different for the bipartite and non bipartite lattices..
10 Variations : Correlations, disorder Broad-
ness, etc...
In the random systems we considered till now the random variables (couplings,
transverse fields) are independent and identically distributed, furthermore their
distribution is not too broad, generally we assume that the second moment ex-
ists. In some problems, however, these assumptions are not satisfied. Disorder
is often correlated or broadly distributed and the strength of disorder can be
spatially inhomogeneous. Finally, a somewhat related problem when the vari-
ables follow non-random, but aperiodic or quasiperiodic sequences. Here we
shortly review these developments.
10.1 Correlated disorder
Here we consider the effect of (isotropic) spatial correlations in the disorder that
can be modeled with a disorder correlator Gd(r):
[δ(r)δ(r′)]av = Gd(r− r′) . (10.1)
For uncorrelated disorder Gd(r) is a delta-function. Regarding the recent exper-
iments on f -electron systems there is evidence [92] that the spatial correlations
in the metallic compound U1−xThxPd3 decay like Gd(r) ∼ r−3.
The Harris criterion for correlated disorder [352] shows that any disorder
correlator that falls off faster than r−2/ν (i.e. G(r) ∼ O(r−ρ) with ρ > 2/ν,
where ν is the correlation length exponent for uncorrelated disorder) does not
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change the universality class of a model with uncorrelated disorder. On the
other hand for
G(r) ∼ r−ρ with 0 < ρ ≤ 2/ν (≤ d) , (10.2)
where the last inequality holds generally for disordered system with uncorre-
lated disorder [96], the disorder correlations are relevant, the critical exponents
become different from the uncorrelated case and the critical point constitutes a
new universality class.
Detailed study of the RTFIC with correlated disorder[314] has lead to the
following exact results for relevant correlations, i.e. with a decay of 0 < ρ < 1.
The strength of singularities at the infinite disorder fixed are enhanced and the
critical exponents are ρ dependent:
ψ(ρ) = 1− ρ/2, xs(ρ) = ρ/2, ν(ρ) = 2/ρ. (10.3)
The bulk magnetization exponent, xm(ρ), according to numerical studies is a
decreasing function of ρ, which behaves for small ρ as xm(ρ) ≈ ρ/2.
In the disordered phase the strength of Griffiths singularities are also en-
hanced, this means that the dynamical exponent, z(δ, ρ), is larger than for
uncorrelated disorder, as given in Eq.(4.15). Close to the transition point z is
given by: z(δ, ρ) ∝ δ1−2/ρ, what should be compared with z(δ) = (2δ)−1, for
uncorrelated disorder, see Eq.(4.33).
In higher dimensions one still has the result ν = 2/ρ for ρ < 2/νunc, according
to a general argument given in [352]. Moreover, ψ increases with increasing
disorder correlations, since its value is connected to the geometric compactness
of strongly coupled clusters. Thus, the dynamical exponent z ∼ δ−νψ grows,
again enhancing the Griffiths singularities.
10.2 Broad disorder distribution
Here we consider the effect of broad disorder distributions of parameters on
the critical properties of random quantum magnets, similar investigations for
random random walks have been reviewed in[14]. Keeping in mind that in
the infinite disorder fixed point of the RTFIC (and also for the 2d model) the
logarithm of the couplings and the transverse fields follows a smooth probability
distribution, see Eq.(4.24) the appropriate parameterization is:
Jij = Λ
Θij . (10.4)
whereas hi = h0. The exponents, Θij are independent random variables, which
are taken from a broad distribution, π(Θ), such that for large arguments they
decrease as, π(Θ) ∼ |Θ|−1−α (“Le´vy flight”). The Le´vy index, α > 1, and the
κ-th moment of the distribution exists for κ < α.
The random transverse-field Ising model in one- and two-dimensions is stud-
ied by numerical strong disorder RG method, and in 1d several exact results
are also obtained[213]. The broadness of the disorder distribution is found rel-
evant, if the Le´vy index is lowered below a critical value, αc. In the region of
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1 < α < αc the critical points of the systems are governed by infinite disorder
fixed points, in which the critical exponents are continuous functions of α and
for α > αc they are the same as in the model with normal (i.e. non-broad)
disorder.
In 1d, for the RTFIC αc = 2, in close analogy with random walks, where
the central limit theorem is valid for α > 2. This analogy is due to the exact
mapping, which is shown in Sec.B.1. For the RTFIC several critical exponents
are exactly calculated for α < 2:
ψ(α) = 1/α, xs(α) = 1/2, ν(α) = α/(α− 1). (10.5)
In 2d numerical results indicate that αc ≈ 4.5, thus in the region of 2 < α < αc
the broadness of disorder is relevant for the random transverse-field Ising model,
whereas it is irrelevant for the random random walk.
In the off-critical region the strength of Griffiths singularities are also en-
hanced for 1 < α < αc. In 1d the low-energy excitations have a typical size-
dependence:
ln ǫ(L) ∼ L1/(1+α), δ > 0 . (10.6)
Thus the dynamical exponent is formally infinite in the whole Griffiths region.
10.3 Inhomogeneous disorder
Here we consider the critical and off-critical properties at the boundary of the
RTFIC when the distribution of the couplings, and/or transverse fields, at a
distance l from the surface, deviates from its uniform bulk value by terms of
order l−κ:
πl(J)− π(J) ≃ Al−κ, and/or ρl(h)− ρ(h) ∼ Al−κ . (10.7)
Exact results are obtained[212] using the correspondence between the surface
magnetization of the RTFIC and the surviving probability of a random walk
with time-dependent absorbing boundary conditions, see Sec.4.1.2. For slow
enough decay, κ < 1/2, the inhomogeneity is relevant: Either the surface stays
ordered at the bulk critical point or the average surface magnetization displays
an essential singularity, depending on the sign of A. In the marginal situation,
κ = 1/2, the average surface magnetization decays as a power law with a con-
tinuously varying, A-dependent, critical exponent which is analytically known.
The surface critical behavior of the model is summarized in Table 3.
In the off-critical region the properties of the Griffiths singularities are not
affected by the inhomogeneity. A somewhat different form of the inhomogeneity
in the RTFIC is studied in Ref.[344].
10.4 Aperiodic systems
Quasiperiodic, or more generally aperiodic sequences have several similarities
with random systems. In both cases i) the systems are inhomogeneous, ii) the
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Table 3: Summary of the surface critical properties of the inhomogeneous
RTFIC.
ln tr [ms(δ)]av [Gs(t)]av
κ > 1/2 ∼ ξ1/2 ∼ |δ| ∼ (ln t)−1
κ = 1/2 ∼ ξ1/2 ∼ |δ|βs(A) ∼ (ln t)−βs(A)
κ < 1/2 ∼ ξ1−κ — —
A > 0 — ∼ |A| 11−2κ , δ = 0 ∼ const
A < 0 — ∼ exp[−const |δ|−(1−2κ)/κ] ∼ exp[−const (ln t) 1−2κ1−κ ]
perturbations have non-periodic character, i.e. there is no finite length-scale as-
sociated with the spatial modulation of the couplings and iii) the fluctuations in
the energy generally grow with the size of the system (see Eq.(10.8)). To clarify
the possible similarities and differences in the critical behavior of random and
aperiodic systems several investigations have been performed, both for the diffu-
sion process[194] and in more details for quantum spin systems[245]. Recently,
the analysis is extended by the use of the strong disorder RG method[171, 346].
An aperiodic or quasiperiodic sequence is generated through substitutional
rules[304]. For example the Fibonacci sequence is built on two letters, A and
B, following the rules: A → AB and B → A. Putting a transverse-field
Ising spin chain in this lattice (see Eq.(4.1) the coupling at bond i is Ji = JA
(Ji = JB) if the letter at this position is A (B), whereas the transverse fields are
chosen constant, hi = h0. Relevance or irrelevance of aperiodic perturbations
are related to the value of the wandering exponent, ω, defined through the
fluctuations of the couplings[128]:
∆(L) =
L∑
i=1
(Ji − [J ]av) ∼ Lω , (10.8)
for large size, L. Note, that for the Fibonacci sequence, ω = −1, thus the
fluctuations are bounded, whereas for a random system, ω = 1/2. According to
an extension of the Harris criterion due to Luck[244] the aperiodic perturbation
is irrelevant for:
ν0 > 1/(1− ω) , (10.9)
what should be compared with the Harris criterion in Eq.(5.9).
For the transverse-field Ising chain with uniform couplings ν0 = 1, thus the
border-line value is ω = 0. Therefore with bounded fluctuations, ω < 0, the
critical behavior of the aperiodic chain is the same as that of the homogeneous
one, whereas for ω ≥ 0, there is a new type of fixed point of the system. Calcula-
tions on specific sequences are in accordance with the above criterion[343]. For
marginal perturbations, ω = 0, coupling dependent critical behavior is found
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with a varying dynamical exponent, z. These calculations are based on an exact
RG method, which is proposed in Ref.[188], applied in Ref.[189] and generalized
in Ref.[167]. Similar calculations are made for the aperiodic XY model[168]
and for the diffusion process[194]. This aperiodic RG method is equivalent to
the strong disorder RG method in Sec.4.2 and 4.2 in the limit of JA ≫ JB, or
vice versa.
Aperiodic sequences with unbounded fluctuations, ω > 0, are in close anal-
ogy with random systems. In particular the Rudin-Shapiro sequence[304], which
is built on four letters, A, B, C and D with the substitutional rule:
A→ AB , B→ AC , C→ DB , D→ DC , (10.10)
have the same wandering exponent, ω = 1/2, as the random system. A com-
parison of the singular behavior of the two systems is performed in Ref.[192],
here we summarize the main findings.
In an aperiodic system the energy- , ∆E, and length-scale ,L, are related as:
| ln∆E| ∼ Lω , (10.11)
and the energy has a logarithmically broad distribution, as for random chains,
see Eq.(4.12). Typical and average values of physical quantities at the crit-
ical point are very different and the average is dominated by rare realiza-
tions, as observed at an infinite disorder fixed point, see Sec.A.3. For ex-
ample the surface magnetization in the Rudin-Shapiro chain is typically[187],
mtyps (L) ∼ exp(−const×
√
L), whereas the average, which is obtained by aver-
aging over all chains, when the starting l = 0, 1, . . . letters from the sequence are
omitted, has a power low dependence, [ms(L)]av ∼ L−xsm , with xsm = 1/2. An-
other singularities at the critical point are different for the Rudin-Shapiro and
the random model. For example the correlation length exponent is ν = 4/3,
what should be compared with ν = 2 for the random chain in Eq.(4.9).
In the off-critical region aperiodic and random chains behave very differently.
In an aperiodic chain the low-energy excitations are bounded[192], therefore
there are no Griffiths-singularities in this case.
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Part III
RG STUDY OF CLASSICAL
MODELS
11 Sinai walk : Random walk in Brownian po-
tential
11.1 Model
The so called ‘Sinai model’, describing a random walk in a random Brownian
potential, has interested both the mathematicians since the works of Solomon
[332], Kesten et al.. [218],Sinai [328]..., and the physicists since the works of
Alexander et al.[30], Derrida-Pomeau [116]... There have been many develop-
ments in the two communities for the last thirty years: we refer the reader to
the recent review [330] for the mathematical side and to the reviews [15, 16, 14]
for the various physicists’s approaches. For the physicists, the interest of the
Sinai model is double. On one hand, the Sinai walk represents a simple dynam-
ical model containing quenched disorder, in which many properties that exist
in more complex systems can be studied exactly. On the other hand, the Sinai
model naturally appears in various contexts, for instance in the dynamics of a
domain wall in the random field Ising chain (see section 14) or in the unzipping
of DNA in the presence of an external force [242].
The continuous version of the Sinai model corresponds to the Langevin equa-
tion [14]
dx
dt
= −U ′(x(t)) + η(t) (11.1)
where η(t) represents the usual thermal noise
< η(t)η(t′) >= 2Tδ(t− t′) (11.2)
and where U(x) is the quenched Brownian potential
(U(x)− U(y))2 = 2σ|x− y| (11.3)
More generally, in the whole review, thermal averages of observables are denoted
by < f >, whereas disorder averages are denoted by f .
In the discrete Sinai model on the 1D lattice, the particle which is on site i
has a probability ωi ≡ wi,i+1 of jumping to the right and a probability (1−ωi) ≡
wi,i−1 of jumping to the left. The ωi are independent random variables in ]0, 1[.
The random walk is recurrent only if lnωi = ln(1− ωi), which corresponds
to the absence of bias of the random potential U(x) (11.3) of the continuous
version.
86
The time evolution of Pi(t), the probability for the particle to be on site i
at time t, is governed by the Master equation:
dPi
dt
= wi−1,iPi−1 − (wi,i−1 + wi,i+1)Pi + wi+1,iPi+1 , (11.4)
from the solution of which one can obtain different physical quantities. Here we
present the drift velocity, vd, and the persistence, Ppr, which is useful to define
the phase diagram and an appropriate order parameter of the model.
11.1.1 Drift velocity and dynamics
For a given sample of length, L, i.e. for a given set of the forward (wi,i+1) and
the backward (wi+1,i) transition rates the drift velocity has been calculated by
Derrida[116], as:
vd =
L∑L
i=1 ri
[
1−
L∏
i=1
wi,i+1
wi+1,i
]
, (11.5)
where the ri stands for:
ri =
1
wi+1,i

1 + L−1∑
n=1
n∏
j=1
wi+j−1,i+j
wi+j+1,i+j

 . (11.6)
As for the surface magnetization (4.4) in the random transverse field Ising chain,
we recognize again Kesten random variables, whose properties are discussed in
more details in Appendix C.
In the thermodynamic limit, L → ∞, and for asymmetric transition rates,
wi,i+1 6= wi+1,i, one can define a control parameter:
δ =
[lnw←]av − [lnw→]av
var[lnw←] + var[lnw→]
, (11.7)
where w→ (w←) stands for transition probabilities to the right (left), i.e. wi,i+1
(wi,i−1). For the biased Sinai walk, considered in Section 12, δ > 0 or δ < 0 and
the particle moves to the right or to the left, respectively. The critical situation,
δ = 0, is called the Sinai walk, when ultra-slaw diffusion takes place[328]:
< x2 > ∼ (ln t)4 . (11.8)
11.1.2 Persistence and order
For a random walk persistence, Ppr(t, L), is the probability that the walker
has not crossed the starting position at i = 1 until time, t[18]. In a finite
system one has an absorbing wall at i = L + 1 and the probability: ppr(L) =
limt→∞ Ppr(t, L) plays an analogous role to the order parameter in magnetic
systems. For a given sample it is given by the expression[193]:
ppr(L) =

1 + L∑
i=1
i∏
j=1
wj,j−1
wj,j+1


−1
, (11.9)
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and in the thermodynamic limit [ppr]av > 0, for δ > 0, whereas [ppr]av = 0,for
δ ≤ 0, which explains analogy with the order parameter.
At the critical point, δ = 0, the average persistence is vanishing, its size
dependence, however, can be obtained by simple arguments analogous to those
used in Sec.4.1.2 for the surface magnetization of the RTFIC. In a typical sample
the largest term of the sum in Eq.(11.9) grows as ∼ exp(cstL1/2), which follows
from the central limit theorem. Consequently,
ptyppr (L) ∼ exp(−cstL1/2), (11.10)
which goes to zero very fast with L. The average behavior is dominated by rare
events, in which the persistence is of O(1). It is easy to see that in a rare event:
i) non of the L products in Eq.(11.9) are larger than O(1), and ii) a typical
product goes to zero fast enough with L. In such a sample the transition rates
are distributed in such a way, that the quantity: εj = ln
wj,j+1
wj,j−1
, satisfies the
relation:
∑i
j=1 εj ≤ 0, i = 1, 2, . . . , L. This problem is equivalent to a random
walk having a length, εj , at step j, and which never crosses the origin, thus
has a surviving character. The fraction of the rare events is just the survival
probability of an L-step random walk:
P rare(L) ∼ Psurv(L) ∼ L−1/2. (11.11)
At this point it is evident that the average of the persistence is dominated by
the rare events and the contribution of the typical samples is totally negligible.
We obtain finally:
pavpr (L) ∼ P rare(L) ∼ L−θ, (11.12)
thus the persistence exponent is θ = 1/2. (See also the RG derivation in
Eq.(11.22)).
The singular behavior of the random random walk has many similarities with
that of the RTFIC, which is due to an exact mapping, as described in Appendix
B.1.
11.2 RG rules for the Sinai model : Physical motivations
The aim of this Section is to justify in details the physical origin of the RG rules
that we have given in Eqs (3.3,3.4) as an example of a strong RG rule.
As we have seen before in this review, the strong disorder RG for quantum
spin models corresponds to an elimination of degrees of freedom in the Hamilto-
nian: it is thus rather close to usual renormalizations, the only difference being
that the decimation is done in an iterative way on the extremal coupling, in-
stead of being done in a homogeneous way on the whole chain at each stage.
On the contrary, in the strong disorder RG for statistical physics models, the
way of thinking deviates much more from the usual procedures. Indeed, the
starting point is usually not an exact or approximate integration on the degrees
of freedom in the microscopic model, i.e. on the partition function for static
problems or on the master equation for dynamic problems. The starting point
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is rather a heuristic physical argument, which allows to identify the degrees of
freedom which will be important at large scale. One then defines the renormal-
ization directly on these important degrees of freedom, and one obtains in the
end, in favorable cases, results that become exact in the asymptotic limit where
the RG procedure is applied a large number of times. As this mixture between
heuristic arguments at the beginning and exact results at the end can appear
disconcerting at first sight, and even often meets a certain incomprehension, it
seems useful to analyze in details the various stages of the reasoning on the case
of the Sinai model.
Identification of the degrees of freedom which will be important at
large scale
There exists for a long time a simple qualitative argument [14] to predict the
typical displacement x ∼ (ln t)2 in the Sinai model, instead of the usual behavior
x ∼ √t of the pure diffusion. It can be summarized as follows: the time t(x)
necessary to reach the point x > 0 will be dominated by the Arrhe´nius factor
of eβBx associated to the largest barrier Bx which should be passed by thermal
activation to go from the starting point x = 0 to the point x (This approximation
by the Arrhenius factor amounts to apply a saddle-point method on the exact
expression for the first passage time). In a Brownian potential, the typical
behavior of the barrier Bx ∼
√
x leads to an Arrhenius time t ∼ eβ
√
x, which
indeed corresponds to the scaling x ∼ (ln t)2 after inversion.
This heuristic argument suggests that the degrees of freedom which will
be important at large scale are the large barriers which exist in the random
potential. More precisely, at a given time t, the particle will not have been able
to cross by thermal activation any barrier larger than the scale (T ln t).
Definition of the RG rules directly on the important degrees of free-
dom of the disorder
The RG procedure is defined directly on the barriers of the random potential. It
simply consists in the iterative elimination of the smallest barrier. This small-
est barrier remaining in the system defines the RG scale Γ. The renormalized
landscape at scale Γ only contains barriers larger than Γ, all the smaller barriers
having already been eliminated. As the scale Γ increases, the probability distri-
bution of barriers F in the landscape at scale Γ converges towards a scaling form
θ(F ≥ Γ)P ∗ (F−ΓΓ ), where the stationary distribution P ∗ that characterizes the
infinite disorder fixed point has been given in Eq (3.10).
Correspondence with the initial model
To each time t of the initial model, one associates the renormalized landscape at
scale Γ = T ln t. One defines an effective dynamics without thermal fluctuations,
in which the particle is at time t near the minimum of the renormalized valley
at scale Γ = T ln t that contains the initial position at t = 0. More generally,
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the various observables of the initial model can be associated to the various
properties, either static or dynamic, of the renormalized landscape.
Check of the consistency in the asymptotic limit and study of first
corrections
The probability that the particle is not in the renormalized valley of the effective
dynamics, is of order 1/(ln t) and thus tends towards zero in the limit of infi-
nite time. This shows the consistency of the RG procedure and its asymptotic
exactness. One can then study the thermal fluctuations around the effective
dynamics, by considering on the one hand the probability distribution inside
the renormalized valley, and on the other hand the rare events of order 1/(ln t)
where the particle is not in the renormalized valley of effective dynamics.
Discussion
This example shows very well how this way of reasoning allows to obtain a very
detailed description of the asymptotic dynamics at large time. It also shows the
interest of this inhomogeneous RG to fully adapt to the local extrema of disor-
der on various scales, compared to the usual renormalizations based on identical
cells at each stage. In a certain sense, the way of reasoning we have just de-
scribed uses to the maximum the qualitative ideas contained in the concept of
renormalization, like the irrelevance of the details of the microscopic model on
the behaviors at large scale, and the convergence towards simpler theories rep-
resenting universality classes, before the definition of a quantitative procedure.
As a consequence, one should not criticize the strong disorder RG approaches
for taking as starting point some qualitative physical arguments, because it is
precisely from there that all their effectiveness comes! Indeed, for many sta-
tistical physics models that we will consider, whereas a usual renormalization
on the disordered microscopic model would have no hope to be closed and to
lead to exact results, the strong disorder approach allows to obtain a closed
renormalization directly on the degrees of freedom which are really important
at large scale, and to obtain in the end asymptotic exact results.
11.3 Notions of effective dynamics and localization
In the strong disorder RG approach of the Sinai model, the essential idea is to
decompose the process xU,η(t), representing the position of the random walk
generated by the thermal noise η(t) in the random potential Brownian U(x),
into a sum of two terms
x{U,η}(t) = m{U}(t) + y{U,η}(t) (11.13)
• the process m{U}(t) called the “effective dynamics” depends only on the
disorder but not on the thermal noise : it represents the most probable position
of the particle at the moment t. It simply corresponds to the best local minimum
of the random potential U(x) that the particle has been able to reach at time t.
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Figure 17: Example of diffusion front in a given sample, obtained by J. Chave
and E. Guitter [95] “Evolution with time (in logarithmic scale) of the distribu-
tion P (x, t) in a given energy landscape (drawn below). The evolution runs over
107 iterations. The intensity in the grey scale is proportional to (− lnP (x, t)),
i.e. darker regions correspond to higher values of P (x, t).”
As the escape over a potential barrier F requires an Arrhe´nius time of order tF =
τ0e
βF , one can study in detail this effective dynamics by using a strong disorder
RG which consists in the iterative decimation of the smallest barriers remaining
in the system. One then associates to time t the renormalized landscape in which
only barriers larger than the RG scale Γ = T ln t have been kept. The position
m{U}(t) ∼ Γ2 = (T ln t)2 then corresponds at the bottom of the renormalized
valley at scale Γ = T ln t which contains the initial condition at t = 0.
• the process y{U,η}(t) represents the thermal fluctuation with respect to
effective dynamics. In the limit of infinite time, it remains a finite random
variable. This very strong result is the Golosov localization phenomenon [155]
: all the particles which diffuse in the same sample starting from the same
starting point with different thermal noises η are asymptotically concentrated
in the same renormalized valley of minimum m{U}(t). More precisely, if one
considers the first corrections at large time, the probability that a particle is
not in the valley corresponding to effective dynamicsm{U}(t) is of order 1/(ln t),
in which case the particle is at a distance of order (ln t)2 from mU (t). These
events are thus rare (their probability tends towards zero to large time) but they
nevertheless dominate certain observables, such as the thermal width ∆x2(t) ∼
< y2(t) > ∼ (ln t)3 which diverges.
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11.4 Properties of the effective dynamics
11.4.1 Diffusion front
As a consequence of the Golosov localization, the distribution of the rescaled
variable X =
x{U,η}
(T ln t)2 , with respect to the thermal noise η in a given sample is
asymptotically a Dirac delta distribution δ(X −M) where M = m{U}(t)(T ln t)2 is the
rescaled variable of the effective dynamics. To compute the averaged diffusion
front over the samples (or equivalently over the initial conditions), it is then
enough to study the distribution of M over the samples [141, 142]. This leads
to the Kesten law [219, 154, 156]
P (X) = LT−1p→|X|
[
1
p
(
1− 1
cosh
√
p
)]
=
4
π
+∞∑
n=0
(−1)n
2n+ 1
e−
π2
4 (2n+1)|X| (11.14)
which is an exact result of mathematicians [219, 156]. This example explicitly
shows how the strong disorder RG allows to obtain asymptotic exact results, and
gives confidence in the new results of the method concerning finer properties.
11.4.2 Energy distribution
Similarly, the rescaled variable for the energy
w =
U(x(0))− U(x(t))
(T ln t)
≃ U(m(0))− U(m(t))
(T ln t)
(11.15)
is entirely given at large time by the effective dynamics. The reduced variable
w has the following limit law as t→∞:
D(w) = θ(w < 1)
(
4− 2w − 4e−w)+ θ(w ≥ 1) (2e− 4) e−w (11.16)
This law is continuous, like its derivative at w = 1, but the second derivative
is discontinuous at w = 1, which can seem surprising at first sight. Indeed, for
any finite time, the energy distribution is analytic, and it is only in the limit
of infinite time that the discontinuity appears for the rescaled variable. It is
interesting to note that in the recent mathematical work [181] over the return
time to the origin after time t, another not-analytical asymptotic distribution
for a rescaled variable also appears. The joint limit distribution of the position
X = x(t)−x(0)(T ln t)2 and the energy w =
U(x(0))−U(x(t))
(T ln t) may also be computed in
Laplace transform [266]
∫ +∞
0
dXe−sXP (X,w > 1) =
sinh
√
s√
s
(
e
√
s coth
√
s − 2 cosh√s
)
e−w
√
s coth
√
s
∫ +∞
0
dXe−sXP (X,w < 1) =
sinh
√
s(2− w)√
s
− sinh 2
√
s√
s
e−w
√
s coth
√
s(11.17)
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11.4.3 Aging properties
The two-time diffusion front P (x, t;x′, |0, 0) presents an aging regime in (ln t/ln t′).
In the rescaled variables X = (x/ ln2 t) and X ′ = (x′/ ln2 t), the diffusion front
is again determined by the effective dynamics. The RG procedure allows to
compute the joint law of the positions {m(t),m(tw)} at two successive times
t ≥ tw [142]. In particular, this two time diffusion front presents a Dirac delta
function δ(X −X ′), which means that the particle can be trapped in a valley
from which it cannot escape between t′ and t. The weight D(t, tw) of this delta
function thus represents the probability of having m(t) = m(tw)
D(t, tw) =
1
3
(
ln tw
ln t
)2 (
5− 2e1−( ln tln tw )
)
(11.18)
11.4.4 Statistics of returns to the origin
The strong disorder RG also yields that the distribution of the sequence Γ1 =
T ln t1, Γ2 = T ln t2... of the successive return times to the origin of effective
dynamics m(t) has a simple structure [142]: it is a Markovian multiplicative
process defined by the recurrence Γk+1 = αkΓk, in which the coefficients {αi}
are independent random variables, distributed with the law
ρ(α) =
1√
5
(
1
α1+λ−
− 1
α1+λ+
)
with λ± =
3±√5
2
(11.19)
Here are two important consequences:
• the total number R(t) of returns to the origin during [0, t] behaves as
R(t) ∼ 1
3
ln(T ln t) (11.20)
whereas the total number S(t) of jumps during [0, t] behaves as
S(t) ∼ 4
3
ln(T ln t) (11.21)
(but here there are correlations between times of jumps.)
• the probability thatm(τ) > 0 for τ ∈]0, t] involves an irrational persistence
exponent [142]
Π(t) ∼
[
1
(T ln t)2
]θ
with θ =
3−√5
4
= 0.19...
whereas the probability that a given walker x(t) does cross the origin during
]0, t] has the simpler persistence exponent
Π1(t) ∼
[
1
(T ln t)2
]θ
with θ =
1
2
(11.22)
The number of returns to the origin for the effective dynamics translate
for quantum spin chain models into the number of decimations above a given
point, a quantity which has been recently used to characterize the entanglement
properties of these random quantum spin chains [310].
93
11.5 Localization properties
11.5.1 Distribution of the thermal packet
The asymptotic distribution of the relative position y = x(t)−m(t) with respect
to the effective dynamics m(t) corresponds to the Boltzmann distribution in an
infinite Brownian valley
P (y) =
〈
e−βU1(|y|))∫∞
0
dxe−βU1(x) +
∫∞
0
dxe−βU2(x)
〉
{U1,U2}
(11.23)
where the average is over two Brownian trajectories {U1, U2} forming an infinite
valley. This formulation is equivalent to the Golosov theorem [155]. The law
can be explicitly computed in Laplace transform in terms of Bessel functions
[265], and presents in particular the algebraic decay
P (y) ∼
y→∞
1
y3/2
(11.24)
This can be understood as follows: whereas the Brownian potential U(y) yields
a typical decay of order e−β
√
σy for the Boltzmann factor, there are rare config-
urations which return close to U ∼ 0 at a long distance y, with a probability of
order 1/(y3/2). The correlation of two independent particles in the same sample
computed in [265]
C(l) = lim
t→∞
2
∫ +∞
−∞
dx[P (x, t|x0, 0)P (x+ l, t|x0, 0)] (11.25)
presents the same algebraic decay in 1/l3/2.
11.5.2 Localization parameters
The localization parameters, which measure the average probabilities to find k
particles at the same point at infinite time [265]
Yk = lim
t→∞
∫ +∞
−∞
dx[P (x, t|x0, 0)]k = Γ
3(k)
Γ(2k)
(σβ2)k−1 (11.26)
are dominated for large k by the very narrow valleys having a small partition
function.
11.5.3 Comparison with equilibrium in a Brownian potential
These various observables which characterize the asymptotic statistics of the
thermal packet in the Sinai diffusion actually coincide with their static analogs
defined as the thermodynamic limit of the Boltzmann distribution in a Brow-
nian potential on a finite interval [265]. This convergence towards equilibrium
of the thermal packet (whereas the effective dynamics remains forever out of
equilibrium) is not true any more as soon as one adds a bias (cf section 12)
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11.5.4 Thermal width and rare events
The algebraic decay (11.24) for the limit law of the relative position y implies
that the second moment < y2 > diverges at infinite time. To obtain its leading
behavior at large time, it is in fact necessary to take into account the follow-
ing rare events [142]: (a) a renormalized valley can have two minima which
are almost degenerated in energy; (b) two neighboring barriers can be almost
degenerated; (c) a barrier can be near the decimation threshold (Γ + ǫ). These
rare events appear with a weak probability of order 1/Γ, but they give rise to
a splitting of the thermal packet into two sub-packets, separated by a long dis-
tance of order Γ2. As a consequence, these rare events dominate the thermal
width [142]
< x2(t) > − < x(t) >2 ∝
t→∞
T
Γ
(Γ2)2 = T (T ln t)3 (11.27)
This behavior of the thermal width has been measured numerically [95]. More
generally, all divergent moments of order k > 1/2 have for leading behavior
|x(t)− < x(t) > |k ≃
t→∞
ckT (T ln t)
2k−1 (11.28)
where the constants ck can be calculated from the statistical properties of the
rare events (a,b,c) described above [142].
11.6 Relations with the general theory of slow dynamics
and metastable states
11.6.1 Metastable States
In the usual qualitative description of slow dynamics, the idea of metastable
states plays an important role. As the true metastable states only exist in the
mean-field approximation or in the zero temperature limit, if one wishes to use
this concept for systems in finite dimension at finite temperature, it is necessary
to consider metastable states of finite lifetime [56], by decomposing the dynamics
into two parts. There are on the one hand fast degrees of freedom, which
convergence quickly towards a local quasi-equilibrium : they correspond to the
“ metastable states ”. On the other hand, there is a slow out-of-equilibrium
dynamics which corresponds to the evolution of the metastable states. In this
language, the strong disorder RG description of the Sinai random walk can be
reformulated as follows:
• the metastable states at time t are the valleys of the renormalized landscape
at scale Γ = T ln t: indeed, the walkers who were at t = 0 inside this valley have
not been able to escape from this valley before time t.
• In each renormalized valley, there is a quasi-equilibrium described by a
Boltzmann distribution inside the valley.
• the slow dynamics corresponds to the evolution of the renormalized land-
scape with the scale Γ = T ln t: some metastable states disappear and are
absorbed by a neighbor.
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One-time observables and Edwards Conjecture
As the ‘ Edwards Conjecture’, which proposes to calculate dynamical quan-
tities via a flat average over all metastable states, has given rise to many recent
works [43, 125], it is interesting to reconsider from this point of view the strong
disorder RG. In the RG approach, all one-time observables are indeed computed
via averages over the renormalized valleys (which are the metastable states), but
with a measure which is not flat, but is proportional to the length of the val-
leys. Indeed, for a uniform initial condition, the length of a renormalized valley
represents the size of the attraction basin of the valley.
11.6.2 Decomposition of the diffusion front over metastable states
If one wishes to describe at the same time the effective dynamics of the renor-
malized valleys and the Boltzmann equilibrium in each renormalized valley, one
can write the diffusion front in a sample as
P (xt|x00) ≃
∑
VΓ
1
ZVΓ
e−βU(x)θVΓ(x)θVΓ(x0) (11.29)
where the sum is over all renormalized valleys VΓ existing at scale Γ = T ln t.
The notation θV (x) indicates the characteristic function of the valley V , i.e.
θV (x) = 1 if x belongs to the valley and θV (x) = 0 if not. Finally ZV =∫
V
dxe−βU(x) represents the partition function of the valley V . This expression
of the diffusion front (11.29) exactly corresponds to the general construction in
the presence of metastable states (see [56, 336] and references therein), in which
the evolution operator e−tHFP is replaced by a projector on the states (i) of
energy Ei < 1/t
e−tHFP ∼
∑
i
|Pi >< Qi| (11.30)
whose interpretation is clear: “ everything fast has happened and everything
slow has not taken place ” [336]. For the Sinai model, the explicit expressions
are as follows: the right eigenvectors
Pi(x) =
e−βU(x)∫
V
(i)
Γ
dx′e−βU(x′)
θ(x ∈ V (i)Γ ) (11.31)
are positive, normalized, and their supports do not overlap, whereas the left
eigenvectors
Qi(x) = θ(x ∈ V (i)Γ ) (11.32)
are simply equal to 1 on the support of their corresponding right eigenvector,
and zero elsewhere. In the Sinai model, one can in fact go beyond this one-
time description by considering the dynamics of the metastable states to obtain
information on the spectral properties of the Fokker-Planck operator.
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11.7 Eigenfunctions of the Fokker-Planck operator
11.7.1 Fokker-Planck eigenfunctions associated to the effective dy-
namics
It is interesting to see how the one-time expression (11.29) changes upon the
decimation of a renormalized valley, i.e. when a metastable state disappears.
The decomposition of the evolution operator on the eigenvalues En ≥ 0 and the
right Φrn and left Φ
l
n eigenfunctions of the Fokker-Planck operator HFP reads
P (xt|x00) =< X |e−tHFP |x0 >=
∑
n
e−EntΦRn (x)Φ
L
n (x0) (11.33)
Apart from the ground state n = 0 of zero energy E0 = 0 which corresponds to
the Boltzmann equilibrium on the full sample
ΦL0 (x) = 1/
√
Ztot (11.34)
ΦR0 (x) = e
−U(x)/T /
√
Ztot (11.35)
the comparison with equation (11.29) leads to the following identifications for
the excited states n ≥ 1: the energies En are determined by the RG scales Γn =
T ln tn = −T lnEn corresponding to barrier decimations. When a decimation
takes place, two valleys V1 and V2 merge into one new renormalized valley V
′,
and the associated eigenfunctions read [265]
ΦLn(x) =
√
ZV1ZV2
ZV1 + ZV2
(
1
ZV1
θV1(x)−
1
ZV2
θV2(x)) (11.36)
ΦRn (x) = e
−U(x)/TΦLn(x) (11.37)
One can check that these eigenfunctions satisfy all the necessary properties of
orthonormalization ∫
dxΦLn(x)Φ
R
m(x) = δn,m (11.38)
and of the normalization of the thermal packet∫
dxΦRn (x) = 0 (11.39)
Beyond the Sinai model, the structure (11.37) in terms of partial partition
functions seems more generally to describe the eigenfunctions of the Fokker-
Planck operator for slow dynamics in which metastable states disappear in a
hierarchical way.
11.7.2 Spatial Structure of eigenfunctions: 2 peaks and 3 length
scales
The eigenfunction (11.37) presents two peaks which correspond to the minima of
the valleys V1 and V2. Each of the two peaks has a finite width, which represents
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the characteristic length associated to the Boltzmann weight around the valley
minimum. The distance between the two peaks is of order l(E) ∼ Γ2 ∼ (lnE)2.
Far from the minima, but inside the renormalized valley r ≤ Γ2, the decay
of the eigenfunction Φrn(x) is controlled by the Boltzmann weight e
−βU(r) of
behavior typical e−c
√
r. In particular at the edge of the valley r ∼ Γ2, the
typical amplitude is of order e−c
′Γ. Beyond the two valleys concerned, the simple
approximation (11.37) with theta functions becomes insufficient. To estimate
the decay of the eigenfunction at a distance r ≥ Γ2, one has to consider [277] that
the two points are separated by a number of renormalized valleys of order rΓ2 and
that the overlap between two neighboring valleys is not zero, but of order e−c
′′Γ.
A perturbation theory then leads to an exponential decay of order e−C
′′ r
Γ , which
indeed corresponds to the localization length λ(E) ∼ Γ ∼ (−T lnE) that has
been computed for the associated Schro¨dinger problem via the exact Dyson-
Schmidt method [14]. In conclusion, the properties of the eigenfunctions involve
three length scales which coexist:
• the finite scale l ∼ 1 which characterizes the width of a peak, and which
is connected to the Golosov localization of the thermal packet.
• the scale l(E) ∼ (lnE)2 which represents the distance between the two
peaks and which is connected to the total distance reached by the random walk
at time t ∼ 1/E.
• the scale λ(E) ∼ (− lnE) which characterizes the asymptotic exponential
decay of the eigenfunction, and which corresponds to the localization length of
the associated Schro¨dinger problem.
Discussion
The Sinai model is thus a perfect ‘infinite disorder fixed point’. The RG
procedure gives a very complete picture of the asymptotic dynamics : it allows to
obtain many explicit exact results on the effective dynamics of a particle, on the
aging properties, on the localization properties of the thermal packet, and on the
rare events which control the thermal width. In addition, the description of the
Sinai model in terms of renormalized valleys is an explicit example of metastable
states of finite life time, and allows to understand the spatial structure of the
Fokker-Planck eigenfunctions.
Let us mention to finish that various results obtained via the strong disor-
der RG have now been confirmed by mathematicians, in particular the results
concerning the weight of the singular part of the two time diffusion front [114]
and the statistics of the returns at the origin of effective dynamics [97].
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12 Biased Sinai walk and associated directed trap
model
12.1 Models
12.1.1 Biased Sinai walk
The introduction of a constant force F0 into the Langevin equation (11.1) of
the Sinai model is very natural. This biased model has even more interested
mathematicians and physicists for a long time, because it presents a series of
dynamic phase transitions [218, 116, 14] in terms of the dimensionless parameter
µ = F0T/σ. In particular, there exists an anomalous diffusion phase for 0 <
µ < 1, which is characterized by the asymptotic behavior
< x(t) > ≃
t→∞
tµ (12.1)
whereas for µ > 1, the velocity becomes finite: < x(t) > ∼ V (µ)t with V (µ) =
F0(1− 1/µ). In the anomalous diffusion phase, the exact diffusion front is given
in terms of Le´vy stable distributions [218, 14, 180]
The discrete Sinai model corresponds to the Master equation (11.4) with
asymmetric rates. The dynamical exponent µ is then defined by the positive
root of the equation[116]: [(
w→
w←
)µ]
av
= 1 . (12.2)
The anomalous diffusion phase 0 < µ < 1 is analogous to the Griffiths phase of
a random magnet.
12.1.2 Directed trap model
It has been proposed for a long time [134, 14, 58] that the biased Sinai model
should be asymptotically equivalent to a directed trap model defined by the
master equation
dPt(n)
dt
= −Pt(n)
τn
+
Pt(n− 1)
τn−1
(12.3)
in which the τn are independent random variables distributed with the algebraic
law
q(τ) ≃
τ→∞
µ
τ1+µ
(12.4)
The anomalous diffusion phase 0 < µ < 1 then corresponds to the case where
the averaged trapping time is infinite. For a given trap τ , the distribution of
the escape time t is exponential
fτ (t) =
1
τ
e−
t
τ (12.5)
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which yields after averaging over τ (12.4)
fτ (t) =
∫ +∞
0
dτq(τ)fτ (t) =
∫ +∞
0
dv
v
q
(
t
v
)
e−v ≃
t→∞
µΓ(1 + µ)
t1+µ
(12.6)
For a given sample (τ0, τ1, ...), the probability Pt(n) for the particle to be in the
trap n at time t reads
Pt(n) =
∫ +∞∏
i=0
dtifτi(ti)θ(t0 + t1...+ tn−1 < t < t0 + t1 + ...+ tn) (12.7)
and it is thus directly related to the sum of a large number n of independent
variables ti distributed with the law (12.6) presenting an algebraic decay. The
diffusion front can be thus expressed in terms of Le´vy stable laws [14].
The directed character of this trap model allows to obtain many exact results,
since the particle visit sites only once in a fixed order, from left to right. In
particular, the thermal width has been exactly computed in [38]
< ∆n2(t) > ≡
+∞∑
n=0
n2Pt(n)− [
+∞∑
n=0
nPt(n)]2 =
1
Γ(2µ)
(
sinπµ
πµ
)3
I(µ)t2µ (12.8)
where the integral I(µ) [38] can be rewritten after a change of variables as
I(µ) =
∫ 1
0
dz
(1 + z)zµ(1− z)2µ
z2µ+2 + 2 cosπµzµ+1 + 1
(12.9)
The result (12.8) shows that the the thermal packet is spread over a length of
order tµ.
On the other hand, the infinite-time limit of the localization parameter for
k = 2 has been exactly in [98] : their result (24) may be rewritten after a
deformation of the contour in the complex plane as
Y2(µ) ≡ lim
t→∞
+∞∑
n=0
[Pt(n)]2 =
∫ +π
−π
dθ
2π
eiθµ − eiθ
1− eiθ(µ+1) (12.10)
This expression shows that Y2 is finite in the full phase 0 ≤ µ < 1 and vanishes
in the limit µ = 1. How can this property coexist with the result [38] for the
thermal width ? The numerical simulations of [98] show that for a single sample
at fixed t, the probability distribution Pt(n) is made out of a few sharp peaks
that have a finite weight but that are at a distance of order tµ (see Figure
18). This explains why at the same time, there is a finite probability to find
two particles at the same site even at infinite time, even if the thermal width
diverges as t2µ at large time.
12.2 Principle of the generalized RG
The strong disorder RG presented in the previous section 11 for the symmetric
Sinai model can be extended to the biased case, but the obtained results are
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Figure 18: Figure from Compte and Bouchaud [98] with its caption : “Distribu-
tion of probability after a time t = 7× 1010 for a particular sample of disorder
in our 1D directed random walk model with µ = 0.4. The simulation was done
with 1.000 particles in a lattice of 20.000 sites. One sees that this probability
distribution is made of several sharp peaks that gather a finite fraction of the
particles. The position of these peaks is scattered on a region of space of width
tµ.”
exact in the limit of infinite time t→∞ only if the bias is very small µ→ 0 [142]:
for instance, the RG yields an exponential diffusion front for the rescaled variable
X = x(t)tµ that coincide with the exact result involving a Le´vy distribution
[218, 14] only in the limit µ → 0. The reason why the effective dynamics is
not exact any more when µ is finite is that the distribution of the barriers F−
against the bias (3.14) converges towards an exponential distribution of finite
width proportional to 1/(2δ) = T/µ. This shows that the localization of the full
thermal packet in a single renormalized valley at large time, which is valid in the
limit µ→ 0, is not exact any more for finite µ. It is thus necessary to generalize
the strong disorder RG approach to include the spreading of the thermal packet
into several renormalized valleys [267]. Let us first describe this generalized
procedure for the directed trap model (12.3) : in a given sample, the diffusion
front is a sum of delta functions with the hierarchic structure explained on the
figure (19).
12.3 Results for the associated directed trap model
From this description of the diffusion front in each sample, one can compute
exact series expansion in µ for all observables. In particular, the explicit com-
putations up to order order µ2 [267] of the diffusion front for the rescaled variable
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Figure 19: Hierarchical structure of the important traps for a particle starting
at the origin. The dashed line separates the “small” traps (that have a trapping
time smaller than t) from the “big” traps (that have a trapping time bigger than
t). The first big trap called M is occupied with a weight of order O(µ0). The
next big trap L1 and the biggest small trap S1 before M are occupied with weights
of order O(µ). The third big trap L2, the biggest small trap I2 between M and
L1, and the second biggest small trap S2 before M are occupied with weights of
order O(µ2).
[267]
X = xtµ , of the thermal width
lim
t→∞
< ∆x2(t) >
t2µ
= µ(2 ln 2) + µ2[−π
2
6
+ 2 ln 2(ln 2− 2 + 2γE)] +O(µ3)(12.11)
and of the localization parameter
Y2(µ) = 1− µ(2 ln 2) + µ2(4 ln 2π
2
6
) +O(µ3) (12.12)
coincide with the series expansions of the corresponding results, for the diffusion
front [218, 14], for the thermal width given in Eq 12.8 and for the localization
parameter given in Eq 12.10. These comparisons with exact results obtained
independently shows that the generalized RG procedure is exact order by order
in µ. More generally, to compute observables at order µn, it is enough to
consider that the diffusion front is spread over (1+n) traps and to average over
the samples with the appropriate measure [267].
This approach allows to understand how the anomalous diffusion phase 0 <
µ < 1 presents at the same time a diverging thermal width as t2µ (12.11)
together with a finite probability Y2(µ) (12.12) of finding two particles in the
same trap at large time. The qualitative structure of the diffusion front in a
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given sample is in full agreement with the numerical simulations of A. Compte
and J.P. Bouchaud (see Fig 18).
12.4 Quantitative mapping between the biased Sinai model
and the directed trap model
ZB
ZV
a
O
b
Γ
Figure 20: Computation of the escape time from a renormalized valley of barrier
Γ : the first-passage-time at b for a particle starting at 0 is dominated by the
Arrhenius factor eβΓ, and the prefactor is the product of two partition functions
: ZV represents the partition function of the bottom of the valley and ZB rep-
resents the partition function of the inverse potential (−V ) near the top of the
barrier Γ. [267]
The saddle point analysis of the mean thermal exit time from a given renor-
malized valley of barrier Γ shows that this time is exponentially distributed as
in the trap model, with trapping time given by
τ ≃
Γ→∞
βZBZV e
βΓ (12.13)
which mostly depend on the barrier Γ via the usual Arrhe´nius factor eβΓ, but
also on some details of the valley via the prefactor that involves two partition
functions functions ZV and ZB of Brownian valleys (see Figure 20).
The probability distribution of the trapping time over the renormalized val-
leys at scale Γ can be computed from the probability distribution of the barriers
and prefactors [267] : the result takes the same form as in the directed trap
model
qt(τ) = θ(t < τ)
µ
τ
(
t
τ
)µ
(12.14)
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with the following quantitative prescription for the renormalization scale Γ as a
function of time
Γ(t) = T ln
[
tσ2β3
(
Γ2(1 + µ)
) 1
µ
]
(12.15)
The corresponding length scale
b(t) =
Γ2(µ)
σβ2
[
tσ2β3
]µ
(12.16)
is then in full agreement with the constant that has been recently computed by
mathematicians for the diffusion front [180].
In conclusion, the generalized strong disorder RG approach allows to estab-
lish that the biased Sinai model and the directed trap model are asymptotically
equivalent from the point of view of their renormalized descriptions, up to a
length scale that can be also exactly computed.
12.5 Results for the biased Sinai model
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Figure 21: Hierarchical structure of the important valleys for a particle starting
at the origin. The barriers against the bias that are emphasized by the straight
lines correspond to the depths of the trap model represented on Figure 19. The
bottom M of the renormalized valley that contains the origin at scale Γ is oc-
cupied with a weight of order O(µ0). The bottom L1 of the next renormalized
valley and the bottom S1 of the biggest sub-valley before M are occupied with
weights of order O(µ). The next-nearest renormalized valley L2, the biggest sub-
valley I2 between M and L1, and the second biggest sub-valley S2 before M are
occupied with weights of order O(µ2).
All the results for the directed trap model can be translated for the biased
Sinai model, one simply has to replace traps by renormalized valleys. The
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diffusion front in a given sample has a hierarchic structure sketched on the
Figure 21 which is the analog of Figure 19. For the quantitative results, we just
need to replace the rescaled variable X = ntµ of the trap model by the rescaled
variable X = x(t)b(t) of the biased Sinai model (12.16). In particular, the thermal
width has for expansion
< ∆x2(t) >
t2µ
=
(
σ2β3
)2µ
σ2β4
[
(2 ln 2)
µ3
+ [−π
2
6
+ 2 ln 2(ln 2− 2− 2γE)] 1
µ2
+O(
1
µ
)
]
(12.17)
And if one translates the exact result of the directed trap model [38], one even
obtains the thermal width in the whole phase 0 < µ < 1 of anomalous diffusion
< ∆x2(t) >
t2µ
=
(
σ2β3
)2µ
σ2β4
Γ4(µ)
Γ(2µ)
(
sinπµ
πµ
)3
I(µ) (12.18)
In conclusion, the anomalous diffusion phase x ∼ tµ with 0 < µ < 1 of
the biased Sinai model is characterized by a localization on several renormal-
ized valleys, whose positions and weights can be described sample by sample.
The generalized strong disorder RG allows to compute all observables via series
expansions in µ. From the strong disorder RG method, this shows that the
usual procedure which is exact for infinite disorder fixed point, is an approx-
imation which is already very interesting for finite disorder fixed point : the
usual procedure corresponds to the leading term in a systematic expansion.
13 Symmetric Trap model
13.1 Model
Trap models propose a very simple mechanism for aging [59]. A particle per-
forms a random walk in a landscape made of traps, according to the master
equation
dPt(n)
dt
= −Pt(n)
τn
+
Pt(n− 1)
2τn−1
+
Pt(n+ 1)
2τn+1
(13.1)
The trapping times τn = e
βEn are defined in terms of random energies En
distributed with the following exponential distribution
ρ(E) = θ(E)
1
Tg
e
− ETg (13.2)
This choice of exponential distribution comes from the statistics of low energy
states in the Random Energy Model [115], in the replica theory [7], and more
generally from the exponential tail of the Gumbel distribution which represents
an important universality class for extreme statistics. The exponential distribu-
tion of energies (13.2) translates for the trapping time τ = eβE into the algebraic
law
q(τ) = θ(τ > 1)
µ
τ1+µ
(13.3)
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with exponent
µ =
T
Tg
(13.4)
At low temperature T < Tg, the average trapping time
∫
dττq(τ) diverges, and
this directly leads to aging effects. The aging properties of trap models have
been much studied, either in the mean field version [59, 46, 135, 210], or in the
1D version [146, 51, 53], which naturally appears in various physical contexts
[30, 14, 184], and which presents two characteristic time scales for aging, in
contrast with the mean field case. The aim of this section is to understand this
phenomenon via an appropriate strong disorder RG.
13.2 Principle of the RG procedure
We have already described the strong disorder RG for the directed trap model
in the previous section 12. Here, in the symmetric model, each site can be
visited several times, which leads to an essential change [268] : a trap of the
renormalized landscape will be characterized by two important times, namely
(i) its trapping time τi, which represents the typical time of exit towards its
immediate neighbors (ii) its escape time, which represents the time needed to
reach a deeper trap.
The renormalized landscape at scale R is defined as follows: all the traps
τi < R are replaced by a flat landscape, whereas all traps τi > R are kept. In
the renormalized landscape (see Figure 22), when the particle leaves the trap
τ0, it escapes to the right or to the left with probability 1/2. If it escapes to
the left, it will succeed to reach the next trap τ− with probability 1/l−. If it
escapes to the right, it will succeed to reach the next trap τ+ with probability
1/l+. If not, it will be re-absorbed by the trap τ0. Asymptotically, the number
of returns to the trap τ0 before the escape will thus be large, of order R
µ. One
can show that the time spent inside τ0 during these multiple visits dominates
over the time spent in the multiple unfruitful excursions and the final successful
excursion [268]. The final result is that the escape time tesc from the trap τ0
has an exponential distribution
P (tesc) ≃
R→∞
1
T0
e
−
tesc
T0 (13.5)
with the characteristic time
T0 =
2
1
l+
+ 1l−
τ0 (13.6)
To describe the dynamics at time t, one has to keep the traps whose escape time
tesc > t (from which particle have not been able to escape at time t). This leads
to the following choice for the RG scale R(t) of the landscape as a function of
time
R(t) ≃ t 11+µ (13.7)
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Figure 22: Definition of the escape time in the renormalized landscape: the trap
of trapping time τ0 is surrounded by two traps, the trap τ+ at distance l+ and the
trap τ− at the distance l−. The escape time is the characteristic time necessary
to reach τ+ or τ− when one starts from τ0. [268]
Moreover, within the limit µ → 0, the following effective dynamics becomes
exact: at time t, the particle starting from the origin at t = 0 will be at time t
either on the first renormalized trap M+ at distance l+ on the right or on the
first renormalized trap M− at distance l− on the left. The weight of the trap
M+ is simply the probability l−/(l+ + l−) of reaching M+ before M− in a flat
landscape
Peff (x, t) ∼ l+
l+ + l−
δ(x + l−) +
l−
l+ + l−
δ(x − l+) (13.8)
This shows that the dynamics always remains out-of-equilibrium : the weights
of the two traps are not given by Boltzmann factors, they do not even depend
on the energies of the traps, but only on their distances to the origin.
13.3 Results for the symmetric trap model
Distance between traps in the renormalized landscape
The distances between successive traps in the renormalized landscape are in-
dependent random variables and the reduced variable λ = l/ξ(t) is exponentially
distributed
P (λ) = e−λ (13.9)
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with the characteristic length scale at time t
ξ(t) = ξ0(µ) t
µ
1+µ (13.10)
with the prefactor
ξ0(µ) = 1 +O(µ) (13.11)
Diffusion front
In the rescaled variable X = x/ξ(t), the average of the diffusion front (13.8)
over the samples reads [268]
gµ(X) = e
−|X|
∫ +∞
0
due−u
u
|X |+ u +O(µ) (13.12)
Localization parameters
The localization parameters, which represents the averages over the samples
of the probabilities to find k independent particles on the same site, are given
by [268]
Yk(µ) ≡ lim
t→∞
+∞∑
n=0
P k(n, t|0, 0) = 2
(k + 1)
+O(µ) (13.13)
This result is in agreement with the numerical simulations of Bertin and Bouchaud
[51] who have obtained Y2 → 2/3 and Y3 → 1/2 in the limit µ→ 0.
Generating function of thermal cumulants
The thermal width reads
c2(µ) ≡ lim
t→∞
< n2 > − < n >2
ξ2(t)
= 1 +O(µ) (13.14)
and more generally, the others thermal cumulants can be derived from the gen-
erating function
Zµ(s) ≡ ln < e−s
n
ξ(t) > =
∫ +∞
0
dλe−λλ
(
sλ
2
coth
sλ
2
− 1
)
+O(µ) (13.15)
Two-particle correlation function
The two-particle correlation function reads
C(l, t) ≡
+∞∑
n=0
+∞∑
m=0
P (n, t|0, 0)P (m, t|0, 0)δl,|n−m| ≃
t→∞
Y2(µ)δl,0 +
1
ξ(t)
Cµ
(
l
ξ(t)
)
The weight of the δ peak at the origin correspond as it should to the local-
ization parameter Y2 = 2/3 + O(µ) (13.13), whereas the second term involves
the following scaling function
Cµ(λ) = e
−λλ
3
+O(µ) (13.16)
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The two aging correlations
The probability Π(t+ tw, tw) of no jump during the time interval [tw, tw+ t]
presents a sub-aging scaling form
Π(t+ tw, tw) = Π˜µ
(
g =
t
R(tw)
)
= Π˜µ
(
g = [T˜0(µ)]
1
1+µ
t
t
1
1+µ
w
)
(13.17)
with
Π˜(0)µ (g) =
∫ 1
0
dzµzµ−1e−zg (13.18)
In particular, the asymptotic behavior reads
Π(t+ tw, tw) ≃
t
t
1
1+µ
w
→+∞
(
t
t
1
1+µ
w
)−µ [
µ+O(µ2)
]
(13.19)
In contrast, the probability C(t+ tw, tw) of being at time (t+ tw) in the trap
where it was at time tw presents the aging scaling form
C(t+ tw, tw) = C˜µ
(
h =
t
R1+µ(tw)
)
= C˜µ
(
h = T˜0(µ)
t
tw
)
(13.20)
with
C˜(0)µ (h) = C˜µ(h) =
2µ
(2h)µ
∫ √2h
0
dzz1+2µK21 (z) (13.21)
In particular, the asymptotic behavior reads
C(t+ tw, tw) ≃
t
tw
→∞
(
t
tw
)−µ [
µ+O(µ2)
]
(13.22)
So these two time correlation present different aging scalings because they
involve the two different time scales, the trapping time and the escape time of
typical traps reached at time t.
13.4 Linear and non-linear responses to an external field
In the presence of an external field f , the master equation of the trap model
becomes [14]
dP
(f)
t (n)
dt
= P
(f)
t (n+ 1)
e−β
f
2
2τn+1
+ P
(f)
t (n− 1)
e+β
f
2
2τn−1
− P (f)t (n)
e+β
f
2 + e−β
f
2
2τn
(13.23)
in which the transition rates satisfy the detailed balance condition
e−βU(n)W (f){n→n+1} = e
−βUn+1W (f){n+1→n} (13.24)
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in terms of the total energy Un containing the trap random energy (−En) trap
and the linear potential energy (−fn) associated the external field f
Un = −En − fn (13.25)
The response has been recently studied by E. Bertin and J.P. Bouchaud [52, 53]
with scaling arguments and numerical simulations. Their main result is as
follows: the Fluctuation-Dissipation theorem for the linear response is valid
even in the aging sector, but the response becomes non-linear asymptotically.
Here we will generalize the previous RG procedure for the unbiased trap model
to take into account the presence of an external field.
Explicit Results for tw = 0
The RG procedure in external field involves a scale length ξ(t, f) which rep-
resents the average distance between two traps in the renormalized landscape
associated to time t and field f . This scale interpolates between the two behav-
iors [270]
ξ(t, f) ≃
t≪tµ(f)
t
µ
1+µ [1 +O(µ)] (13.26)
ξ(t, f) ≃
t≫tµ(f)
(βft)µ [1 +O(µ)] (13.27)
The average of the diffusion front over the samples takes the scaling form
Pt(n, f) =
1
ξ(t, f)
gµ
(
X =
n
ξ(t, f)
, F = βfξ(t, f)
)
(13.28)
where the scaling function gµ has the following expression in the limit µ → 0
[270]
g0(X,F ) = e
−|X|
[
θ(X > 0) + θ(X < 0)e−F |X|
] ∫ +∞
0
dλe−λ
1− e−Fλ
1− e−F (|X|+λ)
= e−|X|
[
θ(X > 0) + θ(X < 0)e−F |X|
] +∞∑
n=0
F
(1 + FN)(1 + F + FN)
e−nF |X|
The average position takes the scaling form
< x(t, f) > ≡
+∞∑
x=−∞
xPt(x, f) = ξ(t, f)Xµ(F = βfξ(t, f)) (13.29)
with the following scaling function Xµ in the µ→ 0 limit [270]
X0(F ) =
∫ +∞
0
dλλe−λ
Fλ
2 coth
Fλ
2 − 1
F
= 1− 1
F
− 1
F 3
ψ′′
(
1 +
1
F
)
(13.30)
The thermal width reads
< ∆x2(t, f) > = ξ2(t, f)∆µ(F = βFξ(t, f)) (13.31)
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where the scaling function∆0 is in fact directly connected to the function X0
[270]
∆0(F ) =
[
1
F
+
d
dF
]
X0(F ) (13.32)
Explicit results for tw > 0
The state reached at time tw in the absence of field must be regarded as
an initial condition for the dynamics in field with time (t − tw). Since at time
tw, the particle is typically in a trap τ > R(tw, f = 0), the effective dynamics
starts again only when the decimation procedure becomes again activate, i.e.
for R(t− tw, f) > R(tw, f = 0). It is thus useful to introduce the parameter
α(t, tw, f) ≡ ξ(t− tw, f)
ξ(tw, f = 0)
=
Rµ(t− tw, f)
Rµ(tw, f = 0)
(13.33)
which measures the ratio of the length scales for the two renormalized land-
scapes at tw and t. In the sector α < 1, the response is dominated by rare
events, whereas in the sector α(t, tw, f) > 1, the answer is dominated by the
effective dynamics. The time domain (t− tw) corresponding to the sector α > 1
depends on the relative values of tw and time tµ(f).
(i) For tw ≪ tµ(f), the sector α > 1 corresponds to the time domain (t −
tw) > tw, and the parameter α behaves according to
α(t, tw, f) =
(
t− tw
tw
) µ
1+µ
for tw < t− tw ≪ tµ(f) (13.34)
and
α(t, tw, f) =
(
βf
2 (t− tw)
t
1
1+µ
w
)µ
for t− tw ≫ tµ(f) (13.35)
(ii) For tw ≫ tµ(f), the sector α > 1 corresponds to the time domain
(t− tw) > 2βf t
1
1+µ
w , and the parameter α behaves like (13.35) everywhere.
By studying the statistics of the renormalized landscape at two successive
RG scales, one obtains explicit results in all the sector α > 1 within the limit
µ → 0. In terms of the rescaled variables Y = x(t)−x(tw)ξ(t−tw,f) , F = βFξ(t − tw, f)
and α = ξ(t− tw, f)/ξ(tw, f = 0), the averaged distribution of Y takes the form
P (Y ;F, α) =
1
α
δ(Y ) +
[
θ(Y ≥ 0) + e−F |Y |θ(Y ≤ 0)
]
Gns (|Y |, F, α) (13.36)
The singular part in δ represents the particles which have not been able to
escape towards another renormalized trap between tw and t. The regular part
is defined in terms of the function [270]
Gns (Y, F, α) =
e−Y
2
∫ +∞
0
du
1− e−Fu
1− e−F (Y+u)
[
(2 − e−(α−1)Y )e−u − e−αu
]
(13.37)
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Complementary results concerning in particular the average position and the
thermal width are given in [270].
The diffusion front (13.36) presents a very simple asymmetry in Y → −Y
that implies that the Fluctuation-Dissipation theorem for the linear response
is always satisfied. This simple asymmetry of the two-time diffusion front is
actually valid for any µ as a consequence of a special dynamical symmetry of the
master equation [269] : so the validity of the Fluctuation-Dissipation theorem
does not mean that there is some local equilibrium, but is a consequence of this
special symmetry of the Master Equation that prevents any FDT violation.
14 Classical Spin chains : Equilibrium and Coars-
ening dynamics
The thermodynamics of classical disordered spin chains can be studied via prod-
uct of random 2×2 transfer matrices. In particular, the free energy corresponds
to the Lyapunov exponent and can be studied via the Dyson-Schmidt method:
the book [8] summarizes the many results obtained within this framework. Here
we will instead analyze the equilibrium at low temperature in terms of Imry-Ma
domains.
14.1 Models : Random-field Ising chain and spin-glass
chain in external field
The random field Ising chain is defined by the following Hamiltonian for classical
spins Si = ±1
H = −J
N−1∑
i=1
SiSi+1 −
i=N∑
i=1
hiSi (14.1)
where the fields {hi} are independent random variables, of zero average hi = 0
(see [144] for the non-zero case) and of variance
g ≡ h2i (14.2)
According to the Imry-Ma argument [200], the ground state at zero temperature
is disordered: there are (+) and (−) domains which alternate, the typical size
of a domain being the Imry-Ma length
LIM =
4J2
g
(14.3)
The Imry-Ma argument is based on the competition between the energy cost
4J of two domain walls, with the typical energy gain |∑x+Li=x hi|typ ∼ 2√gL of a
favorable disorder fluctuation on an interval of length L. As a consequence, for
L > LIM , it becomes favorable to create domains to benefit from the favorable
fluctuations of the random fields.
112
The spin glass chain in external field is defined by the following Hamiltonian
for classical spins σi = ±1
H = −
N−1∑
i=1
Jiσiσi+1 −
N∑
i=1
hσi (14.4)
where the couplings {Ji} are independent random variables. In the particular
case where Ji = ±J with probability (1/2, 1/2), there is an equivalence with
the random field chain (14.1) with hi = ±h via a direct gauge transformation.
The physical interpretation of this correspondence between the two models is as
follows. In zero field h = 0, the two ground states of the spin glass correspond
to the two ferromagnetic states of the pure Ising chain. In the presence of
h > 0, the domain walls of the random field chain correspond to the frustrated
bonds Jiσiσi+1 = JSiSi+1 < 0 of the spin glass. In the following, we will thus
describe the results only in the language of the random field chain, because it
is immediate to translate them for the spin glass in external field. For the spin-
glass chain in external field with continuous distribution ρ(J) of the couplings
Ji, the mapping to the ferromagnetic chain in random fields breaks down, and
we refer to the reference [273] for the statistical properties of the ground state
and low energy excitations.
14.2 RG construction of the ground state
The Hamiltonian (14.1) for the spins corresponds to the following Hamiltonian
for the domain walls Aα(+|−) and Bα(−|+) that appear in the alternate fashion
A1B1A2B2...:
H = 2J(NA +NB) +
NA∑
α=1
V (aα)−
NB∑
α=1
V (bα) (14.5)
in term of the Brownian potential seen by the domain walls
V (x) = −2
x∑
i=1
hi (14.6)
So each domain wall (A or B) costs an energy 2J , all domain walls of type
Aα(+|−) see the potential V (x) whereas all domain walls of type Bα(−|+) see
the opposite potential (−V (x)).
The ground state may now be constructed via the following RG procedure
(see Fig 23). We start from the state where each spin is aligned with its local
field Si = sgn(hi), i.e. each local extremum of the Brownian potential V (x) =
2
x∑
i=1
hi is occupied by a domain wall. Then we iteratively eliminate the pair of
domain walls that are separated by the smallest potential difference ∆V = Γ,
as long as it corresponds to a decrease of the total energy ∆E = −4J + Γ < 0.
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Figure 23: Illustration of the RG procedure to construct the ground state in a
given sample (see text for more details)
B
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Figure 24: Picture of the ground-state : the zig-zag line represents the renor-
malization of the random potential V (x) = 2
∑x
i=1 hi seen by the domain walls,
where only extrema separated by ∆V > 4J have been kept. Then all maxima are
occupied by a domain wall B(−|+), and all minima are occupied by a domain
wall A(+|−). So descending bonds are domains of + spins, whereas ascending
bonds are domains of − spins. [144]
So the RG procedure has to be stopped at scale Γeq = 4J , the final state giving
the structure of the ground state into Imry-Ma domains, as shown on Fig. 24.
In the limit where the Imry-Ma length LIM is large, the statistical properties
of the ground state can be obtained from the fixed point associated to the RG
rules [144]. In particular, the lengths of Imry-Ma domains are independent
variables, distributed with the law
P ∗(λ) = π
∞∑
n=−∞
(
n+
1
2
)
(−1)ne−π2λ(n+ 12 )
2
(14.7)
for the rescaled variable λ = l2LIM . The two-point correlation function then
reads [144]
〈S0Sx〉 =
∞∑
n=−∞
48 + 64(2n+ 1)2π2g |x|Γ2
(2n+ 1)4π4
e−(2n+1)
2π22g |x|
Γ2 (14.8)
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with Γ = Γeq = 4J . In particular, the n = 0 term yields the correlation length
ξ(T = 0) =
8J2
π2g
(14.9)
in agreement with the exact solution via the Dyson-Schmidt method [8].
14.3 Low temperature properties from two-level excita-
tions
The thermal fluctuations that exist at very low temperature in disordered sys-
tems are often attributed to the existence of some two-level excitations. For
the random field Ising chain, these thermal excitations above the ground-state
have been numerically studied in [323] via transfer matrix. In this section,
we describe how the strong disorder RG approach allows to identify precisely
the ‘two-level’ excitations the random field Ising chain and to compute their
statistical properties [272].
The excitations of nearly vanishing energy above the ground state are rare
events of two kinds, which have been called rare events of type (a) and of type
(c) [144, 272] :
B B
A
Figure 25: Representation of a two-level excitation of type (a) : a domain wall A
of the ground state may have two nearly degenerate optimal positions, separated
by a distance l if ∆V = 2
∑l
i=1 hi ∼ 0. [272]
(i) The excitations of type (a) involve a single domain wall which has two
almost degenerate optimal positions (see Figure 25). These excitations have a
length of order l ∼ LIM , but concerns only a small fraction of order 1/ΓJ of the
domain walls. Their density reads
ρlargea (E = 0, l)dl =
π2
ΓJL2IM
+∞∑
n=1
n2e
−n2π2 l2LIM (14.10)
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The normalization diverges at small l as a result of the continuum limit,
but is regularized by the lattice (see [272] for more details). Indeed, nearly
degenerate excitations of small length l ∼ 1 also exist. They are not described
by the universal scaling regime (14.10), but depend on specific properties of
the initial distribution P (hi). For instance, the excitations of length l = 1
correspond to the domain walls that have a neighbor with a small random field
hi < T → 0. The density of such excitations is simply proportional to the
density n = 1/LIM of domain-walls in the ground-state, and to the weight
P (hi = 0) of the initial distribution at the origin
ρa(E = 0, l = 1) =
1
LIM
2P (hi = 0) (14.11)
More generally, the statistics of small excitations l = 2, 3, .. is governed by
the probabilities of returns to the origin for a constrained sum of l of random
variables.
(ii) The excitations of type (c) involve a pair of domain walls which can ap-
pear or annihilate with almost no energy cost (see Figure 26). These excitation
have by definition a large length l ∼ LIM ≫ 1, but they concern only a small
fraction of order 1/ΓJ of the domain walls. Their density reads [272]
ρc(E = 0, l) =
π2
ΓJL2IM
+∞∑
n=1
(−1)n+1n2e−n2π2 l2LIM (14.12)
B
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Figure 26: Representation of a two-level excitation of type (c) : a pair (A,B)
of neighboring domain walls separated by a distance l may appear or annihilate
with almost no energy cost if ∆V = 2
∑l
i=1 hi ∼ 4J . [272]
So there exist on one hand large excitations of length l ∼ LIM ≫ 1, whose
universal probability densities are given by the explicit expressions (14.10,14.12),
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and there are on the other hand small excitations of length l ∼ 1, 2, .., whose
statistics depend on the initial random field distribution.
To compare with the existing rigorous results [284], we now consider that
the initial distribution P (hi) of the random fields has the following scaling form
P (hi) =
1
H
P
( |hi|
H
)
(14.13)
where P (x) is a continuous function, such as for instance the exponential dis-
tribution P (x) = e−x/2 considered in [284] among other cases. In the regime
where the Imry-Ma length is large, the results obtained are in agreement (see
[272] for more details) with the exact results of the Dyson-Schmidt method
[284]. In addition, the RG approach shed light on the influence of small/large
excitations on various observables : indeed, the specific heat
C(T ) = T
π2
6
∫
dlρ(E = 0, l) +O(T 2) (14.14)
is dominated by the small non-universal excitations of length l ∼ 1, that depend
on the details of the disorder distribution, whereas the Edwards-Anderson order
parameter
qEA = < Si >2 = 1− 2T
∫ +∞
0
dl lρ(E = 0, l) +O(T 2) (14.15)
and the magnetic susceptibility
χ ≡ N
T
(
< m2 > − < m >2
)
= 2
∫ +∞
0
dl l2ρ(E = 0, l) +O(T ) (14.16)
are dominated by the large excitations whose length l is of order of the Imry-Ma
length LIM , and whose properties are universal with respect to the initial dis-
order distribution, since they only depend upon its variance. These excitations
are rarer than the small ones, but involve a larger number of spins.
14.4 Coarsening Dynamics
The RG procedure that we have described above to construct the ground state
sample by sample has in fact an interesting dynamical interpretation in the
context of phase ordering kinetics (for a review see [17]): it corresponds to the
coarsening dynamics at low temperature from a random initial configuration
with typical domain size l ∼ 1 towards the equilibrium state with typical do-
main size l ∼ LIM . Indeed, the Glauber dynamics involves the transition rate
W (Sj → −Sj) = e−β∆Eeβ∆E+e−β∆E with ∆E = 2JSj(Sj−1+Sj+1)+2hjSj , i.e. more
explicitly in terms of domain walls
∆E{ creation of 2 walls} = 4J ± 2hj
∆E{ diffusion of a wall} = ±2hj
∆E{ annihilation of 2 walls} = −4J ± 2hj (14.17)
117
So in the regime {hi} ∼ T ≪ J on which we will concentrate in this section, the
coarsening is described by the following reaction-diffusion model in the Brownian
potential
• the domain walls A diffuse towards the minima
• the domain walls B diffuse towards the maxima
• Annihilation when meeting A+B → ∅
One can moreover show [144] that at large time, all maxima and minima are
occupied by domain walls, as on the Figure (24), which allows to derive directly
the properties of the reaction-diffusion process at time t from the landscape RG
at scale Γ = T ln t.
In particular, the lengths of Imry-Ma domains are independent variables
during the coarsening (this is not true for the pure Ising case [123]), and are
distributed with the law (14.7) for the rescaled variable λ = 2gl(T ln t)2 . The two
spin correlation also take the same form as in the ground state (14.8) with the
RG scale Γ = T ln t.
The two-time autocorrelation reads [144]
〈Si(t)Si(t′)〉 = 4
3
(
ln t′
ln t
)
− 1
3
(
ln t′
ln t
)2
(14.18)
Taking into account the coarsening length scale L(t) ∼ (ln t)2, the non-equilibrium
autocorrelation exponent defined by the asymptotic behavior [182]
〈Si(t)Si(t′)〉 ∼
(
L(t′)
L(t)
)λ
(14.19)
has thus for value λ = 1/2 here.
Various persistence exponents can be also obtained [144]
• The probability that a spin does not flip during the time interval [0, t]
decays as
(
1
(T ln t)2
)θ
with θ = 1.
• The probability that the thermal average < Si(t) > keeps the same sign
during [0, t] decays as
(
1
(T ln t)2
)θ
with θ = 3−
√
5
4 .
• The probability that an initial domain has not disappeared at time t decays
as
(
1
(T ln t)2
)ψ
with ψ = 3−
√
5
4 .
We now turn to the question of the fluctuation-dissipation violation, which
is quantified via the ratio X defined by [102]
T R(t, tw) = X(t, tw) ∂twC(t, tw) (14.20)
where C(t, tw) represents the connected thermal correlation
C(t, tw) =
∑
x
< S0(t)Sx(tw) > − < S0(t) >< Sx(tw) > (14.21)
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and where R(t, tw) represents the linear response to a uniform external field H
applied from tw
< S0(t) > = H
∫ t
tw
duR(t, u) (14.22)
For the coarsening of the random field Ising chain, three regimes have been
found [144]
(i) quasi-equilibrium of the domain walls in renormalized valleys
X(t, tw) = 1 for 0 <
ln(t− tw)
ln tw
< 1 (14.23)
(ii) a nontrivial ratio X when the effective dynamics of the valleys takes place
again
X(t, tw) =
t+ tw
t
for
t− tw
tw
fixed (14.24)
(iii) a final aging regime
X(t, tw) =
t
tw ln tw
(1 +
24
7
ln2 tw
ln2 T
) for
ln t
ln tw
> 1 (14.25)
In particular, X grows towards +∞, because the truncated thermal correlations
are very weak with respect to the response.
In comparison with mean field models, the ratio X is not a function of the
correlation C(t, tw) alone : it is because of the two scales (t, tw) and (ln t, ln tw)).
In addition, in mean field the ratio X belongs to the interval [0, 1] and is in-
terpreted as an inverse effective temperature X = 1/Teff [103]. Here, the final
regime corresponds to Teff → 0, which can interpreted as a fixed point of zero
temperature. It is also interesting to compare with what is known on the coars-
ening in pure ferromagnets. At the critical point Tc, there exists a non trivial
ratio X( ttw ) which can be identified as an amplitude ratio [152]. For instance,
in the pure 1D Ising chain at zero temperature, the amplitude ratio [151] is
X(t, tw) =
t+tw
2t : it decreases from X(t = tw, tw) = 1 to X(t→∞, tw) = 12 .
For T < Tc, the ratio X vanishes X = 0 [42, 50], which is understood in the
following way: the domain walls respond with a factor O(1) but they occupy
only a small fraction 1/L(tw) of the volume. By comparison, for the random
field chain, only a small fraction 1/Γw of domain walls respond, but with a very
large response, since it corresponds to the flipping of an entire domain with
length scale Γ2w.
In this section, we have described how the formulation of Glauber dynamics
of the random field Ising chain in terms of a reaction-diffusion process in a
Brownian potential for the domain walls allows to obtain very detailed results
as a consequence of the very strong localization of the domain walls by the
disorder. Similarly, more general reaction-diffusion processes in a Brownian
potential have also been studied in details [232].
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15 Localization of a random polymer at an in-
terface
15.1 Model
This section is devoted to the following random polymer model introduced by
Garel, Huse, Leibler and Orland [150]. An heteropolymer made of monomers
carrying random charges qi is near an interface located at z = 0. The medium
z > 0 is favorable for positive charges q > 0 whereas the medium z < 0 is
favorable for negative charges q < 0. More precisely, the model is defined by
the following partition function on Random Walks {zi} [150]
ZL(β; {qi}) =
∑
RW{zi}
exp
(
β
L∑
i=1
qisgn(zi)
)
. (15.1)
At high temperature, Imry-Ma arguments have been proposed [150] for the
symmetric case qi = 0 as well as for the asymmetric case qi > 0: these arguments
are based on energy/entropy balances, unlike the usual Imry-Ma arguments
which are based on an energy/energy balance. Since the localization mechanism
is different in the symmetric and asymmetric cases, we will now discuss them
separately.
15.2 Symmetric case
15.2.1 Imry-Ma argument based on typical events
The Imry-Ma argument for the symmetric case [150] is as follows. The chain
is assumed to be localized around the interface, with a typical loop length l in
each solvent:
• the typical energy gain per loop is of order
i+l∑
i
qi ∼
√
σl, i.e. of order√
σ/l per site.
• the entropy loss due to the confinement in a band of width r ∼ √l around
the interface is of order 1/r2 ∼ 1/l per site.
The optimization of the free energy by monomer
f(l) ∼ −
√
σ
l
+
T
l
(15.2)
with respect to the length l leads to the characteristic length
l ∼ T
2
σ
(15.3)
and to the following behavior for the free energy
f(T ) ∼ − σ
T
(15.4)
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This argument for the symmetric polymer thus predicts a localization at any
temperature, with the above behaviors at high temperature.
15.2.2 Comparison between two strategies
To go beyond the above Imry-Ma argument, two extreme strategies have been
proposed for the polymer configurations adapted to a given random sequence :
(a) a sequence-dependent strategy based on a real space RG procedure [264],
where only the conformations corresponding to the optimal loop configuration
are taken into account.
(b) a sequence-independent strategy, where all configurations compatible
with a fixed loop distribution K(l) are considered [57].
The recent mathematical work [57] (and references therein) indicates that
the strategy (b) is better for the symmetric case : this means that the disorder
is not able to dominate over the random walk fluctuations. On the contrary,
the strategy (a) seems better for the asymmetric case. We will thus describe
the sequence-dependent strategy based on a real space RG procedure [264] only
for the asymmetric case.
15.3 Asymmetric case
15.3.1 Imry-Ma argument based on rare events
The Imry-Ma argument proposed for the asymmetric case [150] is in fact much
more subtle than the argument for the symmetric case, because the correct
description of the loops in the minority solvent (−) requires the consideration
of the “rare events” where the sum of l− random variables qi, of positive average
qi = q0 > 0, turns out to be negative enough to make favorable an excursion in
the solvent (−). More precisely, the argument is as follows [150] : the polymer
is expected to be in its preferred solvent (+), except when a loop of length
l− in the solvent (−) becomes energetically favorable with a sufficient charge
Q− = −
∑j+l−
i=j qi > 0. As the probability of having
∑j+l−
i=j qi = −Q−
Prob(Q−) =
1√
4πσl−
e−
(Q−+q0l
−)2
4σl− (15.5)
is weak, the typical distance l+ between two such events behaves like the inverse
of this probability
l+ ∼ e (Q
−+q0l
−)2
4σl− (15.6)
This rare event argument gives that the energy gained Q− in a loop of the
solvent (−) behaves as
Q− ∼
√
4σl− ln l+ − q0l− (15.7)
121
whereas the corresponding entropy loss is of order (ln l+). The difference in
free energy per monomer between this localized state with loops (l+, l−) and
the delocalized state in the preferred solvent (+) is of order
f(T, l+, l−)− fdeloc(T ) ∼ 1
l+
(−Q− + T ln l+) ∼ 1
l+
(
q0l
− −
√
4σl− ln l+ + T ln l+
)
(15.8)
The optimization with respect to the length l− gives the relation
l− ∼ σ
q20
ln l+ (15.9)
and thus finally
Q− ∼ σ
q0
ln l+ (15.10)
This argument thus predicts that both the energy gain Q− and the entropy
cost have the same dependence in (ln l+): the difference in free energy factorizes
into
f(T, l+)− fdeloc(T ) ∼ (T − Tc) ln l+
l+
(15.11)
This argument predicts a transition at a critical temperature
Tc ∼ σ
q0
(15.12)
between the localized phase and the delocalized phase. In contrast with the
symmetric case, the behaviors of the free energy and length l+ in terms of the
temperature are not determined by the argument.
15.3.2 The disorder-dependent strategy based on real space RG
The aim of the strong disorder RG is to construct the optimal loop structure
around the interface for a given disorder realization.
At zero temperature, each monomer is in its preferred solvent sgn(zi) =
sgn(qi): the polymer is broken into loops α containing lα consecutive monomers
of the same sign, and carrying some absolute charge Qα. When the temperature
increases, we consider the configurations which can be obtained from the ground
state loop structure by the iterative transfer in opposite solvent of the loop
presenting the smaller absolute charge Qmin ≡ Γ. When a loop (Q2 = Γ, l2)
surrounded by two loops (Q1, l1) and (Q3, l3) is transferred , one obtains a new
large loop whose length l and absolute charge Q are given by the rules by the
rules (see Fig. 27)
Q = q1 + q3 − q2 (15.13)
l = l1 + l2 + l3
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Figure 27: Illustration of the real space RG procedure : the transfer of a loop
(Q2 = γ, l2) surrounded by the neighboring loops (Q1, l1) and (Q3, l3) gives rise
to a new loop (Q, l) with the RG rules (15.14). [264]
These rules correspond to the RG rules for the Brownian extrema described
in Eqs (3.3,3.4) : here the corresponding random walk is the sum of the charges∑i
0 qj up to the running monomer i, and the RG procedure builds the best loop
structure with the constraint that only loops with absolute charges larger than
Γ are allowed. To establish the correspondence between the RG scale Γ and the
temperature, we now have to determine under which conditions the transfer of
a loop (Q2, l2) in opposite solvent is indeed favorable from the free energy point
of view. The energy cost is
∆Eflip = 2Q2 (15.14)
whereas the entropy gain is
∆Sflip = ln(M(l1 + l2 + l3))− ln[M(l1)M(l2)M(l3)] (15.15)
where M(l) = cl/l3/2 represents the number of random walks of l steps going
from z = 0 to z = 0 in the presence of an absorbing condition at z = 0−. This
leads to the following free energy balance
∆F flip = ∆Eflip − T∆Sflip = 2Q2 − T ln
(
M(l1 + l2 + l3)
M(l1)M(l2)M(l3)
)
(15.16)
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To obtain the optimal structure at temperature T , the RG procedure has to be
implemented as long as it lowers the free energy (∆F flip < 0), and it should be
stopped before the first iteration which would increase the free energy (∆F flip >
0).
15.3.3 Results of the strong disorder RG
The results of the strong disorder RG for the asymmetric case are the following
[264] :
• in the limit σ ≫ q0, the delocalization transition takes place at high
temperature when the loops are large, and the critical temperature reads
Tc =
4σ
3q0
(15.17)
• the free energy presents the following essential singularity
f(T )− f(Tc) ≃
T→T−c
−2q0
(
ln
4σ
q0
)
exp

− ln 4σq0(
1− TTc
)

 (15.18)
i.e. the transition is of infinite order in this scenario.
• the typical loop length l+blob(T ) in the preferred solvent diverges with an
essential singularity at the transition, whereas the typical blob length l−blob(T )
in the unfavorable solvent diverges algebraically
l+blob(T ) ≃
T→T−c
σ
q20
exp

+ ln 4σq0(
1− TTc
)

 (15.19)
l−blob(T ) ≃
T→T−c
σ
q20
ln 4σq0(
1− TTc
) (15.20)
• the scaling variable λ+ = l+/l+blob(T ) for the loops in the preferred solvent
is distributed with the exponential distribution e−λ+ .
• For a large chain of length L, the distribution of the delocalization tem-
perature can be computed [264]. In particular the typical value presents a
logarithmic correction of order (1/ lnL) with respect to the critical temperature
of the thermodynamic limit
T typdeloc ∼ Tc
(
1− 4σ
q20 lnL
)
(15.21)
In conclusion, the strong disorder RG just described for the asymmetric
case is a direct extension of the Imry-Ma argument based on rare events [150]
given in section 15.3.1. It allows to characterize in details the delocalization
transition via the explicit construction of polymer loops in each sample. Recent
mathematical work [57] have obtained rigorous bound for the free-energy from
this RG loop construction.
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16 Asymmetric simple exclusion process with
disorder
The asymmetric simple exclusion process (ASEP) is the paradigmatic example
of a model for non-equilibrium transport. Moreover this model can be related
via simple mappings to other problems of non-equilibrium statistical physics
which include e.g. surface growth problems [21, 22]. For homogeneous transi-
tion rates the model has a detailed analytical solution, both for periodic and
open boundary conditions. Disorder in this model can be introduced in two dif-
ferent ways. For particle-wise (pt) disorder[225, 132] each particle has specific
transition rates, which are the random variables. On the other hand for site-
wise (st)disorder[342] the specific transition rates are assigned to lattice sites,
rather than to particles. Our understanding about the random model is more
complete for pt disorder, what we are going to consider first in the following.
16.1 ASEP with particle-wise disorder
To be concrete we consider here the ASEP on a periodic chain of N sites and
with M particles. Particle i may hop to empty neighboring sites with rates pi
to the right and qi to the left, where pi and qi are independent and identically
distributed random variables. Representing a configuration by the number of
empty sites ni in front of the ith particle, the stationary weight of a configuration
n1, n2, . . . , nM is given by [334, 132]:
fN(n1, n2, . . . , nM ) =
M∏
µ=1
gnµµ , (16.1)
where
gµ =
[
1−
M∏
k=1
qk
pk
]−1 M−1∑
i=0
1
pµ−i
µ∏
j=µ+1−i
qj
pj

 (16.2)
provided pi > 0 for all particles. The stationary velocity is given by:
v =
ZN−1,M
ZN,M
, ZN,M =
∑
n1,n2,...,nM
fN({nµ}) . (16.3)
where in the summation
∑M
µ=1 nµ = N −M . In the thermodynamic limit one
can define a control parameter:
δ =
[ln p]av − [ln q]av
var[ln p] + var[ln q]
, (16.4)
so that for δ > 0 (δ < 0) the particles move to the right (left).
Depending on the form of disorder the stationary state can be of three dif-
ferent types. i) The stationary state has a homogeneous particle density and
there is a finite velocity, v > 0. ii) The particle density in the stationary state
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Figure 28: Renormalization scheme for particle clusters. If q2 is the largest
hopping rate in a time-scale, τ > 1/q2, the two-particle cluster moves coherently
and the composite particle is characterized by the effective hopping rates q˜ and
p˜, respectively, see the text.[209]
is not homogeneous: there is a macroscopic hole before the slowest particle and
v > 0. iii) The particle density in the stationary state is not homogeneous and
the stationary velocity is v = 0. Here we shall consider the third case, which
is realized in the partially asymmetric model, which means that i) both pi > 0
and qi > 0, and ii) there is a finite fraction of particles, for which pi > qi and
also qi > pi. The partially asymmetric model is conveniently studied by the
strong disorder RG method[209], what is going to be described in the following.
16.1.1 RG rules
In the RG method one sorts the transition rates in descending order and the
largest one sets the energy scale, Ω = max({pi}, {qi}), which is related to the
relevant time-scale, τ = Ω−1. During renormalization the largest hopping rates
are successively eliminated, thus the time-scale is increased. In a sufficiently
large time-scale some cluster of particles moves coherently and form composite
particles, which have new effective transition rates. To illustrate the decimation
rules for the system (see Fig. 28) let us assume that the largest rate is associated
to a left jump, say Ω = q2.
Typically, q2 ≫ p2, and the same relation is assumed to hold with the
transition rates of the particle to the left: q2 ≫ q1, p1. In a time-scale, τ > Ω−1,
the fastest jump with rate q2 can not be observed and the two particles 1 and
2 form a composite particle. The composite particle has a left hopping rate
q˜ = q1, since a jump of particle 1 is almost immediately followed by a jump of
particle 2. The transition rate of the composite particle to the right, p˜, follows
from the observation that, if the neighboring site to the right of particle 2 is
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empty it spends a small fraction of time: r = p2/(p2+q2) ≈ p2/q2 on it. A jump
of particle 1 to the right is possible only this period, thus p˜ = p1r ≈ p1p2/q2.
The renormalization rules can be obtained similarly for a large p decimation
and can be summarized as:
p˜ =
p1p2
Ω
, Ω = q2; q˜ =
q1q2
Ω
, Ω = p1 . (16.5)
16.1.2 Relation with the random XX-chain
The decimation equations in Eq.(16.5) are in a similar form as that of the
random XX chain in Eq.(6.11). The correspondence properly holds for a chain
with 2M sites having the exchange couplings: J2i−1 = pi and J2i = qi. Using
the results of Sec. B.2 this mapping can be extended further for the RTFIC,
too. Here we list the immediate consequences of these mappings.
Let us consider first the region with δ > 0, which corresponds to the Griffiths
phase of the RTFIC. Using the analogy with the solution to the RTFIC in
Sec.4.3.2 we can state that during renormalization almost exclusively the left
hopping rates are decimated out. After M -steps of decimation we are left with
a single particle of mass, M , having effective hopping rates, p˜ and p˜, so that
q˜/p˜ → 0 for large M and p˜ ∼ M−z, with a dynamical exponent given from
Eqs. (4.27) and (4.33) as: [
(p/q)1/z
]
av
= 1 . (16.6)
This result indicates that in the stationary state of the partially asymmetric pro-
cess i) there is a phase separation, with an occupied region, which corresponds
to the effective particle and with a non-occupied region. ii) The stationary
velocity v of the system vanishes in a large ring as:
v ∼ N−z , (16.7)
provided M/N = O(1). More precisely the accumulated distance traveled by
the particles, x, in time, t, is given by
x ∼ t1/z . (16.8)
This relation is very much similar to the behavior of a Brownian particle in a
random potential in the anomalous diffusion regime with the correspondence
µ = 1/z ( see section 12).
This analogy can be made even closer by noting that motion of the macro-
scopically occupied region takes place in such a way that single and non-interacting
holes diffuse into the opposite direction. The motion of the holes takes place in
a position dependent random potential, the hopping rates of which, pi and qi,
are generated by the particles. The average distance traveled by a hole is just
the absolute value of the accumulated distance made by the ASEP.
At the critical point, δ = 0, left and right hopping rates are decimated
symmetrically and the system scales into an infinite disorder fixed point. After
M -steps the remaining effective particle has a symmetric hopping probability:
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Figure 29: Scaling of the velocity distribution in the Griffiths phase at two
concentrations (c = 0.2 and c = 0.3) for pt (a,c) and st (b,d) disorder. Data
denoted by symbols +,×,O, correspond to M = 64, 128, 256, 512 for (a,c)
and N = 64, 128, 256, 512 for (b,d), respectively. The Fre´chet distribution[149]
with the dynamical exponent: z = zpt, calculated from Eq.(16.6) and with
zst = zpt/2, as given in Eq.(16.9) are indicated by a full line.[209]
q˜ ∼ p˜ ∼ exp(−constM1/2). Thus the motion of the system is diffusive and
ultra-slow, the appropriate scaling combination is given by: (ln v)M−1/2. Close
to the critical point the correlation length in the system, ξ, which measures the
width of the front, is given by ξ ∼ δ−2, compare with Eq.(4.46) for the RTFIC.
Numerical results about the velocity distribution of a periodic system with
M/N = 1/2 is presented in Figs.29 and 30, in the Griffiths phase and at the
critical point, respectively. Here a bimodal distribution is used with piqi = r,
for all i, and P (p) = cδ(p− 1)+ (1− c)δ(p− r), with r > 1 and 0 < c ≤ 1/2. In
this case the control-parameter is δ = (1−2c)/[2c(1− c) lnr] and the dynamical
exponent from Eq. (16.6) is z = ln r/ ln(c−1 − 1).
16.2 ASEP with site-wise disorder
For site-wise disorder, i.e. when the hopping rates are assigned to sites rather
than to particles, the RG rules can not be simply generalized. Therefore our
knowledge in this case is mainly based on numerical and scaling results. For
st disorder and for the partially asymmetric process analytical and numerical
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Figure 30: Scaling plot of the velocity distribution at the critical point for pt
(a) and st (b) disorder. In the latter case a logarithmic correction term is
included.[209]
results show the presence of macroscopic phase separation on a periodic chain.
While for pt disorder the macroscopic occupied domains move with a stationary
velocity given in Eq. (16.7), for st disorder the position of the domains are
fixed in the stationary state. In this case the macroscopic transport is due to
two symmetric processes: i) diffusion of holes in the ordered domains, and ii)
diffusion of particles in the non-occupied domains. It is argued in Ref.[209]
that for st disorder both diffusive particles and holes should overcome one-
one independent large potential barriers, whereas for pt disorder just the holes
should go over a large barrier. As a consequence the probability of occurrence
of rare events with a characteristic time-scale, τ , in the two cases are related
as: pst(τ) = p
2
pt(τ). Since the distribution of the relaxation times follows a
power-low form, as pα(τ) ∼ τ−1/zα , where α stands for pt or st. From the
above argument one obtains the relation:
zst =
zpt
2
, (16.9)
which has been checked by numerical simulations, see Figs. 29 and 30. In partic-
ular at the critical point with δ = 0 also with st disorder the dynamical exponent
is formally infinity and the appropriate scaling combination is (ln v)M−1/2, al-
though in this case it is supplemented by logarithmic corrections.
17 Reaction-diffusion models with disorder
17.1 Phase transition into an absorbing state
Stochastic many particle systems with a phase transition into an absorbing
state are of wide interest in physics, chemistry and even biology [19]. Much
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recent work has focused on establishing a classification of possible universality
classes for systems having this type of transition [20]. For models with a scalar
order parameter, absence of conservation laws, and short range interactions, the
critical behavior is conjectured to be that of directed percolation [157]. Well
known models with a phase transition in this universality class are the contact
process [164] and the Ziff-Gulari-Barshad model of catalytic reactions [368].
When there is a conservation law present, other universality classes can appear,
the best known of which is the parity conserving class [82]. Quenched, i.e. time-
independent, disorder is an inevitable feature of many real processes and could
play an important role in stochastic particle systems too. As an example, it
has been argued that due to the presence of some form of disorder the directed
percolation universality class has not yet been seen in real experiments[174],
such as in catalytic reactions [368], in depinning transitions [23], and in the flow
of granular matter [105] (for a review, see [174]). In stochastic particle systems,
disorder is represented by position dependent reaction rates and its relevance
can be expressed in a (d+1)-dimensional system by a Harris-type criterion [291],
ν⊥ < 2/d . (17.1)
Here ν⊥ is the correlation length exponent in the spatial direction of the pure
system, compare with Eq.(5.9) for isotropic systems. Indeed for directed perco-
lation at any d < 4 dimensions the disorder is a relevant perturbation.
In the following we consider the random contact process and study the prop-
erties of the new random fixed point.
17.2 Random contact process
In the contact process each site of the lattice can be either vacant (∅) or occupied
by at most one particle (A), and thus can be characterized by an Ising-spin
variable, σi = 1 for ∅ and σi = −1 for A. The state of the system is then given
by the vector P(σ, t) which gives the probability that the system is in the state
σ = {. . . , σi, . . . } at time t. A particle can be created at an empty site i with a
rate pλˆi/p0, where p (p0) is the number of occupied neighbors (the coordination
number of the lattice) and at an occupied site the particle is annihilated with
a rate µi. The time evolution is governed by a master equation, which can be
written into the form:
dP(σ)
dt
= −HCPP(σ) . (17.2)
Here the generator HCP of the Markov process is given by:
HCP =
∑
i
µiMi +
∑
〈ij〉
λˆi
p0
(niQj +Qinj) (17.3)
in terms of the matrices:
M =
(
0 −1
0 1
)
, n =
(
0 0
0 1
)
, Q =
(
1 0
−1 0
)
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and 〈ij〉 stands for nearest neighbors. It is well known[22] that the steady state
probability distribution of a stochastic process coincides with the ground state
of its generator (sometimes also called quantum Hamiltonian of the stochas-
tic process) while relaxation properties can be determined from its low lying
spectrum.
The average number of particles at site-i and time-t is given by 〈ni〉(t),
which evolves to a constant in the stationary state. The order-parameter of the
system is given by ρ = 1/L
∑
i〈ni〉, for surface sites, i = 1 and i = L, we obtain
the surface order-parameter: ρs = [〈n1〉]av. In the thermodynamic limit in the
active phase ρ > 0 and in the inactive phase ρ = 0. For non-random couplings
the non-equilibrium phase transition, which separates the active and inactive
phases, belongs to the universality class of directed percolation[20, 157]. Scaling
in this transition point is governed by an anisotropic fixed point, as described
in Sec.A.2, but here we use the convention ν = ν⊥. In one dimension the
transition is at (µ/λˆ)c = 0.3032 and the critical exponents are given by[21]:
β = 0.2765, βs = 0.7337, ν⊥ = 1.097 and z = 1.581. In the following we often
use the variable λ = λˆ/p0 to characterize the creation rate. The random contact
process and related models are studied in a series of papers[291, 275, 203, 64, 79,
351] and unconventional critical properties are observed (logarithmically slow
dynamical correlations, disorder dependent Griffiths-like effects, etc.). Recently,
the system is studied by the strong disorder RG method[177], the results of
which have provided possible explanations of the previous numerical results.
In the following we describe the application of the strong disorder RG for this
system.
17.2.1 RG rules
In the usual way the transition rates are put in descending order and the largest
rate: Ω = max({λi}, {µi}) sets the energy scale in the system. Here one should
use two different ways of decimation depending if the largest transition rate is
a branching rate or it is an annihilation rate.
The largest term is a branching rate: Ω = λ2
In this case the two-site cluster, (2, 3), having the largest branching rate, λ2,
spends most of the time in the configurations AA or ∅∅ and can be rarely found
in one of the other two configurations, A∅ and ∅A. Consequently for a large
time-scale, τ ∼ 1/Ω, the two sites behave as an effective cluster with a moment
of m˜ = 2 and with an effective death rate, µ˜2, which can be obtained by the
following simple reasoning. Let us start with the original representation, when
the two-site cluster is in the occupied state, AA. In the effective decay process
first the particle at site (2) should decay (with rate µ2), which is then followed by
the decay of the particle at (3). This second process has a very low probability
of pr(3) = µ3/(λ2 + µ3) ≈ µ3/λ2. Since the same processes can also occur with
the role of (2) and (3) interchanged, we find that µ˜ = pr(3)µ(2) + pr(2)µ(3),
which is given by:
µ˜ =
2µ2µ3
λ2
. (17.4)
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The renormalization equation in Eq.(17.4) should be extended by the renormal-
ization of moments (i.e. the number of original sites in the cluster):
m˜ = m2 +m3 , (17.5)
where in the initial situation m2 = m3 = 1.
The largest term is a death rate: Ω = µ2
In this case the site (2) is almost always empty, ∅, therefore it does not
contribute to the fractal properties of the A cluster and can be decimated out.
The effective branching rate, λ˜ between the remaining sites (1) and (3) can be
obtained from the following reasoning. Let us have the configuration of the
three-site cluster in the original representation as A∅∅. The effective branching
rate between sites (1) and (3) is generated by a virtual process, in which first
a particle is created at site (2) (rate λ2), and then one at site 3 (probability
λ3/(λ3+µ2)). Hence, we get for strong disorder the effective branching rate as:
λ˜ =
λ2λ3
µ2
. (17.6)
The renormalization equations in Eqs.(17.4) and (17.6) can be transformed into
a symmetric form in terms of the variable, J = λ/κ = λˆ/(p0κ) with κ =
√
2 as
µ˜ = κ
µµ′
J
, m˜ = m+m′, J˜ = κ
JJ ′
µ
. (17.7)
We note that the renormalization rules in Eqs.(17.4) and (17.6) can be obtained
in the Hamiltonian formalism[177] with Eq.(17.3) in an analogous way as for
the RTFIC in Sec.4.2.
17.2.2 Analysis of the RG equations
The decimation equations in Eq.(17.7) are very similar to that of the RTFIC
in Eqs.(4.17) and (4.16), and a similar prefactor, κ 6= 1 can be found in the
renormalization equations of random quantum spin chains with discrete sym-
metry in Sec.5, see Eq.(5.6). Using the same arguments as in Sec5 one expects
that for strong enough initial disorder the RG flow is attracted by the infinite
disorder fixed point of the RTFIC. For weaker disorder, however, the infinite
disorder fixed point is not attractive. This is due to the prefactor, κ =
√
2 > 1,
in Eq.(17.7). As already argued in Sec.5 in this case the variation of the energy-
scale during renormalization is not monotonic and the corresponding fixed point
is different of that observed for strong disorder.
The control parameter of the model, δ, is defined as:
δ =
[lnµ]av − [ln J ]av
var[lnµ] + var[ln J ]
. (17.8)
Its value at the strong disorder fixed point is given by δ = 0, which follows from
duality of the RG equations in Eq.(17.7).
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Figure 31: Schematic phase diagram of the random contact process as a function
of the control parameter, δ, and the strength of disorder, D, (see text). The
inactive and active phases are separated by a phase transition line, along which
the critical exponents are D dependent for weaker disorder (WD, D ≤ Dc), or
are determined by an infinite disorder fixed point at D =∞, for strong disorder
(SD, D > Dc).
A schematic phase diagram of the model is presented in Fig.31 as a function
of the control parameter δ and the strength of disorder, D = var[lnµ]+var[ln J ].
Note that along the phase transition line δ ≥ 0. According to numerical
results[177] and analogies with random quantum spin chains in Sec.5 for strong
enough disorder, D > Dc, the critical behavior is controlled by the strong dis-
order fixed point located at D →∞.
The critical exponents at the strong disorder fixed point are exactly known
from the analysis of the RTFIC in Sec.4.4 and from the mapping between the two
models. In the random contact process the average particle density in the bulk,
ρ, and at the surface, ρs, corresponds to the bulk and surface magnetizations,
respectively, of the RTFIC. They have a singular behavior, ρ ∼ (−δ)β and
ρs ∼ (−δ)βs , δ → 0−, respectively. At the strong disorder fixed point: β∞ =
(3 − √5)/2 and β∞s = 1. The particle-particle correlation function, [〈ninj〉]av
of the random contact process is analogous to the spin-spin correlation function
of the RTFIC, and the correlation length, ξ⊥ ∼ |δ|−ν⊥ , involves an exponent,
ν⊥, which at the infinite disorder fixed point is given by: ν∞⊥ = 2. Finally,
the correlation length in the parallel direction, ξ‖, corresponds to the relaxation
time of the RTFIC. At the strong disorder fixed point ln ξ‖ ∼ ξψ⊥, with ψ = 1/2.
17.2.3 Numerical results and scaling in the weak disorder regime
A systematic numerical study of the random contact process with varying
strength of disorder is performed in Ref.[177]. The results of density matrix
renormalization (DMRG) of the Hamiltonian version in Eq.(17.3) and that of
Monte Carlo simulations are consistent with each other. For weak disorder,
D < D0, the order parameter exponents, xm = β/ν⊥ and xsm = βs/ν⊥ are
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Figure 32: Numerical estimates of the exponents xm = β/ν⊥ (circles) and xsm
(squares). The broken lines indicate the value at the strong disorder fixed point.
The errors are of the same order as the size of the symbols[177].
found to be disorder dependent, which vary continuously between the values of
the pure system and that of the infinite disorder fixed point. This is shown in
Fig.32. Therefore we can conclude that in the weak disorder regime there is a
line of random fixed points.
For the form of dynamical scaling in this regime two possible scenarios are
proposed. It can be either i) conventional random scaling, see Sec.A.2 or ii) infi-
nite disorder scaling, as in Sec.A.3. In the former case the dynamical exponent,
z, is finite for D < D0, but becomes divergent at D = D0. We remind that
this type of behavior is observed in random quantum spin chains, see Sec. 5
and 7. In the second scenario the dynamical exponent is formally infinity in the
weak disorder regime, too, but the scaling exponent, ψ in Eq.(A.16) is disorder
dependent, and approaches ψ = 1/2 at D = D0. This infinite disorder scaling
is noticed in numerical studies of the 2d random contact process[275].
For the random contact process in 1d it is difficult to decide between the
two scenarios by numerical studies and there is still no final, definite answer.
The reason of this is that for a finite system one can fit c.f. the autocorrelation
function by both types of scaling forms. Conventional scaling with a large
effective z has similar accuracy, as infinite disorder scaling with a small ψ. One
should note, however, that the present numerical data can be interpreted with
a slight preference of infinite disorder scaling.
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17.3 Other types of reaction-diffusion models with quenched
disorder
The Reggeon field-theory, which is the Hamiltonian version of directed percolation[74],
has been studied by the strong disorder RG approach[177]. The decimation
equations are found to be identical to that of the random contact process in
Eq.(17.7), which is a consequence of an exact mapping[157], which exists be-
tween the two models. Therefore the random Reggeon field-theory has the same
critical behavior as the random contact process. The presence of infinite disor-
der scaling for the directed percolation in (1 + 1)-dimension is demonstrated in
Ref.[177], for extreme strong disorder.
On the other hand the generalized contact process[173], which for homoge-
neous transitions rates belongs to the parity conserving universality class, in the
presence of quenched disorder has conventional random scaling[177].
18 Classical models in d ≥ 2
Quenched randomness could cause strong disorder effects in higher dimensional
classical systems, too. However, not all the systems which have an infinite
disorder fixed point in d = 1 have a similar one in d ≥ 2. For example disorder
is an irrelevant perturbation for the random walk in d ≥ 2, (in d = 2 there
are logarithmic corrections) as has been shown in[243]. On the contrary for
reaction-diffusion models, such as the random contact process infinite disorder
scaling is observed[275, 177] in higher dimensions, too. d-dimensional classical
systems with layered randomness, such as the McCoy-Wu model[252], which
are isomorph with random quantum spin chains, constitute examples of strong
disorder scaling, too. Finally, one can ask the question, if an isotropic classical
spin model can be constructed, which is isomorphic with the McCoy-Wu model,
and thus with the RTFIC and therefore the critical properties are exactly known.
A possible realization of this universality class is the random bond Potts model
in the large-q limit[34]. We are going to review these developments in the
following.
18.1 Random contact process in 2d
Renormalization of the random contact process, as shown in Sec.17.2, has many
similarities with the random transverse-field Ising model. The RG rules in
Eq.(17.7) differ only by a prefactor, κ =
√
2 from the similar equations for the
random transverse-field Ising model in Eqs. (4.17) and (4.16) and the topol-
ogy of the lattice, even in higher dimensions, are analogous in the two cases.
Therefore the conclusion obtained in Sec.17.2, which predicts for strong enough
disorder isomorph infinite disorder fixed points for the two problems in d = 1,
should be valid for d ≥ 2, too. This conjecture has been checked in Ref[177]
in which the numerical data of Ref.[275] about the strongly random contact
process are compared to the critical parameters of the 2d random transverse-
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Figure 33: Exponents xm(squares) and ψ(circles) in the random contact process
in d = 2 as a function of dilution p assuming logarithmic scaling[177]. The values
are calculated from the data given in Ref.[275].
field Ising model, see Table 2. As seen in Fig.33 for strong dilution there is a
satisfactory agreement. For weaker disorder the random contact process has an
intermediate disorder regime[177], the properties of which are similar to that
found in 1d, see in Sec.17.2.3.
18.2 Classical systems with layered randomness
Here we consider d-dimensional classical systems in which disorder in the cou-
plings is strictly correlated in d′ < d dimension. For the general problem we
mention field-theoretical investigations[63] and mean-field results[47]. In the fol-
lowing we restrict ourselves to two-dimensional systems with layered randomness
(d = 2 and d′ = 1), the prototype of which is the two-dimensional Ising model,
which has been introduced and partially exactly solved by McCoy and Wu[252].
The McCoy-Wu model and the RTFIC are isomorph at their critical points and
a similar relation is true between another classical strip-random models and the
corresponding random quantum spin chains. As an example we mention the q-
state Potts model the quantum version of which is studied in Sec.5. The Potts
model in the q → 1 limit corresponds to the percolation problem[214], which -
in the presence of layered disorder - has been studied in[208].
18.2.1 The McCoy-Wu model and the RTFIC
The McCoy-Wu model is a square lattice Ising model with vertical, K1(i) =
−J1(i)/kBT , and horizontal bonds, K2(i) = −J2(i)/kBT , the value of both
may depend on the position in the horizontal direction, i. The row transfer
matrix, T , which is used to transfer information in the vertical direction is
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given by[324]:
T = exp
[∑
i
K∗1 (i)σ
z
i
]
exp
[∑
i
K2(i)σ
x
i σ
x
i+1
]
(18.1)
in terms of the σx,zi Pauli matrices and the K
∗
1 (i) dual couplings (tanhK
∗
1 =
exp(−2K1)). In the extreme anisotropic (or Hamiltonian) limit[224] there are
strong vertical and weak horizontal bonds, so that K∗1 (i) and K2(i) are both
small and one can combine the exponentials to obtain
T = exp(−τHI) . (18.2)
Here τ = K∗1 is a reference value, which measures the lattice spacing in the verti-
cal direction and HI is the Hamiltonian of the RTFIC as given in Eq.(4.1). This
mapping, which works also in higher dimensions, constitutes a relation between
the thermodynamic quantities of a d-dimensional classical system with layered
randomness and the ground-state expectation values of a (d − 1)-dimensional
random quantum spin system. According to the standard relations[224] the
equivalent quantities are:
• transfer matrix ↔ Hamiltonian
• free-energy density ↔ ground-state energy density
• correlations in the horizontal direction ↔ equal-time correlations
• correlations in the vertical direction ↔ imaginary-time autocorrelations
• vertical correlation length (ξ‖) ↔ relaxation time, inverse energy gap
• anisotropy exponent ↔ dynamical exponent
The McCoy-Wu model is solved analytically for the boundary spin magneti-
zation [252] and for the typical correlations in the vertical direction[329]. Both
agree with the strong disorder RG results, which gives further credit about the
conjecture that the strong disorder RG calculation leads to asymptotically exact
results.
18.2.2 Percolation in a random environment
In percolation the i-th bond (or site) of a regular lattice is occupied with a
given probability, pi, and one is interested in the properties of clusters, in par-
ticular in the vicinity of the percolation transition point[335]. Singularities at
the transition point are insensitive to homogeneous randomness in the values
of pi, which follows from the Harris criterion Eq.(5.9), since ν0 > 2/d in any
dimensions. Layered randomness in two-dimensions, however, is a relevant per-
turbation, since ν0 = 4/3[335] and the critical behavior of this system is studied
in Ref.[208].
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Figure 34: Bulk (η⊥ = 2xm) and surface (ηs⊥ = 2x
s
m) decay exponents versus
the strength of disorder for the 2d percolation with layered randomness. Values
at the IDFP, as given in Table 1 are denoted by dashed lines[208].
In the MC simulation the distribution of the mass of clusters, the anisotropy
exponent, z, and the critical bulk and surface correlations in the horizontal
direction are measured for different strength of disorder, D. Disorder dependent
critical behavior is found, and the scenario is analogous to that of random
quantum spin chains, as described in Sec.5. For weak disorder, D < D∞, which
corresponds to the intermediate disorder regime in Sec.5, the critical behavior
of the system is controlled by a line of conventional random fixed points. Here
the anisotropy exponent is finite, 1 < z < ∞, and together with the order-
parameter exponents monotonously increases with the strength of disorder, see
Fig.34. In the strong disorder regime, D > D∞, the critical behavior of the
system is controlled by the infinite disorder fixed point. Here the anisotropy
exponent is formally infinity and the order-parameter exponents have the same
values as for the RTFIC, see Table 2. This means that ordinary percolation and
directed percolation (contact process, see Sec.17.2) in the presence of strong
layered randomness have the same fixed point, so that the different type of
anisotropy in the non-random models does not matter.
18.3 Random-bond Potts model in the large-q limit
The mapping presented in Sec.18.2.1 makes a relation between the RTFIC and
an anisotropic random classical model, the McCoy-Wu model. It is interesting
to ask the question if the RTFIC is isomorph with an isotropic random classical
model? If yes, then the critical singularities of that classical random model
should be known exactly from the properties of the RTFIC. In Ref.[34] it is
argued that a possible candidate of this roˆle is the random ferromagnetic-bond
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Potts model in the large-q limit, what we will describe in the following.
First we note that disorder has a rounding effect at first-order phase transitions[84].
In 2d, according to rigorous results by Aizenman and Wehr[28] any amount of
quenched disorder will turn a first-order phase transition into a second-order one.
Numerical studies of the 2d random-bond Potts model[302, 83, 94, 294, 296] in-
dicate that the magnetization exponent, xm is q-dependent, and xm(q) seems
to be saturated[202] in the large-q limit. Here we argue that this limiting value
is universal and can be obtained from the strong disorder RG results of the
RTFIC.
The partition function of the Potts-model is convenient to express in the
random cluster representation[214]:
Z =
∑
G⊆E
qc(G)
∏
ij∈G
[
qβJij − 1] (18.3)
where the sum runs over all subset of bonds, G ⊆ E and c(G) stands for the
number of connected components of G. The Jij > 0 are nearest neighbor
coupling constants, see Eq.(5.1), and β = 1/(kBT ln q). In the large-q limit,
where qβJij ≫ 1, the partition function can be written as
Z =
∑
G⊆E
qφ(G), φ(G) = c(G) + β
∑
ij∈G
Jij (18.4)
which is dominated by the largest term, φ∗ = maxG φ(G). Thermodynamic
quantities are calculated from the free energy per site, f = −βφ∗/N , and the
scaling dimension of the magnetization, xm, is obtained from the fractal dimen-
sion of the percolating cluster, df , as xm = d− df . One important observation
that for a given realization of disorder thermal fluctuations are irrelevant and
disorder plays a completely dominant roˆle, which is a property characteristic for
infinite disorder fixed points, see Sec.2.1.
In a technical point of view solution of the random bond Potts model in the
large-q limit is reduced to an optimization problem[207], which can be solved
by a computer algorithm in polynomial time[33]. Numerical results in 2d [34]
have given strong support to the conjecture, that the magnetization exponents,
xm and x
s
m, are the same as for the RTFIC in Table 1. This is illustrated in
Fig.35. The correlation length exponent is conjectured to be ν = 1, which is
the half of the correlation length exponent of the RTFIC.
To explain this conjectured isomorphism we present two arguments. The
first argument concerns the topological structure of the optimal set, which is
show in Fig.36 for a typical disorder configuration at the critical point[221]. The
percolating cluster is self-similar, i.e. it is a fractal, and in a one-dimensional
cut it has a connectivity structure, which can be brought in analogy with the
strong disorder RG ground state of the RTFIC. If the connected parts are iden-
tified with spin clusters and the empty parts with (renormalized) bonds to each
1d cut corresponds an RG ground state of the RTFIC, for which a given set of
random couplings and transverse fields can be identified. If in the two prob-
lems the statistics of the equivalent ground states is asymptotically similar the
singularities of the average quantities are indeed simply related to each other.
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Figure 35: Average mass of the percolating cluster within a region of size R at
the critical point, for the square and the hexagonal lattices. The conjectured
asymptotic behavior is indicated by a straight line: m(R) ∼ Rdf with df =
(5+
√
5)/4 ≈ 1.8. Inset: average mass of surface points of the percolating cluster
in the square lattice, ms(L) ∼ L1−xsm with the conjectured value xsm = 1/2.[34]
In the second argument we consider the q-state Potts model with layered
randomness, when the fractal structure of the dominant graph is the same, as
for random percolation in the strong disorder region, see Sec.18.2.2. Therefore
the mass of the giant cluster scales as: M ∼ L‖L1−xm⊥ . Now let the couplings
to be random also in the vertical direction. In this way translational symmetry
in the vertical direction is broken and in the originally homogeneous (occupied
and non-occupied) strips connected and disconnected parts will appear. At the
critical point, due to duality, these two (creation and destruction) processes
are symmetric, therefore it is plausible to assume that the mass of the largest
cluster stays invariant, i.e. M ∼ Ldf ∼ L2−xm , which leads to the conjectured
isomorphism.
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Figure 36: top: Optimal set for a typical disorder realization of the random
bond Potts model: percolating and finite clusters are marked with gray (green)
and dark (red) lines, respectively. middle: Enlargement of a square proportion
in the upper-middle part to illustrate self-similarity. bottom: The connectivity
structure of the optimal set along a line, which consists of six connected units
(“spins”) and five open units (“bonds”). [34]
18.3.1 Numerical study in three-dimensions
In three-dimensions the first-order transition in the non-random model remains
unaffected by weak disorder, however the thermodynamic quantities display
essential singularities[258]. Only for strong enough disorder will the transi-
tion be soften into a second-order one, in which case the ordered phase be-
comes non-homogeneous at large scales, while the non-correlated sites percolate
the sample. In the critical regime the critical exponents are found universal:
β/ν = 0.60(2) and ν = 0.73(1). The 3d random bond Potts model and the 2d
random transverse-field Ising model do not belong to the same infinite disorder
universality class, in contrary to that found in 2d.
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19 Summary and perspectives
In this review, we have described in details how strong disorder RG methods
allows to study disordered systems in which space heterogeneities of the disorder
dominate at large scale over quantum, thermal or stochastic fluctuations. We
have explained how these methods could be applied to different types of random
systems. In all cases, these methods have a very clear physical meaning, because
the RG rules are defined in real space (or in energy space) and use some physical
arguments to construct the degrees of freedom that are important at large scale:
(i) in quantum models, the RG rules allow to construct clusters of strongly
correlated spins, such as singlets in the S = 1/2 antiferromagnetic chain, VBS
clusters in the S = 1 antiferromagnetic chain, or ferromagnetic clusters in the
Random Transverse Field Ising chain;
(ii) in random walks in random media, the RG rules allow to construct the
finite-time metastable states, and are based on the time needed to cross over a
potential barrier or to escape from a trap;
(iii) in classical random field models, like the random field Ising chain, or the
heteropolymer near an interface, the RG rules can be considered as an extension
of the Imry-Ma arguments based on the energy that can be gained by taking
advantage of the fluctuations of the random fields in an interval.
(iv) in stochastic models of interacting particles, such as the simple exclusion
process or the contact process, the RG rules allow to define effective clusters of
strongly correlated particles.
In contrast with usual RG methods which treat space homogeneously, the
strong disorder RG procedures are inhomogeneous in space to better adapt
to the local realizations of the disorder. Moreover, it has been understood for
many years that the probabilistic questions arising in disordered systems concern
extremal statistics [124, 61]: the equilibrium at low temperature is controlled by
the statistics of states of low energy [115, 124, 61, 89, 112], whereas dynamics
at large time is controlled by the statistics of large barriers [134, 127, 40, 350].
From this point of view, the strong disorder RG rules give a new perspective.
Indeed, following the Ma-Dasgupta idea, it is always the extreme value of a
disorder variable which is decimated iteratively and which generates the RG
flow of the corresponding probability distribution. In dimension d = 1, it turns
out that this special structure makes it possible to obtain explicit solutions
most of the time, whereas in higher dimension d > 1, the RG rules have to be
implemented numerically. Whenever these methods can be applied, they give
a very detailed description. Indeed, as the RG procedure is carried out sample
by sample, it is possible to study many observables within the same framework,
their distributions over the samples, and the influence of the rare events/rare
regions on averaged quantities.
We now finish with a short list of perspectives that seem to us the most
interesting presently
• New fields of applications for strong disorder RG methods
It would be of course very interesting to define and study strong disor-
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der RG rules for other disordered systems than the ones that have been
considered up to now. Indeed, considering a model from the point of
view of strong disorder RG usually gives completely new insight and new
predictions with respect to other methods.
More generally, the strong disorder RG methods show that an essential
property of a disordered system is the relative importance of disorder
inhomogeneities with respect quantum, thermal or stochastic fluctuations.
A general classification of disordered systems with respect to this ratio
‘disorder/fluctuations’ would certainly be very helpful.
• Numerical studies of strong disorder RG flows in d > 1
The strong disorder RG method has provided several qualitative predic-
tions about the singular behavior of higher dimensional systems, such as
the isomorphism between spin glasses and random ferromagnets, or the
absence of infinite disorder fixed point in Heisenberg antiferromagnets.
Furthermore there are some numerical predictions by the method for the
actual values of the critical exponents, c.f. for the random transverse-field
Ising model or for the Heisenberg model with mixed ferromagnetic and
antiferromagnetic interactions. Most of these RG results need a numeri-
cal verification. These future numerical investigations could also help to
explore new problems having disorder dominated singularities.
• Disorder induced cross-over effects
For several systems considered in this review, such as for instance the
S = 1/2 antiferromagnetic spin chain, or the symmetric Sinai walk, any
amount of initial disorder drives the system towards an infinite disorder
fixed point. However for other models, such as for instance the S > 1/2
antiferromagnetic spin chains, the quantum clock model or the contact
process, the RG rules drive the system towards the infinite or strong dis-
order fixed points only if the initial disorder is larger than a threshold.
In these cases, the disorder induced cross-over effects have not yet been
explored in full details. A consistent treatment of the different regions of
disorder would be of great importance.
• Relations with other methods
Exact calculations, not using the RG frame-work, are expected to repro-
duce the asymptotically exact results of the strong disorder RG method.
For the Sinai model, some results obtained via strong disorder RG have
now be proven by mathematicians [114, 97], and we believe that the math-
ematical proofs of other strong disorder RG should be similarly possible.
Another interesting questions concerns the relations of strong disorder RG
with other methods widely used in disordered systems, such as the replica
method [7], the supersymmetric method [130], and the dynamical method
[62] : is it possible to recover some strong disorder RG results via these
other methods which start by averaging over the disorder ?
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APPENDICES
A Scaling in random systems
Here we summarize different types of scaling behaviors observed in random
systems and presented in context of specific systems in this review. Our aim is to
give here a uniform description of singularities and list the known results. After
setting the general notions we consider the different scaling types. For a detailed
presentation of the theory of scaling in critical systems we refer to[145, 2, 1, 3]
and in quantum systems to [5].
A.1 General notions
• Strength of disorder - D
We consider an interacting many-particle system, in which the interactions
{λi,j} are independent and identically distributed random variables. The
strength of disorder, D, is related to the broadness of the distribution.
One possibility is to identify D2 with the variance of the distribution of
the logarithmic couplings. In this case a generic distribution is given by:
P (λ) = D−1λ−1+1/D (A.1)
with 0 ≤ λ ≤ 1. The λi,j-s are couplings in spin models, transition
probabilities in a random walk or in reaction-diffusion systems, etc.
• Length-scale - L, energy-scale - Ω, time-scale - tr
The length-scale, L, can be most simply defined for a finite system by its
linear extent. The corresponding energy-scale, Ω, is the typical excitation
energy in such a finite system. More generally, in an infinite system for a
given type of localized excitation of typical energy, Ω, the average distance
between two such excitations is measured by L. The time-scale associated
to such type of excitation is given by tr ∼ Ω−1.
• Control parameter - δ
In these systems there are deterministic fluctuations which are generally
due to a (disordering) field, such as the temperature, T , a set of transverse-
fields {hi}, enforced dimerization, bias in a random walk or in a driven
lattice gas, etc. The combined effect of interactions and fields (fluctua-
tions) can be measured by an average quantity, which is called the control
parameter, δ. Generally δ is defined in such a way that at δ = 0 there
is a singularity in the system which is associated to a phase transition.
Examples for control parameters of different models can be found, c.f. in
Eqs.(4.5),(6.27),(11.7) and (16.4).
• Dynamical variables - σi(t)
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These are variables which enter into the definition of the model, c.f. op-
erators in the Hamiltonian, site occupation variables in random walks or
lattice gases, etc. Generally σi(t) depends on the position, i, and time, t,
and their average value is often related to the order in the system.
• Averaging procedure
For a physical observable, say, O, averaging in the presence of quenched
disorder is made by the usual way[73, 6]. First, for a given realization of
disorder one performs thermal averaging, which is denoted by 〈O〉, and
this is followed by an average over disorder, for which we use the notations
O = 〈O〉 or O = [〈O〉]av.
• Equal time correlation function - C(r) = 〈σi(0)σi+r(0)〉
Its long-distance limit:
lim
r→∞
C(r) =
{
m2, δ < 0
0, δ > 0
(A.2)
is used to define the order-parameter, m, in the system. In the ordered
phase, δ < 0, one often uses the connected correlation function: Cc(r) =
C(r) −m2.
• Correlation lengths - ξav and ξtyp
The correlation length is defined by:
ξ−1av = lim
r→∞
− lnC(r)
r
, (A.3)
in the paramagnetic phase, whereas in the ordered phase one uses the
connected correlation function. The typical correlation length, ξtyp, is
defined by:
ξ−1typ = limr→∞−
ln 〈σi(0)σi+r(0)〉
r
. , (A.4)
In systems in which the correlation function is self-averaging ξav = ξtyp,
which is the case c.f. for the d = 2 random bond Ising model [305, 231].
In several systems, however, the correlation function is not self-averaging
and therefore ξav 6= ξtyp. Examples are the d = 1 Ising model[118], the
random bond Potts models in d = 2 [294, 296, 299] and the RTFIC [138].
• Autocorrelation function - Gi(t) = 〈σi(t)σi(0)〉
Its asymptotic limit is used to define the local order-parameter, mi:
lim
t→∞
Gi(t) =
{
m2i , δ < 0
0, δ > 0
(A.5)
For surface sites it is the surface order-parameter, m1 ≡ ms.
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• Singular points
Spatial and (or) dynamical correlations are quasi-long-ranged (i.e. they
have a power-law asymptotic decay) at a critical (semi-critical) point.
– Critical point
At this point, which is generally located at δ = 0, in an infinite
system both the physical length scale, ξ, and the time scale, tr, are
divergent. In the vicinity of the critical point one has: ξ ∼ |δ|−ν .
– “Semi-critical” points
In a random system generally there is a line of semi-critical fixed
points, in which - due to Griffiths singularities - the time scale is
divergent, although ξ is finite.
• Relevant scaling fields - H , T , etc.
At a singular point one generally considers the behavior of different phys-
ical quantities as a function of relevant scaling fields, such as a small
ordering field of strength, H , or in a quantum system as a function of a
small temperature, T .
• Scaling transformation
At a singular point, static and (or) dynamical correlations transform co-
variantly under a scaling transformation, when lengths are rescaled by
a factor, b > 1, i.e. L′ = L/b. For example at the critical point the
order-parameter correlation function behaves as[145]:
C(r) = b−2xmC(r/b) . (A.6)
Similarly, static and (or) dynamical densities, such as the local magneti-
zation and (or) the local susceptibility obey scaling relations[145].
A.2 Conventional random critical scaling
In a conventional random critical point:
• dynamical scaling is anisotropic
• densities in large scale are homogeneous
The correlation length and the relaxation time are related as:
tr ∼ ξz , (A.7)
with a dynamical exponent, 1 ≤ z < ∞. From this follows that in a finite
system the excitation energies are typically:
Ω ∼ L−z , (A.8)
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and are transformed as Ω′ = Ωbz. Distribution of the low-energy excitations,
P (ǫ), (ǫ ∼ Ω) is assumed to be in the form as given in Eq.(A.1). Under a scaling
transformation the distribution function is expected to satisfy the relation:
P (ǫ)dǫ = b−dP (ǫ′)dǫ′ = b−d+z/DP (ǫ)dǫ , (A.9)
provided the low-energy excitations are localized, thus their density is trans-
formed by a factor of b−d, where d is the dimension of the system. The fixed
point of Eq.(A.9) is given by:
D = z/d , (A.10)
thus the strength of disorder is finite and proportional to the dynamical expo-
nent.
The order-parameter (magnetization), m(δ, L), in a finite system satisfies
the scaling relation:
m(δ, L) = b−xmm(δb1/ν , L/b) . (A.11)
Taking the scaling parameter b = δ−ν we have m(δ, L) = δxmνm˜(Lδν), where
the scaling function in the limiting cases behaves as: m(y) = const, if y → ∞
and m(y) ∼ y−xm , if y → 0. Thus in the thermodynamic limit, L → ∞,
m(δ) ∼ δβ with β = xmν. On the other hand at the critical point, δ = 0, the
finite-size scaling behavior is: m(δ = 0, L) ∼ L−xm . We note that for a surface
spin xm is replaced by the appropriate surface exponent, x
s
m.
The scaling law of the critical correlation function is given in Eq.(A.6), which
is generalized outside the critical point:
C(δ, r) = b−2xmC(δb1/ν , r/b) . (A.12)
Here with b = r we obtain C(δ, r) = r−2xm C˜(δr1/ν ), where the scaling function
is C˜(0) = const and C˜(y) ∼ exp(−yν) for y →∞.
The autocorrelation function transforms similarly to Eq.(A.6):
G(δ, t) = b−2xmG(δb1/ν , t/bz) , (A.13)
and with b = t1/z we obtain G(δ, t) = t−2xm/zG˜(δt1/νz). Here the scaling func-
tion is G˜(0) = const, whereas G˜(y) for large y has a decay, which is slower than
exp(−yνz). Its proper form is determined by classical Griffiths singularities[158].
At a conventional random quantum critical point, which takes place at
T = 0, the low-temperature behavior of singular quantities, such as the lo-
cal susceptibility, χ(T ), and the specific heat, Cv(T ), can be obtained from the
consideration that the temperature sets an energy-scale, Ω ∼ T , which corre-
sponds to a thermal length, LT ∼ T−1/z. Taking the rescaling factor, b = LT ,
we obtain for small T :
χ(T ) ∼ T−γ/νz, Cv(T ) ∼ T−α/νz , (A.14)
where γ = (d−2xm)ν and α = 2−dν are the standard susceptibility and specific
heat exponents, respectively.
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Similarly, for a (longitudinal) ordering field the energy-scale is given by ΩH ∼
HmLdH , which is set a length-scale: LH ∼ H−1/(d+z−xm). Taking the rescaling
factor, b = LH , we obtain for small H :
χ(H) ∼ H−γ/ν(d+z−xm), Cv(H) ∼ H−α/ν(d+z−xm) . (A.15)
A.3 Infinite disorder scaling
An infinite disorder fixed point has two important properties:
• activated scaling
• densities are non-homogeneous in large scales, average values are domi-
nated by rare regions.
Activated scaling means that the log time-scale is related to the length-scale:
ln tr ∼ ξψ , (A.16)
thus in a finite system the excitation energies are typically:
| lnΩ| ∼ Lψ , (A.17)
and are transformed as lnΩ′ = lnΩb−ψ.
Distribution of the log of the low-energy excitations is assumed to follow the
transformation:
P (ln ǫ, L) = b−ψP (b−ψ ln ǫ, L/b) . (A.18)
As the length, L ∼ b, increases the strength of disorder increases, too, and in
the fixed point the disorder becomes infinitely strong. (Note the difference with
Eq.(A.9) for conventional scaling.)
Scaling of a physical observable, O, which can be an average density or a
correlation function, is dominated by rare regions (realizations) in which regions
(samples) it has a value of 〈O〉rare = O(1), whereas in typical samples it is
(exponentially) small, 〈O〉typ = O(exp(−aLω), ω = O(1). Explicit examples of
rare events can be found in Sec.4.1.2 for the surface magnetization of the RTFIC
and in Sec.11.1.2 for the persistence of the Sinai walk. The average value, 〈O〉,
has the same scaling properties as the fraction of rare events or the density of
rare regions, ρO.
Scaling of the average order-parameter,m, follows from scaling of the density
of locally ordered regions, ρm, which is given by:
ρm(δ, L) = b
−xmρm(δb1/ν , L/b) . (A.19)
Note, that this relation is in identical mathematical form as for conventional
random critical scaling in Eq.(A.11), therefore m has the same properties in
the two cases, see below Eq.(A.11). The same conclusion holds for the spatial
correlation function, C(r), too. In this case a rare event consists of two in-
dependent, locally ordered regions which are separated by a distance, r. The
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density of rare regions of the correlation function, ρC , is given by ρC ∼ ρ2m and
through C ∼ ρC we arrive to the scaling law in Eq.(A.12) and to the conclusion
described below this equation.
In the strong disorder RG one often considers the global order parameter,
µ = mLd, which is called the cluster moment. This obeys the scaling relation:
µ(δ, | lnΩ|) = bdfµ(δb1/ν , | lnΩ|bψ) , (A.20)
in which df = d−xm is the fractal dimension of the cluster. Taking the length-
scale, b = | lnΩ|1/ψ, we have at the critical point:
µ(δ = 0, | lnΩ|) ∼ | lnΩ|φ, φ = (d− xm)/ψ . (A.21)
We note that the typical correlation length at an infinite disorder fixed point is
much smaller then the (true) correlation length and they are related as given in
Eq.(9.4): ξtyp ∼ ξ1−ψav .
To calculate the average autocorrelation function one should keep in mind
that disorder in the time-direction is strictly correlated. Thus, if there is local
order at a given rare region, say at site, i, at time 0, the order stays for any later
time, t. Consequently the density of rare regions of G is given by: ρG ∼ ρm, so
that the average autocorrelation function satisfies the scaling relation:
G(δ, ln t) = b−xmG(δb1/ν , ln t/bψ) . (A.22)
Now taking b = (ln t)1/ψ we obtain:
G(δ, ln t) = (ln t)−xm/ψG˜(ln tδνψ) , (A.23)
thus the decay of critical autocorrelations is ultra-slow, logarithmic in time.
In the disordered phase the scaling function, G˜(y) is expected to behave for
large arguments as: ln G˜(y) ∼ −y. Thus the dominant decay of the average
autocorrelation function in the disordered region is in a power-law form:
G(δ, ln t) ∼ (ln t)−xm/ψ t−η(δ), δ > 0 , (A.24)
which is supplemented by logarithmic corrections. This region is the disordered
Griffiths phase in which the decay exponent, η(δ), depends on the control pa-
rameter. For δ → 0 it goes to zero as η(δ) ∼ δνψ.
The low-temperature singularities at a quantum critical point can be ob-
tained by setting the length-scale b = LT ∼ (logT )1/ψ. For the specific heat the
rare events are low-energy excitations which are separated by a distance, LT ,
thus Cv(T ) ∼ L−dT . For the susceptibility the rare events bring a Curie-type
contribution, thus we obtain in analogy with Eq.(A.14), χ(T ) ∼ Ld−2xmT /T ,
thus:
χ(T ) ∼ (lnT )
(d−2xm)/ψ
T
, Cv(T ) ∼ (lnT )−d/ψ . (A.25)
For a small ordering field, H , the thermal and magnetic energy-scales can be
compared: T ∼ HmLdH ∼ HLd−xmH , from which we have the relation: H ∼
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T (lnT )d−xm . Putting it into Eq.(A.25) we obtain the small H singularities at
T = 0:
χ(H) ∼ (lnH)
−xm/ψ
H
, Cv(H) ∼ (lnH)−d/ψ . (A.26)
A.4 Scaling in the Griffiths phases
In the Griffiths-phase:
• the correlation length is finite, the relaxation time is divergent
• dynamical scaling (between L and tr) is anisotropic
• densities are non-homogeneous in large scales, average values are domi-
nated by rare regions.
The physical origin of the singular behavior of disordered systems outside the
critical point is due to rare regions, in which strong fluctuations of the local cou-
plings prefer the existence of the thermodynamically non-stable phase locally.
Scaling in the ordered and disordered Griffiths phases is somewhat different, in
particular for d > 1.
A.4.1 Disordered Griffiths phase
In the disordered phase a small region is locally ordered if the couplings there
are larger then the average disordering field. To find such a rare region of
linear size, lc, is exponentially small, p(lc) ∼ exp(−αldc ), however these regions
are extremely stable against fluctuations and have a typical relaxation time,
tr ∼ exp(σldc ). Indeed the lowest gap of a finite, ordered system is given by
ǫ ∼ exp(−σldc ) and tr ∼ ǫ−1. Then the distribution of large relaxation times
has an algebraic tail: p(tr) ∼ t−d/z−1r , with d/z = α/σ, which is supplemented
by a logarithmic correction factor, (ln tr)
−1+1/d. The leading behavior of the
average autocorrelation function:
G(t) ∼
∫
dtrp(tr) exp(−t/tr) ∼ t−d/z (A.27)
is algebraic and the decay exponent is δ dependent. Comparing with the scaling
form in Eq.(A.24) we obtain for small δ:
d
z
∼ δνψ , (A.28)
see also Eq.(9.4).
From the distribution of the relaxation times one obtains for the distribution
of the small gaps:
P (ǫ) ∼ ǫ−1+d/z , (A.29)
which is in the same form as in Eq.(A.1). Thus in the Griffiths-phase there is
finite disorder the strength of which is given by D = z/d. Since the excitations
151
are localized the scaling transformation of P (ǫ) is the same as in Eq(A.9) for
conventional scaling. Consequently one has the relation:
Ω ∼ L−z . (A.30)
The scaling form of the autocorrelation function follows from the observation
that the density of rare regions in the Griffiths phase is just the density of the
system which transforms as
G(t) = b−dG(t/bz) . (A.31)
Here with b = t1/z we recover the relation in Eq.(A.27).
The low-temperature singularities can be obtained by setting the length-
scale, b = LT ∼ T−1/z, and make use of the fact that the density of rare regions
is the particle density, both for the specific heat, Cv(T ) ∼ L−dT , and for the
susceptibility χ(T ) ∼ L−dT /T , where in the latter case a Curie-type contribution
per site is taken into account. We thus obtain:
χ(T ) ∼ T−1+d/z, Cv(T ) ∼ T d/z . (A.32)
The small H singularities at T = 0 are obtained by using the length-scale,
b = LH ∼ H−1/z. Note that in the disordered phase for H ∼ T , LH ∼ LT and
we obtain as in Eq.(A.32):
χ(H) ∼ H−1+d/z, Cv(H) ∼ Hd/z . (A.33)
A.4.2 Ordered Griffiths phase
In the ordered Griffiths phase the relevant excitations are connected to such
large ordered domains, which are isolated from the macroscopic ordered regions
of the system. Therefore the probability of the existence of such an ordered
domain of linear size, lc, is generally smaller, than the similar expression in the
disordered phase. In one dimension one needs lc weak and consecutive lc strong
couplings, thus the corresponding probability is po(lc) ∼ exp(−α2lc). Since the
typical relaxation time stays the same as in the disordered phase, tr ∼ exp(σlc),
the autocorrelation function in Eq.(A.27) involves the decay exponent, 2/z.
This is in agreement with the strong disorder RG calculation for the RTFIC in
Eq.(4.67).
In d > 1, as argued in Sec.9.1.3 for a successful isolation of a cluster of ldc sites
one needs a distance from the ordered domain at least, lo ∼ ldc . Consequently
the probability of the existence of an isolated large cluster reads as p(lc) ∼
exp(−α′ldo) ∼ exp(−αld
2
c ). Now, with tr ∼ exp(σldc ) we obtain from Eq.(A.27)
an enhanced power-law form:
G(t) ∼ exp(−A| ln t|d) , (A.34)
as already presented in Eq.(9.7).
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Relation between the length-scale, L, and the energy-scale, Ω, can be ob-
tained in the following way. In a system of linear size, L, the typical size of
the largest isolated cluster follows from extreme value statistics and given by:
ld
2
c ∼ lnL. On the other hand the excitation energy due to this cluster is
Ω ∼ 1/tr ∼ exp(−σldc ), consequently:
| lnΩ| ∼ (lnL)1/d . (A.35)
The low-temperature singularities can be obtained as in the disordered phase
however with a length-scale, LT ∼ exp
[
A| lnT |d]. In this way we obtain:
χ(T ) ∼ 1
T
exp
[−C| lnT |d] , Cv(T ) ∼ exp [−C′| lnT |d] , (A.36)
and similarly for the small H dependence, by the substitution H ∼ T .
A.5 Scaling in the large spin phase
This phase is observed in random Heisenberg models and characterized by
• a size-dependent effective spin
• anisotropic dynamical scaling
• often non-localized excitations.
The typical value of the large spin, Seff , grows with the size as:
Seff ∼ Ldζ , (A.37)
where ζ is often equal to (or close to) 1/2, see Sec.8.2. The energy- and length-
scales are related as in the Griffiths-phase:
Ω ∼ L−z , (A.38)
so that the relation between spin and energy, Seff ∼ Ω−κ, involves an exponent,
κ = dζ/z. The gap exponent, ω, defined as P (ǫ) ∼ ǫω, ǫ → 0, however, is
generally not given by ω = −1 + d/z, as in the Griffiths-phase, see Eq.(A.29),
while the excitations are often non-localized.
The low-temperature singularities are given by:
χ(T ) ∼ 1
T
, Cv(T ) ∼ T 2ζ(ω+1)| lnT | , (A.39)
whereas for a small ordering field the order parameter behaves as:
m(H) ∼ Hζ(ω+1)/[1+ζ(ω+1)] . (A.40)
B Mapping between different models
This Appendix describe the mapping between different models considered in
this review.
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B.1 The random RW and the RTFIC
Solution of the master equation for the RW in Eq.(11.4) necessitates the solu-
tion of the eigenvalue problem of the Fokker-Planck operator, M , the matrix
elements of which take the form (M)i,j = wi,j for i 6= j and (M)i,i = −
∑
j wi,j .
All the physical properties of the model can be expressed in terms of the left
and right eigenvectors uq and vq, respectively, and the eigenvalues λq, which are
non-positive. The eigenvalue problem in terms of the components of the right
eigenvector vq(i) reads as:
wi−1,i vq(i− 1)− (wi,i−1 + wi,i+1) vq(i) + wi+1,i vq(i+ 1) = λq vq(i) . (B.1)
Here we consider a finite system of size L, i.e., we put w0,1 = wL+1,L = 0. Then
we introduce the new variables:
v(i) = αiv˜(i) , αi+1 = αi
(
wi,i+1
wi+1,i
)1/2
= α1

 i∏
j=1
wj,j+1
wj+1,j


1/2
, (B.2)
in terms of which the eigenvalue problem is transformed into:
(wi−1,iwi,i−1)
1/2
v˜q(i−1)−(wi,i−1+wi,i+1)v˜q(i)+(wi+1,iwi,i+1)1/2 v˜q(i+1) = λq v˜q(i) ,
(B.3)
which corresponds to a real symmetric eigenvalue problem
∑
j Sij v˜q(j) = λv˜q(i)
with Sij = Sji. Consequently the eigenvalues λq of the FP operator are real.
The symmetric matrix, M , can be compared with the square of the matrix,
T 2, in Eq.(4.3), which appears in the eigenvalue problem of the free-fermion
representation of the RTFIC. The two problems are equivalent, if we have the
correspondences:
Ji ⇐⇒ (wi+1,i)1/2
hi ⇐⇒ (wi,i+1)1/2
ǫ2q ⇐⇒ −λq .
(B.4)
Thus there is a mathematical equivalence between the random RW and the
RTFIC with the corresponding random couplings, as described in (B.4). The
relation between the values of the low-energy excitations in Eq.(B.4), which
leads to the exact result of the dynamical exponent of the RTFIC in Eq.(4.15)
can be extended by a relation between the order-parameters:
[ms(L)]
2 ⇐⇒ pper(L) . (B.5)
The correspondence between the two models outlined in this section explains the
presence of the same type of strong disorder fixed points in the two models. This
mapping, however, does not establish relations between another fundamental
observables, such as the bulk magnetization of the RTFIC (see Ref.[313]).
B.2 The random XY chain and the RTFIC
The decimation equations in Eqs.(4.16) and (4.17) are very similar to the dec-
imation equation for the XX chain in Eq.(6.11), in particular if dimerization
is considered. This analogy is the consequence of an exact mapping between
the XY model and the RTFIC, what we show here for an open XY chain of
L = even sites with open boundary conditions. In terms of the spin operators
S
(x,y)
j , j = 1, 2, . . . , L we introduce two sets of Pauli operators σ
(x,z)
l , τ
(x,z)
l , l =
1, 2, . . . , L/2 as:
σxi =
2i−1∏
j=1
(
2Sxj
)
, σzi = 4S
y
2i−1S
y
2i
τxi =
2i−1∏
j=1
(
2Syj
)
, τzi = 4S
x
2i−1S
x
2i . (B.6)
The original XY Hamiltonian, HXY with L spins can be expressed as the
sum of two TIM-s with variables σx,zl and τ
x,z
l each of which of L/2 spins as:
HXY = HTIM (σ) +HTIM (τ) . (B.7)
where the couplings and the transverse fields are given by:
Jl(σ) =
1
4
Jx2l, hl(σ) =
1
4
Jy2l−1
Jl(τ) =
1
4
Jy2l, hl(τ) =
1
4
Jx2l−1 . (B.8)
Correlations in the two models are related as can be found in Refs.[139, 196].
C Kesten random variables : exact results ver-
sus strong disorder RG
Since Kesten random variables naturally appear in various models considered in
this review, we first recall in this Appendix some important properties of these
variables. We then explain how the strong disorder RG approach corresponds
for these variables to a saddle-point approximation in each sample, that becomes
asymptotically exact for large samples.
C.1 Discrete Kesten random variables
A Kesten random variable [218] has the following specific structure of a sum of
products of random variables yi
ZL ≡
L∑
i=1
i∏
j=1
yj (C.1)
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This type of random variables appears in the context of random walks in ran-
dom media for various observables [332, 328, 116] (see Eq 11.5), in the surface
magnetization (4.4) of the RTFIC [191, 126], as well as in the random field Ising
chain via the formulation with 2× 2 random transfer matrices [117, 80].
It is actually convenient to rewrite the Kesten random variable (C.1) with a
varying left boundary
Z(a, b) =
b∑
i=a
i∏
j=1
yj (C.2)
The fundamental property of Z(a, b) is the recurrence equation
Z(a, b) = ya [1 + Z(a+ 1, b)] (C.3)
where the random coefficient ya appears multiplicatively : Z(a, b) is thus a
multiplicative stochastic process.
One of the main outcome of the studies on the random variable Z(a, b)
is that, in the limit of infinite length L = b − a → ∞, there exists a limit
distribution P∞(Z) if
[ln y]av < 0 (C.4)
Moreover, the limit distribution then presents the algebraic tail [217, 218, 117,
80]
P∞(Z) ∼
Z→∞
1
Z1+µ
(C.5)
where the exponent µ is defined as the positive root µ > 0 of the equation
[yµ]av = 1 (C.6)
In the field of random walks in random media, this exponent µ is known to
govern the anomalous diffusion behavior x ∼ tµ in the domain 0 < µ < 1
[218, 116, 14]. In the context of the RTFIC, the exponent µ defined by (C.6)
has for analog the dynamical exponent 1/z.
C.2 Continuous version of Kesten random variables
The continuous version of the Kesten random variable (C.2) is the exponential
functional [14, 262]
Z[a, b] =
∫ b
a
dxe−
∫
x
a
dyF (y) (C.7)
where {F (x)} is the random process corresponding to the random variables
(− ln yi) in the continuous limit. The analog of the recurrence equation (C.3) is
the stochastic differential equation
∂aZ[a, b] = F (a)Z[a, b]− 1 (C.8)
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where the random process F (x) appears multiplicatively, in contrast with usual
Langevin equations where the noise appears additively. In the limit of infinite
length L = b − a→∞, the condition (C.4) to have a limit distribution P∞(Z)
becomes a condition on the mean value of the process F (x) that should be
strictly positive
F0 ≡ [F (x)]av > 0 (C.9)
The exponent µ (C.5) is now determined as the root of the equation (C.6)
[e−µ
∫ x
0
dyF (y)]av = 1 (C.10)
for arbitrary x as long as the process F (x) has no correlation.
It is interesting to note that the exponential functional (C.7) actually de-
termines the stationary flux JL [262] that exists in a given Sinai sample [0, L]
between two fixed concentration c0 and cN = 0 (i.e. particles are injected via
a reservoir at x = 0 and are removed when they arrive at the other boundary
x = N) : it is simply given by the inverse of the variable ZL ≡ Z[0, L]
JL =
c0
ZL
(C.11)
In some sense, it is the simplest physical observable in the Sinai diffusion, as
the surface magnetization is the simplest order parameter in the RTFIC : both
can be expressed in a simple way in terms of the Kesten random variable of the
sample.
The simplest process for F (x) is of course the case where F (x) is a biased
Brownian motion
< F (x) > = F0 (C.12)
< F (x)F (x′) > −F 20 = 2σδ(x− x′) (C.13)
In this case, the exponent µ solution of (C.10) reads [14, 262]
µ =
F0
σ
(C.14)
The Brownian process actually corresponds to the fixed point of the real-space
renormalization approach and can thus be used to study the universal properties
near the critical point. The probability distribution of the random variable ZL
(C.7) in the case where the process {F (x)} is a Brownian motion (C.13) can
be determined exactly by various methods [262, 99, 360, 271], and we refer to
these articles for various detailed explicit results.
C.3 Meaning of the strong disorder RG
It turns out that the strong disorder RG for observables involving Kesten ran-
dom variables actually corresponds to the following saddle-point analysis [271].
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In the case of a Brownian process (C.13), the continuous version of the Kesten
process (C.7) can be written as
ZL =
∫ L
0
dxe−U(x) (C.15)
where the potential U(x) =
∫ x
0
dyF (y) is a random walk that presents fluctua-
tions of order
√
L on the interval [0, L]. As a consequence, it seems natural to
evaluate this integral in the large L limit by the saddle-point method
ZL ∝
L→∞
eEL (C.16)
where (−EL) < 0 is defined as the minimum reached by the process U(x) on
the interval [0, L]. The scaling EL ∼
√
L shows that there will exists a limit
distribution for (lnZL)/
√
L, and that this limiting distribution is given by the
limit distribution of EL/
√
L. We refer the reader to [271] for a more detailed
discussion along these lines.
In conclusion, the study of observables that have a closed expression in terms
of the disorder variables, such as the surface magnetization in the RTFIC, shed
light on the meaning of the strong disorder approach and of its asymptotic
exactness : for these variables, the strong disorder approach amounts to perform
a saddle-point analysis in each sample. More generally, for the other observables
one may still consider that the strong disorder approach gives in some sense a
direct access to an appropriate ‘saddle-point’, even if there is no closed exact
expressions on which one could perform a usual saddle-point method.
D Extrema of 1D random potentials via RG
In the Sinai model where a particle diffuses in a 1D Brownian potential, we
have seen that the strong disorder RG amounts to construct the extrema of
the Brownian potential at large scale, where only barriers bigger than the RG
scale Γ are kept. This construction of the extrema at large scale can actually be
defined for arbitrary 1D potentials [233]. In particular, the RG procedure may
be implemented numerically for correlated random potentials, which has been
done in particular for logarithmic correlations [91].
On the analytical side, we explain in this Appendix what can be said in
general for the case of Markovian potentials and some results that have been
obtained for the specific example of a Brownian potential with quadratic con-
finement [233].
D.1 RG for Markovian potentials
For ‘ Markovian ’ random potentials U(x) , satisfying a local Langevin equation
of the form
dU(x)
dx
= F [U(x), X ] + η(x) (D.1)
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where η(x) is a white noise, the measure of the renormalized landscape can
be factorized in blocks which satisfy closed RG equations [233]. In the case of
stationary landscapes, where the force F is independent of x
F [U,X ] = F [U ] = −dW [U ]
dU
(D.2)
(this case generalizes the pure Brownian landscape F = 0 and the biased Brow-
nian landscape F [U ] = F > 0), one obtains explicit solutions for the renormal-
ization equations [233]. Other cases may also be explicitly solved, in particular
the Brownian potential with quadratic confinement considered in details below,
which corresponds to a force independent of U and linear in x
F [U(x), X ] = F [x] = µX (D.3)
The measure of the renormalized landscape is then expressed in terms of Airy
functions [233].
D.2 Results for the Brownian potential with quadratic
confinement
D.2.1 Definition and properties of the model
Let us first briefly explain the physical interests of the so-called ‘toy model’
Utoy(x) =
µ
2
x2 + V (x) (D.4)
containing a deterministic quadratic term and a random Brownian term Brow-
nian V (x)
(V (x)− V (y))2 = 2|x− y| (D.5)
This model was introduced by Villain et al. as a ‘toy model’ for interfaces in the
presence of random field [347]. In addition, within the field of random manifolds
of internal dimension D living in a random medium of dimension (N +D), the
toy model is considered as the extreme simplest case D = 0 and N = 1 [259].
As a consequence of the quadratic containment, the absolute minimum of
the potential (D.4) is finite and an Imry-Ma argument can be used to obtain its
scaling : the balance between the elastic energy of order µx2 and the random
energy of order
√
x yields the scaling
xmin ∼ µ−2/3 (D.6)
whereas the usual perturbation methods at all the orders [348] or of iteration
[349] are unable to reproduce this scaling (D.6). Within the framework of the
replica variational method, the result (D.6) requires a replica symmetry breaking
[259, 131].
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Another important property of the model is its ‘ statistical tilt symmetry’
also present in other models with random fields. This symmetry implies remark-
able identities [326] for disorder averaged of thermal cumulants of the position,
that are summarize by
ln < e−λX > = T
λ2
2µ
(D.7)
This identity on the generating function shows that the second cumulant is
simply
< x2 > − < x >2 = T
µ
(D.8)
and that the disorder averages of all higher cumulants actually vanish! At low
temperature, the result (D.8) implies that the thermal fluctuations are related
to the presence of metastable states in rare samples [326]. The renormaliza-
tion allows in particular to study this phenomenon quantitatively, as explained
below.
D.2.2 Results on the statistics of the minima
At T = 0, the particle is at the minimum xmin of the random potential (D.4).
The final state Γ =∞ of the renormalization procedure [233] allows to find that
the distribution of xmin over the samples is, in agreement with [159, 147]
P]−∞,+∞[(x) = g(x)g(−x) (D.9)
and the auxiliary function
g(x) =
∫ +∞
−∞
dλ
2π
e−iλX
aAi(biλ)
(D.10)
with the notations a = (µ/2)1/3 and b = 1/a2.
The probability that a sample presents two almost degenerate minima, lo-
cated at positions x1 and x2, with an energy difference δE = ǫ → 0, can be
written as
D(ǫ, x1, x2) = ǫg(−x1)d(x2 − x1)g(x2) +O(ǫ2) (D.11)
in terms of the function g (D.10) and the function
d(y) = a
∫ +∞
−∞
dλ
2π
eiλy
Ai′(iBλ)
Ai(ibλ)
(D.12)
The probability of having two minima separated by a distance y > 0 is thus
D(y) =
∫ +∞
−∞
dx1 lim
ǫ→0
(D(ǫ, x1, x1 + y)
ǫ
)
= Bd(y)
∫ +∞
−∞
dλ
2π
e−iλy
Ai2(IBλ)
(D.13)
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In particular, the computation of the second moment yields∫ +∞
0
dyy2D(y) =
1
µ
(D.14)
The contribution of the samples with two nearly degenerate minima to the
second thermal cumulant of the position (D.8) can be estimated at first order in
temperature as follows : the two minima have for respective Boltzmann weights
p = 1
1+e−βǫ
and (1−p) = e−βǫ
1+e−βǫ
. The variable (x− < x >) is thus (1−p)(x1−x2)
with probability p and p(x2 − x1) with probability (1− p). The average yields
< (x− < x >)2 > = p(1− p)(x1 − x2)2 (D.15)
=
∫ +∞
−∞
dx1
∫ +∞
x1
dx2
∫ +∞
−∞
dǫD′(ǫ = 0, x1, x2) e
−ǫ/T
(1 + e−ǫ/T )2
(x2 − x1)2
= T
∫ +∞
0
dyD(y) (D.16)
Using (D.14), one then obtains the exact result (D.8). This shows that the
thermal fluctuations at low temperature are entirely due to the metastable states
which exist in some rare samples. In particular, the susceptibility
χ ≡ 1
T
(
< x2 > − < x >2) (D.17)
has a finite average at zero temperature
χ =
1
µ
(D.18)
but only the samples with two nearly degenerate minima actually contribute to
this average value, because the typical samples with only one minimum have a
susceptibility which vanish at zero temperature.
Similarly, the even moments of the relative position (x− < x >) behaves in
the following way at low temperature
< (x− < x >)2n > = T
n
∫ +∞
0
y2nD(y) +O(T 2) (D.19)
in term of the functionD(y) defined in (D.13). The comparison with the identity
(D.7) shows that there are many terms which cancel in the disorder averages of
thermal cumulants.
D.2.3 Results on the statistics of the largest barrier
The time teq necessary to reach equilibrium is directly related to the largest
barrier Γmax = t ln teq existing in the sample. More precisely, the probability
161
P(teq < t) that the system has already reached equilibrium at time t, corre-
sponds to the probability that there remains only one renormalized valley at
scale γ = T ln t: it is a function of the scaling variable γ
P(teq < t) = Φ
(
γ ≡
(µ
2
)1/3
T lnT
)
(D.20)
The function Φ has the following explicit expression in terms of Airy functions
[233]
Φ (γ) =
∫ +∞
−∞
dλ
2π
1
Ai2(iλ)
e−2
∫
+∞
0
dfψ˜γ(f,λ) (D.21)
ψ˜γ(f, λ) =
Ai(f + γ + iλ)
πAi(f + iλ) [Ai(f + iλ)Bi(f + γ + iλ)−Bi(f + iλ)Ai(f + γ + iλ)]
This result yields directly by derivation the probability distribution of the
scaling variable γ =
(
µ
2
)1/3
Γmax for the largest barrier Γmax existing in the
sample
Pmax(γ) =
d
dγ
Φ (γ) (D.22)
The asymptotic behaviors of this distribution are as follows
Pmax(γ) ≃
γ→∞
9
4
√
π
2
γ5/4e−
3
2γ
3/2
(D.23)
Pmax(γ) ≃
γ→0
6ζ(3)
γ4
e
−2 ζ(3)
γ3 (D.24)
where ζ(n) is the Riemann zeta function.
E Comparison with some growth models with-
out disorder
The strong disorder RG rules discussed in Section 3 have actually a close re-
lationship with some growth models, which were introduced in a completely
independent way. These geometrical growth models describe a collection of in-
tervals on the line which evolve by an iterative transformation on the smallest
interval remaining on the line. The various rules that have been considered are
the following :
(i) in the “cut-in-two model ”[121], the smallest interval is eliminated and
gives one half of its length to each one of these two neighbors. This model thus
introduces correlations between the neighboring intervals and has been studied
numerically [121].
(ii) in the “paste-all model ”[121], the smallest interval is eliminated and
gives all its length randomly to the one of these two neighbors drawn in an
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equiprobable way. This model does not introduce correlations between the
neighboring intervals, and the invariant distribution of lengths has been com-
puted [121].
(iii) in the “instantaneous collapse model ”[315], the smallest interval is elim-
inated with its two neighbors to form one new interval l = l1 + l2 + l3. This
model actually describes the effective dynamics at large time of the unidimen-
sional scalar field which evolves according to a Ginzburg-Landau equation at
zero temperature [281, 315]. This model thus aroused a great interest as a sol-
uble model of coarsening. The exact results concern the invariant distribution
of the lengths [315], the persistence exponent [70] which characterizes the auxil-
iary variable d′ = d1+d3, the autocorrelation exponent [71] which characterizes
the auxiliary variable q′ = q1 − q2 + q3 and finally the generalized persistence
exponent[249] which characterizes the auxiliary variable m′ = m1 + pm2 +m3
with a parameter p. The only technical difference with the strong disorder RG
rules presented before is that, in these growth models, it is the length which is
the main variable that determines the renormalization, whereas in disordered
models, the length is only an auxiliary variable, the main variable that defines
the dynamics being a disorder variable. This explains the analytical differences
between the solutions for the fixed points and the exponents in the two types
of models.
From a physical point of view, this example shows that a dynamics without
intrinsic disorder, starting from a random initial condition, can be controlled, in
a certain sense, by an ‘infinite disorder ’ fixed point. More recently, another pure
dynamical model starting from a random initial condition involving diffusion and
annihilation of multi-species was shown to be described also by some RG of the
Ma-Dasgupta type [113].
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