Introduction
This paper proposes a methodology to calibrate the level of the 'cap' of the countercyclical capital buffer (CCyB) using market-based stress tests. The main objective of the CCyB is to strengthen the resilience of the banking system by increasing banks' capital buffers during periods of rising systemic risk, thereby supporting the flow of credit during periods of financial stress.
1 For this purpose, macro-prudential authorities need banks to meet a sufficiently prudent level of capital during challenging macro-financial conditions. This is achieved by requiring the build-up of a cyclical capital add-on during strong credit expansions that can be released to offset the expected reduction in capital buffers once the economy enters a period of challenging macro-financial conditions.
The internationally agreed magnitude of the CCyB ranges from 0 to 2.5 per cent of riskweighted assets (BCBS, 2010) . The somewhat arbitrary cap of 2.5 per cent of risk-weighted assets has been a point of debate with some jurisdictions indicating that they may choose to set a cyclical capital add-on in excess of this cap if necessary (BCBS, 2017) . Nevertheless, international reciprocity arrangements to ensure a level playing field between domestic and foreign bank lending cap the mandatory reciprocity at 2.5 per cent of risk-weighted assets.
This study proposes a novel methodology to calibrate the CCyB in a more formal manner using market-based stress tests. This methodology can be used both to calibrate the magnitude of the cap of the CCyB as well as to select indicators of macro-financial conditions. In particular, we show how to calibrate the magnitude of the cyclical capital add-on for a given level of risk tolerance of the macro-prudential authority using market-based stress tests.
Our method starts with estimating a point-in-time prudential capital ratio using marketbased stress tests. This level is set such that the possibility of banks' capital ratios breaching some minimum in the event of a severe system-wide shock is contained within a certain
1 The BCBS (2010) states the main objective as "the aim is to ensure that the banking sector in aggregate has the capital on hand to help maintain the flow of credit in the economy without its solvency being questioned, when the broader financial system experiences stress after a period of excess credit growth" while " [a] side benefit of operating the buffer (...) is that it may lean against the build-up of excess credit in the first place." permissible failure probability. This point-in-time prudential capital ratio depends on the risk tolerance of the macro-prudential authority along two dimensions. The first dimension is the severity of the system-wide shock that the authority considers, with more severe scenarios corresponding to a smaller likelihood that the system-wide shock materializes. The second dimension is the permissible failure probability if the system-wide shock were to materialize, with a smaller permissible failure probability corresponding to a higher confidence in the stability of banks when the shock occurs.
The estimation methodology of the point-in-time prudential capital ratio is constructed from three important contributions in the systemic risk literature. First, it relies on Brownlees and Engle (2017) , who model the dynamic relationship between the returns on individual bank stocks and stock market indices in the context of market-based stress tests. Second, the methodology relies on the exposure CoVaR concept of Adrian and Brunnermeier (2016) , which measures the maximum loss of an institution conditional upon a system-wide shock with a certain level of confidence. Third, the methodology relies on an adjusted version of the methodology of Acharya et al. (2014) to translate systemic risk measures into prudential capital ratios. We show how these three contributions, when fit together, can be used to estimate a point-in-time prudential capital ratio that safeguards the resilience of banks for system-wide shocks with a certain confidence level.
This point-in-time prudential capital ratio may be time-varying because of a variety of reasons. One reason is that the impact of a system-wide shock on any given bank could be smaller when the initial fundamentals are strong. For example, an unemployment shock may have less impact on banks' mortgage portfolios in periods with stable house price growth and low average loan-to-value ratios (Elul et al., 2010) . Another reason is that financial institutions may build up more risks in their balance sheets when volatility is low (Brunnermeier and Sannikov, 2014) . A further reason is that larger shocks may be more likely in an environment of weak initial fundamentals and high levels of overall uncertainty. To summarize, potential losses vary over time and so does the point-in-time prudent level of Potential loss due to a severe system-wide shock during favorable macro-financial conditions Expected change in potential loss during a transition
Expected erosion of the capital ratio during a transition
Point-in-time prudent capital ratio when ignoring a future transition to challenging macro-financial conditions capital.
To ensure the resilience of the banking system, the macro-prudential authority needs banks to meet their point-in-time prudential capital ratios in the period after a strong credit expansion. This requires banks' capital buffers to be sufficiently high when approaching the end of a credit expansion. To achieve this, the macro-prudential authority sets a cyclical capital add-on that must account for two factors ( Figure 1 ). The first factor is the aforementioned time-variation in potential losses, which could increase the point-in-time prudential capital ratio during a transition to challenging macro-financial conditions. The second factor is that the transition from a strong credit expansion to a challenging macro-financial environment may be associated with a reduction in the net worth of banks and a corresponding erosion in bank capital. The cyclical capital add-on indicated in Figure 1 combines both factors to ensure that banks meet the point-in-time prudential capital ratio after a transition in macro-financial conditions.
To estimate the necessary magnitude of the cyclical capital add-on at the end of a credit expansion, we construct a time series of the difference between banks' actual capital ratios and the point-in-time prudential capital ratio. The difference between the two reveals the 4 evolution of capital that banks maintain above the prudent level of capital. We use regression analysis to estimate the expected decline in this buffer during a transition from a credit expansion to a challenging macro-financial environment. These estimates reveal the magnitude of the cyclical capital add-on that is necessary at the end of a credit expansion to maintain capital ratios above the point-in-time prudential capital ratio after the transition to a challenging macro-financial environment.
Empirically, we apply our methodology on data for large banks and macro-economic aggregates in six advanced economies. In our sample, the indicators based on the credit-to-GDP ratio and house prices perform relatively well as indicators of macro-financial conditions when compared to the bank-credit-to-GDP ratio. Given a statutory pre-announcement period of 12 months for any increases in the CCyB, our estimates suggest that the cyclical capital add-on may have to offset a decline in the capital buffer of around 1.4 per cent of total assets when the macro-prudential authority uses a naive forecast of future macrofinancial conditions. The estimates further suggest that the magnitude of this buffer may potentially increase to up to 1.6 to 1.7 per cent of total assets if the authority could perfectly forecast macro-financial conditions. Sensitivity analysis shows that these estimates are not very sensitive to a variety of changes in our baseline methodology.
All of the aforementioned estimates are conditional upon an explicit calibration of the risk tolerance of the macro-prudential authority. This calibration aims at banks not breaching the minimum capital ratio with a 95 per cent confidence level after a six-month system-wide stress scenario that occurs on average every 10 years. One could easily imagine that, in practice, the risk tolerance of a macro-prudential authority could deviate in terms of the confidence level that banks' capital ratios remain above the minimum, the severity of the system-wide shocks or the length of those shocks. The methodology proposed in the present paper is flexible in the sense that it is straightforward to make adjustments to allow for reasonable alternative levels of risk tolerance.
The academic literature generally provides two rationales for implementing the CCyB.
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The first rationale is that static risk-based capital requirements can have a mechanistical procyclical effect on credit supply because such requirements are more constraining in economic downturns due to fluctuations in risk (Kashyap and Stein, 2004; Catarineu-Rabell et al., 2005; Saurina and Trucharte, 2007; Repullo and Suarez, 2012) or negative shocks to bank capital (Repullo, 2013; Moyen and Schroth, 2017) . The second rationale is that the CCyB may counterbalance pecuniary externalities that exacerbate fluctuations in the credit supplyà la Lorenzoni (2008) , Bianchi (2011) and Dávila and Korinek (2017) . For example, the model of Gersbach and Rochet (2017) suggests that banks may lend too much in favorable macro-financial conditions, because individual banks do not internalize the positive impact of their own lending on asset prices. Banks in the model of Malherbe (2015) lend too much during periods of strong credit expansion, because they do not internalize the positive impact of their lending on the credit risk exposure of other banks increasing the overall credit supply. In these models, the implementation of a countercyclical capital buffer increases aggregate output and social welfare.
The macro-prudential authority follows a clear policy rule in our framework, i.e., maintaining the probability of breaching some minimum capital ratio in the event of a severe system-wide shock within a certain permissible failure probability. The benefit of such a rule is that it closely follows the regulatory objective, which is maintaining the credit flow while the financial system experiences stress after a period of excess credit growth. Moreover, it requires the macro-prudential authority to explicitly specify the level of risk tolerance for breaches of the minimum as well as the severity of the potential financial stress in terms of the probability that the shock may materialize. A disadvantage is that the policy rule has a relatively ad-hoc nature and follows only in a rather indirect manner from the aforementioned economic theory on macro-prudential capital requirements.
Three immediately relevant issues for the implementation of the CCyB are the selection of indicators to measure macro-financial conditions, the calibration of the (maximum) magnitude or 'cap' on the cyclical capital add-on, and the best timing for phasing-in the capital add-on. Our methodology focuses on the selection of macro-financial indicators for the CCyB as well as the calibration of the magnitude of the cap on the CCyB, but provides less information on the best timing for phasing-in and release of the cyclical capital add-on.
Policy makers and scholars generally recommend using multiple approaches to address issues related to the the calibration of the CCyB; see, e.g., Bennani et al. (2017 ), Federal Reserve Board (2016 and Bank of England (2016) . Broadly speaking, these approaches can be classified into three largely complementary categories, with each category having its own merits.
The first approach is based on early warning models of banking crises or the build-up of macro-economic vulnerabilities; see, e.g., Behn et al. (2013) , Anundsen et al. (2016), Brave and and Tölö et al. (2018) . The rationale is that indicators that perform well as an early warning signal are better suited to signal the need for additional capital buffers before a banking crisis occurs.
The second approach relies on general equilibrium models with an explicit role for bank capital. After calibration or estimation, such a model may be used to assess the impact for different rules for the CCyB; see, e.g., Angelini et al. (2014) , Clerc et al. (2015) and Carrasco-Gallego and Rubio (2018) . Therefore, it may provide guidance on how to operate the CCyB while targeting an explicit objective, such as maximizing social welfare or reducing the volatility of credit supply.
The third approach relies on regulatory stress tests of the banking system; see, e.g., Bennani et al. (2017) and Anderson et al. (2018) . This approach relies on a stress test model for the banking sector, which could potentially incorporate feedback effects to the macroeconomy. Such a model is then used to assess how a counterfactual level of bank capital would alter the impact of adverse stress scenarios on the banking sector and the economy. The methodology proposed in the present paper fits best in this stress test category. However, our methodology relies on market-based stress tests instead of regulatory stress tests.
There are both advantages and disadvantages of relying on market-based stress tests 7 in the context of calibrating the CCyB when compared to regulatory stress tests. The primary advantages are the low cost and data requirements. For this reason, it is relatively straightforward to construct a historical time series by implementing market-based stress tests in a retroactive manner. Moreover, market-based stress tests rely on market-based capital ratios, which may better reflect the forward-looking nature of the theoretical concept of banks' net worth used in most of the academic literature underpinning the CCyB, while regulatory definitions of capital often rely on historical cost accounting (Flannery, 2014; Sarin and Summers, 2016) . Finally, by reflecting the views of market participants, marketbased stress tests can provide an indication of market participants' decisions, such as their willingness to roll-over bank funding in times of stress. Moyen and Schroth (2017) explicitly model some of the difficulties that arise when the regulator relies on a more backward-looking concept of regulatory capital ratios, while the willingness of market participants to provide funding to a bank depends on its net worth, which also depends on its future performance.
There are also disadvantages of relying on market-based stress tests vis-à-vis regulatory stress tests. Some factors that influence market prices, such as changes in global risk premia, may only be partially relevant for assessing the stability of financial institutions (Cochrane, 2011) . In our empirical framework, we try to partially address this issue by adding control variables in our regressions. Moreover, regulatory stress tests may also provide a more granular view since they can be based on confidential information. They may also be better at identifying the impact of different channels of shock propagation, such as common exposures, fire sales or network effects (Gauthier et al., 2014) . These channels can be hard to disentangle when solely relying on market information. Nevertheless, this concern bears less relevance in the present context, because it is more the evolution of system-wide risk rather than the underlying sources that is important for the calibration of a relatively broad instrument such as the cyclical capital add-on.
The remainder of the paper is organized as follows. Section 2 explains the regression model that will be used to derive the cap on the CCyB once the point-in-time prudential capital ratio is estimated. How this point-in-time prudential capital ratio is estimated using market-based stress tests is explained in Section 3. Section 4 discusses the data used in our regression models. Section 5 presents the main results with the aforementioned estimates of the cap on the CCyB based on several indicators of macro-financial conditions. Section 6 reports results based on several variations in our methodology, such as different calibrations of the minimum capital ratio, estimates based on the pre-crisis period, and alternative specification of macro-financial indicators.
Empirical Approach
The main objective of the CCyB is to strengthen the resilience of the banking system by increasing banks' capital buffers during periods of rising systemic risk, thereby supporting the flow of credit during periods of financial stress. The starting point of our methodology is that, to pursue this objective, the macro-prudential authority has to ensure that banks' capital ratios are sufficiently high to withstand system-wide shocks when macro-financial conditions are weak. This is achieved by requiring a cyclical capital add-on in favorable macro-financial conditions, which offsets the expected increase in risk and the reduction in banks' capital ratios once the economy enters a period of challenging macro-financial conditions.
Let the estimate of the point-in-time prudential capital ratio for bank i, from a macroprudential authority's point of view, be denoted as k * i,t . The level of k * i,t is defined as the capital ratio that contains the probability of the bank breaching some minimum ratio in the event of a severe system-wide shock occurring at time t within a certain permissible failure probability. The method to estimate the level of k ratio, can be calculated as
The capital buffer B i,t may decline during a transition from favorable to challenging macro-financial conditions because of two factors (Figure 1 ). The first factor is that the point-in-time prudential capital ratio, k * i,t , can be different in a period of challenging macrofinancial conditions. Such a change could be the consequence of the build-up of vulnerabilities resulting in higher credit risk and an increasing impact of system-wide shocks on banks. The second factor is a decrease in the level of the actual capital ratio, k i,t . This can, for example, be a result of weaker macro-financial conditions being associated with lower bank earnings because of new business and credit losses. Even if profit remains positive, this can result in an erosion in the capital ratio when the balance sheet tends to grow.
To assess the relationship between potential indicators of macro-financial conditions for the CCyB and the capital buffer B i,t , we estimate the following model
where I c,t represents the potential indicator of macro-financial conditions in region c. The coefficient β measures the average sensitivity of the capital buffer to the macro-financial indicator, while holding constant the other right hand side variables in the regression. The bank-specific variables X i,t are included to control for changes related to bank business models over time. The Z c,t stands for region-specific macro-economic state variables that may affect the capital buffers of banks, but whose impact on banks' capital buffers should not be accounted for in the cyclical capital add-on. The fixed effects denoted by α i and α t control for permanent differences in B i,t across banks as well as time-variation in B i,t due to global factors. The ε i,t captures the usual error term as well as estimation uncertainty in the dependent variable.
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Coefficientβ allows us to estimate the expected erosion of banks' capital buffers as the indicator of macro-financial conditions drops from its peak to trough level, while holding the control variables constant, as
If coefficientβ is statistically indistinguishable from zero, then the null hypothesis that a transition from favorable to challenging macro-financial conditions -as measured by indicator I t -is irrelevant for banks' capital buffers. If we find a significant coefficientβ instead, then the transition from favorable to challenging macro-financial conditions as measured by indicator I t is associated with a statistically significant erosion in banks' capital buffers.
The CCyB is meant to safeguard the resiliency of the banking system when macrofinancial conditions are weak (i.e., when I t is low). Given the risk tolerance of the macroprudential authority, this can be achieved by ensuring that banks' capital ratios equal at least k * i,t when macro-financial conditions are weak. In order to do so, the macro-prudential authority must take into account that the transition from favorable to challenging macrofinancial conditions is expected to be associated with an erosion of banks' capital buffers equal to C * in Eq. (3). To account for this fact, the capital ratio before a transition to challenging macro-financial conditions (i.e., when I t is still high) needs to be at least k * i,t + C * ( Figure   1 ). In other words, C * can be interpreted as the level of the CCyB that is necessary to offset the expected reduction in banks' buffers once the economy enters a period of challenging macro-financial conditions.
in our tables; see, e.g., Hausman (2001) .
Point-in-Time Prudential Capital Ratio
Estimating the model in Eq. (2) requires observing the level of banks' capital buffers, which critically depends on the point-in-time prudential capital ratio k * i,t . The point-intime prudential capital ratio is defined as the capital ratio that contains the probability of breaching the minimum in the event of a severe system-wide shock within a certain permissible failure probability. In this section, we show how we implement a market-based stress test to estimate the point-in-time prudent level of bank capital k * i,t . This methodology relies on combining features of the approaches proposed in Acharya et al. (2014), Adrian and Brunnermeier (2016) and Brownlees and Engle (2017) .
As in Acharya et al. (2012) and Brownlees and Engle (2017) , the macro-prudential authority is concerned about a potential capital shortfall relative to some minimum capital ratio k at time t + h. The level of k could, for example, correspond to a market-based capital ratio that, when breached, is believed to be associated with substantial default risk or a serious disruption in credit provision due to financial distress. Although alternative choices of k obviously results in level-shifts in the point-in-time prudential capital ratio, it will turn out that it has very little impact on our results regarding the CCyB, which depend more on the time-variation in the point-in-time prudential capital ratio. 3 While assuming a fixed level of bank debt D it , the capital shortfall is defined as
where M V i,t+h is the market value of bank i's common stock at time t + h, R i,[t;t+h] denotes bank i's stock return between t and t + h, and A i,t+h denotes the quasi-market value of the bank's assets, which is measured as the sum of the market value of common stocks and the book value of all other liabilities.
The intermediate step is to derive the hypothetical capital ratio that avoids a capital shortfall given some simulated path of the future stock return R i, [t,t+h] . One can derive the initial level of the capital ratio that results exactly in a zero capital shortfall after dividing both sides of Eq. (4) by A i,t and reordering. This level equals
where 
One potential assumption is that the future stock return path is independent of the bank's initial capital position, i.e., R i,
however, would theoretically imply that a hypothetical bank with a twice as high initial capital ratio k 0 i,t and further identical in every other respect, would also experience shocks to the value of its assets that are twice as high. Moreover, such an assumption would neglect the well-known stylized fact that an increase in equity financing is associated with a reduction in the volatility of stock returns, and vice versa. Instead, we account for the leverage effect in stock returns by using a simple theoretical approximation, which imposes the constraint that the market-value of the bank's assets is independent of the bank's initial capital ratio. When assuming a fixed return on bank debt, this implies that the future stock return path of a bank with some hypothetical capital ratio
where R f, [t;t+h] is the level of the return on bank debt. 5 Substitution of Eq. (6) into Eq. (5) allows us to calculate for any simulated stock return R i,[t;t+h] the initial capital ratio that results exactly in a zero capital shortfall.
The next step is to estimate the level of capital necessary to avoid a capital shortfall given the maximum loss on a bank's stock that will not be exceeded within a certain confidence level in the event of a severe system-wide shock. This maximum loss is conceptually comparable to the 'exposure CoVaR' measure of Adrian and Brunnermeier (2016) , which is the maximum loss on the bank's stocks within a certain confidence level in the event of a severe systemwide shock. In particular, to calibrate the level of the prudential capital ratio, we rely on the concept of a 'long-run exposure CoVaR,' LRCoV aR q i,t (p), which is implicitly defined as
where LRV aR s,t (q) denotes the 'long-run value-at-risk' of the system, i.e., LRV aR s,t (q) := − sup{b : Pr R s,[t;t+h] ≤ b ≤ q}, and where R s, [t;t+h] denotes the stock return of the system.
The definition in (7) adopts the terminology of Adrian and Brunnermeier (2016) , except for the phrase 'long-run', which indicates that it measures risk over a longer horizon of h periods. Another subtle difference is that the definition in (7) focuses on the loss in the system exceeding its long-run value-at-risk, as opposed to matching it exactly, as suggested by, e.g., Girardi and Ergün (2013) . For example, the long-run exposure CoVaR represents the maximum percentage loss on the bank's stock with a 95 per cent confidence level in the 5 The assumption that the market value of the bank's assets will be the same holds both at time t and at time t + h. This implies that the return on the bank's assets is the same across the two firms. Eq. (6) is obtained from equating the return on total assets for two different levels of leverage as k [t;t+h] , where R f, [t;t+h] is the given return on bank debt. Modigliani and Miller (1958) derive one set of conditions under which this holds true. Note that the level of SRISK (Acharya et al., 2012; Brownlees and Engle, 2017) is not affected by the relationship in Eq. (6), because it is directly calculated from Eq. (4). 14 5 per cent worst system-wide scenarios if p = q = 0.05.
The final step to estimate the point-in-time prudential capital ratio k * i,t is to calculate the capital ratio that results in a zero capital shortfall for R i,[t;t+h] = −LRCoV aR q i,t (p). This gives the point-in-time prudent level of capital k * i,t that contains the probability of a breach of a minimum ratio k in the event of a severe system-wide shock at time t within a permissible failure probability p as
This equation shows how the point-in-time prudential capital ratio based on permissible failure probabilities can be obtained using market-based stress tests by combining the methodologies of Acharya et al. (2012 Acharya et al. ( , 2014 , Brownlees and Engle (2017) and Adrian and Brunnermeier (2016) . An important element in Eq. (8) is the long-run exposure CoVaR and the next subsection explains how simulations based on the model of Brownlees and Engle (2017) can be used to estimate this component.
Estimation of long-run exposure CoVaR
The estimation of the long-run exposure CoVaR requires modelling the bank's stock return and the return of the system. For this purpose, we follow the approach of Brownlees and Engle (2017, Appendix A.1) to statistically model the daily bivariate return process
, R s,[t−1;t] using a GARCH-DCC model. This approach allows for time variation in the correlation structure by relying on the DCC model of Engle (2002) , while it allows for the leverage effect and volatility clustering in stock returns by relying on the GJR-GARCH model of Glosten et al. (1993) .
Before statistically modelling the return process R i,[t−1;t] , R s, [t−1;t] , it is necessary to construct the series with the returns on the banking system R s, [t−1;t] . Since the focus of the CCyB is on the domestic level, we will focus on system-wide risks in local banking systems.
Following López-Espinosa et al. (2012), we construct the return of the banking system for each bank as the weighted average stock return of all other banks. Formally, for each bank i, we calculate the return of the banking system at each time t as
For each bank i, the parameters of the GARCH-DCC model are estimated for the return 
Comparing approaches
The point-in-time prudential capital ratio in Eq. (8) deviates from that in Acharya et al.
(2014) in two respects. The first difference is that the prudential capital ratio in Eq. (8) explicitly accounts for the leverage effect in stock returns. Failing to account for the leverage effect may result in large spikes in the prudential capital ratio whenever volatility increases as a consequence of an increase in leverage. This is illustrated for Canadian banks in Figure   2 , panel (a) . The figure reports the average point-in-time prudential capital ratio both without and with accounting for the leverage effect. The figure shows that accounting for the leverage effect does substantially reduce the time-variation in the point-in-time prudential capital ratio. Hence, even though this may be less relevant for a cross-sectional analysis as in Acharya et al. (2014) , accounting for the leverage effect is important in the time-dimension.
The second difference is that the point-in-time prudential capital ratio in Eq. (8) aims at avoiding a breach of the minimum capital ratio with a given permissible probability, instead of aiming at a zero capital shortfall on expectation. Note that a zero capital shortfall on expectation will be the result of averaging over outcomes with capital shortfalls and surpluses, and is therefore not necessarily informative on the likelihood that the minimum capital ratio will be breached in the event of a severe system-wide shock. Nevertheless, if preferred, it is still possible to calibrate the level of the prudential capital ratio aiming at a zero CS i,t+h on expectation. This can be achieved by simply replacing the LRCoV aR q i,t (p) in Eq. (8) by the long-run marginal expected shortfall. Figure 2 , panel (b) illustrates the difference by reporting the point-in-time prudential capital ratios of Canadian banks based on both a zero expected shortfall approach and an approach using an admissible failure probability of 5 per cent (both including the correction for leverage). The main difference is that the prudential capital ratios based on the maximum loss given the admissible failure probability is about 2 percentage points higher than that based on the expected loss. Moreover, the prudential capital ratio based on the admissible failure probability shows slightly more changes stemming from time-variation in the estimated (conditional) tail risks of banks.
Data
In this study, we collect data for macro-economic aggregates and large banks in the following six advanced economies: Australia, Canada, the euro area, Japan, the United Kingdom and the United States. The baseline analysis concerns the 26-year period from 1990Q1 until 2016Q4. The total sample includes 7,474 bank-quarter observations covering the list of banks provided in Appendix A. The list is intended to cover the major banks in the respective economies for which we have at least 40 bank-quarter observations for the variables in our regressions. 6 Descriptive statistics are reported in Table 1 .
At the end of each quarter, we estimate the point-in-time prudential capital ratio, k * in the extent to which buffers are restored to pre-crisis levels after the financial crisis when comparing, for example, the euro area and the US.
For the macro-financial conditions, we consider three indicators that are popular in the literature as an illustration: the credit-to-GDP ratio, the bank-credit-to-GDP ratio and residential real estate prices, which we refer to as 'house prices' going forward (Drehmann et al., 2011; Schularick and Taylor, 2012; Anundsen et al., 2016) . Quarterly time series are obtained from the Bank of International Settlements. For the sake of consistency, we construct two series for each indicator of macro-financial conditions in our baseline results.
The first series contains the values of the year-on-year growth rates. The second series ranges from zero to one based on how the current level of the year-on-year growth rate compares to a 12-year backward-looking window ('rolling-window percentiles'). In the sensitivity analysis, we also consider some other popular series such as the credit-to-GDP gap and real credit growth with relatively little impact on the main results.
As an explorative analysis, we calculate simple correlation coefficients between the market-based capital buffer and each of the indicators of macro-financial conditions after demeaning those variables at the level of the institution. These correlations, which are re- The charts show the median market-based capital buffer of banks, B i,t , for each advanced economy in our sample. The values are estimated from Eq. (8) while assuming that the prudential authority aims at avoiding breaches of a minimum capital ratio of 4.5 per cent of total assets with a confidence level of 95 per cent for each bank after the 5 per cent worst system-wide shocks over the next six months (i.e., k = 0.045 and p = q = 0.05 and h = 130). The period for the euro area starts with the introduction of the euro in 1999.
ported in Table 2 , suggest that the capital buffers tend to be higher when macro-financial conditions are stronger. The correlations are strong and positive as they peak above 0.40 for each of the three indicators of macro-financial conditions. Moreover, the correlations of the rolling-window percentiles of the indicators with the capital buffer are of a similar order of magnitude, which is important for overcoming practical difficulties when implementing the capital buffer. Nevertheless, the timing differs across the three indicators: The correlation with house price growth peaks when house price growth is used as a leading indicator of the capital buffer, while the correlation with the credit aggregates tends to be stronger as a 20 lagging indicator.
The macro-economic controls aim to capture variation in the market-based capital buffers based on standard business cycle variation in bank performance (Albertazzi and Gambacorta, 2009; Bolt et al., 2012) , as well as changes in discount rates and risk premia in financial markets (Cochrane, 2011) . The macro-economic controls include the year-on-year real economic growth rate, the unemployment rate, the inflation rate, the stock market return, the shortterm interest rate and the slope of the yield curve. All these data are obtained at a quarterly frequency from the OECD.
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The bank-specific controls aim to capture variation in market-based capital buffers due to gradual changes in their business models (Van Oordt and Zhou, 2018; Köhler, 2015) . These control variables include proxies of the traditionality of the bank's business model, such as the level of the non-interest-income-share, the size of the loan portfolio as a percentage of total assets, as well as a liquid-assets-to-total-assets ratio. Moreover, proxies of banks' funding profiles included in the regressions are the accounting-based equity-to-assets ratio and the deposit funding gap, measured as the difference between the loans and deposits as a percentage of total assets. Finally, as a measure of bank size, we include the bank's asset share in the banking system as well as the Herfindahl index calculated from the amount of total assets to control for time-variation in banking concentration. These bank-specific controls are based on the banks' annual reports as recorded in Thomson Reuters Datastream.
Results
We first estimate the model in Eq. (2) without macro-economic variables to control for standard business cycle variation in the market-based capital buffer. This first set of estimates also excludes time dummies to control for global factors. Table 3 conditions. When using the value of the growth rates, this difference is calculated as the difference between the 90th percentile and the 10th percentile of the indicator reported in Table 1 . When using the rolling-window percentiles, this difference simply is set at 0.80 (i.e., 0.90 minus 0.10).
The implied magnitude of the cyclical capital add-on without controlling for standard business cycle variation in the market-based capital buffer in Table 3 ranges from 2.7 to 2.9 per cent of total assets when based on the credit-to-GDP ratio. The magnitude is similar, with a range from 2.8 to 3.1 per cent, when based on house prices. Based on the bankcredit-to-GDP ratio, the cyclical capital add-on is around 2.1 per cent of total assets. Note, however, that a significant fraction of the estimated cyclical add-on may be the consequence of standard business cycle risks, while the CCyB is not intended to be used as a cushion for standard business cycle variation (BCBS, 2010 (BCBS, , 2017 .
When controlling for standard business cycle variation, the coefficients are substantially smaller. Table 4 shows the results while including the macro-economic control variables and time dummies. The implied magnitude of the cyclical capital add-on based on the 22 credit-to-GDP ratio ranges from 1.4 to 1.7 per cent of total assets. Those based on the bank-credit-to-GDP ratio are around 0.6 per cent of total assets. However, coefficients based on the bank-credit-to-GDP ratio turn out to have a lower level of overall significance, suggesting that this is not a great indicator to calibrate the CCyB in our sample. Finally, the indicators based on house prices suggest a coefficient in the range from 1.0 to 1.6 per cent of total assets.
A practical issue with the implementation of the cyclical capital add-on is that the macroprudential authority has to pre-announce increases in the CCyB to give financial institutions a sufficiently long period to react. In general, the length of the pre-announcement period for increases in the CCyB is set at 12 months. Hence, to effectively implement the CCyB, the macro-prudential authority has to set its policy based on a forecast of macro-financial conditions 12 months ahead. In this context, the estimates in Table 4 can be considered as representing the ideal situation where the macro-prudential authority has the ability to perfectly forecast the values of macro-financial indicators after the pre-announcement period. For the credit aggregates, the coefficients are somewhat smaller when regressing on macrofinancial conditions 12 months earlier. In particular, while the overall credit-to-GDP ratio remains statistically significant at the 1 per cent significance level, the bank-credit-to-GDP ratio loses its overall statistical significance in Table 5 . Nevertheless, the credit-to-GDP ratio may still justify a cyclical capital add-on of 1.0 per cent of total assets. Shifting to indicators of macro-financial conditions 12 months earlier does not affect the results too much when the macro-prudential authority relies on house prices, suggesting a cyclical capital add-on of around 1.4 per cent of total assets. Overall, these results are in line with the pattern in the correlations in Table 2 , where the indicators based on house prices tend to lead the market-based capital buffer, while those based on credit aggregates tend to lag in our sample.
6 Sensitivity Analysis Tables 6 and 7 summarize the results for several deviations in our baseline calibration and methodology. For brevity, we report only the estimated coefficient, its standard error and the implied cyclical capital add-on in Table 6 . Unless mentioned, the methodology of the results shown is equivalent to the methodology used to obtain the estimates in Table 4 .
Minimum capital ratio
The point-in-time prudential capital ratio k * i,t depends on the calibration of the minimum level of capital k. Table 6 , panels (a) and ( Table 4 shows that such a level-shift has very little impact on the estimated magnitude of the cyclical capital add-on, which depends more on the variation over time.
Sample period
For some banks we have data available in the decade before 1990. However, the composition of the panel strongly changes in this earlier period, with the number of banks in our sample increasing over the period [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] . Adding these additional observations from the 1980s to the sample does not have a large impact on the results, as shown in Table 6 , panel (c).
Most of the policy debate around the CCyB occurred in the aftermath of the 2007-09 financial crisis. Moreover, some papers document challenges to generate accurate outof-sample predictions of the simultaneous recession using credit aggregates (Gadea Rivas and Perez-Quiros, 2015; Kiley, 2018) . Hence, it may be interesting to verify whether the methodology suggests any significant cyclical capital add-on based on only observations before the 2007-09 financial crisis. Table 6 , panel (d), shows the results based on estimates using observations until 2007Q2 only. Interestingly, the impact of this change depends on whether the cyclical capital add-on is based on credit aggregates as an indicator of macrofinancial conditions or not. The significance and magnitude of the cyclical capital add-on is almost unaffected when relying on house prices. In contrast, the magnitude of the implied cyclical capital is smaller when relying on the credit aggregates, although the estimates based on credit-to-GDP remain statistically significant.
Regional data
The results look very similar when estimating the magnitude of the cyclical capital addon based on region-level medians instead of data on individual banks. One practical concern when constructing region-level data is that changes in the panel composition could have a significant impact on region-specific averages. To deal with the impact of such changes, we rely on region-specific medians instead. For each advanced economy, we calculate time series with region-specific medians of the buffers and the bank-specific control variables. Table   6 , panel (e), shows that implied capital buffer is slightly higher, but very comparable in magnitude, when estimating the model based on those region-specific medians.
Trends
One concern always remains that we may not properly control for all possible factors that could affect the level of the capital buffer over time. Besides a careful selection of the control variables, we further address this concern by repeating the estimation while also including bank-specific trends besides the bank and time fixed effects. Table 6 , panel (f), shows that this has little impact on the results.
Random coefficient
The magnitude of the CCyB imposed by macro-prudential authorities is the same for exposures of all banks. Similarly, the model in Eq. (2) imposes a common coefficient β on all banks. Alternatively, the model could be estimated while allowing for heterogeneity in the manner that banks' buffers respond to changes in macro-financial conditions. Table 6, panel (g), reports the results when estimating a mixed effects model that is identical to the model in Eq. (2), except that it allows the coefficient β to contain a random element that can differ across banks. The implied coefficients and the implied cyclical capital add-on are very similar to the baseline results.
Excluding internationally focused banks
Some of the large banks in our sample have a strong international focus. For example, HSBC's claims in foreign jurisdictions exceeded 60 per cent of its total exposures in 2017.
Capital buffers of internationally focused banks could be less sensitive to macro-financial conditions in the region where their head office is located, which could potentially lead to a downward bias in our results (this is a common problem in empirical studies using international banking data).
To assess the severity of this bias, we re-estimate Eq. (2) while excluding banks for which G-SIB disclosure data indicates that cross-jurisdictional claims exceed 40 per cent of a bank's total exposures in 2017 (those banks are indicated in Appendix A). These results are presented in Table 6 , panel (h). The results are very similar to the baseline results. 8 The most notable difference is that the add-on based on house price growth is at 1.8 per cent, slightly higher than the original results (1.6 per cent). These estimates provide confidence that the downward bias in our results due to internationally focused banks is limited in magnitude.
Alternative credit measures
Two popular alternative measures of credit growth in the context of the CCyB are the credit-to-GDP gap (Drehmann et al., 2011) , as calculated by the Bank of International Settlements, and real credit growth (Schularick and Taylor, 2012) . Table 7 shows the results when using these measures as an indicator of macro-financial conditions while both excluding and including macro-economic control variables. The significance and sign of the coefficients are not very sensitive to using alternative measures of credit growth. The implied capital add-on when excluding macro-economic control variables is at 1.9 to 2.4 per cent of total assets, somewhat lower when relying on these alternative measures of credit growth when compared to the estimates for the growth in credit-to-GDP in Table 3 . Nevertheless, the difference in results is smaller, in particular for real credit growth, when macro-economic control variables are included.
Concluding Remarks
For the selection of the indicators, our estimates suggest that the indicators based on the credit-to-GDP ratio and house prices perform relatively well as indicators of macro-financial conditions when compared to the bank-credit-to-GDP ratio. Regarding the magnitude of the countercyclical add-on, both indicators result in similar estimates of the cyclical capital addon. Our estimates suggest that it may have to offset a decline in buffer of around 1.4 per cent of total assets when the macro-prudential authority takes a relatively naive view of future macro-financial conditions (Table 5 ). The estimates further suggest that the magnitude of this buffer may potentially increase to up to 1.6 to 1.7 per cent of total assets when the authority has the ability to perfectly forecast macro-financial conditions (Table 4 ).
Sensitivity analysis shows that these estimates are not very sensitive to changes in our baseline methodology. An exception is that the estimated cyclical capital add-on -when using credit aggregates as an indicator of macro-financial conditions -would be smaller when relying on pre-crisis data only. An interesting feature is that -when using house price growth as the indicator -it is irrelevant for the estimate of the cyclical capital add-on whether it is based on pre-crisis data only or also on post-crisis data.
The estimates are economically significant when considering that these numbers are expressed in terms of total assets rather than risk-weighted assets. For example, if the average risk weight of banks amount to 50 per cent, then a cyclical capital add-on of 1.4 to 1.7 per cent of total assets implies that a buffer of 280 to 340 basis points of risk-weighted assets may be necessary to offset the reduction in the capital buffer when macro-financial conditions move from peak to bottom. 9 This is more conservative than, but close to, the internationally agreed maximum reciprocatory level for the CCyB of 250 basis points, which also applies as a cap on the CCyB in several jurisdictions. 10 Moreover, these estimates are conditional upon the macro-prudential authority aiming at banks not breaching the minimum capital ratio with a 95 per cent confidence level after a six-month system-wide stress scenario that occurs on average every 10 years. A lower (higher) level of risk tolerance would positively (negatively) impact the required level of the cap for the CCyB.
There is some reason to believe that the estimated cyclical add-on is smaller than what is needed in terms of the regulatory definition of equity. This comes from the fact that our estimate, which is defined in terms of market values, needs to be translated into book values for the purpose of regulation. The literature suggests several mechanisms that may 9 The 50 per cent is close to the average risk weight of 52 per cent reported for the sample of banks in advanced economies in the study of Mariathasan and Merrouche (2014) .
10 The 280 to 340 basis points also exceeds the highest levels for the CCyB that are currently observed among jurisdictions that have activated the CCyB, which is around a level of 200 basis points or risk-weighted assets in jurisdictions such as Hong Kong, Norway and Sweden (BCBS, 2018) . Note, however, that the 280 to 340 basis points is an estimate of the cap rather than a recommendation for the current level of the CCyB.
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cause equity financing to be relatively expensive compared to debt financing for banks.
11 As a consequence of these mechanisms, substituting one dollar of bank debt for one dollar of equity is likely to change the market value of bank equity by less than a dollar. This suggests that, ceteris paribus, one may need to build up a capital add-on of more than 1.4 to 1.7 per cent in terms of book values to achieve a capital add-on of 1.4 to 1.7 per cent in terms of market values.
Appendix A. List of Banks
See Table 8 . Note: The time period is from 1990Q1 until 2016Q4. All percentage changes, growth rates and returns are on a year-over-year basis. The table reports the descriptive statistics of the data used to produce the estimates in Tables 3-5 . The data on macro-financial conditions are from the BIS; the point-in-time prudential capital ratios are calculated using stock market returns from Thomson Reuters Datastream, the macro-economic data are from the OECD; the bank-specific data are from Thomson Reuters Worldscope. 2). The magnitude of the cyclical capital add-on is calculated from Eq. (3) using the estimated coefficient for the indicator of macro-financial conditions and the data in Table 1 . 'Value' means that the dependent variable is calculated as the level of the growth rate; 'percentile' means that it is calculated as a rolling-window percentile that compares the current growth rate to a 12-year backward-looking window. When the model is estimated using the value of the growth rates, the implied cyclical capital add-on is calculated by multiplying the coefficient with the difference between the 90th percentile and the 10th percentile of the indicator. The implied cyclical capital add-on equals the estimated coefficient multiplied by 0.8 (i.e., 0.9 minus 0.1) when the model is estimated using the rolling-window percentiles of the indicator. Observations are from 1990Q1 until 2016Q4. Significance at the 10%, 5% and 1% levels is denoted by *, ** and ***, respectively. Table 1 . 'Value' means that the dependent variable is calculated as the level of the growth rate; 'percentile' means that it is calculated as a rolling-window percentile that compares the current growth rate to a 12-year backward-looking window. When the model is estimated using the value of the growth rates, the implied cyclical capital add-on is calculated by multiplying the coefficient with the difference between the 90th percentile and the 10th percentile of the indicator. The implied cyclical capital add-on equals the estimated coefficient multiplied by 0.8 (i.e., 0.9 minus 0.1) when the model is estimated using the rolling-window percentiles of the indicator. Observations are from 1990Q1 until 2016Q4. Significance at the 10%, 5% and 1% levels is denoted by *, ** and ***, respectively. Table 1 . 'Value' means that the dependent variable is calculated as the level of the growth rate; 'percentile' means that it is calculated as a rolling-window percentile that compares the current growth rate to a 12-year backward-looking window. When the model is estimated using the value of the growth rates, the implied cyclical capital add-on is calculated by multiplying the coefficient with the difference between the 90th percentile and the 10th percentile of the indicator. The implied cyclical capital add-on equals the estimated coefficient multiplied by 0.8 (i.e., 0.9 minus 0.1) when the model is estimated using the rolling-window percentiles of the indicator. Observations are from 1990Q1 until 2016Q4. Significance at the 10%, 5% and 1% levels is denoted by *, ** and ***, respectively. Note: Panels (a)-(f) and (h) present least squares estimates of the model in Eq. (2). Panel (g) presents maximum likelihood estimates. The models in all panels include bank-specific controls, macro-economic controls, time fixed effects, and bank (panel (e): region) fixed effects. Standard errors ('(s.e.)') in panels (a)-(d) and (h) are clustered on both the time and bank dimension, while standard errors in panels (e)-(g) are clustered on the bank (panel (e): region) dimension only. The magnitude of the cyclical capital add-on ('implied add-on') is calculated from Eq. (3). 'Value' means that the dependent variable is calculated as the level of the growth rate; 'percentile' means that it is calculated as a rolling-window percentile that compares the current growth rate to a 12-year backward-looking window. When the model is estimated using the value of the growth rates, the implied cyclical capital add-on is calculated by multiplying the coefficient with the sample-specific difference between the 90th percentile and the 10th percentile of the indicator. The implied cyclical capital add-on equals the estimated coefficient multiplied by 0.8 (i.e., 0.9 minus 0.1) when the model is estimated using the rolling-window percentiles of the indicator. Observations are from 1990Q1 until 2016Q4, except for panels (c)-(d). Significance at the 10%, 5% and 1% levels is denoted by *, ** and ***, respectively. 2). The magnitude of the cyclical capital add-on is calculated from Eq. (3) using the estimated coefficient for the indicator of macro-financial conditions. The implied cyclical capital add-on is calculated by multiplying the coefficient with the difference between the 90th percentile and the 10th percentile of, respectively, the credit-to-GDP gap and real credit growth. Observations are from 1990Q1 until 2016Q4. Significance at the 10%, 5% and 1% levels is denoted by *, ** and ***, respectively.
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