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1. INTRODUCTION 
In [I], the problem of linear pursuit evasion games with bounded state 
spaces in En was considered. Capture was defined to be x(T) = y(T), i.e. 
that the state variables for both players coincide. We made some assumptions 
on the sets of attainability of both players, which ensure capture. Further- 
more, as a result of these assumptions, the optimal capture time and an 
optimal pair of strategies could be obtained. 
The present paper is concerned with the same problem as in [l] except 
that the terminal condition is generalized. 
Instead of terminating the game on capture, we stipulate that the game is 
terminated when S(X( T), y(T)) = 0, w h ere S is a function of (x, y) such that 
S(X, y) = 0 defines a linear transformation 4 from some subspace R, into 
another subspace R, of En. Such is the case when, for example, the purpose 
of the pursuer is to capture the evader on some components of the state 
only, e.g. q(T) = yi(T), i = 1, 2 ,..., m, m < n. Then 
S(X,Y) = 5 (Xi - yyiy. (1) 
i=l 
An example with n = 4 and m = 2 will be given in Section 4. Of course, 
when S(X, y) = x - y, S(x, y) = 0 defines an identity transformation from 
E” into itself. The game then terminates at the instant of complete capture 
and the results in this paper are immediately reduced to those in [l]. 
* Supported by ONR Project NOOO14-69-A-0200-1012. 
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2. PROBLEM STATEMENT 
Let X denote the pursuer and Y the evader. Their equations of motion 
are given by the following equations: 
dx 
z = A,x + B,u (2) 
and 
4 dt = A,Y + Bzv, (3) 
where x E En and y E Em are the states and u E U and v E V are the controls 
of X and Y respectively. U and V are some closed subsets of ET and Em; 
A, , A, , B, , and B, are constant matrices of appropriate dimensions. 
Both X and Y are restricted to stay inside a region 
G = {,a E E” 1 g(z) < 01, 
where g(x) is a scalar function of a such that G is a closed convex subset of En 
and Vg is not equal to zero anywhere on the boundary of G. 
Beginning at x(0) = x,, E G and y(0) = y0 E G, the process terminates 
when S(x( T), y( T)) = 0, or equivalently a(T) = +(y( T)), where 5(T) is the 
projection of x(T) on RI and y(T) that of y( T) on R, . 
Let Gs = G x G be the direct product space of G with itself. As in [I], 
we define an admissible pair of strategies (P(x, y), 6(x, y)) as satisfying 
(i) a(x, y) E U and @(x, y) E V f or all (x, y) E G2, (ii) the corresponding 
trajectories of X and Y starting from (x0 , y,,) E G2 will be unique and remain 
in G, i.e. (x(t), y(t)) E G2, 0 < t < T. We also define two state-dependent 
control sets U, and VI as: 
u, = u if XEG-aG, LEG 
= {u / (A,x + B&x, y)) . VG < 0} n U if x E aG, y E G; (4) 
v, = v if XEG, yeG---G 
={v/(A2y+B,er(x,y)).VG<O)nV if XEG, y~aG. (5) 
In order for (@(x, y), V(X, y)) to b e admissible, it is obviously necessary 
that a(x, y) E U, and a(~, y) E Vr . 
Corresponding to an admissible pair of strategies (a(~, y), 8(x, y)), the 
terminal time depends on (u, 8) and (x0, ya), i.e. T = T,,,(x, , yo). It is 
then desired to find an optimal pair of strategies (u*(x, y), B*(x, y)) which 
satisfy the saddle point condition, 
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for all admissible 2(x, y) and a&y) provided that such an optimal pair 
exists. 
3. RESTRICTED SETS OF ATTAINABILITY 
Let us define the restricted sets of attainability of X and Y as 
R,(x, t) = {x(t) I x(O) = x E G, ti(x, y) admissible], 
R,(y, t) = {y(t) / y(0) = y E G, ~((x, y) admissible); 
and the projections of RD(x, t) and R,(y, t) on R, and R, as: 
(7) 
(8) 
&Xx, t) = W) E R, I 49 = p@(O), 4) E R,(x, t)>, (9) 
&Y, 0 = G(t) E 4 I 7(t) = Q(Y(~), r(f) E RAY, 01, (10) 
where P and Q are projection operators from En onto RI and R, respectively, 
Let K,( y, t) denote the image of R,(y, t) under 4, namely 
G.(Y, t) = W) E R, I .Q) = W(t))> S) E R(Y, 01; (11) 
Also define 
T*(x, y) = min{t 3 0 I K,(y, t) C W&c, t)}, 
M@, Y) = W% T*(x, Y)) n @G(Y, T*(x, Y)), 
and make two assumptions on T*(x, y) and M(x, y) as in [I]: 
(12) 
(13) 
(i) T*(x, y) is defined (< cc) an d continuous in (x, y) for all (x, y) E Gs 
and there is a finite decomposition of G (Gr , G, ,..., Gk) (see [2]), such that 
T*(x, y) is continuously differentiable with respect to x and y for x E Gi 
and y E Gi (i,j = 1, 2 ,..., k). 
(ii) For every (x, y) E G2, there is only one element z, E: M(x, y) such 
that z, 4 a,(~, !I?*@, y) - E), E > 0. 
From this, it follows that z, is uniquely determined by (x, y); i.e., 
z, = x,(x, y). Note that !I?*@, y) = 0 if and only if z = +( 7) or S(x, y) = 0. 
4. CONSTRUCTION OF OPTIMAL STRATEGIES 
Let am’&, , y,,) = $-r(x,(x,, , y,J) and Iet (x*(t), y*(t)) be a pair of tra- 
jectories in G2 such that (P@*(t)), Q(y*(t))) goes from (P(x& Q(y,,)) to 
(G,(x~ , yo), zm’(xo ,~~1). Also, let (u*(h x0 , yo), w*(t, x0 , yo)) be the pair of 
controls which realizes (x*(t), y*(t)). W e assume that x*(t) $ Gi and y*(t) 4 Gj 
for only finite instants of t (i,j = 1, 2 ,..., k). 
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Since RJx, t) and R,(y, t) are closed convex sets in En which depend 
continuously on t, their projections on RI and R, , namely a,(~, t) and 
x,(y, t), are also closed convex sets and depend continuously on t. The same 
properties are possessed by K,(y, t) which is the image of R’,(y, t) under the 
linear transformation 6. 
These properties of convexity, closedness and continuous dependence 
on t enable us to prove the following equations in exactly the same way as 
in the appendix of [l]: 
dT*(x*(t)?Y*(t)) + 1 = * 
dt 7 (14) - 
$ (x*(t), r*w> . (4x”(t) + &u”(t, x0 2 Yo)) 
+ g (x*(t), Y “(9 * vPY*(t) + B2@*@>, r*(t)>) (15) 
< - 1, qx*(qy*(t>> E VI , 
g (x*(t), Y “(t>> . (4x”(t) + eqx*(t), r”(t))) 
+ $ (x*(t), y*(t)> * (Azr”(t> + B2V*(t, x0 Y Yo) (16) 
3 - 1, qx*(t>, Y*(t)) E u, , 
for t E I, where laj is the interval during which x(t) E Gi and y(t) E Gj 
(i,i = 1, 2 ,..., K) and also 
G&o P Yo) = %a(X*(t>P y*(t)>* (17) 
Because of Eq. (17) and the invariance of (2) and (3) in t, we have 
U*(t, x0 , Yo) = @*(x*(t), Y *w, (18) 
v”(t, x0 , yo) = @*(x*(t), y*(t)>. (19) 
For every (x, y) E G2, zm(x, y) is defined. Consequently, Eqs. (15) and (16) 
hold independent of t and we have 
aT* 
-&- (2, y) . (& + w*@, Y)) + F (x9 Y) * G42Y + B2@(% Y)) 
3--1,V(X,Y)EV1, 
Gw 
aT* 
7 (x, y) * (&J + W(x, YN + $g lx, Y) * V2Y 4 B2fJ*(% YN 
< - l,qx,y)E u,. (21) 
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From Eqs. (14), (20), and (21), we finally have, by applying Theorem 3-l 
in [2] the following theorem which is a generalization of the theorem in [l]. 
THEOREM. Let (c*(x, y), 5*(x, y)) b e an admissible pair of strategies and 
(x*(t), y*(t)) the corresponding trajectories. If (P(x*(t)), Q(y*(t))) goes from 
V’@o>, Q(ro>) to (G&O 3 YO), zm’(xo , y,,)) in R, x R, in T*(x, , yO) where 
(x0 , yO) is an arbitrary point in G2, then (u*(x, y), v*(x, y)) is an optimalpair of 
strategies and T*(xO , y,,) is the optimal capture time. 
5. AN EXAMPLE 
Consider the following equations: 
d2q/dt2 = u1 , d2x,/dt2 = u2 , (22) 
d2yl/dt2 = v, , and d”y21dt2 = v2, (23) 
where (x1 , xJ denote the position of X and (yr , yz) that of Y in a two 
dimensional plane. The sets U and V are 
and 
U=(u~E?u~+u;<4} (24) 
V = (v E E2: v12 + vS2 < 1). (25) 
Equations (22) and (23) can be rewritten as 
dx,/dt = x3 , dx,/dt = xq , 
dx,/dt = u1 , dx,ldt = u2 , 
drlldt =y3 9 dyzldt =y4 > 
dy,ldt = vi> and dy,/dt = v2 . 
P-9 
(27) 
The terminal condition is given by 
~W),Y(~)) = (Xl(T) - Yl(TN2 + @Z(T) - YLW = a1 (28) 
or equivalently by 
Xl(T) = Ylm x,(T) = Y2W (29) 
The region G is the E4 space. 
1 Here 3c = (q , x2, x3, xl) and y = (yl , yz , ys , ys) although S is a function of 
XI , xz , YI , and yz only. 
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Integration of (22) yields 
and 
where xl0 = x,(O), x2o = x,(O), xW = x3(O), and xao = x4(O). Thus 
(q(t) - $10 - X20tj2 + (x2@> - x20 -X4002 
z 
ss 
1 1 (t - T) (t - u) ul(T) U1(u) dT da 
+ /;/:(t - T> (t - 0) us(T) U,(u) dTdu (32) 
<!i fl 
: 1 (t - T) (t - u) [U?(T) + ula(u)] dT do 
+ 4 /;I; (t - T) (t - 0) [uz2(T) + %%‘)I dT du 
= !z 1’ (t - 7) t2[u12(T) + U:(T)] dT 
0 
< 2 
I 
1 (t - T) t2 dT 
= . t4
In a similar way, we obtain 
fYl@) -350 -Y20tj2 + (Y20) -.Yyzo -Y4002 G it47 (33) 
with ylo = Y~O), yzo = YZ(O)~ yw = YS(% and Y~O =Y~O). 
Both Eqs. (32) and (33) re p resent circles with centers moving in a linear 
direction and radii increasing at a rate proportional to t2. 
The radius of the first circle is twice the radius of the second circle. 
The projection operators, P and Q, are now from E4 onto Es. + is an identity 
transformation from E2 into itself. Thus 
%(x0 Y t) = {(xl(t), x2(t)) 1 Eq. (32) is satisfied), 
K(Yo 3 4 = R(Yo 9 t) 
= {(yJt>, yz(t)) 1 Eq. (33) is satisfied}. 
w 
(35) 
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An analytical expression for T*(x, , yO) or X,(X,, , yO) is rather complicated 
as they both depend on eight variables. But, geometrically, the determination 
of T*(x~ , ys) and x,(x0 ,yO) is quite straightforward. 
For convenience, let 01 = (xl0 , xzO), /3 = OL + (xas T*(xO , yO), x~~T*(% ,yo)), 
and Y = (Ym 9 Yzo)* 8 = Y + (YmT*hl 7 Yo), Y40T*(% t YO’O))~ and 
7 = %&l T Yo) = zm’(xo, yJ. At t = T*(G) yJ, &,(x0, 9, and Be(~op t) 
are shown in Fig. 1. As in [I], 71 is the point where 
I 87 I = 2 I s, I = ~““6% Y Yd (36) 
FIGURE 1 
But 
and 
The problem therefore is to determine T*(x,, , y,,) such that Eq. (36) is 
satisfied, which can be solved by graphical methods. 
Once F*(xO , y,,) and consequently, ,8, 6, and 7 are known, the optimal 
pair of strategies at (x0 , yO) are 
Since (x0 , yO) is an arbitrary point in G2, the optimal pair can be determined 
for every point in G2. 
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