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This paper deals with two kinds of implications deﬁned from t-norms, t-conorms and strong
negations on a ﬁnite chain L: those deﬁned through the expressions I(x,y) = S(N(x),T(x,y))
and I(x,y) = S(T(N(x),N(y)),y). They are called QL-implications and NQL-implications
respectively. We mainly study those QL- and NQL-implications derived from smooth t-norms
and smooth t-conorms. It is characterized when functions deﬁned in these ways are implication
functions, and their analytical expressions are given. It is proved that both kinds of implications
agree. Some additional properties are studied like contrapositive symmetry, the exchange prin-
ciple and others. In particular, it is proved that contrapositive symmetry holds if and only if S is
the only Archimedean t-conorm on L, and T jointly with its N-dual t-conorm satisfy the Frank
equation. Finally, some QL- and NQL-implications are also derived from non-smooth t-norms
or non-smooth t-conorms and many examples are given showing that in this non-smooth case,
QL- and NQL-implications remain strongly connected.
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It is well known that the logic operation of fuzzy implication is essential for
approximate reasoning like the classical implication is for classical logic. The prop-
agation of uncertainty in fuzzy reasonings given in any fuzzy rule-based system is
done through these fuzzy operators that of course generalize the implication in clas-
sical logic. In fuzzy logic, implications are generally performed by suitable functions
I : [0, 1]2 ! [0,1], called implication operators, derived from t-norms, t-conorms and
strong negations. The four most usual ways to deﬁne these implication operators are:
(i) I(x,y) = sup{z 2 [0, 1]jT(x,z) 6 y} for a given left-continuous t-norm T, called
R-implications,
(ii) I(x,y) = S(N(x),y) for a given t-conorm S and a strong negation N, called S-
implications,
(iii) I(x,y) = S(N(x),T(x,y)) for a given t-norm T, a t-conorm S and a strong nega-
tion N, called QL-implications, and
(iv) I(x,y) = S(T(N(x),N(y)),y) for a given t-norm T, a t-conorm S and a strong
negation N, that we will call NQL-implications, because they are precisely
the reciprocal with respect to N of QL-implications. They are also known
under the name of Dishkant implications (see [17]) since they come from the
Dishkant arrow a! b  b + (a 0b 0) in orthomodular lattices.
Of course, all these expressions for implications are equivalent in any boolean alge-
bra and consequently in classical logic. However, in fuzzy logic any of these four def-
initions yield to distinct classes of fuzzy implications. All of them are extensively
studied in the framework of [0,1], (see [2–4,8,15,16]), characterizing in particular
those that satisfy some additional desired properties.
On the other hand, the study of operators deﬁned on a ﬁnite chain L is an area of
special interest (see [1,5,6,9,13]), mainly because the experts reasonings are usually
made through a set of linguistic terms or labels which usually is a ﬁnite totally or-
dered set L. This approach is important because numerical interpretations of these
labels can be avoided. Frequently, most of the authors working in this line try to
translate well-known operators on [0,1] (like t-norms and t-conorms) to the case
of a ﬁnite chain L. Following this idea, a lot of diﬀerent classes of operators on L
are appearing. In particular, smooth t-norms and smooth t-conorms are classiﬁed
in [13] (see also [14]), t-operators and uninorms with a smooth condition on L are
characterized in [9] and non-commutative versions can be found in [5,12]. Then
the study of implication functions deﬁned on ﬁnite chains becomes essential for deal-
ing with approximate reasoning in this context.
In this way, the ﬁrst two kinds of implications, R-implications and S-implications,
are recently studied in the framework of L (see [11]). However, the other two kinds of
implications, are not yet studied on L, and the main goal of this paper is to deal with
them. Note that there are cases where R-implications and S-implications cannot be
applied and then, the necessity of other possible models arises. Usual examples come
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cations came to fuzzy logic by analogy with the Quantum Logic, from what the acro-
nym derives. Thus, the results proved in this paper, jointly with those proved in [11],
open new possibilities for approximate reasoning with ﬁnite families of linguistic
labels and consequently, in computing with words.
We ﬁrstly deal with QL-implications by developing the initial ideas stated in [10] by
the same authors and then, we do an analogous study for NQL-implications. The
paper is organized as follows. Section 2 is devoted to some preliminaries. In Section
3, QL-implications are studied, it is characterized when QL-functions deﬁned from
smooth t-norms and smooth t-conorms, are actually border implications, their analy-
tical expression is given, and some of their properties are studied. In particular, it is
proved that such a QL-implication satisﬁes the exchange principle if and only if it is
also an S-implication and, this is satisﬁed only in two cases. On the other hand, it is also
proved that contrapositive symmetry is satisﬁed if and only if the t-conorm S is the
Archimedean one and the t-norm T jointly with itsN-dual t-conorm satisfy the Frank
equation, which is equivalent to the fact that the set of idempotent elements of T is
auto-dual with respect toN. A similar study is done in Section 4 forNQL-implications.
From this study it is deduced that the sets ofQL- andNQL-implications agree. Finally,
in Section 5, the non-smooth case is investigated. It is shown that, for both kinds of
expressions, several implications can be derived also from non-smooth t-norms or
non-smooth t-conorms. Some of them being the translation of a well-known fuzzy
implication to the framework of L. Moreover, some results are proved showing that,
in the non-smooth case, QL- and NQL-implications remain strongly connected.2. Preliminaries
We recall here the smooth t-norms and the smooth t-conorms on a ﬁnite chainL and
their characterization, that will be used along the paper. It is well known that for our
purposes (see [14]) all ﬁnite chains with the same number of elements are equivalent
and then, from now on, we will deal with the simplest ﬁnite chain of n + 1 elements:
L ¼ f0; 1; 2 . . . ; n 1; ng
where n P 1. Such an L can be understood as a set of linguistic terms or ‘‘labels’’.
The following two deﬁnitions are adapted from [6].
Deﬁnition 1. A function f : L ! L is said to be smooth if it satisﬁes one of the
following conditions:
• f is nondecreasing and f(x)  f(x  1) 6 1 for all x 2 L with x P 1.
• f is nonincreasing and f(x  1)  f(x) 6 1 for all x 2 L with x P 1.Deﬁnition 2. A binary operator F on L is said to be smooth if it is smooth in each
variable.
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used as a discrete counterpart of continuity on [0,1].
Although t-norms, t-conorms and strong negations are usually binary operators
on [0,1], they can be deﬁned as in [1] on any bounded partially ordered set and, in
particular, on L. In this way, recall that smoothness for t-norms (and also for t-con-
orms) is equivalent to the divisibility condition, that is, x 6 y if and only if there ex-
ists z 2 L such that T(y,z) = x (see [14]).
Proposition 3. There is only one strong negation on L that is given by
NðxÞ ¼ n x for all x 2 L ð1Þ
From now on, N will always denote the negation on L given by (1). Smooth
t-norms have been characterized as ordinal sums of Archimedean ones as follows.Proposition 4 (See [13]). There is one and only one Archimedean smooth t-norm on L
given by
T ðx; yÞ ¼ maxf0; xþ y  ng for all x; y 2 L ð2Þ
which is known as the Łukasiewicz t-norm. Moreover, given any subset J of L contain-
ing 0, n, there is one and only one smooth t-norm on L that has J as the set of idempo-
tent elements, that will be denoted by TJ. In fact, if J is the set
J ¼ f0 ¼ i0 < i1 <    < im1 < im ¼ ng
then TJ is given by:
T J ðx; yÞ ¼
maxfik; xþ y  ikþ1g if x; y 2 ½ik; ikþ1 for some ik 2 J
minfx; yg otherwise

ð3Þ
Smooth t-conorms have a classiﬁcation theorem like the above one for t-norms
which can be easily deduced by N-duality. The expression of the only Archimedean
smooth t-conorm on L is given by
Sðx; yÞ ¼ minfn; xþ yg for all x; y 2 L ð4Þ
which is also known as the Łukasiewicz t-conorm. In general, we have
Proposition 5 (See [14]). Given any subset J of L containing 0, n, there is one and only
one smooth t-conorm on L, SJ, that has J as the set of idempotent elements. In fact, if J
is the set
J ¼ f0 ¼ i0 < i1 <    < im1 < im ¼ ng
then SJ is given by:
SJ ðx; yÞ ¼
minfikþ1; xþ y  ikg if x; y 2 ½ik; ikþ1 for some ik 2 J
maxfx; yg otherwise

ð5Þ
The following results follow from the previous propositions.
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on L.Proposition 7 (See [11]). A smooth t-norm T (or t-conorm S) on L is Archimedean if
and only if there exists an element x 2 L with 1 6 x 6 n  1 such that T(x, N(x)) = 0
(S(x, N(x)) = n), and then T(x,N(x)) = 0 (S(x, N(x)) = n) for all x 2 L.
Another nice and interesting result concerning smooth t-norms is their relation
with the Frank equation:
Proposition 8 (See [14]). Let T be a t-norm and S a t-conorm. Then, T and S satisfy
the Frank equation
T ðx; yÞ þ Sðx; yÞ ¼ xþ y for all x; y 2 L
if and only if they are smooth and have exactly the same set of idempotent elements.Corollary 9. A t-norm T and its N-dual t-conorm satisfy the Frank equation if and
only if T is smooth and the set J of its idempotent elements is auto-dual with respect
to N, that is, N(J) = J.Deﬁnition 10. A binary operator I : L · L ! L is said to be an implication operator,
or an implication, if it satisﬁes:
(I1) I is nonincreasing in the ﬁrst variable and nondecreasing in the second one.
(I2) I(0,0) = I(n,n) = n and I(n, 0) = 0.
Note that, from the deﬁnition, it follows that I(0,x) = n and I(x,n) = n for all x 2 L
whereas the symmetrical values I(x, 0) and I(n,x) are not determined in general.
Deﬁnition 11. We will say that an implication I : L · L ! L is a border implication
if it satisﬁes the neutrality principle: I(n,x) = x for all x 2 L.Proposition 12 (See [11]). Let I : L · L ! L be a function. Then I is a border implica-
tion satisfying contrapositive symmetry and the exchange principle if and only if I is an
S-implication for some t-conorm S on L.Proposition 13 (See [11]). Let T be a t-norm on L and I the S-implication given by I(x,
y) = S(N(x), y) where S is the N-dual t-conorm of T. Then T is smooth if and only if so is I.3. QL-implications
Let us begin this section by introducing the operators that we want to study.
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t-norm T and a t-conorm S on L such that I is given by
Iðx; yÞ ¼ SðNðxÞ; T ðx; yÞÞ for all x; y 2 L. ð6ÞDeﬁnition 15. A binary operator I : L2 ! L is called a QL-implication when it is
both a QL-operator and an implication.
Note that any QL-operator I always satisﬁes condition (I2) and also the required
monotonicity in the second variable. Thus, only monotonicity in the ﬁrst variable
can fail in order to obtain a QL-implication. Moreover, note that I(n,x) = x for
all x 2 L and consequently, any QL-implication will be in fact a border implication.
The following proposition characterizes all the QL-operators obtained from
smooth t-norms and smooth t-conorms that are actually QL-implications. Note that
in the case of [0,1] only some necessary or suﬃcient conditions were proved in [16],
but no characterization was shown.
Proposition 16. Let T be a smooth t-norm; S, a smooth t-conorm; and I, the QL-
operator given by (6). Then, the following statements are equivalent:
(i) I : L2 ! L is a QL-implication.
(ii) S(N(x), x) = n for all x 2 L.
(iii) S is the Archimedean t-conorm given by (4).
Moreover, in these cases, I is simply given by I(x,y) = n  x + T(x,y) for all x,y 2 L.Proof. Since I(x,n) = n for all x 2 L we obtain n = S(N(x),T(x,n)) = S(N(x),x) prov-
ing that (i) implies (ii). The proof of (ii) implies (iii) is simply Proposition 7. Finally,
let us prove that (iii) implies (i). If S is given by (4), since n  x + T(x,y) 6 n we have
Iðx; yÞ ¼ Sðn x; T ðx; yÞÞ ¼ minfn; n xþ T ðx; yÞg ¼ n xþ T ðx; yÞ
and the smoothness of T proves that I is nonincreasing in the ﬁrst variable. Thus, I is
a QL-implication and the proof is complete. h
Note that the diﬀerence with respect to the case of [0,1] lies in (iii) implies (i), since
the continuity of a t-norm T on [0,1] does not guarantee that I is nonincreasing in the
ﬁrst variable.
From this proposition, a QL-implication given by expression (6) is determined by
the t-norm T and thus, it will be denoted by IT from now on. The general expression
of these IT is stated in the next proposition.
Proposition 17. Let TJ be the only smooth t-norm with set of idempotent elements
J ¼ f0 ¼ i0 < i1 <    < im1 < im ¼ ng.
Then the QL-implication IT J is given by
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maxfn xþ ik; nþ y  ikþ1g if x; y 2 ½ik; ikþ1 for some
0 6 k 6 m 1
n xþ y if y 6 ik 6 x for some ik 2 J
n otherwise
8>>><
>>>:
ð7ÞProof. The proof is a simple computation. hExample 18. The extreme cases when J = L and J = {0,n}, that is, when T is the
minimum t-norm and when T is the Archimedean one given by (2), yield to the fol-
lowing implications:
• When T = min, we have IT(x,y) = min{n,n  x + y} which is the well known
Łukasiewicz implication translated to the framework of L.
• When T is the Archimedean t-norm, we have IT(x,y) = max{n  x,y} which is the
Kleene–Dienes implication translated to L.
The general structure of the QL-implications can be viewed in Fig. 1.
Let us point out also that the smoothness condition is preserved by QL-
implications.
Proposition 19. Let T be a t-norm. Then T is smooth if and only if the corresponding
QL-implication IT is smooth.Proof. It is clear from the expression of IT given by IT(x,y) = n  x + T(x,y). hRemark 20. It is clear from its deﬁnition that any QL-operator I satisﬁes
I(x, 0) = N(x) for all x 2 L.
Unfortunately, other important properties for implications, like the contraposi-
tive symmetry
Iðx; yÞ ¼ IðNðyÞ;NðxÞÞ for all x; y 2 L
and the exchange principle
Iðx; Iðy; zÞÞ ¼ Iðy; Iðx; zÞÞ for all x; y; z 2 L;
are not satisﬁed in general for QL-implications. Let us now deal with these two
important properties and let us begin with contrapositive symmetry. As we will
see in the next theorem, this property is related with the well known Frank equation:
T ðx; yÞ þ Sðx; yÞ ¼ xþ y for all x; y 2 L ð8Þ
Fig. 1. The structure of the QL-implication IT J where J = {0 = i0 < i1 <    < im1 < im = n}. Note that, for
j = 0, . . .,m  1, each I ij is given by I ij ðx; yÞ ¼ maxfn xþ ij; nþ y  ijþ1g for all x,y 2 [ij, ij+1].
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dual-solutions was also proved in [7]).
Theorem 21. Let T be a smooth t-norm and IT the corresponding QL-implication. The
following statements are equivalent:
(i) IT satisfies contrapositive symmetry.
(ii) T and its N-dual t-conorm TN satisfy the Frank equation (8).
(iii) The set J of idempotent elements of T is auto-dual with respect to N, that is,
N(J) = J.Proof. Let us prove only the equivalence between (i) and (ii), since the equivalence
between (ii) and (iii) is guaranteed by Corollary 9. Now, we have that IT satisﬁes con-
trapositive symmetry if and only if
IT ðx; yÞ ¼ n xþ T ðx; yÞ ¼ IT ðn y; n xÞ ¼ y þ T ðn x; n yÞ
that is
T ðx; yÞ þ n T ðn x; n yÞ ¼ xþ y.
Consequently IT satisﬁes contrapositive symmetry if and only if T and its N-dual
t-conorm TN satisfy the Frank equation. hRemark 22. Note that contrapositive symmetry of a certain class of QL-implica-
tions in the framework of [0,1] was studied in [4] obtaining the same dependence
between this property and the Frank equation.
The relation between both properties is given in the following proposition.
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If IT satisfies the exchange principle then it also satisfies contrapositive symmetry.Proof. From Remark 20 IT satisﬁes IT(x, 0) = n  x and then we have, by the
exchange principle, that
IT ðn y; n xÞ ¼ IT ðn y; IT ðx; 0ÞÞ ¼ IT ðx; IT ðn y; 0ÞÞ ¼ IT ðx; yÞ
obtaining contrapositive symmetry. hTheorem 24. Let T be a smooth t-norm and IT, the corresponding QL-implication. The
following statements are equivalent:
(i) IT satisfies the exchange principle.
(ii) There is some smooth t-norm T 0 such that
IT ðx; yÞ ¼ NðT 0ðx;NðyÞÞÞ for all x; y 2 L
That is, IT is an S-implication where S is the t-conorm N-dual of T 0.
(iii) T = min or T is the Archimedean t-norm.Proof. ðiÞ ) ðiiÞ. If IT satisﬁes the exchange principle it also satisﬁes contrapositive
symmetry by the previous proposition and consequently, IT must be an S-implica-
tion by applying Proposition 12. Since IT is smooth, S (and consequently T 0) must
be also smooth by Proposition 13.
ðiiÞ ) ðiiiÞ. We divide our reasoning in two steps.
• If IT satisﬁes (ii) then clearly satisﬁes contrapositive symmetry and then, if x 2 L is
T-idempotent, i.e. T(x,x) = x, we have:
IT ðn x; n xÞ ¼ IT ðx; xÞ ¼ n xþ T ðx; xÞ ¼ n xþ x ¼ n
therefore x + T(n  x,n  x) = n and consequently T(n  x,n  x) = n  x prov-
ing that n  x is also T-idempotent.
• Now suppose that T is nor the minimum nor the Archimedean t-norm. There exist
elements x,y5 0, n such that x is T-idempotent but y is not. Then, using the pre-
vious step, there exists an element a 2 L with 0 < a < n such that a is T-idempo-
tent and a + 1 is not. Thus, we have T(a,a) = a, T(a + 1,a + 1) = a and also
IT ða; aÞ ¼ n aþ T ða; aÞ ¼ n aþ a ¼ n
and, by (ii), N(T 0(a,n  a)) = n, that is T 0(a,n  a) = 0. But then, Proposition 7
ensures that T 0(x,n  x) = 0 for all x 2 L. On the other hand,
IT ðaþ 1; aþ 1Þ ¼ n ðaþ 1Þ þ T ðaþ 1; aþ 1Þ ¼ n a 1þ a ¼ n 1
and, by (ii) we obtain T 0(a + 1,n  a  1) = 1, which is a contradiction.
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ðiiiÞ ) ðiÞ. In these cases, we know from Example 18 that IT is given by the
Łukasiewicz or the Kleene–Dienes implication respectively and it is clear that both
satisfy the exchange principle. hRemark 25. Note that the corresponding t-norm T 0 in this theorem, when T = min,
is the Archimedean one, obtaining then the Łukasiewicz implication. On the other
hand, when T is the Archimedean t-norm, the corresponding t-norm T 0 is min,
obtaining then the Kleene–Dienes implication.
To end this section we deal with some other properties that are many times re-
quired for implications, depending on the context. For instance, since any QL-impli-
cation is in fact a border implication it is easy to show that
IT ðx; yÞ P y for all x; y 2 L.
On the other hand, the QL-implications IT satisfy some other properties only for
some special t-norms T. Namely:
Proposition 26. Let T be a smooth t-norm and IT, the corresponding QL-implication.
The following statements are equivalent:
(i) IT(x,y) = n if and only if x 6 y.
(ii) IT(x,x) = n for all x 2 L.
(iii) T is the t-norm min, i.e. IT is the Łukasiewicz implication.Proof. It is clear that (i) implies (ii). From IT(x,x) = n  x + T(x,x) = n we obtain
T(x,x) = x for all x 2 L and consequently T = min which proves (ii) implies (iii).
Finally, (iii) implies (i) is clear from the expression of the Łukasiewicz implication
IT(x,y) = min{n,n + y  x}. h
The generalized modus ponens and modus tollens in fuzzy logic have been re-
cently studied in [17] for many types of implications including QL and NQL-impli-
cations (called there Dischkant-implications). We study these important properties
in the next proposition.
Proposition 27. Let T be a smooth t-norm and IT, the corresponding QL-implication.
The following statements are equivalent:
(i) IT satisfies the ‘‘(generalized) modus ponens’’,
T ðx; IT ðx; yÞÞ 6 y for all x; y 2 L.
(ii) IT satisfies the ‘‘(generalized) modus tollens’’,
T ðNðyÞ; IT ðx; yÞÞ 6 NðxÞ for all x; y 2 L.
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(iv) T is the Archimedean t-norm, i.e. IT is the Kleene–Dienes implication.Proof. First, let us prove that ðiÞ () ðivÞ. It is clear that the Kleene–Dienes impli-
cation satisﬁes the modus ponens. Conversely, taking y = 0 in the equation of modus
ponens we obtain:
T ðx; IT ðx; 0ÞÞ ¼ T ðx; n xÞ 6 0
and, from Proposition 7, T must be the only Archimedean t-norm on L.
The equivalence between (ii) and (iv) can be proved similarly.
Let us now prove that ðiiiÞ () ðivÞ. It is obvious that the Kleene–Dienes
implication satisﬁes (iii). Conversely, we have
IT ðx; n xÞ ¼ n xþ T ðx; n xÞ ¼ n x
that is, T(x,n  x) = 0 for all x 2 L and again Proposition 7 proves that T must be
the Archimedean t-norm. h4. NQL-implications
Let us now deal with operators on L deﬁned by expressions
Iðx; yÞ ¼ SðT ðNðxÞ;NðyÞÞ; yÞ for all x; y 2 L ð9Þ
The case is very similar to the case of QL-implications and, in fact, we will ﬁnish
our study by proving that in the smooth case, any implication on L given by expres-
sion (9) actually agrees with a certain QL-implication. That is, no new implications
on L appear with this new method, but using it we ﬁnd again all QL-implications.
From now on, we will refer to an operator I given by (9) as an NQL-operator.
We begin by giving the characterization of the NQL-operators that are implica-
tions, that we will call NQL-implications, and also by giving their expressions.
Proposition 28. Let T be a smooth t-norm; S, a smooth t-conorm; and I, the NQL-
operator given by (9). Then, the following statements are equivalent:
(i) I : L2 ! L is an NQL-implication.
(ii) S is the Archimedean t-conorm given by (4).
Moreover, in these cases, I is simply given by I(x,y) = y + T(n  x,n  y) for all
x,y 2 L.Proof. Is completely similar to the proof given for QL-implications. h
From this proposition, an NQL-implication is determined by the t-norm T and
thus, it will be denoted by IT from now on. A simple calculation shows that the gen-
eral expression of these implications IT is the one stated in the next proposition.
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 < im1 < im ¼ ng.
Then the NQL-implication IT J is given by
IT J ðx; yÞ ¼
maxfy þ ik; 2n x ikþ1g if x; y 2 ½n ikþ1; n ik for some
0 6 k 6 m 1
n xþ y if y 6 n ik 6 x for some ik 2 J
n otherwise.
8>><
>>:
ð10Þ
Although initially the expression of IT J does not agree with the one of I
T J , we will
prove later that they agree in several cases. Moreover, we will also prove that to each
smooth t-norm T corresponds a smooth t-norm IT ¼ IT 0 and vice versa. That is, QL-
implications and NQL-implications are exactly the same in the case of a ﬁnite chain
L. Let us begin with the study of contrapositive symmetry and the exchange principle
for this kind of implications. Firstly, we have again the same relation between both
properties.Proposition 30. Let T be a smooth t-norm and IT, the corresponding NQL-implication.
If IT satisfies the exchange principle then it also satisfies contrapositive symmetry.Proof. Note that again we have IT(x, 0) = S(T(N(x),n), 0) = N(x) for any t-norm T,
and then the same proof of Proposition 23 holds in this case. h
Note that QL-implications and NQL-implications are strongly connected. As we
have already mentioned they are reciprocal with respect to N one of each other. This
fact derives in our case in the following equation:
IT ðx; yÞ ¼ y þ T ðn x; n yÞ ¼ IT ðn y; n xÞ ð11Þ
This behavior has direct consequences with contrapositive symmetry of both
kinds of implications as follows.
Theorem 31. Let T be a smooth t-norm and IT and IT, the corresponding QL and
NQL-implications. The following statements are equivalent:
(i) IT satisfies contrapositive symmetry.
(ii) IT and I
T are the same.
(iii) The set J of idempotent elements of T is auto-dual with respect to N, that is,
N(J) = J.Proof. IT satisﬁes contrapositive symmetry if and only if IT(x,y) = IT(n  y,n  x)
and, from Eq. (11), this is equivalent to have IT(x,y) = I
T(x,y) proving the equiva-
lence between (i) and (ii). Now, Theorem 21 ends the proof. h
274 M. Mas et al. / Internat. J. Approx. Reason. 40 (2005) 262–279The main result of this section is the mentioned coincidence between QL- and
NQL-implications. We prove it in the following theorem.
Theorem 32. Let J be any subset of L containing {0,n} and let N(J) = {n  xjx 2 J}.
Then we have IT J ¼ ITNðJÞ .Proof. Let us denote by T* the N-dual t-conorm of T in general. It is known that the
set of idempotent elements of T NðJÞ is precisely N(N(J)) = J. Thus, by applying Pro-
position 8 we have that TJ and T

NðJÞ satisfy the Frank equation. That is,
T Jðx; yÞ þ T NðJÞðx; yÞ ¼ xþ y and then
T J ðx; yÞ þ n T NðJÞðn x; n yÞ ¼ xþ y
from we obtain n  x + TJ(x,y) = y + TN(J)(n  x,n  y) and consequently
IT J ðx; yÞ ¼ ITNðJÞ ðx; yÞ. h
Thus, all other properties studied for QL-implications can be translated for NQL-
implications because of this coincidence, obtaining identical results. For instance, we
have the following proposition concerning the exchange principle.
Proposition 33. Let T be a smooth t-norm and IT, the corresponding NQL-implication.
Then IT satisfies the exchange principle if and only if T = min or T is the Archimedean
t-norm. That is, when IT is the Łukasiewicz implication or the Kleene-Dienes
implication.5. The non-smooth case
Note that we have limited our study to smooth t-norms and smooth t-conorms
but, from non smooth ones, we can also derive QL-implications as well as NQL-
implications:
Example 34. Let S be the nilpotent maximum, that is:
Sðx; yÞ ¼ n if xþ y P n
maxfx; yg otherwise

and T, the minimum. Then the corresponding QL- and NQL-operators given by
I1ðx; yÞ ¼ Sðn x; T ðx; yÞÞ and I2ðx; yÞ ¼ SðT ðn x; n yÞ; yÞ
for all x,y 2 L are implications. Moreover, both I1 and I2 are equal and agree with
the well known R0-implication:
R0ðx; yÞ ¼
n if x 6 y
maxfn x; yg otherwise.

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ied in the framework of [0,1] in [15]. In Fig. 2 we give the structure of such
implication.
The following trivial result works without the smoothness condition, as one can
see in the proofs of Propositions 16 and 28.
Proposition 35. Let T be any t-norm and S any t-conorm. If the corresponding QL-
operator (or NQL-operator) I is a QL-implication (or NQL-implication) then S
satisfies:
Sðn x; xÞ ¼ n for all x 2 L ð12ÞExample 36. Let T be the drastic t-norm and n P 3. There is no t-conorm S such
that the corresponding QL-operator is a QL-implication and the same happens for
NQL-operators.
Since, in the non-smooth case, QL- and NQL-operators depend on T and S we
will denote them by IT,S and IT,S respectively. The previous example shows that con-
dition (12) is not suﬃcient to have a QL-implication or a NQL-implication in the
non-smooth case. However, (12) is a necessary and suﬃcient condition if we only
deal with the t-norm minimum, as we prove in the following proposition.
Proposition 37. Let T be the t-norm minimum and S, a t-conorm satisfying (12). Then
IT ;S and IT ;S are implications, they agree and are given by
IT ;Sðx; yÞ ¼ IT ;Sðx; yÞ ¼
n if x 6 y
Sðn x; yÞ otherwise

ð13ÞProof. Let S be a t-conorm satisfying (12). We have
IT ;Sðx; yÞ ¼ Sðn x;minðx; yÞÞ and IT ;Sðx; yÞ ¼ Sðminðn x; n yÞ; yÞ
respectively. Thus,Fig. 2. The nilpotent maximum (left) and the R0 implication (right).
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• When y < x we have IT,S(x,y) = S(n  x,y) = IT,S(x,y).
Thus, we have proved that both IT,S and IT,S are given by expression (13). Finally,
a simple computation shows that this expression is always an implication
function. h
There exists a family of non-smooth t-conorms satisfying (12) whose correspond-
ing family of N-dual t-norms was characterized in [11]. Namely, for any k 2 L such
that nk 6 k the operator Sk given by
Skðx; yÞ ¼
n if xþ y P n
xþ y  nþ k if xþ y < n and n k 6 x; y 6 k
maxfx; yg otherwise
8><
>: ð14Þ
is a t-conorm. Note that Sk is non-smooth except for the case k = n and in this ex-
treme case Sn agrees with the Łukasiewicz t-conorm. Note also that the nilpotent
maximum is obtained in the other extreme case given by nk = bn/2c where bn/2c
means the ﬂoor of n/2, that is, the greatest integer which is smaller than or equal
to n/2.
Example 38. By applying the previous proposition, taking the t-conorm Sk and the
t-norm minimum, we obtain that Imin;Sk and Imin;Sk are implications and they agree. A
simple calculation shows that this family of implications is given by:
Imin;Sk ðx; yÞ ¼ Imin;Sk ðx; yÞ ¼
n if x 6 y
k þ y  x if n k 6 y < x 6 k
maxfn x; yg otherwise
8><
>: ð15Þ
The structures of the t-conorm Sk and its associated implication given by (15) can
be viewed in Fig. 3.
Note that, taking T non-smooth but S smooth in order to have IT,S (or IT,S) impli-
cation function, we obtain from Eq. (12) that S must be the Łukasiewicz t-conorm
and no new QL-implications nor NQL-implications are available as we prove in
the next proposition.
Proposition 39. Let S be the Łukasiewicz t-conorm and T be any t-norm such that IT,S
(or IT,S) is an implication function. Then T must be smooth.Proof. We only prove the result for QL-implications since the case of NQL-implica-
tions is similar. Thus, let us suppose that IT,S is a QL-implication. Since IT,S is non-
increasing in the ﬁrst variable, we obtain for all x P 1:
IT ;Sðx; yÞ ¼ n xþ T ðx; yÞ 6 n ðx 1Þ þ T ðx 1; yÞ ¼ IT ;Sðx 1; yÞ.
That is, T(x,y)  T(x  1,y) 6 1 fro all x P 1 and T must be smooth. h
Fig. 3. The non-smooth t-conorm Sk (left) and its associated implication I
min;Sk ¼ Imin;Sk (right).
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the following proposition and example.
Proposition 40. Let T and S be any t-norm and any t-conorm respectively. Then, IT,S is
an implication function if and only if IT,S is.Proof. Suppose that IT,S is an implication function. To prove that IT,S is also an
implication function, we only need to show that it is non-decreasing in the second
variable. Thus, take x 2 L, y1 6 y2 and let us consider b = n  x and ai = n  yi
for i = 1,2. We have
IT ;Sðx; yiÞ ¼ Sðyi; T ðn x; n yiÞÞ ¼ Sðn ai; T ðai; bÞÞ
for i = 1,2. Now, since a2 6 a1 and IT,S is nonincreasing in the ﬁrst variable, we
obtain
IT ;Sðx; y1Þ ¼ Sðn a1; T ða1; bÞÞ ¼ IT ;Sða1; bÞ 6 IT ;Sða2; bÞ ¼ Sðn a2; T ða2; bÞÞ
¼ IT ;Sðx; y2Þ
Conversely, suppose that IT,S is an implication function. To prove that I
T,S is also an
implication function, we only need to show that it is nonincreasing in the ﬁrst var-
iable. The proof of this fact is similar to the previous one. hExample 41. Given n P 3 and k 2 L such that n  k 6 k < n, let S = Sk be the
t-conorm given by Eq. (14) and let T be a t-norm. Then we have the following
results:
(i) If T = min, both IT,S and IT,S are implications and they agree.
(ii) If T is the nilpotent minimum, IT,S and IT,S do not agree but they are not
implications.
(iii) The same as in (ii) happens if T is the N-dual t-norm of Sk.
Fig. 4. The smooth t-norm T = Tk (left) of Example 41(iv) and the associated implication I
T,S = IT,S
(right).
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by J = {0,1, . . .,n  k,k,k + 1, . . .,n}, again both IT,S and IT,S are implications
and they agree. In this case we have
IT ;Sðx;yÞ ¼ IT ;Sðx;yÞ ¼
n if x6 y and ðx 62 ðn k;kÞ or y 62 ðn k;kÞÞ
maxfn x;yg otherwise

ð16Þ
The implications given in Example 41 can be viewed in Fig. 4.
The case k = n corresponds to the Łukasiewicz t-conorm. For this t-conorm we
know that, given any t-norm T such that IT,S is an implication, there exists a t-norm
T 0 such that IT ;S ¼ IT 0 ;S by Theorem 32 and Proposition 39. So, some natural ques-
tions arise:
• Is this true for any t-conorm Sk with k as in the example above?
• Is this true for any t-conorm S satisfying (12)?
• Is at least true that there exist T 0 and S 0 such that IT ;S ¼ IT 0;S0?6. Conclusions
In [11] a detailed study of R-implications and S-implications on a ﬁnite chain L is
given. Following this idea, we study in this paper two other classes of implications on
L: QL- and NQL-implications, which can be useful in situations where the others
cannot be applied. In both cases, the most usual properties for implications like, con-
trapositive symmetry, exchange principle, generalized modus ponens and others,
have been characterized in the smooth case. Since QL- and NQL-implications are
reciprocal one of each other, we have dealt with the relation between them, leading
ﬁnally to the fact that they agree in the smooth case. That is, given a smooth t-norm
with J as set of idempotents, the QL-implication derived from T coincides with the
NQL-implication derived from the t-norm with N(J) as set of idempotents. Finally,
M. Mas et al. / Internat. J. Approx. Reason. 40 (2005) 262–279 279the non-smooth case is also studied, giving many new examples of these implications
and showing that the connection between them remains strong. We think that the
results proved here, jointly with those proved in [11], open new possibilities for
approximate reasoning with ﬁnite families of linguistic labels and their consequent
applications in computing with words.References
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