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Abstract
We study the quantum Hamiltonian reduction for affine superalge-
bras in the twisted case. This leads to a general representation theory
of all superconformal algebras, including the twisted ones (like the Ra-
mond algebra). In particular, we find general free field realizations and
determinant formulae.
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0 Introduction
This paper is a continuation of papers [KRW] and [KW] on structure and
representation theory of vertex algebrasWk(g, x) obtained by quantumHam-
iltonian reduction from the affine superalgebra ĝ. The datum one begins
with is a quadruple (g, x, f, k), where g is a simple finite-dimensional Lie
superalgebra with a non-zero invariant even supersymmetric bilinear form
( . | . ), x is an element of g such that ad x is diagonalizable with eigenvalues
in 12Z, f is an even element of g such that [x, f ] = −f and the eigenvalues
of ad x on the centralizer gf of f in g are non-positive, and k ∈ C. Recall
that a pair {x, f} satisfying the above properties can be obtained from an
sℓ2-triple {e, x, f}, so that [x, e] = e, [x, f ] = −f , [e, f ] = x.
We associate to the quadruple (g, x, f, k) a homology complex C(g, x, k) =
(Vk(g) ⊗ Fch ⊗ Fne , d0), where Vk(g) is the universal affine vertex algebra
of level k associated to the affine superalgebra ĝ, Fch is the vertex algebra
of free charged superfermions based on g++ g
∗
+ with reversed parity, Fne is
the vertex algebra of free neutral superfermions based on g1/2, and d0 is an
explicitly constructed odd derivation of the vertex algebra C(g, x, k) whose
square is 0. Here g+ (resp. g1/2) denotes the sum of eigenspaces of ad x
with positive eigenvalues (resp. with eigenvalue 1/2), and we drop f from
the notation since its different choices are conjugate. The vertex algebra
Wk(g, x) is the homology of the complex (C(g, x, k), d0).
In the present paper we begin with a diagonalizable automorphism σ of
g with modulus 1 eigenvalues, which leaves invariant the bilinear form (. | . )
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and keeps the elements x and f fixed. The automorphism σ gives rise to the
twisted affine superalgebra ĝtw and the corresponding twisted vertex algebra
Vk(g, σ), and to the twisted vertex algebras F
tw
ch and F
tw
ne , and we consider
the twisted complex
(C(g, σ, x, k) = Vk(g, σ)⊗ F twch ⊗ F twne , dtw0 ) .
Its homology is the twisted vertex algebra Wk(g, σ, x), which is the main
object of our study.
In the case when σ = 1 we recover the “Neveu-Schwarz sector” Wk(g, x)
studied in our previous papers [KRW] and [KW] (and earlier in [FF, FKW,
BT, FB, ST], and many other works, see [BS].) In the case when σ = σR,
where σR|g0¯ = 1 and σR|g1¯ = −1, we obtain the “Ramond sector”. This
terminology comes from the fact that taking the smallest simple Lie super-
algebra g = osp(1|2) and the only possible choice of x, we obtain asWk(g, x)
the vertex algebra associated to the usual Neveu-Schwarz algebra, and as
Wk(g, σR, x) the twisted vertex algebra associated to the usual Ramond al-
gebra. Likewise, taking g = sℓ(2|1), sℓ(2|2))/CI, osp(3|2) or D(2, 1; a), and
x the suitable multiple of the highest root θ of one of the simple compo-
nents of g0¯, all possible choices of σ produce all possible twists of the N = 2,
N = 4, N = 3 and big N = 4 superconformal algebras.
This leads us to a unified representation theory of all twisted superconfor-
mal algebras, in particular to unified free field realizations and determinant
formulas.
As in [FKW] and [KRW], we construct also a functor M 7→ H(M)
from the category of restricted ĝtw-modules to the category of Z-graded
Wk(g, σ, x)-modules and compute the Euler-Poincare´ character of H(M) in
terms of the character ofM . In a forthcoming paper [KW4] we shall develop
a theory of characters of Wk(g, σ, x) using this functor.
1 An overview of twisted formal distributions
Let R be a Lie conformal superalgebra. Recall that this is a Z/2Z-graded
C[∂]-module, endowed with jth products denoted by a(j)b, j ∈ Z+, satisfying
certain axioms [K4]. One associates to R a Lie superalgebra
(1.1) Lie (R) = R [t, t−1]/ Image (∂ ⊗ 1 + 1⊗ ∂t) ,
3
endowed with the following bracket, where a(µ) stands for a⊗tµ ∈ R [t, t−1] =
R⊗ C [t, t−1]:
(1.2) [a(µ), b(ν)] =
∑
j∈Z+
(
µ
j
)
(a(j)b)(µ+ν−j) .
Introducing formal distributions
(1.3) a(z) =
∑
µ∈Z
a(µ)z
−µ−1 , a ∈ R ,
one rewrites (1.2) as
(1.4) [a(z) , b(w)] =
∑
j∈Z+
(a(j)b)(w)∂
j
wδ(z − w)/j! .
One also has:
(1.5) (∂a)(z) = ∂za(z) .
(The fact that Lie R is a Lie superalgebra and the distributions {a(z)}a∈R
form a local system is encoded in the axioms of R.)
Let now σ be a diagonalizable automorphism of R. We shall always
assume for simplicity that all eigenvalues of σ have modulus 1. We have:
(1.6) R =
⊕
µ¯∈R/Z
Rµ¯, where Rµ¯ = {a ∈ R|σ(a) = e2πiµ¯a} .
Here and further µ¯ denotes the coset µ + Z of µ ∈ R. We associate to
the pair (R,σ) the σ-twisted Lie superalgebra
(1.7) Lie (R,σ) =
⊕
µ∈R
(Rµ¯ ⊗ tµ)/ Image (∂ ⊗ 1 + 1⊗ ∂t) ,
endowed with bracket (1.2) (except that now µ and ν are not necessarily
integers). Denoting by a(µ) the image of a⊗tµ in Lie (R,σ), and introducing
the twisted formal distributions
(1.8) atw(z) =
∑
µ∈µ¯
a(µ)z
−µ−1 , a ∈ Rµ¯ ,
we get the twisted analogue of (1.4):
(1.9) [atw(z) , btw(w)] =
∑
j∈Z+
(a(j)b)
tw(w)∂jwδµ¯(z − w)/j! ,
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where
δµ¯(z − w) = z−1
∑
µ∈µ¯
(w
z
)µ
is the twisted formal δ-function.
Assuming that the C[∂]-module R is generated by a finite set Q, in-
troduce a descending filtration of the Lie superalgebra L = Lie (R,σ) by
subspaces FjL = {a(µ)|a ∈ Q,µ > j}, and define a completion U(L)com of
its universal enveloping algebra U(L), which consists of all series
∑
i ui such
that for each N ∈ R all but finitely many of the ui’s lie in U(L)(FNL). The
automorphism σ of R induces one of L and of U(L)com in the obvious way,
which we again denote by σ.
A U(L)com-valued twisted formal distribution is an expression of the form
a(z) =
∑
µ∈µ¯
a(µ)z
−µ−1 ,
where µ¯ = µ+Z, σ(a(µ)) = e
2πiµ¯a(µ) and a(µ) ∈ U(L)com satisfy the property
that for each N ∈ R, a(µ) ∈ U(L)(FNL) for µ≫ 0 and all the a(µ) have the
same parity, denoted by p(a) ∈ Z/2Z. It is clear that the derivative ∂za(z)
of a twisted formal distribution a(z) is also a twisted formal distribution.
In order to define a normally ordered product of twisted formal distribu-
tions a(z) and b(z), we need to define a splitting a(z) = a(z)+ + a(z)− into
creation and annihilation parts a(z)+ and a(z)−. For that we choose sa in
the coset µ¯ and let
(1.10) a(z)+ =
∑
µ<sa
a(µ)z
−µ−1 , a(z)− =
∑
µ>sa
a(µ)z
−µ−1 .
If a(z) is a non-twisted formal distribution, i.e., µ¯ = Z, then one may choose
sa = 0, so that ∂z(a(z)±) = (∂za(z))±, but for twisted formal distributions
such a choice is impossible. After making a choice of sa, one defines the
normally ordered product of twisted formal distributions in the usual way:
: a(z)b(z) := a(z)+b(z) + (−1)p(a)p(b)b(z)a(z)− .
It is easy to see that this is again a U(L)com-valued formal distribution. As
usual, one defines the normally ordered product of more than two formal
distributions from right to left, e.g. : abc :=: a : bc ::.
Denote by V (R) the subspace of U(Lie R)com consisting of all normally
ordered products of formal distributions (1.3) and 1. This is one of the
constructions of the universal enveloping vertex algebra of the Lie confor-
mal algebra R [KRW] (cf. [K4],[GMS],[BK]). The infinitesimal translation
5
operator ∂ of V (R) is defined by (1.5). The jth product a(j)b on V (R) is
defined by (1.4) for j ∈ Z+, and by a(−j−1)b =: (∂ja)b : /j! for j ∈ Z+. The
automorphism σ of R induces an automorphism of V (R), and we have its
eigenspace decomposition:
V (R) =
⊕
µ¯∈R/Z
V µ¯(R) .
Likewise, denote by V (R,σ) the subspace of U(Lie (R,σ))com[[z, z−1]] con-
sisting of all normally ordered products of twisted formal distributions (1.8)
and 1. This is called a σ-twist of the vertex algebra V (R). (It is independent
of the choices of sa used in the definition of normally ordered products.) The
subspace V (R,σ) is σ-invariant, so that we have the decomposition into its
eigenspaces:
V (R,σ) =
⊕
µ¯∈R/Z
V µ¯(R,σ) .
The following result is well known.
Proposition 1.1. The map a(z) 7→ atw(z) (a ∈ Rµ¯, µ¯ ∈ R/Z) extends
uniquely to a σ-eigenspace preserving vector space isomorphism V (R) →
V (R,σ), a(z) 7→ atw(z), satisfying the following properties (a ∈ V µ¯(R), b ∈
V (R)):
1tw = 1 ,(1.11)
(∂a)tw(z) = ∂za
tw(z) ,(1.12)
[atw(z), btw(w)] =
∑
j∈Z+
(a(j)b)
tw(w)∂jwδµ¯(z − w)/j! ,(1.13)
: atw(z)btw(z) : =
∑
j∈Z+
(
sa
j
)
(a(j−1)b)tw(z)z−j .(1.14)
A module M over the filtered Lie superalgebra L = Lie (R,σ) is called
restricted if any vector of M is annihilated by some FjL. Such an L-module
can be uniquely extended to a module over the associative algebra U(L)com.
Restricting this module to V (R,σ), we obtain, in view of Proposition 1.1,
what is called a σ-twisted module M over the vertex algebra V (R).
In the examples of Lie conformal superalgebras R that follow we use the
λ-bracket [aλb] =
∑
j∈Z+
λj
j! a(j)b. Due to sesquilinearity ([∂aλb] = −λ[aλb],
[aλ∂b] = (∂ + λ)[aλb]), the λ-brackets of generators of the C[∂]-module R
determine the λ-bracket on R. Recall also that an element K of R is called
central if [KλR] = 0 = [RλK].
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Example 1.1. (twisted currents and Sugawara construction). Let g be a sim-
ple finite-dimensional Lie superalgebra with a non-degenerate supersymmet-
ric invariant bilinear form ( . | . ). The associated Lie conformal superalgebra
is
Curg = (C[∂]⊗ g)⊕ CK ,
where K is a central element and
[aλb] = [a, b] + λ(a|b)K , a, b ∈ 1⊗ g ≡ g .
Given a complex number k, denote by Vk(g) the quotient of the universal
enveloping vertex algebra V (Curg) by the ideal generated by K − k. This
is called the universal affine vertex algebra of level k.
Let σ be a diagonalizable automorphism of the Lie superalgebra g, keep-
ing the bilinear form ( . | . ) invariant. It extends to an automorphism of
Curg, also denoted by σ, by letting σ(P (∂)⊗ a) = P (∂)⊗ σ(a), σ(K) = K.
Let g = ⊕µ¯∈R/Zgµ¯, where gµ¯ = {a ∈ g|σ(a) = e2πiµ¯a}, be the eigenspace de-
composition of g for σ. Then the corresponding σ-twisted Lie superalgebra
Lie (Curg, σ) is a twisted Kac-Moody affinization
ĝtw
′
=
⊕
µ∈R
(gµ¯ ⊗ tµ)⊕CK ,
with the bracket (a ∈ gµ¯, b ∈ gν¯):
[atµ, btν ] = [a, b]tµ+ν + µ(a|b)δµ,−νK , [K, ĝtw′ ] = 0 .
The formal distributions
atw(z) =
∑
µ∈µ¯
(atµ)z−µ−1 , a ∈ gµ¯ ,
are called twisted currents. They generate (by taking derivatives and nor-
mally ordered products) the σ-twist V (Curg, σ) of the vertex algebra
V (Curg). As in the non-twisted case, denote by Vk(g, σ) the quotient by
the ideal generated by K− k; this is the σ-twist of the vertex algebra Vk(g).
Choosing dual bases {ai} and {ai} of g, compatible with the eigenspace
decomposition for σ, so that (ai|aj) = δij, define the twisted Sugawara field
in Vk(g, σ) (assuming that k + h
∨ 6= 0):
Lg,tw(z) =
1
2(k + h∨)
∑
i
(−1)p(ai) : aiai :tw (z) .
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Writing Lg,tw(z) =
∑
n∈Z L
g,tw
n z−n−2, and using the non-twisted Sugawara
construction and formula (1.13), we obtain that the Lg,twn satisfy the relations
of the Virasoro algebra with central charge c(k) = k sdim g/(k+h∨). Using
formula (1.14), we can rewrite Lg,tw(z) in terms of twisted currents and
numbers si = sai (see (1.10)):
Lg,tw(z) =
1
2(k + h∨)
(∑
i
(−1)p(ai) : atwi (z)ai,tw(z) :(1.15)
−
∑
i
(−1)p(ai)si[ai, ai]tw(z)z−1 − k
∑
i
(−1)p(ai)
(
si
2
)
z−2
)
.
Example 1.2. (twisted neutral free superfermions). Let A be a finite-
dimensional vector superspace with a non-degenerate skew-supersymmetric
bilinear form 〈 . , . 〉. The associated Clifford Lie conformal superalgebra is
C(A) = (C[∂]⊗A)⊕ CK ,
where K is a central element and
[aλb] = 〈a, b〉K .
Denote by F (A) the quotient of the universal enveloping vertex algebra of
C(A) by the ideal generated by K − 1.
Let σ be a diagonalizable automorphism of the space A, keeping the
bilinear form 〈 . , . 〉 invariant. As above, it extends to an automorphism σ of
the Lie conformal superalgebra C(A). Let A = ⊕µ¯∈R/Z Aµ¯ be the eigenspace
decomposition for σ. Then the corresponding σ-twisted Lie superalgebra
Lie (C(A), σ) is a twisted Clifford affinization
Âtw = ⊕µ∈R(Aµ¯ ⊗ tµ)⊕ CKA
with the bracket
[atµ , btν ] = 〈a, b〉δµ,−ν−1KA , [KA , Âtw] = 0 .
We shall work in the Clifford algebra U(Âtw)com/(K − 1). The formal dis-
tributions
Φtw(z) =
∑
µ∈µ¯
(Φtµ)z−µ−1 , Φ ∈ Aµ¯ ,
are called twisted neutral free superfermions. They generate the σ-twist
F (A, σ) of the vertex algebra F (A).
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Choosing dual bases {Φi} and {Φi} of A, compatible with the eigenspace
decomposition for σ, we let
Lne ,tw(z) =
1
2
∑
i
(−1)p(Φi) : Φi∂Φi :tw (z) .
Writing Lne ,tw(z) =
∑
n∈Z L
ne ,tw
n z−n−2, we obtain a Virasoro algebra with
central charge c = −12 sdim A. As in the previous example, using formula
(1.14), we obtain:
Lne ,tw(z) =
1
2
∑
i
(−1)p(Φi) : Φtwi (z)∂Φi,tw(z) :(1.16)
−1
2
∑
i
(−1)p(Φi)
(
si
2
)
z−2 .
Example 1.3. (twisted charged free superfermions). In notation of Exam-
ple 1.3, assume that A = A+ ⊕ A−, where both A+ and A− are isotropic
and σ-invariant subspaces. Choose a basis ϕi of A+, compatible with the
eigenspace decomposition of A+ for σ, and its dual basis ϕ
∗
i of A−, so that
〈ϕi, ϕ∗j 〉 = δij , and define charge by
(1.17) charge(ϕi) = 1 ; charge(ϕ
∗
i ) = −1 .
The formal distributions ϕtwi (z) and ϕ
∗tw
i (z) are called twisted charged
free superfermions. Relation (1.17) gives rise to the charge decomposition:
(1.18) F (A , σ) = ⊕m∈ZFm(A , σ) .
For a collection of complex numbers (mj) ∈ CdimA+ we can define a Virasoro
formal distribution
Lch,tw(z) = −
∑
i
mi : ϕ
∗
i ∂ϕi :
tw (z) +
∑
i
(1−mi) : ∂ϕ∗iϕi :tw (z)
with central charge
∑
i(−1)p(ϕi)(12m2i − 12mi + 2). Using formula (1.14),
we obtain
Lch,tw(z) = −
∑
i
mi : ϕ
∗tw
i (z)∂ϕ
tw
i (z) :(1.19)
+
∑
i
(1−mi) : ∂ϕ∗twi (z)ϕtwi (z) : +
∑
i
(−1)p(ϕi)
(
si
2
)
z−2 .
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2 The twisted complex
Let g be a simple finite-dimensional Lie superalgebra with a non-degenerate
even supersymmetric invariant bilinear form ( . | . ). Fix an even element x
of g such that ad x is diagonalizable with half-integer eigenvalues, and let
(2.1) g = ⊕j∈ 1
2
Z
gj
be the eigenspace decomposition. Let
g+ = ⊕j>0gj , g− = ⊕j<0gj , g6 = g0 ⊕ g− .
An even element f ∈ g−1 is called good if its centralizer gf in g lies in g6,
and the gradation (2.1) is called good if it admits a good element. We shall
assume that the grading (2.1) is good and we shall fix a good element f ∈ g−1
(all good elements form a Zariski dense orbit of the group exp g0,even , hence
nothing depends on the choice of f).
The most interesting good gradings come from sℓ2-triples {e, x, f}, where
[x, e] = e, [x, f ] = −f , [e, f ] = x, which are called Dynkin gradings. How-
ever, there are many other good gradings. In the Lie algebra case they are
classified in [EK].
An important role is played by the following bilinear form 〈 . , . 〉ne on
g1/2:
(2.2) 〈a, b〉ne = (f |[a, b]) ,
which is skew-supersymmetric, even and non-degenerate.
Fix an automorphism σ of g with the following three properties:
(i) σ(x) = x, σ(f) = f ;
(ii) (σ(a)|σ(b)) = (a|b) for all a, b ∈ g;
(iii) σ is diagonalizable and all its eigenvalues have modulus 1.
We shall construct a twisted vertex algebra Wk(g, σ, x) depending on
a complex parameter k. For σ = 1 this coincides with the vertex algebra
Wk(g, x, f) studied in [KRW] and [KW] (we shall drop f from the notation,
since different choices of f give isomorphic algebras).
Introduce the following 12Z-graded subalgebra of g:
(2.3) g(σ) = ⊕j∈ 1
2
Z
gj(σ) , where gj(σ) = {a ∈ gj|σ(a) = (−1)2ja} .
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Choose a σ-invariant Cartan subalgebra h of the even part of g0, and
choose a triangular decomposition of g(σ), compatible with the gradation
(2.3):
(2.4) g(σ) = n(σ)− ⊕ hσ ⊕ n(σ)+ ,
where hσ denotes the fixed point set of σ on h, such that the following
properties hold:
(i) n(σ)± are isotropic with respect to ( . | . ) nilpotent subalgebras nor-
malized by hσ,
(ii) f ∈ n(σ)+,
(iii) n1/2(σ)+ := g1/2(σ)∩n(σ)+ is a maximal isotropic subspace of g1/2(σ)
with respect to 〈 . , . 〉ne ,
(iv) n1/2(σ)− is a direct sum of a maximal isotropic subspace n1/2(σ)
′
− of
g1/2(σ) with respect to 〈 . , . 〉ne and at most 1-dimensional subspace
g01/2(σ), normalized by h
σ.
Here and further we let nj(σ)± = n(σ)± ∩ gj(σ). We thus have the
following decomposition:
(2.5) g1/2(σ) = n1/2(σ)+ + g1/2(σ)0 + n1/2(σ)
′
− ,
where ǫ(σ) := dim g1/2(σ)0 6 1. Note that ǫ(σ) 6= 0 iff dim g1/2(σ) is odd.
Remark 2.1. Let g0(σ)
f be the centralizer in g0(σ) of f ∈ g−1(σ), and
assume that there exists a semisimple element h0 in g0(σ)
f such that all
eigenvalues of ad h0 on g1/2(σ) are real numbers and the multiplicity of
zero is at most 1 (it follows from [EK], Theorem 1.5, that such an h0 with
all eigenvalues non-zero exists if g(σ) is a Lie algebra). Let m denote the
minimal absolute value of the non-zero eigenvalues. LetH0 ∈ hσ be a regular
element of g(σ) such that all eigenvalues of ad H0 are real, the eigenvalue
on f is positive and their absolute values are smaller than m. Let n(σ)+
(resp. n(σ)−) denote the span of the eigenvectors of ad (h0 + H0) in g(σ)
with positive (resp. negative) eigenvalues. This gives us a decomposition
(2.4) satisfying all properties (i)—(iv). It is because the bilinear form ( . | . )
is non-degenerate on g(σ) and the bilinear form 〈 . , . 〉ne is non-degenerate
and invariant on g(σ)1/2 with respect to g0(σ)
f .
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Let D = −Lg,tw0 . Recall that we have (a ∈ gµ¯):
[D, atµ] = µ(atµ) , [D,K] = 0 .
As usual, we shall consider the extension of the Kac-Moody affinization (see
Example 1.1):
ĝtw = CD ⋉ ĝtw′ .
The decomposition (2.4) induces a triangular decomposition of the Lie
superalgebra ĝtw (see Example 1.1):
ĝtw = n̂− ⊕ ĥ⊕ n̂+ ,(2.6)
where
ĥ = hσ + CK + CD ,(2.7)
n̂+ =
∑
j∈ 1
2
Z
(nj(σ)+ ⊗ t−j +
∑
µ∈R
j+µ>0
g
µ¯
j ⊗ tµ) ,(2.8)
n̂− =
∑
j∈ 1
2
Z
(nj(σ)− ⊗ t−j +
∑
µ∈R
j+µ<0
g
µ¯
j ⊗ tµ) .(2.9)
As usual, we extend the (non-degenerate) invariant bilinear for ( . | . )
from hσ to ĥ by:
(CK + CD|hσ) = 0 , (K|K) = (D|D) = 0 , (K|D) = 1 .
This bilinear form is non-degenerate, and we shall identify ĥ and ĥ∗ via this
form.
Denote by Ane the vector superspace g1/2 with the bilinear form 〈 . , . 〉ne .
Denote by A+ (resp. A−) the superspace g+ (resp. its dual g∗+) with reversed
parity, and let Ach = A+ ⊕ A−. Let 〈 . , . 〉ch be the skew-supersymmetric
bilinear form on Ach defined by
〈A± , A±〉ch = 0 , 〈a , b∗〉ch = b∗(a) for a ∈ A+ , b∗ ∈ A− .
The automorphism σ of g induces automorphisms of Ane and Ach, which we
again denote by σ, that preserve the respective bilinear forms. Finally, fix
a complex number k such that k + h∨ 6= 0.
We shall associate to the data (g, x, f, k, σ) a twisted differential vertex
algebra
(C(g, σ, x, k), dtw0 ) .
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Consider the twisted Kac-Moody affinization ĝtw′ and Clifford affiniza-
tions Âtwne and Â
tw
ch (see Examples 1.1, 1.2 and 1.3). Let L be the direct sum
of these Lie superalgebras with filtration FNL = FN ĝ
tw′+FN Âtwne +FN Âtwch .
Let U(L)com be the completed via this filtration universal enveloping algebra
of L and let Uk(L)
com be the quotient of U(L)com by the ideal generated by
K− k, KAne − 1, KAch − 1. Recall that twisted currents, twisted neutral su-
perfermions and twisted charged superfermions generate (via taking deriva-
tives and normally ordered products) the twisted vertex algebras Vk(g, σ),
F (Ane , σ) and F (Ach, σ). We denote by F (g, σ, x) the twisted vertex algebra
generated by the last two and by C(g, σ, x, k) the one generated by all three
types of formal distributions. We have:
F (g, σ, x) = F (Ach, σ)⊗ F (Ane , σ) , C(g, σ, x, k) = Vk(g, σ)⊗ F (g, σ, x) .
By letting charge(Vk(g, σ)) = charge(F (Ane , σ)) = 0 and using (1.17),
one has the induced charge decompositions:
F (g, σ, x) = ⊕m∈ZF (g, σ, x)twm , C(g, σ, x, k) = ⊕m∈ZCtwm .
In order to define the differential dtw0 , and for further use, choose a
basis {ui}i∈S of g compatible with the gradation (1.1), the σ-eigenspace
decomposition and the root space decomposition with respect to hσ . A part
of this basis is a basis of gm (m ∈ 12Z), and of g+. As in [KW], we denote
the corresponding subsets of indices of S by Sm and S+ respectively. Define
the structure constants cℓij by [ui, uj ] =
∑
ℓ c
ℓ
ijuℓ. Denote by {ϕi}i∈S+ ,
{ϕ∗i }i∈S+ the corresponding basis of A+ and its dual basis of A−, so that
〈ϕi, ϕ∗j 〉ch = δij , and by {Φi}i∈S1/2 the corresponding basis of Ane . We shall
denote by {ui} the dual basis of g with respect to the form (.|.) and by
{Φi}i∈S1/2 the dual basis of Ane with respect to the form 〈., .〉ne .
Recall that in the non-twisted case, i.e., when σ = 1, we defined d0 =
Res z d(z), where d(z) is the following formal distribution of the vertex al-
gebra C(g, 1, x, k) [KRW], [KW]:
d(z) =
∑
i∈S+
(−1)p(ui)ui(z)⊗ ϕ∗i (z)⊗ 1
−1
2
∑
i,j,ℓ∈S+
(−1)p(ui)p(uℓ)cℓij⊗ : ϕℓ(z)ϕ∗i (z)ϕ∗j (z) : ⊗1
+
∑
i∈S+
(f |ui)⊗ ϕ∗i (z)⊗ 1 +
∑
i∈S1/2
1⊗ ϕ∗i (z)⊗ Φi(z) .
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Further on, for simplicity of notation, we shall omit the tensor sign. Note
that in each summand of d(z), factors are commuting formal distributions.
Hence the corresponding (via Proposition 1.1) twisted formal distribution
dtw(z) of C(g, σ, x, k) is given by the same expression as d(z), where all
factors ui(z), ϕ
∗
i (z), etc. are replaced by u
tw
i (z), ϕ
∗tw
i (z), etc. (it is because
: atw(z)btw(z) := (a(−1)b)tw(z) if a(j)b = 0 for j ∈ Z+, by (1.14)). Since
[d(z), d(w)] = 0, it follows that [dtw(z), dtw(w)] = 0. Hence the odd element
dtw0 = Res z d
tw(z) has the property that (dtw0 )
2 = 0. Note also that dtw0 is
a derivation of all products of the twisted vertex algebra C(g, σ, x, k) and
dtw0 (Ctwm ) ⊂ Ctwm−1.
Denote the homology of the complex (C(g, σ, x, k), dtw0 ) by Wk(g, σ, x).
This σ-twisted vertex algebra is called the σ-twisted quantum reduction for
the triple (g, σ, x). The automorphism σ of g obviously induces a diagonal-
izable automorphism of the vertex algebra C(g, 1, x, k), commuting with the
operator d0. Hence it induces a diagonalizable automorphism, also denoted
by σ, of the vertex algebra Wk(g, 1, x).
The most important formal distribution of Wk(g, σ, x) is the σ-twist
Ltw(z) of the Virasoro formal distribution L(z), defined by (2.2) of [KW]:
Ltw(z) = Lg,tw(z) + Lne ,tw(z) + Lch,tw(z) + ∂zx
tw(z) ,
where the mi in (1.19) are defined by ui ∈ gmi .
Recall that the building blocks of the vertex algebra Wk(g, x) are the
following formal distributions [KW]:
J (v)(z) = v(z) +
∑
i,j∈S+
(−1)p(ui)cij(v) : ϕi(z)ϕ∗j (z) : ,
where v ∈ g and cij(v) is the matrix of ad v in the basis {ui}, i.e., [v, uj ] =∑
i cij(v)ui. Using (1.14), we obtain the following formula for the corre-
sponding twisted formal distribution (v ∈ g):
J (v)tw(z) = vtw(z) +
∑
i,j∈S+
(−1)p(ui)cij(v) : ϕtwi (z)ϕ∗twj (z) :(2.10)
−
∑
i∈S+
(−1)p(ui)sicii(v)z−1 .
Theorem 4.1 of [KW] implies the following result.
Theorem 2.1. (a) For each a ∈ (gµ¯−j)f , j > 0, there exists a dtw0 -closed
twisted formal distribution J{a},tw(z) in C(g, σ, x, k) of conformal weight
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1+ j (with respect to Ltw(z)) such that J{a},tw(z)−J (a),tw(z) is a lin-
ear combination of normally ordered products of the twisted formal
distributions J (b)tw(z), where b ∈ g−s, 0 6 s < j, the twisted formal
distributions Φtwi (z), where i ∈ S1/2, and their derivatives.
(b) The homology classes of the formal distributions J{ai},tw(z), where
{ai} is a basis of gf60 compatible with the 12Z-gradation and σ-eigenspace
decomposition, strongly and freely generate Wk(g, σ, x).
(c) Wk(g, σ, x) is a σ-twist of the vertex algebra Wk(g, 1, x).
(d) Wk(g, σ, x) coincides with the 0
th homology of the complex (C(g, σ, x, k),
dtw0 ).
3 Modules over Wk(g, σ, x)
Denote by S′ ⊂ S the subset of indices of the part of the basis {ui}i∈S of
g, which is a basis of g mod hσ, and let S′0 = S0 ∩ S′ . In the case when
h = hσ, S′ can be identified with the set of roots of g with respect h, but it
is larger otherwise.
Recall that, given a diagonalizable automorphism σ of a vertex algebra
V , so that V = ⊕µ¯∈R/Z V µ¯ is its eigenspace decomposition, a σ-twisted
moduleM over V is a linear map a→ aM,tw(z) =∑n∈µ¯ aM(n)z−n−1 (a ∈ V µ¯)
satisfying equations (1.12)—(1.15), where aM(n) ∈ EndM and for any v ∈M ,
aM(n)v = 0 if n≫ 0. In other words, the collection of fields aM,tw(z) forms a
σ-twist of the vertex algebra V . In this section we shall discuss the properties
of σ-twisted modules over Wk(g, x) (= modules over Wk(g, σ, x)) obtained
by the σ-twisted quantum reduction from restricted ĝtw-modules.
We shall embed hσ∗ in ĥ∗ by letting λ ∈ hσ∗ be zero on K, and we
define δ ∈ ĥ∗ by δ|hσ+CK = 0, δ(D) = 1. Recall that, given a triangular
decomposition (2.6), a highest weight module over the Lie superalgebra ĝtw
of level k and with highest weight Λ ∈ h∗ is a ĝtw-module M which admits
a non-zero vector vΛ̂, where Λ̂ = Λ + kD, with the properties:
(i) hvΛ̂ = Λ̂(h)vΛ̂, h ∈ ĥ,
(ii) n̂+vΛ̂ = 0,
(iii) U(n̂−)vΛ̂ =M .
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For this reason, in the definition (1.10) of the annihilation part of the twisted
current ui(z) (i ∈ S′), we choose
(3.1) sui = min{n|ui ⊗ tn is non-zero and lies in n̂+} , sh = 1 for h ∈ hσ.
Since each summand gj of the gradation (2.1) is σ-invariant, we have its
σ-eigenspace decomposition:
gj = ⊕µ¯∈R/Zgµ¯j ,where gµ¯j = {a ∈ gj |σ(a) = e2πiµ¯a}.
Hence for a basis element ui ∈ gµ¯imi we can rewrite formula (3.1) for si = sui
(i ∈ S′) as follows:
si =
{
min{n ∈ µ¯i|n > −mi} if ui 6∈ n(σ)+ ,
−mi if ui ∈ n(σ)+ .(3.2)
It is easy to see that for a dual basis element ui ∈ g−µ¯−mi we have for si = sui :
(3.3) si = 1− si for all i ∈ S′ .
We extend this definition of annihilation operators to Âtwne and Â
tw
ch as
follows:
(3.4) sΦi = si (i ∈ S1/2) , sϕi = si , sϕ∗i = 1− si (i ∈ S+) .
It is easy to see that we have
(3.5) sΦi = ∓1/2 if Φi ∈ n1/2(σ)± , |sΦi | < 1/2 otherwise.
(3.6) sΦi + sΦi = δi,i0 , where 〈Φi0 ,Φi0〉ne 6= 0.
We write the generating fields in the form:
ui(z) =
∑
n∈µ¯i
ui,nz
−n−1 , Φi(z) =
∑
n∈µ¯i+1/2
Φi,nz
−n−1/2 ,
ϕi(z) =
∑
n∈µ¯i
ϕi,nz
−n−1 , ϕ∗i (z) =
∑
n∈−µ¯i
ϕ∗i,nz
−n .
Each of the Clifford affinizations Âtwne and Â
tw
ch has a unique irreducible
module, denoted by F twne and F
tw
ch , respectively, admitting a non-zero vector
|0〉ne and |0〉ch, respectively, killed by all annihilation operators:
(3.7) Φi,n|0〉ne = 0 for n > si + 1/2 ,
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(3.8) ϕi,n|0〉ch = 0 for n > si , ϕ∗i,n|0〉 = 0 for n > 1− si .
Since these modules are restricted, they extend to the modules over
F (Ane , σ) and F (Ach, σ) (= twisted modules over the vertex algebras F (Ane ,
1) and F (Ach, 1)), respectively), hence
F tw = F twne ⊗ F twch
is a module over F (g, σ, x) (= twisted module over the tensor product of
these vector algebras, F (g, 1, x)). We let
|0〉 = |0〉ne ⊗ |0〉ch ∈ F tw .
Thus, given a restricted ĝtw-module M with K = kI, we extend it to a
module over Vk(g, σ) (= twisted module over the vertex algebra Vk(g, 1)),
thenM⊗F tw becomes a module over C(g, σ, x, k) (=twisted module over the
vertex algebra C(g, x, k)). Passing to the homology of the complex Ctw(M) =
(M⊗F tw, dtw0 ), we obtain aWk(g, σ, x)-module (=twisted Wk(g, x)-module)
Htw(M). One has the charge decomposition of Ctw(M) induced by that of
F (g, σ, x) by setting the charge of M to be zero. This induces a decompo-
sition as Wk(g, σ, x)-modules: H
tw(M) =
∑
j∈ZH
tw
j (M).
Let ∆σ ⊂ hσ∗ be the set of non-zero roots of g with respect to hσ,
counted with their multiplicities. We may identify ∆σ with a subset of S′,
which indexes root vectors attached to non-zero roots. (Then the remaining
elements of S′ index a basis of h mod hσ .) Given one of the above basis
root vectors eα, attached to α ∈ ∆σ, we let sα = seα . One should keep in
mind that the sα corresponding to root vectors with the same α may be
different (in the case hσ 6= h).
Recall that the set of roots ∆̂ ⊂ ĥ∗ of the twisted affine Lie superalgebra
ĝtw is ∆̂ = ∆̂re ∪ ∆̂im , where:
∆̂re = {α+ (m+ sα)δ|m ∈ Z , α ∈ ∆σ} , ∆̂im = {mδ|m ∈ E0\{0}} ,
where E0 = {µ ∈ R| e2πiµ is an eigenvalue of σ on h}, and the roots are
considered with their multiplicities. Then we have a subset ∆̂+ = ∆̂
re
+ ∪∆̂im+
of positive roots in ∆̂, corresponding to n̂+ (see (2.8)), where
∆̂re+ = {α+ (m+ sα)δ|m ∈ Z+ , α ∈ ∆σ} , ∆̂im+ = {mδ|m ∈ E0 , m > 0} .
Introduce the following subset of ∆̂re+ :
∆̂re++ = {α+ (m+ sα)δ|α ∈ ∆σ , α(x) > 0 , m ∈ Z+} .
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Proposition 3.1. (a) If M is a restricted ĝtw-module and v ∈ M is a
singular vector, i.e., n̂tw+ v = 0, then
dtw0 (v ⊗ |0〉) = 0 .
(b) If M is a Verma module over ĝtw with the highest weight vector v
Λ̂
and
v ∈M is a singular vector with highest weight Λ̂−nα, where α ∈ ∆̂re++, then
the homology class of v ⊗ |0〉 in H0(M) is non-zero.
Proof. We have: dtw0 = A+B + C +D, where
A =
∑
i∈S+
∑
p∈µ¯i
q∈−µ¯i
p+q=0
(−1)p(ui)ui,pϕ∗i,q ,
B = −1
2
∑
i,j,k∈S+
∑
p∈µ¯k
q∈−µ¯i
r∈−µ¯j
p+q+r=0
(−1)p(ui)p(uk)ckijϕk,pϕ∗i,qϕ∗j,r ,
C =
∑
i∈S+
(f |ui)ϕ∗i,1 , D =
∑
i∈S1/2
∑
p∈−µ¯i
q∈µ¯i+1/2
p+q=0
ϕ∗i,pΦi,q+1/2 .
A summand of A does not annihilate v ⊗ |0〉 only if p 6 si − 1, q 6 si,
hence there are no such summands since p+ q = 0.
A summand of B does not annihilate v⊗ |0〉 only if p 6 sk − 1, q 6 −si,
r 6 sj, which happens only if p + q + r 6 sk − si − sj − 1 6 −1, since
sk 6 si + sj when c
k
ij 6= 0. Hence there are no such summands.
If (f |ui) 6= 0, then (ft|uit−1) 6= 0, and since ft ∈ n̂+, we obtain that
uit
−1 ∈ n− and therefore si > 0, by definition of si. Hence ϕ∗i,1 is an
annihilation operator (see (3.8)) and C(v ⊗ |0〉) = 0.
Finally, if a summand of D does not annihilate the v ⊗ |0〉, then p 6 si
and q + 1/2 6 si − 1/2 and therefore p+ q = −1, which is impossible since
p+ q = 0.
This proves (a). The proof of (b) is the same as in the non-twisted case,
see [KW], Lemma 7.3.
Next, we study the formal distribution Ltw(z) of Wk(g, σ, x). Using
formulas (1.15), (1.16) and (1.19) for the first three summands, we obtain
an explicit expression for Ltw(z) =
∑
n∈Z L
tw
n z
−n−2. Note that the Ltwn form
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a Virasoro algebra with the same central charge as in the non-twisted case.
Examples 1.1, 1.2 and 1.3 give the following important formulas.
Proposition 3.2. Introducing the constants
sg = − k
2(k + h∨)
∑
α∈S′
(−1)p(α)
(
sα
2
)
,(3.9)
sne =
1
8
ǫ(σ)− 1
2
∑
α∈S1/2
(−1)p(α)
(
sα
2
)
,(3.10)
sch =
∑
α∈S+
(−1)p(α)
((
sα
2
)
+mαsα
)
,(3.11)
we have
Lg,tw0 =
1
2(k + h∨)
(∑
i
hih
i −
∑
i∈S′
(−1)p(α)sαα
)
+ sg+ ann ;
Lne ,tw0 = sne + ann |0〉ne , Lch,tw0 = sch + ann |0〉ch ;
Ltw0 = L
g,tw
0 + L
ne ,tw
0 + L
ch,tw
0 − x ,
where ann (resp. ann |0〉) denotes the sum of terms which annihilate any
singular vector in a ĝtw-module M of level k (resp. annihilate the vacuum
vector), and {hi} and {hi} are dual bases of hσ.
Proof. We have:
∑
α∈S′(−1)p(α)sα[uα, uα] =
∑
i aihi, where ai ∈ C. Hence
ai =
∑
α∈S′(−1)p(α)sα([uα, uα]|hi) =
∑
α∈S′(−1)p(α)sαα(hi). Hence
∑
α∈S′
(−1)p(α)sα[uα, uα] =
∑
α∈S′(−1)p(α)sαα. The rest of the calculation is
straightforward.
Corollary 3.1. Let v be a singular vector of a ĝtw -module M of level k
such that av = Λ(a)v, a ∈ hσ, for some Λ ∈ hσ∗. Then Ltw0 (v ⊗ |0〉) = h
v ⊗ |0〉, where
h =
1
2(k + h∨)
((Λ|Λ) −
∑
α∈S′
(−1)p(α)sα(Λ|α)) − Λ(x) + sg+ sne + sch .
Corollary 3.2. Let γ′ = 12
∑
α∈S′(−1)p(α)α ∈ hσ∗, and let ρ̂tw be the Weyl
vector rho for ĝtw (i.e., (ρ̂tw|αi) = 12(αi|αi) for all simple roots αi of ĝtw).
Then ρ̂tw|hσ = −γ′.
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Proof. By Proposition 3.2 we have in any highest weight ĝtw-module of level
k with highest weight Λ ∈ hσ∗:
(3.12) Lg,tw0 vΛ =
1
2(k + h∨)
(
(Λ|Λ)− 2(Λ|γ′))+ c1 ,
where c1 ∈ C is independent of Λ. On the other hand, the operator Lg,tw0 +D
commutes with ĝtw, hence equals c2Ω
tw + c3, where c2, c3 ∈ C are in-
dependent of Λ and Ωtw is the Casimir operator of ĝtw. But ΩtwvΛ =
(Λ|Λ + 2ρ̂tw)vΛ (see [K3]) and DvΛ = 0, hence, comparing with (3.12) we
obtain for any Λ ∈ hσ∗:
1
2(k + h∨)
(
(Λ|Λ) − 2(Λ|γ′))+ c1 = c2 ((Λ|Λ) + 2(ρ̂tw|Λ))+ c3.
Comparing quadratic terms in Λ we obtain c2 = (2k + 2h
∨)−1. Comparng
linear terms in Λ, we get ρ̂tw|hσ = −γ′.
Recall that the conformal weight 1 formal distributions of the vertex
algebra Wk(g, x) are [KW]:
J{v}(z) = J (v)(z) − 1
2
∑
i,j∈S1/2
(−1)p(ui)cij(v) : Φi(z)Φj(z) : (v ∈ gf0).
Hence, by Equation (1.14), the corresponding twisted formal distributions
of Wk(g, σ, x) can be explicitly expressed via twisted currents and twisted
ghosts. In the sequel we shall need the following formula, in the case when
a ∈ hσf :
(3.13) J
{a}tw
0 = a−
∑
i∈S+
(−1)p(ui)sicii(a) + 1
2
∑
i∈S1/2
(−1)p(ui)sicii(a) + ann ,
where ann denotes an operator which annihilates any vector of the form
v ⊗ |0〉 ∈M ⊗ F tw. Formula (3.13) implies the following corollary.
Corollary 3.3. Under the conditions of Corollary 3.1, the eigenvalue of
J
{H},tw
0 (H ∈ hσf ) on the vector v ⊗ |0〉 is equal to
Λ(H) +
1
2
∑
α∈S1/2
(−1)p(α)sαα(H)−
∑
α∈S+
(−1)p(α)sαα(H) .
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As in [KRW], define the Euler-Poincare´ character of Htw(M) by the
following formula, where h ∈ hσf and τ ∈ C, Im τ > 0:
chHtw(M)(τ, h) =
∑
j∈Z
(−1)jtrHj(M)e2πiτL
tw
0 e2πiJ
{h}
0 .
The same argument as in [KRW] gives an explicit formula in terms of the
character
chM (τ, z) = trMe
2πi(z+τLg,tw0 ) , z ∈ hσ ,
of the ĝtw-module M :
chHtw(M)(τ, h) = e
2πiτ(sne+sch)(3.14)
×
(
chM
∏
α∈∆̂+
α(x)6=0,−1/2
(1− p˜(α)e−α)p˜(α)mult α
)
(τ,−τx+ h)
Here and further, in order to simplify notation, we let p˜(α) = (−1)p(α), and
for α ∈ ĝ∗, we define α(τ, z) = 2πiα(z − τD).
The conditions of non-vanishing of chHtw(M) are similar to those in the
non-twisted case [KRW]. Namely, the same argument as in [KRW], Theo-
rem 3.2, gives the following result.
Proposition 3.3. Let M be a restricted ĝtw-module of level k 6= −h∨ and
assume that chM (τ, h) extends to a meromorphic function on the upper half
space Im τ > 0, h ∈ hσ, with at most simple poles at the hyperplanes α = 0,
where α are real even roots. Then chHtw(M)(τ, h) is not identically zero
iff the ĝtw-module M is not locally nilpotent with respect to all root spaces
ĝ−α, such that α are positive even real roots satisfying the following three
properties:
(i) α(D + x) = 0 , (ii) α|(hσ)f = 0 , (iii) α(x) 6= 0 , −1/2 .
We shall use formula (3.14) and [KW2, KW3] to compute the characters
of Wk(g, σ, x)-modules in a subsequent paper [KW4] (cf. [FKW, KRW]).
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Remark 3.1. A slightly more explicit form of (3.14) is as follows:
chHtw(M)(τ, h) = e
2πiτ(sne+sch)
×
(
chM
∏
α∈S′
α(x)>0
∞∏
n=1
(
(1− p˜(α)e−(n−sα)δ+α)(1 − p˜(α)e−(n−1+sα)δ−α)
)p˜(α)mult α
×
∏
α∈S′
α(x)=1/2
∞∏
n=1
(1− p˜(α)e−(n−sα)δ+α)−p˜(α)mult α
)
(τ,−τx+ h) .
Let a ∈ (gµ¯−j)f , j > 0, and let J{a},tw(z) be the corresponding formal
distribution of Wk(g, σ, x) (see Theorem 2.1). As in the non-twisted case
[KW], its conformal weight with respect to Ltw(z) equals ∆a = j + 1. We
therefore write
(3.15) J{a},tw(z) =
∑
n∈µ¯−∆a
J{a},twz−n−∆a .
Recall the isomorphism as gf0 -modules g
f ∼= g0+g1/2 given by [KW], (1.12).
We shall identify g0 (and its subspace h
σ) with a σ-invariant subspace of
gf , using this isomorphism. A Wk(g, σ, x)-module M is called a highest
weight module with highest weight λ ∈ (hσ)∗ if there exists a non-zero vector
vλ ∈M such that:
(3.16) polynomials in the operators J{a},twn applied to vλ span M ,
J
{a},tw
0 vλ = λ(a)vλ if a ∈ hσ ,(3.17)
J{a},twm vλ = 0 if m > 0 or m = 0 and a ∈ n0(σ)+ .(3.18)
The Verma module is defined in the same way as in [KW], and we have the
following twisted analogue of Theorem 6.3 from [KW].
Theorem 3.1. If P is a Verma module over the Lie superalgebra ĝtw, then
H(P ) = H0(P ), and it is a Verma module over Wk(g, σ, x).
4 Modules over Wk(g, σ, θ/2), the free field realizations and
determinant formulas
Of particular interest are the vertex algebrasWk(g, θ/2) associated to a min-
imal gradation of g [KRW, KW] (cf. [FL]). In this case g is one of the simple
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Lie superalgebras sℓ(m|n)/δm,nCI, osp(m|n) (=spo(n|m)), D(2, 1 ; a), F (4),
G(3) or one of the five exceptional Lie algebras, θ is the highest root of one
of the simple components of the even part of g, the bilinear form ( . | . ) is
normalized by the condition (θ|θ) = 2, and x = θ/2. The corresponding
1
2Z-gradation (2.1) looks as follows:
(4.1) g = Cf + g−1/2 + g0 + g1/2 + Ce ,
where {e, x, f} form an sℓ2 triple , and
g
f
0 = {a ∈ g0|(x|a) = 0} , gf = Cf + g−1/2 + gf0 .
Then
g(σ) = Cf + g−σ−1/2 + g
σ
0 + g
−σ
1/2 + Ce
is a minimal gradation of g(σ). Since gσ0 = (g
σ
0 )
f + Cx, it follows that
there exists an element h0 ∈ hσf of the Lie superalgebra g(σ) such that
the eigenvalues of ad h0 are real, h0 is a regular element of g
σ
0 , and the 0
th
eigenspace of ad h0 on g
−σ
1/2 (resp. g
−σ
−1/2) is Ceθ/2 (resp. Ce−θ/2) if eθ/2 is
a root vector of g(σ). (Here θ/2 stands for the restriction of θ/2 to hσ .)
Letting n+(σ) (resp. n−(σ)) be the span of all eigenvectors of ad h0 with
positive (resp. negative) eigenvalues and the vectors f = e−θ and e−θ/2
(resp. e = eθ and e = eθ/2), we obtain the decomposition (2.4), satisfying
the properties (i)—(iv). Note also that in the decomposition (2.5), h1/2(σ)
(resp. n1/2(σ)
′) is the span of all eigenvectors of ad h0 with positive (resp.
negative) eigenvalues, and g1/2(σ)0 = Ceθ/2 ∈ g(σ). Thus, ǫ(σ) 6= 0 iff θ/2
is a root of g with respect to hσ and σ(eθ/2) = −eθ/2.
Example 4.1. For the minimal gradation the numbers sα(α ∈ ∆ ⊂ h∗) are
as follows (cf. (3.2)):
(a) If σ = 1, then sα = 0 (resp. 1) for α ∈ ∆+ (resp. −α ∈ ∆+).
(b) If σ|gj = (−1)2j , then sα = 0 (resp. 1) if α(x) = 0 and α(h0) > 0
(resp. α(h0) < 0), sα = −1/2 (resp. 12) if α(x) = 12 and α(h0) > 0
(resp. 6 0), sθ = 0 and sα + s−α = 1, α ∈ ∆.
Recall that the (Virasoro) central charge of Wk(g, θ/2) is [KW]:
c(k) =
k sdim g
k + h∨
− 6k + h∨ − 4 ,
and it is, of course, the same for the twisted vertex algebras Wk(g, σ, θ/2).
Introduce the following vectors in hσ∗:
γ′ =
1
2
∑
α∈S′
p˜(α)sαα , γ1/2 =
1
2
∑
α∈S1/2
p˜(α)sαα .
Corollaries 3.1 and 3.3 give the following result, which will be used in
the calculation of the determinant formula.
Proposition 4.1. Let M be a restricted ĝtw-module of level k. Let v ∈ M
be a singular vector of M with weight Λ ∈ hσ∗. Then we have in the case of
Wk(g, σ , θ/2):
(a) The eigenvalue of Ltw0 on v ⊗ |0〉 is equal to
h =
1
2(k + h∨)
((Λ|Λ) − 2(Λ|γ′))− Λ(x) + sg+ sgh ,
where
sg = − k
4(k + h∨)
∑
α∈S′
p˜(α)sα(sα − 1) , sgh = 1
4
∑
α∈S1/2
p˜(α)s2α .
(b) The eigenvalue of J{H},tw for H ∈ hσf on v ⊗ |0〉 is equal to
(Λ− γ1/2)(H) .
Proof. Letting sgh := sch + sne , we have (see (3.10) and (3.11)): sgh =
1
8ǫ(σ) +
1
4
∑
α∈S1/2 p˜(α)(s
2
α + sα). Since α ∈ S1/2 iff θ − α ∈ S1/2, we obtain
that
(4.2)
∑
α∈S1/2
p˜(α)sα = −1
2
ǫ(σ) .
It is because sα + sθ−α = δα,θ/2, which holds due to (3.6). This proves the
formula for sgh. The rest is straightforward.
Proposition 4.2. For the 12Z-gradation of g defined by ad x one has:
(a) 2γ′(x) = 1− h∨ − 12ǫ(σ).
(b) γ′ = 2γ1/2 + γ′0 − 12 (h∨ − 1)θ, where γ′0 = 12
∑
α∈S′
α(x)=0
p˜(α)sαα.
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(c) γ♮1/2 =
1
2(γ
′♮ − γ′♮0 ).
Proof. We have: 2γ′(x) = 12
∑
α∈S1/2 p˜(α)sα − 12
∑
α∈S−1/2 p˜(α)sα − 1 =∑
α∈S1/2 p˜(α)sα − 12 sdim g1/2 − 1. Since sdim g1/2 = 2h∨ − 4 (see [KW],
(5.6)), formula (4.2) completes the proof of (a).
Similar calculations establish (b), and (c) is immediate by (b).
In [KW], Theorem 5.2, we gave a realization of the vertex algebra
Wk(g, θ/2) as a subalgebra of Vαk(g0) ⊗ F (Ane ), where g0 is the 0th grad-
ing component in (2.1) and αk is the “shifted” 2-cocycle: αk(at
m, btn) =
((k+h∨)(a|b)− 12κg0(a, b))mδm,−n, where κg0 is the Killing form on g0. The
twisted version of this result is derived from [KW], Theorem 5.2, by making
use of (1.14), Theorem 2.1, and the following identity for formal distributions
a, b, c such that [aλb] = 〈a, b〉 ∈ C, [aλc] = 〈a, c〉 ∈ C, [bλc] = 〈b, c〉 ∈ C:
: abc :tw (z) = : atw(z)btw(z)ctw(z) : −z−1(sb〈b, c〉atw(z) +(4.3)
sa〈a, b〉ctw(z) + sa(−1)p(a)p(b)〈a, c〉btw(z)
)
.
As in [KW], we keep the notation J{a},tw if a ∈ gf0 , but let G{v},tw = J{v},tw if
v ∈ g−1/2. Due to Theorem 2.1, the formal distributions J{a},tw, G{v},tw and
Ltw strongly and freely generate the twisted vertex algebra Wk(g, σ, θ/2).
Theorem 4.1. The following formulas define an injective vertex algebra
homomorphism of Wk(g, σ, θ/2) to Vαk(g0, σ)⊗ F (Ane , σ):
J{a},tw(z) 7→ atw(z) + (−1)
p(a)
2
∑
α∈S1/2
: Φα,tw(z)Φtw[uα,a](z) :
− (−1)
p(a)
2
∑
α∈S1/2
sΦα〈Φα,Φ[uα,a]〉ne z−1(a ∈ gf0) ,
G{v},tw(z) 7→
∑
α∈S1/2
: [v, uα](z)Φ
α,tw(z) : −(k + 1)
∑
α∈S1/2
(v|uα)∂Φα,tw(z)
− (−1)
p(v)
3
∑
α,β∈S1/2
: Φα,tw(z)Φβ,tw(z)Φtw[uβ ,[uα,v]](z) :
+
(−1)p(v)
3
∑
α,β∈S1/2
(
sΦβ〈Φβ,Φ[uβ ,[uα,v]]〉neΦα,tw(z)
+ (−1)p(α)p(β)sΦα〈Φα,Φ[uβ ,[uα,v]]〉neΦβ,tw(z)
+sΦα〈Φα,Φβ〉neΦtw[uβ ,[uα,v]](z)
)
z−1 (v ∈ g−1/2) ,
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Ltw(z) 7→ 1
2(k + h∨)
∑
α∈S0
(−1)p(α) : utwα (z)uα,tw(z) : +
k + 1
k + h∨
∂x(z)
+
1
2
∑
α∈S1/2
(−1)p(α) : Φtwα (z)∂Φα,tw(z) : −
1
2(k + h∨)
∑
α∈S′0
(−1)p(α)sαα(z)z−1
+
( 1
4(k + h∨)
∑
α∈S0
(−1)p(α)
(
sα
2
)
κg0(uα, u
α)−1
2
∑
α∈S+∪S0
(−1)p(α)
(
sα
2
))
z−2 .
(For gf0 simple, κg0(uα, u
α) = 2h∨0 ,where h
∨
0 is the dual Coxeter number of
g
f
0 with respect to ( . | . ).)
In the case of Wk(g, σ, θ/2), Proposition 3.1 gives the following result.
Proposition 4.3. LetM be a ĝtw-module satisfying the conditions of Propo-
sition 3.1. Then the Euler-Poincare´ character of the Wk(g, σ, θ/2)-module
Htw(M) is not identically zero iff eθt
−1 is not locally nilpotent on M .
Now we turn to the determinant formula for the Verma modules over
Wk(g, σ, θ/2). To simplify notation, we let g
♮ = gf0 (resp. h
♮ = (hσ)f ), the
centralizer of f in g0 (resp. in h
σ). Let λ 7→ λ♮ denote the restriction map
hσ → h♮. Let S0 (resp. S−1/2) = {α ∈ S′|α(x) = 0 (resp. α(x) = −1/2)},
and let ∆♮W,σ = {α♮|α ∈ S0 ∪ S−1/2} ⊂ h♮∗, the multiplicity of α♮ being
the multiplicity of α ∈ S′. Note that ∆♮W,σ may contain 0 (this happens iff
θ/2 ∈ ∆σ).
Define the set of roots ∆W,σ of Wk(g, σ, θ/2) as a subset of the dual of
its Cartan algebra
hW,σ = h
♮
⊕
CLtw0 ,
defined as follows. We embed h♮∗ in h∗W,σ by letting α ∈ h♮∗ to be zero on
Ltw0 , and define δ
′ ∈ h∗W,σ by
δ′|h♮ = 0 , δ′(Ltw0 ) = −1 .
Then ∆W,σ = ∆
re
W,σ ∪∆imW,σ, where
∆reW,σ = {(n+ sα + α(x))δ′ + α | α ∈ ∆♮W,σ , n ∈ Z} ,
∆imW,σ = {nδ′| n ∈ E0 , n 6= 0} ,
where the multiplicity of a root (n + sα + α(x))δ
′ + α is equal to the mul-
tiplicity of α ∈ ∆♮W,σ with given sα, and the multiplicity of nδ′ is equal to
26
the multiplicity of the root nδ of ĝtw. Note that 0 is a root in ∆reW,σ of
multiplicity ǫ(σ)(6 1).
We denote by ∆+W,σ the subset of positive roots, which consists of the
subset ∆im ,+W,σ of elements of ∆
im
W,σ for which n > 0, and the subset ∆
re,+
W,σ of
elements of ∆reW,σ for which n ∈ Z+.
Define the corresponding partition function PW,σ(η) on h
∗
W,σ as the num-
ber of ways η can be represented in the form (counting root multiplicities):
η =
∑
α∈∆+W,σ
kαα , where kα ∈ Z+ and kα 6 1 if α is odd.
Remark 4.1.Denote by P ′W,σ(η) the partition function for the set ∆
+
W,σ\{0}.
Of course, P ′W,σ(η) = PW,σ(η) if ǫ(σ) = 0, but P
′
W,σ(η) =
1
2PW,σ(η) if ǫ(σ) =
1 and η 6= 0.
The definition (3.16)—(3.18) of a highest weight module M over the
vertex algebra Wk(g, σ, θ/2) can be made a bit more explicit: the highest
weight λ is an element of h∗W , and condition (3.17) can be replaced by
(4.4) J
{H}
0 vλ = λ
♮(H)vλ ,H ∈ h♮ , and Ltw0 vλ = hvλ ,
where λ♮ denotes the restriction of λ to h♮ and h is the minimal eigenvalue
of Ltw0 on M . We have the weight space decomposition of M :
M =
⊕
µ∈h∗W,σ
Mµ , Mµ = {v ∈M |J{H}0 v = µ♮(H)v , H ∈ h♮ , Ltw0 v = µ(Ltw0 )v} .
The Verma module M(λ) over Wk(g, σ, x) is a highest weight module for
which
dimM(λ)µ = PW,σ(λ− µ) .
In the case when ǫ(σ)(= dim g1/2(σ)0) = 1 choose a non-zero vector
e′ ∈ g1/2(σ)0 and let f ′ = [f, e′]. Rescaling e′, if necessary, we may assume
that [f ′, f ′] = f . The vector f ′ is a weight vector for h♮ in g−1/2 with weight
zero. Due to Theorem 2.1, we have the corresponding formal distribution in
Wk(g, σ, θ/2):
(4.5) G(z) := (−k − h∨)−1/2G{f ′},tw(z) =
∑
n∈Z
Gnz
−n−3/2 .
We have the following description of the highest weight subspace of M(λ):
M(λ)λ =
{
Cvλ if ǫ(σ) = 0 ,
Cvλ + CG0vλ if ǫ(σ) = 1 .
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We shall need an explicit formula for the eigenvalue of [G0, G0] on vλ ∈
M(λ), which we shall denote by ϕ0(k, h, λ
♮). In order to compute the func-
tion ϕ0, recall that Theorem 5.1(e) from [KW] provided an explicit ex-
pression for [G{u}λG{v}], u, v ∈ g−1/2, in Wk(g, θ/2). Unfortunately, the
coefficient of λ
2
6 in this expression is correct only when g
♮ = gf0 is simple.
Here is a correct expression for this coefficient, which we shall denote by γk:
γk(u, v) = −(k + h∨)g(u, v)c(k) + g(u, v)
∑
α∈S♮
βk(u
α, uα)
+2
∑
j∈S1/2
βk([u, u
j ]♮ , [uj , v]
♮) ,
where βk(a, b) = (k +
1
2h
∨)(a|b)− 14κg0(a, b), a, b ∈ g0, g(u, v) ∈ C is defined
by [u, v] = g(u, v)f , a♮ stands for the orthogonal projection of a ∈ g0 on g♮,
and S♮ indexes a basis of g♮. If g♮ is simple or, more generally, if κg0(a, b) =
2h∨0 (a|b), a, b ∈ g♮, we have a much simpler formula:
γk(u, v) = −g(u, v)
((
k+h∨
)
c(k)−(k+ 1
2
(h∨−h∨0 )
)
(sdim g0+sdim g1/2)
)
.
In the case when u = v = f ′, so that g(u, v) = 1, we obtain from [KW],
Theorem 5.1(e):
[G{f
′}
λG
{f ′}] = −(k + h∨)L
+
1
2
(∑
i
: J{h
i}J{hi} : +
∑
α∈S′′0
: J{u
α}J{uα} :) +
λ2
6
γk(f
′, f ′) .
Here {hi} and {hi} are dual bases of h♮, and S′′0 is a basis of the kernel of
the map ad f ′ :
∑
α∈S′0 Cuα → g−1/2.
This formula is used to obtain:
ϕ0(k, h, λ
♮) = h− 1
2(k + h∨)
(
|λ♮ + γ♮1/2 − γ′♮|2(4.6)
−|γ♮1/2 − γ′♮|2 −
∑
α∈S′′0
(−1)p(α)
(
sα
2
)
βk(uα, u
α)
)
− 1
24(k + h∨)
(∑
i
βk(hi, h
i) +
∑
α∈S′′0
(−1)p(α)βk(uα, uα)
)
− c(k)
24
.
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Note that in the case when κg0(a, b) = 2h
∨
0 (a|b), this formula can be simpli-
fied, using βk(uα, u
α) = βk(hi, h
i) = k + 12 (h
∨ − h∨0 ). Then (4.6) becomes:
ϕ0(k, h, λ
♮) = h− 1
2(k + h∨)
(
|λ♮ + γ♮1/2 − γ′♮|2(4.7)
−|γ♮1/2 − γ′♮|2 +
h∨ + h∨0
2
∑
α∈S′′0
(−1)p(α)
(
sα
2
)
− 1
2
(k +
1
2
)2
+
h∨(h∨ − 1)
3
+
1
8
− h
∨ − h∨0
24
(sdim g0 + sdim g1/2)
)
+
1
2
∑
α∈S′′0
(−1)p(α)
(
sα
2
)
+
h∨
8
.
In order to define the contravariant bilinear form on a Verma module
M(λ) over Wk(g, σ, x), we use the anti-involution ω of g introduced in [KW];
we shall assume that it commutes with σ. As in [KW], we have the following
anti-involution of the associative algebra A generated by coefficients J{a},twn
of formal distributions J{a},tw(z), where a ∈ g♮⊕ g−1/2 (see (3.14)), and the
Ltwn :
ω(Ltwn ) = L
tw
−n , ω(J
{a},tw
n ) = J
{ω(a)},tw
−n .
The contravariant bilinear form B( . , . ) on a Verma module M(λ) over
Wk(g, σ, x) with highest weight vector vλ is defined in the usual way:
B(avλ, bvλ) = 〈v∗λ , ω(a)bvλ〉 , a, b ∈ A ,
where v∗λ is the linear function onM(λ), equal to 1 on vλ and 0 on G0vλ and
all weight spaces M(λ)µ, µ 6= λ. This is a symmetric bilinear form, which
is contravariant, i.e., B(au, v) = B(u, ω(a)v), u, v ∈ M(λ), a ∈ A, and
B(vλ, vλ) = 1, and these properties determine B( . , . ) uniquely. Different
weight spaces are orthogonal with respect to this form and its kernel is the
maximal submodule of M(λ).
Denote by detη(k, h, λ
♮) the determinant of the bilinear form B( . , . )
restricted to the weight space M(λ)λ−η , η ∈ h∗W,σ. This is a function in k, h
and λ♮ (see (4.4)) and it depends on the choice of a basis of M(λ)λ−η only
up to a constant factor.
Consider the map π : ∆̂→ h∗W,σ, defined by
π(α+mδ) = α♮ + (m+ α(x))δ′ , π(mδ) = mδ′ .
It is easy to see that, counting root multiplicities, π induces a bijective map:
π(∆̂re++ ∪ ∆̂im+ ) ∼→ ∆̂+W,σ\{0}.
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Denote by mult 0mδ the multiplicity of the root mδ in ĝ♮
tw
(⊂ ĝtw).
Theorem 4.2. Up to a non-zero constant factor, the determinant detη
(k, h, λ♮) is given by the following formula:
ϕ0(k, h, λ
♮)ǫ(σ)P
′
W,σ(η)
∏
m∈E+0
n∈N
(k + h∨)(mult 0mδ)PW,σ (η−mnδ
′)
×
∏
α∈∆̂re++
n∈N
ϕα,n(k, h, λ
♮)p˜(α)
n+1PW,σ(η−nπ(α)) ,
where the factor ϕ0 (occurring only when ǫ(σ) = 1) is given by (4.6), and
all the remaining factors are as follows (α ∈ ∆σ,m ∈ E0):
ϕmδ+α,n=m(k + h
∨) + (λ♮ + γ♮1/2 − γ′♮|α) −
n
2
|α|2 if α(x)= 0,(4.8)
ϕmδ+α,n =(4.9)
h− 1
k + h∨
((n
2
|α|2 − (m+ 1
2
)(k + h∨)− (λ♮ + γ♮
1/2
− γ′♮|α))2
+
1
2
|λ♮ + γ♮1/2 − γ′♮|2 −
1
4
(k + 1− 1
2
ǫ(σ))2 − 1
2
|γ′♮|2
)
− sg− sgh
if α(x) = 12 ,
ϕmδ+θ,n = h− 1
4(k + h∨)
((
n− (m+ 1)(k + h∨))2(4.10)
+2|λ♮ + γ♮1/2 − γ′♮|2 − (k + 1−
1
2
ǫ(σ))2 − 2|γ′♮|2
)
− sg− sgh .
(Formulas for sg and sgh are given in Proposition 4.1(a).)
Proof. The proof follows the traditional lines, as in [KW]. First, let M be
a Verma module over ĝtw with highest weight Λ̂ = Λ + kD, where Λ ∈ hσ∗.
Then for each α̂ ∈ ∆̂+ and a positive integer n such that
(4.11) 2(Λ̂ + ρ̂tw|α̂) = n(α̂|α̂)
under certain conditions (stated in Lemma 7.1 of [KW]), Λ̂ − nα̂ is a sin-
gular weight, of multiplicity at least mult α, of M . This follows from the
determinant formula for ĝtw in [K2] (as corrected in Remark 7.1 of [KW]).
Let h∨tw = (ρ̂tw|δ) be the dual Coxeter number of ĝtw. We have:
(4.12) h∨tw = h∨ .
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Indeed, the Ltwn can be constructed for all k 6= −h∨tw (see [K3], Exer-
cise 12.20). But the central charge of Lg,tw is independent of σ and has
singularity only at k = −h∨. This implies (4.12). Hence for α̂ = α +mδ,
where α ∈ ∆σ, m ∈ E0, (4.11) can be rewritten, using also Corollary 3.2, as
follows:
(4.13) 2(Λ|α) − 2(γ′|α) + 2m(k + h∨) = n(α|α) .
We decompose α ∈ hσ(= hσ∗) with respect to the orthogonal direct sum
decomposition hσ = Cx+ h♮:
(4.14) α = 2α(x)x + α♮ .
Next, by Theorem 3.1, theWk(g, σ, θ/2)-module H(M) is a Verma mod-
ule, and its highest weight is λ = hδ′ + λ♮, where h is given by Proposi-
tion 4.1(a), and (see Proposition 4.1(b)):
(4.15) λ♮ = Λ♮ − γ♮1/2 .
By Proposition 3.1, each singular weight Λ̂− nα̂ of M satisfying (4.11)
and such that α̂ ∈ ∆̂re++, gives rise to a singular weight of H(M) (which is a
Verma module over Wk(g, σ, θ/2) with highest weight λ). This gives rise to
a factor of detη. We now rewrite (4.13) in terms of k, h and λ
♮.
In the case α(x) = 0, substituting (4.15) in (4.13), we obtain (4.8). In
the case α(x) 6= 0, we substitute Λ = 2Λ(x)x + λ♮ + γ♮1/2 (obtained from
(4.14) and (4.15)) in the formula for h given by Proposition 4.1(a) to obtain:
h =
1
k + h∨
(
(Λ(x) − γ′(x)− 1
2
(k + h∨))2 +
1
2
|λ♮ + γ♮1/2 − γ′♮|2(4.16)
−1
4
(k + h∨ + 2γ′(x))2 − 1
2
|γ′♮|2
)
+ sg+ sgh .
Substituting (4.14) and (4.15) in (4.13), we obtain:
2α(x)Λ(x) =
n
2
|α|2 − (λ♮ + γ♮1/2 − γ′|α)−m(k + h∨) .
Finally, substituting the obtained expression for Λ(x) in (4.16) and using
Proposition 4.2(a), we get (4.9) and (4.10).
The rest of the proof is the same as in [KW].
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Remark 4.2. (a) If α + mδ ∈ ∆̂re++ is such that (α|α) = 0, the condi-
tion (4.1) becomes (Λ̂ + ρ̂tw|α +mδ) = 0. Hence in this case the function
ϕα+mδ,n(k, h, λ
♮) is independent of n. Since α+mδ is an odd root, we there-
fore can simplify the corresponding factor in the formula for detη (cf. [KW],
Remark 7.2):∏
n∈N
ϕ
p˜(α)n+1PW,σ(η−nπ(α+mδ))
α+mδ,n = ϕ
PW,σ ;π(α+mδ)(η−π(α+mδ))
α+mδ,1 .
Here PW,σ ; α̂ stands for the partition function of the set ∆
+
W,σ\{α̂} (i.e., we
reduce by 1 the multiplicity of α̂).
(b) If α + mδ ∈ ∆̂re++ is such that 2(α + mδ) ∈ ∆̂re++, and n ∈ N, then
condition (4.11) for the pair {2(α+mδ), n} is the same as that for the pair
{α+mδ, 2n}, hence in this case we have
ϕα+mδ,2n = ϕ2(α+mδ),n ,
and the corresponding factors in detη cancel as in [KW], Remark 7.2.
(c) In all examples we have: ϕ0 = ϕ(−δ+θ)/2,0, but we do not know how to
prove this in general. We conjecture that this is always the case, i.e.,
ϕ0 = h− 1
2(k + h∨)
(
|λ♮ + γ♮1/2 − γ′♮|2 −
1
2
(k +
1
2
)2 − |γ′♮|2
)
− sg− sgh .
5 Examples
5.1 Ramond N = 1 algebra
Recall that the Neveu-Schwarz vertex algebra isWk(spo(2|1), θ/2) [KW].
It corresponds to the minimal gradation of g = spo(2|1), which looks as
follows:
g = Ce−θ ⊕ Ce−θ/2 ⊕ Cx⊕ Ceθ/2 ⊕ Ceθ ,
where e−θ = 12E21, e−θ/2 =
1
2(E31−E23), x = 12(E11−E22), eθ/2 = E13+E32,
eθ = 2E12, h = Cx, and θ ∈ h∗ is defined by θ(x) = 1. Then ∆+ = {θ/2, θ}.
Choose the invariant bilinear form (a|b) = strab. Then h∨ = 3/2 and
(eθ/2|e−θ/2) = (eθ|e−θ) = 1, (x|x) = 1/2. We have x = θ/2 under the
identification of h with h∗.
We take f = e−θ. The only non-trivial automorphism σ that fixes f and
x, also fixes e = eθ/2 and σ(e±θ/2) = −e±θ/2. Then we have:
ǫ(σ) = 1 , sθ/2 = 1/2 , s−θ/2 = 1/2 , sθ = 0 , s−θ = 1 .
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Hence we have: γ′ = −θ/2, γ1/2 = −θ/8, sg = −k/4(2k + 3),sgh = −1/16.
In this case we have one twisted neutral free fermion Φtw(z) =
∑
n∈ZΦn
z−n−1/2, where [Φm,Φn] = δm,−n and Φtw(z)− =
∑
n>0 Φnz
−n−1/2.
The twisted vertex algebra Wk(g, σ, θ/2) is strongly generated by the
Virasoro field Ltw(z) =
∑
n∈Z L
tw
n z
−n−2 and the odd Ramond field Gtw(z) =∑
n∈ZG
tw
n z
−n−3/2, so that the Ln andGn satisfy the relations of the Ramond
(N = 1) superalgebra [R] with central charge
c(k) = 3/2− 12γ2 , where γ2 = (k + 1)2/(2k + 3) .
In particular, we have:
(5.1) [Gtw0 , G
tw
0 ] = 2L
tw
0 − c(k)/12 .
The free field realization, provided by Theorem 4.1, of this algebra is
given in terms of a free boson b(z) =
∑
n∈Z bnz
−n−1, where [bm, bn] =
mδm,−n and b(z)− =
∑
n>0 bnz
−n−1, and the twisted fermion Φtw(z). We
have:
Ltw(z) =
1
2
: b(z)2 : +γ∂b(z) − 1
2
: Φtw(z)∂Φtw(z) : − 1
16
z−2 ,
Gtw(z) =
1√
2
: Φtw(z)b(z) : +
√
2γ∂Φtw(z) .
In order to compute the determinant formula for the Ramond algebra we
need the σ-twisted affinization ĝtw =
∑
m∈Z g0¯t
m+
∑
m∈1/2+Z g1¯t
m+CK +
CD, where g0¯ = Ceθ + Cx+ Ce−θ, g1¯ = Ceθ/2 + Ce−θ/2. The set ∆̂re++ is a
union of two subsets:
{mδ + θ/2|m ∈ 1
2
+ Z+} and {mδ + θ|m ∈ Z+} .
From (4.10) and Remark 4.2(b) we obtain that ϕmδ+θ/2,n(k, h) = h −
hRn,2m+1(k) and ϕmδ+θ,n = h− hR2n,m+1(k), where
(5.2) hRn,m(k) =
1
4(k + 32)
((
n
2
−m
(
k +
3
2
))2
− (k + 1)2
)
+
1
16
.
It follows from (5.1) that the extra factor is equal to h− c(k)/24.
The set of positive even (resp. odd) roots for Wk(spo(2|1), σ, θ/2) is Nδ′
(resp. Z+δ
′). Hence P ′W,σ(η) = p
R(η), where pR(η) is defined by the generat-
ing series
∑
η∈Z+ p
R(η)qη =
∏∞
n=1
1+qn
1−qn . Hence, by Theorem 4.2, we obtain
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the following determinant formula for the Ramond algebra, where η ∈ N
(cf. [KW]):
detη(k, h) = (h− c(k)
24
)p
R(η)
∏
m,n∈N
m+n odd
(h− hRn,m(k))2p
R(η− 1
2
mn) .
5.2 N = 2 Ramond type sector
Recall that the N = 2 vertex algebra is Wk(sℓ(2|1), θ/2). In this section
the Lie superalgebra g = sℓ(2|1) consists of supertraceless matrices in the
superspace C2|1, whose even part is Cǫ1 + Cǫ3 and odd part is Cǫ2, where
Cǫ1, ǫ2, ǫ3 is the standard basis. We shall work in the following basis of g:
e1 = E12 , e2 = E23 , −[e1, e2] , f1 = E21 , f2 = −E32 , [f1, f2] ,
h1 = E11 + E22 , h2 = −E22 − E33 .
The elements ei, fi, hi (i = 1, 2) are the Chevalley generators of g and
h = Ch1+Ch2. The elements ei, fi (i = 1, 2) are all odd elements of g, both
simple roots αi (i = 1, 2), attached to ei, are odd, and ∆+ = {α1, α2, θ =
α1 + α2}. Since g0¯ = C[e1, e2] + C[f1, f2] + h ≃ gℓ2, there is only one, up
to conjugacy, nilpotent element f = [f1, f2], which embeds in the following
sℓ2-triple: {e = −12 [e1, e2] , x = 12(h1 + h2) , f}. The minimal gradation of
g, defined by ad x, looks as follows:
g = Cf ⊕ (Cf1 + Cf2)⊕ h⊕ (Ce1 + Ce2)⊕ Ce, .
The invariant bilinear form on g is (a|b) = strab, and h∨ = 1.
First consider the Ramond type automorphisms σa (−1/2 < a 6 1/2),
defined by σa(e1) = e
2πiae1, σa(f1) = e
−2πiaf1, σa(e2) = e−2πiae2, σa(f2) =
e2πiaf2. Then g(σa) = g if a = 1/2 (resp. = g0¯ if a < 1/2), and we choose
n(σa)+ = Ce2 + Cf1 + Cf , n(σa)− = Cf2 + Ce1 + Ce (resp. Cf and Ce) ,
so that in all cases ǫ(σa) = 0, and
sα1 = a , sα2 = −a , sθ = 0 , s−α1 = 1− a , s−α2 = 1 + a , s−θ = 1 .
In this case we have two twisted neutral free fermions Φtw1 (z) =
∑
n∈1/2+a+Z
Φ1nz
−n−1/2, Φtw2 (z) =
∑
n∈1/2−a+Z Φ
2
nz
−n−1/2, where [Φim , Φ
j
n] =
(δij−1) δm,−n, Φtw1 (z)− =
∑
n∈1/2+a+Z+ Φ
1
nz
−n−1/2, Φtw2 (z)− =
∑
n∈1/2−a+Z+
Φ2nz
−n−1/2.
The twisted vertex algebra Wk(g, σa, θ/2) is strongly generated by the
Virasoro field Ltw(z) =
∑
n∈Z L
tw
n z
−n−2, the current J tw(z) =
∑
n∈Z J
tw
n
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z−n−1 and two odd fields G±,tw(z) =
∑
n∈1/2∓a+ZG
±,tw
n z−n−3/2 so that Ln,
Jn (n ∈ Z) and G±n (n ∈ 1/2∓a+Z) satisfy the relations of N = 2 Ramond
type superconformal algebra with central charge c(k) = −3(2k + 1).
The free field realization, provided by Theorem 4.1, of this algebra is
given in terms of free bosons hi(z) =
∑
n∈Z h
i
nz
−n−1 (i = 1, 2), where
[him, h
j
n] = (k + 1)m(1 − δij)δm,−n, and the twisted neutral free fermions
Φtwi (z)(i = 1, 2):
Ltw(z) =
1
k + 1
: h1(z)h2(z) : +
1
2
(: Φtw1 (z)∂Φ
tw
2 (z) :
+ : Φtw2 (z)∂Φ
tw
1 (z) : +∂(h1(z) + h2(z))) +
a2
2
z−2 ,
J tw(z) = h1(z) − h2(z)+ : Φtw1 (z)Φtw2 (z) : +az−1 ,
G+,tw(z) = (−k − 1)−1/2(: Φtw2 (z)h1(z) : +(k + 1)∂Φtw2 (z))
G−,tw(z) = (−k − 1)−1/2(: Φtw1 (z)h2(z) : +(k + 1)∂Φtw1 (z)) .
The set ∆̂+ = ∆̂
re
+ ∪ ∆̂im+ of positive roots of ĝtw is as follows: ∆̂re+ =
{(m+ a)δ+α1 , (m− a+1)δ−α1 , (m− a)δ+α2 , (m+ a+1)δ−α2 , mδ+
θ , (m + 1)δ − θ|m ∈ Z+}, where all roots have multiplicity 1, and ∆̂im+ =
{mδ|m ∈ N}, all having multiplicity 2. Next, γ′ = −aH, γ1/2 = −aH/2,
where H = h1 − h2, sg = ka2/(k + 1), sgh = −a2/2, and the set of roots
∆̂re++ is as follows:
{mδ + θ|m ∈ Z+} ∪ {mδ + α1|m ∈ a+ Z+} ∪ {mδ + α2|m ∈ −a+ Z+} .
We have: hW,σ = CH + CL
tw
0 , where H = h1 − h2. Define α ∈ h∗W,σ by
α(H) = 1, α(Ltw0 ) = 0. Then ∆
re ,+
W,σ = {mδ′−α|m ∈ 1/2+a+Z+}∪{mδ′+
α|m ∈ 1/2 − a + Z+}, all of multiplicity 1, and ∆im ,+W,σ = {mδ′|m ∈ N}
of multiplicity 2. Let P aN=2(η) , η ∈ h∗W,σ, be the corresponding partition
function. Let h and j be the eigenvalues of Ltw0 and of J
tw
0 respectively on
the highest weight vector vλ.
By Theorem 4.2 and Remark 4.2(a), we obtain the following formula for
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detη(k, h, j), conjectured in [BFK] (cf. [KM]):∏
m,n∈N
(
(k + 1)(h− hm,n(k, j))
)P aN=2(η−mnδ′)
×
∏
m∈1/2+a+Z+
ϕm,−(k, h, j)
P a
N=2;mδ′−α
(η−(mδ′−α))
×
∏
m∈1/2−a+Z+
ϕm,+(k, h, j)
P a
N=2;mδ′+α
(η−(mδ′+α))
,
where
hm,n(k, j) =
1
4(k + 1)
(
(n−m(k + 1))2 − (j − a)2 − (k + 1)2
)
+
a2
2
,
ϕm,±(k, h, j) = h− (m2 +m)(k + 1)∓ (m+ 1
2
)(j − a)− a
2
2
.
5.3 N = 2 twisted sector
In this subsection we consider the involution σ = σtw of g = sℓ(2|1)
defined by:
σtw(e1) = e2 , σtw(f1) = f2 , σtw(h1) = h2 .
Let e(1) = (e1 + e2)/
√
2 , e(2) = (e1 − e2)/
√
2 , f (1) = (f1 + f2)/
√
2 , f (2) =
(f1 − f2)/
√
2 , H = h1 − h2. Then
g(σtw) = Cf ⊕ Cf (2) ⊕ Cx⊕ Ce(2) ⊕Ce ,
and the only possible choice for n(σtw)± is as follows:
n(σtw)+ = Cf
(2) + Cf , n(σtw)− = Ce(2) + Ce .
Note that n1/2(σ)+ = n1/2(σ)
′− = 0 and g1/2(σ)0 = Ce(2) (see (2.5)), so
that ǫ(σtw) = 1. Note also that h
σ = Cx, so that the set ∆σ (⊂ hσ∗) of
non-zero roots of hσ in g is ∆σ = {±θ , ±θ/2}, where θ(x) = 1, the roots
±θ (resp. ±θ/2) being of multiplicity 1 (resp. 2). Thus the sa are as follows:
sH = se(2) = sf(2) = 1/2 , se(1) = se = 0 , sf(1) = sf = 1 .
(Note that here sa depends not only on the root, but also on the root vector.)
The free field realization of the twisted vertex algebra Wk(g, σtw, θ/2),
provided by Theorem 4.1, is given in terms of free neutral fermions Φ(1)(z) =∑
n∈1/2+Z Φ
(1)
n z−n−1/2, Φ(2)tw(z) =
∑
n∈ZΦ
(2)
n z−n−1/2, where [Φ
(i)
m ,Φ
(j)
n ] =
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(−1)jδijδm,−n, Φ(1)(z)− =
∑
n>0Φ
(1)
n z−n−1/2, Φ(2)tw(z)− =
∑
n>0Φ
(2)
n
z−n−1/2, and free commuting bosons x(z) =
∑
n∈Z xnz
−n−1, Htw(z) =∑
n∈1/2+ZHn z
−n−1, where [xm, xn] = 12(k + 1)mδm,−n, [Hm,Hn] =
−2(k + 1)mδm,−n, x(z)− =
∑
n>0 xnz
−n−1 and Htw(z)− =
∑
n>0Hnz
−n−1:
Ltw(z) =
1
k + 1
(
: x(z)2 : −1
4
: Htw(z)2 :
)
+
1
2
(
: Φ(1)(z)∂Φ(1)(z) :
− : Φ(2),tw(z)∂Φ(2),tw(z) :
)
+ ∂x(z) ,
J tw(z) = Htw(z)− : Φ(1)(z)Φ(2),tw(z) : ,
G(1),tw(z) = (−k − 1)−1/2
(
: Φ(1)(z)x(z) : −1
2
: Φ(2),tw(z)Htw(z) :
+(k + 1)∂Φ(1)(z)
)
,
G(2),tw(z) = (−k − 1)−1/2
(
: Φ(2),tw(z)x(z) : +
1
2
: Φ(1)(z)Htw(z) :
−(k + 1)∂Φ(2),tw(z)
)
,
where G(1),tw = 1√
2
(G+,tw +G−,tw), G(2),tw = 1√
2
(G+,tw −G−,tw).
Furthermore, in this case the set ∆̂+ = ∆̂
re
+ ∪ ∆̂im+ of positive roots of
ĝtw is as follows: ∆̂re+ = {mδ + θ/2, (m + 1)δ − θ/2, mδ + θ, (m + 1)δ −
θ|m ∈ Z+} ∪ {mδ ± θ/2|m ∈ 12 + Z+}, ∆̂im+ = {mδ|m ∈ 12N}, all having
multiplicity 1. Note also that the roots mδ ± θ/2 are odd and all the other
roots are even. We have: h♮ = 0, sg = −k/16(k + 1), sgh = −1/16, and
∆̂re++ = {mδ + θ|m ∈ Z+} ∪ {mδ + θ/2|m ∈
1
2
Z+} ,
all of multiplicity 1. From (4.10) and Remark 4.2(b) we obtain that
ϕmδ+θ/2,n(k, h) = h−htwn,2m+1(k) and ϕmδ+θ,n(k, h) = h−htw2n,m+1(k), where
(5.3) htwn,m(k) =
1
4(k + 1)
((n
2
−m(k + 1)
)2
− (k + 1)2
)
+
1
8
.
It is easy to compute that [G
(2)
0 , G
(2)
0 ] = −(L0 − c(k)/24), hence the extra
factor equals ϕ(θ−δ)/2,0(h, k) = h− c(k)/24 = h+ (2k + 1)/8.
The set of positive even (resp. odd) roots for Wk(sℓ(2|1), σtw, θ/2) is
1
2Nδ
′ (resp. 12Z+δ
′), all of multiplicity 1. Hence P ′W,σtw (η) = p
tw(η), where
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ptw(η) is defined by the generating series
∑
η∈ 1
2
Z+
ptw(η)qη =
∞∏
n=1
1 + qn/2
1− qn/2 .
Hence by Theorem 4.2, we obtain the following determinant formula for
the N = 2 twisted superconformal algebra, conjectured in [BFK]:
detη(k, h) = (h+
2k + 1
8
)p
tw(η)
∏
m,n∈N
n odd
(h− htwn,m(k))2p
tw(η− 1
2
mn) .
5.4 N = 4 Ramond type sector
Recall that theN = 4 vertex algebra isWk(g, θ/2), where g = sℓ(2|2)/CI.
We shall use the same basis of g and keep the same notation as in [KW],
Section 8.4. In particular, the simple roots are α1, α2, α3, where α1 and α3
are odd and α2 is even, all the non-zero scalar products between them being
(α1|α2) = (α2|α3) = 1, (α2|α2) = −2. The dual Coxeter number h∨ = 0.
Consider the Ramond type automorphisms σ = σa,b of g, where −1/2 <
a, b 6 1/2, defined by σ(e1) = e
2πiae1, σ(e2) = e
−2πi(a+b)e2, σ(e3) = e2πibe3,
σ(hi) = hi. Note that ǫ(σa,b) = 0. We consider first the case when a+b > 0.
Then we have the following possibilities for n(σ)±:
(i) a, b 6= 1/2: n(σ)− = Ce, where e = e123, n(σ)+ = Cf , where f = f123;
(ii) a = 1/2, b 6= 1/2: n(σ)− = Ce + Ce1 + Cf23, n(σ)+ = Cf + Ce23;
+Cf1;
(iii) a 6= 1/2, b = 1/2: n(σ)− = Ce+Ce3+Cf12, n(σ)+ = Cf+Ce12+Cf3;
(iv) a = b = 1/2: n(σ)− = span {e, e1, e3, f12, f23, f2}, n(σ)+ =
span {f, e12, e23, e2, f1, f3}.
In these four cases the sα are as follows:
sα1 = a, sα2 = 1− a− b, sα3 = b, sα1+α2 = −b, sα2+α3 = −a, sθ = 0 ,
where θ = α1+α2+α3, and, as usual, s−α = 1−sα. Consequently, we have:
∆̂re++ = {(m+ a)δ + α1 , (m+ b)δ + α3 , (m− b)δ + α1 + α2 ,
(m− a)δ + α2 + α3 , (m+ 1− a− b)δ + α2 , (m+ a+ b)δ − α2 ,
mδ + θ|m ∈ Z+} .
Next γ′♮ = 12α2, γ
♮
1/2 =
a+b
2 α2, sg+ sgh = −ab+ (a+ b)/2.
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We have: h♮ = Ch2, hence hW,σ = Ch2 + CL
tw
0 . Define α ∈ h∗W,σ by
α(h2) = 2, α(L
tw
0 ) = 0. Then
∆+W,σ = {(m+
1
2
+ a)δ′ − α
2
, (m+
1
2
+ b)δ′ − α
2
, (m+
1
2
− b)δ′ + α
2
,
(m+
1
2
−a)δ′+α
2
, (m+1− a− b)δ′+α, (m+a+b)δ′−α′, (m+1)δ′|m ∈ Z+}
is the set of positive roots ofW (g, σa,b, θ/2), all having multiplicity 1, except
for mδ′ which have multiplicity 2. We have: α♮1 = α
♮
3 = −α/2, α♮2 = α.
Let P a,bN=4(η) be the corresponding partition function. Let h and j be
the eigenvalues of Ltw0 and J
{h2},tw on vλ, so that λ♮ = j2α. Formulas
(4.8) — (4.10) give the following factors of the determinant (we introduce
a simplifying notation consistent with the map π): ϕm,n := kϕ(m−1)δ+θ,n,
ϕm,−α/2 := ϕmδ+α1 ,1 = ϕmδ+α3,1, ϕm,α/2 := ϕmδ+α1+α2,1 = ϕmδ+α2+α3,1,
ϕm,n,±α = ϕmδ±α2,n, where:
ϕm,n(k, h, j)=4kh−(n−mk)2+(a+b+j−1)2+k(k+1)+k(2a−1)(2b−1),
ϕm,±α/2(k, h, j)=h−
(
m+
1
2
)2
k ±
(
m+
1
2
)
(a+ b+ j − 1) + k + 1
4
+
(
a− 1
2
)(
b− 1
2
)
,
ϕm,n,±α(k, j) =mk ∓ (a+ b+ j − 1) + n .
By Theorem 4.2 and Remark 4.2(a), we obtain the following formula for
detη(k, h, j) in the case a+ b > 0:∏
m,n∈N
ϕm,n(k, h, j)
P a,bN=4(η−mnδ′)
×
∏
m∈ 1
2
+{a,b}+Z+
ϕm,−α/2(k, h, j)
P a,b
N=4;mδ′−α/2
(η−(mδ′−α/2))
×
∏
m∈ 1
2
−{a,b}+Z+
ϕm,α/2(k, h, j)
P a,b
N=4;mδ′+α/2
(η−(mδ′+α/2))
×
∏
m∈a+b+Z+
n∈N
ϕm,n,−α(k, j)P
a,b
N=4(η−n(mδ′−α))
×
∏
m∈−a−b+N
n∈N
ϕm,n,α(k, j)
P a,bN=4(η−n(mδ′+α)) .
39
The case a + b 6 0 is treated in the same fashion. The sα’s in this case
are the same as in the case a + b > 0, except for sα2 = −a − b. After the
calculation, it turns out that the determinant formula in this case can be
obtained from the above determinant formula by replacing a by a + 1 and
b by b + 1 in all factors and by changing the range of m in the last two
factors by exchanging Z+ and N. Some cases of this determinant formula
were conjectured in [KR].
We shall omit the free field realization of the Ramond type sector of
N = 4 and other remaining superconformal algebras as being quite long.
On the other hand, as in the simplest cases of N = 1 and 2, they are
straightforward applications of Theorem 4.1.
5.5 N = 3 Ramond type sector
Recall that the N = 3 vertex algebra is Wk(g, θ/2), where g = spo(2|3).
(To get the “linear” N = 3 superconformal algebra one needs to tensor the
above vertex algebra with one free fermion, and the results of this section
can easily be extended to the latter case as in [KW].) We shall keep the
notation of [KW], Section 8.5. In particular, the simple roots are α1 and
α2, where α1 is odd and α2 is even, the scalar products between them being
(α1|α1) = 0, (α1|α2) = 1/2, (α2|α2) = −1/2. Since θ = 2α1 + 2α2, we have:
α♮2 = −α♮1 = α2, Recall also that S0 = {±α2}, S1/2 = {α1, θ/2, α1 + 2α2},
S1 = {θ}. The dual Coxeter number h∨ = 1/2.
Consider the Ramond type automorphisms σ = σa,b of g defined by
σ(e10) = e
2πiae10, σ(e01) = e
2πibe01, σ|h = 1, where a, b ∈ R are such that
a+ b ∈ 12Z. We consider the following three cases:
I (resp. II): a = −b,−1/2 < a 6 0 (resp. a = −b , 0 < a 6 1/2) ,
III: a+ b = 1/2,−1/2 < a 6 1/2 .
Note that ǫ(σ) = 0 in cases I and II, and ǫ(σ) = 1 in case III, when g1/2(σ)0 =
Ce11 in (2.5). We have the following possibilities for n(σ)±:
I, II , a 6= 0, 1/2 : n(σ)− = Ce22, n(σ)+ = Cf22,
I, II, a = 0 : n(σ)− = Ce22 + Cf01, n(σ)+ = Cf22 + Ce01,
I, II, a = 1/2 : n(σ)− = span {e22, e10, f12}, n(σ)+ = span {f22, e12, f10},
III, a 6= 1/2 : n(σ)− = Ce22 + Ce11, n(σ)+ = Cf22 + Cf11,
III, a = 1/2 : n(σ)− = span {e22, e11, f12, f01, e10},
n(σ)+ = span {f22, f11, e12, e01, f10}.
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In these cases the sα are as follows (up to the relation (3.3)):
I. : sα1 = a, sα2 = −a, sθ/2 = 0, sα1+2α2 = −a, sθ = 0;
II. : the same as in I, except for sα2 = 1− a;
III. : sα1 = a, sα2 = 1/2− a, sθ/2 = 1/2, sα1+2α2 = −a, sθ = 0.
One finds that in these three cases:
I. : γ′♮ = (a− 12)α2, γ♮1/2 = aα2, sg+ sgh =
a(1−a)
4k+2 +
a
2 ;
II. : γ′♮ = (a+ 12)α2, γ
♮
1/2
= aα2, sg+ sgh = −a(a+1)4k+2 + a2 ;
III. : γ′♮ = aα2, γ
♮
1/2 = aα2, sg+ sgh = − a
2
4k+2 − 116 .
Consequently we have in these cases (m ∈ Z+):
I. : ∆̂re++ = {(m−a)δ+α2, (m+1+a)δ−α2, (m+a)δ+α1, (m−a)δ+
α1 + 2α2, mδ + θ/2, mδ + θ},
II. : ∆̂re++ = {(m+1−a)δ+α2, (m+a)δ−α2, (m+a)δ+α1, (m−a)δ+
α1 + 2α2, mδ + θ/2, mδ + θ},
III. : ∆̂re++ = {(m + 1/2 − a)δ + α2, (m+ 1/2 + a)δ − α2, (m+ a)δ + α1,
(m− a)δ + α1 + 2α2, (m+ 1/2)δ + θ/2, mδ + θ}.
We have: h♮ = Cα2, hence hW,σ = Cα2 + CL
tw
0 . Define α ∈ h∗W,σ by
α = α2|h♮ , α(Ltw0 ) = 0. Then we have in the three cases (m ∈ Z+):
I. : ∆+W,σ = {(m − a)δ′ + α , (m + 1 + a)δ′ − α, (m + 1/2 + a)δ′ − α,
(m+ 12 − a)δ′ + α, (m+ 1/2)δ′, (m+ 1)δ′};
II. : ∆+W,σ = {(m + 1 − a)δ′ + α, (m + a)δ′ − α, (m + 1/2 + a)δ′ − α,
(m+ 1/2− a)δ′ + α, (m+ 1/2)δ′, (m+ 1)δ′};
III. : ∆+W,σ = {(m+ 1/2 − a)δ′ + α, (m+ 1/2 + a)δ′ − α, (m+ 1)δ′}.
The multiplicities of these positive roots ofW (g, σ, θ/2) are 1, except for the
following cases: mult (m+1)δ′ = 2 in cases I and II, mult (m+1/2∓a)δ′±α =
2 and mult (m+1)δ′ = 3 in case III (m ∈ Z+). Note, however, that in case III
we have, in fact, one even root and one odd root equal (m+1/2∓a)δ′±α, each
having multiplicity 1, and an even (resp. odd) root (m+1)δ′ of multiplicity
2 (resp. 1).
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We have: α♮2 = −α♮1 = α. Note that 0 is a (odd) root of ∆+W,σ only in
case III.
Let P a,bN=3(η) be the corresponding partition function. Let h and j be
the respective eigenvalues of Ltw0 and J
{−4α2},tw
0 on vλ, so that λ
♮ = j2α.
Introduce the following notations for the factors of the determinant:
ϕm,n = ϕ(m−1)δ+θ , ϕm,α = ϕmδ+α1+2α2,1, ϕm,−α = ϕmδ+α1,1, ϕm,n,±α =
ϕmδ±α2 ,n. Formulas (4.8) — (4.10) give the following expressions in case I:
ϕm,n(k, h, j) = h− 1
4k + 2
((
m(k +
1
2
)− n
2
)2 − (j + 1)2
4
)
+
1
4
(k +
3
2
) +
a
2
,
ϕm,±α(k, h, j) = h− (m+ 1
2
)2(k +
1
2
)± 1
2
(m+
1
2
)(j + 1) +
1
4
(k +
3
2
) +
a
2
,
ϕm,n,±α(k, j) = m(k +
1
2
) +
n
4
∓ j + 1
4
.
By Theorem 4.2 and Remarks 4.2(a) and (b) we obtain the following formula
for detη(k, h, j) in case I (a special case of this formula was conjectured in
[KMR] and partially proved in [M]):∏
m,n∈N
(k +
1
2
)P
a
N=3(η−mnδ′)
∏
m,n∈N
m+n even
ϕm,n(k, h, j)
P aN=3(η− 12mnδ′)
×
∏
m∈∓a+ 1
2
+Z+
ϕm,±α(k, h, j)
P a
N=3;mδ′±α
(η−(mδ′±α))
×
∏
m∈−a+Z+
n∈N
ϕm,n,α(k, j)
P aN=3(η−n(mδ′+α))
∏
m∈a+N
n∈N
ϕm,n,−α(k, j)P
a
N=3(η−n(mδ′−α)) .
In case II the determinant formula is similar. It can be obtained from
the above formula by replacing j+1 by j− 1 and a by −a in all factors and
by changing the range of m in the last two factors by exchanging Z+ and N.
In case III we have:
ϕm,n(k, h, j) = h− 1
4k + 2
((
m
(
k +
1
2
)− n
2
)2 − j2
4
)
+
k
4
+
3
16
,
ϕm,±α(k, h, j) = h−
(
m+
1
2
)2(
k +
1
2
)± j
2
(
m+
1
2
)
+
k
4
+
3
16
,
ϕm,n,±α(k, j) = m
(
k +
1
2
)
+
n
4
∓ j
4
.
The extra factor is ϕ0 = h +
1
16 (4k + 3 +
j2
k+1/2 ), which is computed, using
formula (4.7) (in this case h∨0 = −1/2).
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By Theorem 4.2 and Remarks 4.1 and 4.2(a) and (b) we obtain the
following formula for detη(k, h, j) in case III:(
k +
1
2
)∑
m,n∈N P
a
N=3(η−mnδ′)+
∑
m∈N P
a
N=3;mδ′
(η−mδ′)
×
(
h+
1
16
(
4k + 3 +
j2
k + 1/2
))P ′aN=3(η) ∏
m,n∈N
m+n odd
ϕm,n(k, h, j)
P aN=3(η− 12mnδ′)
×
∏
m∈ 1
2
∓a+Z+
ϕm,±α(k, h, j)
P a
N=3;mδ′±α
(η−(mδ′±α))
×
∏
m∈ 1
2
∓a+Z+
n∈N
ϕm,n,±α(k, j)P
a
N=3(η−n(mδ′±α)) .
5.6 Big N = 4 Ramond type sector
Recall that the big N = 4 vertex algebra is Wk(g, θ/2), where g =
D(2,1; a). (To get the “linear”N=4 superconformal algebra ([KL],[S],[STP])
one needs to tensor the above vertex algebra with four free fermions and one
free boson [GS], and the results of this and the next section can easily be
extended to the latter case as in [KW].) We shall keep the notation of [KW],
Section 8.6. In particular, the simple roots are α1, α2, α3, where α1 and α3
are even, and α2 is odd, the non-zero scalar products between them being
(a 6= 0,−1):
(α1|α2) = 1
a+ 1
, (α2|α3) = a
a+ 1
, (α1|α1) = − 2
a+ 1
, (α3|α3) = − 2a
a+ 1
.
We shall slightly simplify notation of [KW] by letting e1 = e100, e2 = e010,
e3 = e001, f1 = f100, f2 = f010, f3 = f001, e = e121, f = f121.
In this subsection we consider the Ramond type automorphisms σ =
σµ,ν of g defined by σ(e1) = e
2πiµe1, σ(e2) = e
−πi(µ+ν)e2, σ(e3) = e2πiνe3,
σ|h = 1, where µ, ν ∈ R are such that −1 6 µ ± ν < 1. We consider
separately the following four cases: (++) : µ, ν > 0; (−+) : µ < 0, ν > 0;
(+−) : µ > 0, ν < 0; (−−) : µ, ν < 0. In all cases, ǫ(σ) = 0 and hσ = h.
Since θ = α1 + 2α2 + α3, we have: h
♮ = Cα + Cα′, where α := α1|h♮ = α♮1,
α′ := α3|h♮ = α♮3, and α♮2 = −(α+α′)/2. Recall also that S0 = {±α1,±α3},
S1/2 = {α2, α1 + α2 , α2 + α3 , α1 + α2 + α3}, S1 = {θ}. The dual Coxeter
number h∨ = 0.
We have the following possibilities for n(σ)±:
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(i) µ = −1, ν = 0: n(σ)− = span {e, e2, e011, f1, f3, f111, f110},
n(σ)+ = span {f, f2, f011, e1, e3, e111, e110};
(ii) µ+ν=−1, ν 6= 0: n(σ)− = span {e, e2, f111}, n(σ)+=span {f, e111, f2};
(iii) µ−ν=−1, ν 6= 0: n(σ)−=span{e, e011,f110}, n(σ)+=span{f, e110,f011};
(iv) µ = ν = 0: n(σ)− = span {e, f1, f3}, n(σ)+ = span {f, e1, e3};
(v) µ = 0, ν 6= 0: n(σ)− = Ce+ Cf1, n(σ)+ = Cf + Ce1;
(vi) µ 6= 0, −1, ν = 0: n(σ)− = Ce+Cf3, n(σ)+ = Cf + Ce3;
(vii) in all other cases: n(σ)− = Ce, n(σ)+ = Cf .
The sα are as follows: sθ = 0,sα2 = −µ+ν2 , sα1+α2+α3 = µ+ν2 , sα1+α2 =
µ−ν
2 , sα2+α3 = −µ−ν2 in all cases; the remaining sα (up to the relation (3.3))
are: sα1 = µ in cases (++) and (+−), sα1 = 1+µ in cases (−+) and (−−);
sα3 = ν in cases (++) and (−+), sα3 = 1 + ν in cases (+−) and (−−).
Using these data one finds that γ♮1/2 = −µα1+να32 in all cases and that in
the four cases (ǫ, ǫ′), where each ǫ and ǫ′ is + or − one has: γ′♮ = − ǫα1+ǫ′α32 ,
sg+ sgh = −14
(
(µ− ǫ1)2 + (ν − ǫ′1)2)+ 12 .
Furthermore, let
∆̂
(1/2)
++ = {
(
m− µ+ ν
2
)
δ + α2 ,
(
m+
µ+ ν
2
)
δ + α1 + α2 + α3 ,(
m+
µ− ν
2
)
δ + α1 + α2 ,
(
m− µ− ν
2
)
δ + α2 + α3|m ∈ Z+} ,
and define ∆̂
(0)
++ in the four cases as follows (m ∈ Z+):
(++) : {(m+ µ)δ + α1, (m+ ν)δ + α3, (m+ 1− µ)δ − α1,
(m+ 1− ν)δ − α3} ,
(+−) : {(m+ µ)δ + α1, (m+ 1 + ν)δ + α3, (m+ 1− µ)δ − α1,
(m− ν)δ − α3},
(−+) : {(m+ 1 + µ)δ + α1, (m+ ν)δ + α3, (m− µ)δ − α1,
(m+ 1− ν)δ − α3},
(−−) : {(m+ 1 + µ)δ + α1, (m+ 1 + ν)δ + α3, (m− µ)δ − α1,
(m− ν)δ − α3} .
Then ∆̂re++ = ∆̂
(0)
++ ∪ ∆̂(1/2)++ ∪ {mδ + θ|m ∈ Z+}.
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Next, hW,σ = h
♮ ⊕ CLtw0 , and ∆+,reW,σ = ∆+(1/2)W,σ ∪∆+(0)W,σ ⊂ h∗W,σ, where
∆
+(1/2)
W,σ = {
(
m+
1
2
− µ+ ν
2
)
δ′ − α+ α
′
2
,
(
m+
1
2
+
µ+ ν
2
)
δ′ +
α+ α′
2
,(
m+
1
2
+
µ− ν
2
)
δ′ +
α− α′
2
,
(
m+
1
2
− µ− ν
2
)
δ′ − α− α
′
2
|m ∈ Z+} ,
and ∆
+(0)
W,σ in the four cases is as follows (m ∈ Z+):
(++) : {(m+ µ)δ′ + α, (m + ν)δ′ + α′, (m+ 1− µ)δ′ − α,
(m+ 1− ν)δ′ − α′} ,
(+−) : {(m+ µ)δ′ + α, (m+ 1 + ν)δ′ + α′, (m+ 1− µ)δ′ − α,
(m− ν)δ′ − α′},
(−+) : {(m+ 1 + µ)δ′ + α, (m+ ν)δ′ + α′, (m− µ)δ′ − α,
(m+ 1− ν)δ′ − α′},
(−−) : {(m+ 1 + µ)δ′ + α, (m+ 1 + ν)δ′ + α′, (m− µ)δ′ − α,
(m− ν)δ′ − α′} .
The multiplicities of all these roots of W (g, σ, θ/2) are 1. There are, in
addition, roots mδ′ (m ∈ N), all of multiplicity 3.
Let Pµ,νN=4(η) be the corresponding partition function. Let h, j and j
′
be the respective eigenvalues of Ltw0 , J
tw
0 and J
′tw
0 on vλ, so that λ
♮ =
1
2 (jα+ j
′α′).
Formulas (4.8) — (4.10) give the following expressions for the factors of
the determinant in the (++) case:
ϕ(m−1)δ+θ,n = h−
1
4k
(n−mk)2 + (j + 1− µ)
2
4k(a+ 1)
+
a(j′ + 1− ν)2
4k(a+ 1)
+
k
4
+
(µ− 1)2 + (ν − 1)2
4
;
ϕmδ+β,1 = h− 1
k
((
m+
1
2
)
k +
j + 1− µ
2
(β|α1) + j
′ + 1− ν
2
(β|α3)
)2
+
(j + 1− µ)2
4k(a+ 1)
+
a(j′ + 1− ν)2
4k(a+ 1)
+
k
4
+
(µ− 1)2 + (ν − 1)2
4
if β ∈ S1/2 ;
ϕmδ+β,n = mk +
j + 1− µ
2
(β|α1) + j
′ + 1− ν
2
(β|α3)− n(β|β)
2
if β ∈ S0 .
45
The factors in the remaining three cases are obtained from the above for-
mulas by a shift of µ and ν as follows:
(−+) : µ→ µ+ 2 , ν → ν ;
(+−) : µ→ µ , ν → ν + 2 ;
(−−) : µ→ µ+ 2 , ν → ν + 2 .
By Theorem 4.2 and Remark 4.2(a) we obtain the following formula for
detη(k, h, j, j
′):∏
m,n∈N
(k2ϕ(m−1)δ+θ,n(h, k, j, j′))P
µ,ν
N=4(η−mnδ′)
×
∏
mδ+β∈∆̂(1/2)++
ϕmδ+β,1(k, h, j, j
′)
Pµ,ν
N=4;(m+1/2)δ′+β♮
(η−(m+1/2)δ′−β♮)
×
∏
mδ+β∈∆̂(0)++
n∈N
ϕmδ+β,n(k, h, j, j
′)P
µ,ν
N=4(η−n(mδ′+β♮)) .
5.7 Big N = 4 twisted sector
In this subsection we consider the involutions σ = σtw,b of g = D(2, 1; 1) =
osp(4, 2) defined by:
σ(e1) = e3 , σ(e2) = e
−πibe2 , σ(e3) = e2πibe1 ,
σ(f1) = f3 , σ(f2) = e
πibf2 , σ(f3) = e
−2πibf1 ,
where b ∈ R, −1 6 b < 1. Introduce the following elements of g : e(1) =
1√
2
(e1 + e
−πibe3), f (1) = 1√2(f1 + e
πibf3), e
(3) = 1√
2
(e1 − e−πibe3), f (3) =
1√
2
(f1 − eπibf3), e(110) = 1√2 (e110 + e−πibe011), f (110) =
1√
2
(f110 + e
πibf011),
e(011) = 1√
2
(e110 − e−πibe011), f (011) = 1√2(f110 − eπibf011). We have the
following eigenspace decomposition of g with respect to σ (here, as before,
gµ = {a ∈ g|σ(a) = e2πiµa}): g = g0+g1/2+gb/2+g−b/2+g(1+b)/2+g(1−b)/2,
where
g0 = span{e(011), f (011), e, f, α2, α1 + α3}, gb/2 = span{e(1), e111, f2} ,
g−b/2 = span{e2, f (1), f111}, g(1+b)/2 = Ce(3), g−(1+b)/2 = Cf (3) ,
g1/2 = span{e(110), f (110), α1 − α3} .
Then hσ = Cθ + C(α1 + α3) and the roots of ĝ
tw are described in terms
of α˜i = αi|hσ (i = 1, 2) and δ, the non-zero inner products between them
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being (α˜1|α˜1) = −1/2, (α˜1|α˜2) = 1/2. The union of the above bases of
the eigenspaces of σ is a basis of g, compatible with the 12Z-gradation and
the root space decomposition with respect to hσ, which we denoted by S.
Furthermore, h♮ = Cα, where α = α♮1 = −α♮2.
We have: ǫ(σ) = 1, g1/2(σ)0 = Ce
(110), and the following possibilities for
n(σ)±:
(i) b ∈ 2Z : n(σ)− = span {e, e(110) , f (1)}, n(σ)+ = span {f, f (110), e(1)};
(ii) b ∈ 2Z+ 1 : n(σ)− = span {e, e(110), e2, f111, f (3)},
n(σ)+ = span {f, f (110), f2, e111, e(3)};
(iii) b 6∈ Z : n(σ)− = Ce+ Ce(110), n(σ)+ = Cf + Cf (110).
We consider separately the following two cases: (+): 0 6 b < 1 ; (−):
−1 6 b < 0 .
The si are as follows (in this case they depend not only on root, but
also on the root vector): se = 0, se2 = −b/2, se111 = b/2, se(110) = 1/2,
se(011) = 0, se(3) =
1
2(1 + b), sα1−α3 = 1/2 in all cases; the remaining si (up
to the relation (3.3)) are: se(1) = b/2 in case (+), se(1) = 1+ b/2 in case (−).
Using this, one finds that
γ♮1/2 = −
b
2
α˜1 , γ
′♮ = ∓1
2
α˜1 and sg+ sgh = −b
2
8
± b
4
in case (±) .
Furthermore, let (m ∈ Z+):
∆̂
(1/2)
++ = {
(
m− b
2
)
δ + α˜2 ,
(
m+
b
2
)
δ + (2α˜1 + α˜2)} ,
and define ∆̂
(0)
++ in cases (±) as follows (m ∈ Z+):
∆̂
(0)
++ = {
m± b
2
δ ± α˜1 , m+ 1∓ b
2
δ ∓ α˜1} .
Then ∆̂re++ = ∆̂
(0)
++ ∪ ∆̂(1/2)++ ∪ {mδ+θ2 , mδ + θ |m ∈ Z+}.
Next, hW,σ = h
♮ ⊕ CLtw0 , and in cases (±) we have (m ∈ Z+):
∆+W,σ = {
m± b
2
δ′ ± α , m+ 1∓ b
2
δ′ ∓ α, (m+ 1)δ′ , (m+ 1
2
)δ′}
∪{m+ 1
2
δ′ ,
(
m+
1 + b
2
)
δ′ + α ,
(
m+
1− b
2
)
δ′ − α} ,
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the elements from the first (resp. second) set being even (resp. odd) roots,
and the multiplicities of all roots being 1, except for (m+ 1)δ′, whose mul-
tiplicity is 2.
Let P bN=4(η) be the corresponding partition function. Let h and j be the
respective eigenvalues of Ltw0 and J
tw,{−4α1}
0 , so that λ
♮ = j2α. Formulas (4.8)
— (4.10) give the following expressions for the factors of the determinant in
(±) cases:
ϕ(m−1)δ+θ,n = h− hn,m(k, j),
where
hn,m(k, j) =
1
4k
((n
2
−mk)2 − (j − b± 1)2
4
− k2
)
− (b∓ 1)
2 + 1
8
;
ϕmδ+β,1 = h− 1
k
((
m+
1
2
)
k +
j − b± 1
2
(β|α˜1)
)2
− k
2
4
−(j − b± 1)
2
16
if β ∈ S1/2\{θ/2} ,
ϕmδ+α˜1 ,n = mk −
j − b± 1 + n
4
, ϕmδ−α˜1,n = mk +
j − b± 1 + n
4
.
The extra factor is computed using formula (4.7) (in this case h∨0 = −1),
which gives:
ϕ(θ−δ)/2,0 = h+
(j − b± 1)2
16k
+
(b∓ 1)2
8
+
k
4
+
1
8
,
This again confirms our conjecture made in Remark 4.2(c).
By Theorem 4.2 and Remarks 4.2(a) and (b), we obtain the following
formula for detη(k, h, j):
ϕ(θ−δ)/2,0(k, h, j)P
′b
N=4(η)
∏
m,n∈N
kP
b
N=4(η−mnδ′)
×
∏
m,n∈N
m+n odd
(h− hn,m(k, j))P bN=4(η−
1
2
mnδ′)
×
∏
mδ+β∈∆̂(1/2)++
β=α˜2,α˜1+α˜2,2α˜1+α˜2
ϕmδ+β,1(k, h, j)
P b
N=4;(m+ 12 )δ
′+β♮
(η−(m+ 1
2
)δ′−β♮)
×
∏
mδ±α˜1∈∆̂(0)++
n∈N
ϕmδ±α1 ,n(k, j)
P bN=4(η−n(mδ′±α˜♮1)) .
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