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Abstract
We develop a general framework for the analysis of algorithms of a broad Euclidean type.
The average-case complexity of an algorithm is seen to be related to the analytic behaviour
in the complex plane of the set of elementary transformations determined by the algorithm.
The methods rely on properties of transfer operators suitably adapted from dynamical systems
theory. As a consequence, we obtain precise average-case analyses of algorithms for evaluating
the Jacobi symbol of computational number theory fame, thereby solving conjectures of Bach
and Shallit. These methods also provide a unifying framework for the analysis of an entire class
of gcd-like algorithms together with new results regarding the probable behaviour of their cost
functions.
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1. Introduction
In this paper, we provide new analyses of several classical and semi-classical variants
of the Euclidean algorithm. A strong motivation of our study is a group of gcd-like
algorithms that compute the Jacobi symbol. These algorithms all share a common struc-
ture: they perform a sequence of iterations, and each iteration involves a division and
an exchange. In order to compute the Jacobi symbol, the classical Euclidean division
is replaced by a slightly modi8ed division that is named a pseudo-Euclidean division
and whose cost is very close to that of a classical division.
There are (at least) six kinds of Euclidean divisions that can be de8ned, and each
of them gives rise to an algorithm for computing the GCD. Euclid’s algorithm based
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on the usual division was discovered as early as 300BC, and is “the grandfather of
all the algorithms”, as Knuth says. It is called here the classical Euclidean algorithm
and is denoted by (G). The other 8ve Euclidean algorithms are called by-excess (L),
centred (K), even (E), odd (O) and subtractive (T ). In addition, each Euclidean divi-
sion can be slightly modi8ed by removing the powers of two from the remainder. This
modi8cation corresponds to a pseudo-Euclidean division that gives rise to an algorithm
for computing the Jacobi symbol. We study 8ve algorithms of this type that are mod-
i8cations of the previous ones. The 8rst four pseudo-Euclidean algorithms are called
pseudo-classical (Gˆ), pseudo-by-excess (Lˆ), pseudo-centred (Kˆ), pseudo-odd (Oˆ). The
last one, that is the pseudo-version (Tˆ ) of the subtractive algorithm is the well-known
binary algorithm, and is also denoted by (B).
1.1. Motivations
The complexity analysis of each algorithm aims to evaluate the number of iterations
that are performed during execution and we are mainly interested here in the average-
case complexity. The complexity of the 8rst four algorithms is now known: Euclid’s
algorithm was analysed in the worst case in 1733 by de Lagny, then in the average-
case around 1969 independently by Heilbronn [19] and Dixon [10], and 8nally in
distribution by Hensley [20] who proved in 1994 that the Euclidean algorithm has
Gaussian behaviour; see Knuth’s and Shallit’s vivid accounts [26,40]. The centred
algorithm (K) has been analysed by Rieger [35]. The subtractive algorithm (T ) was
studied by Knuth and Yao [51], and Vardi [49] analysed the by-excess algorithm (L)
by comparing it to the subtractive algorithm. The methods employed so far are rather
disparate, and their applicability to new situations is somewhat unclear. Here, we design
a unifying framework that additionally provides new results on the distribution of costs.
Three of the remaining Algorithms, the pseudo-classical (Gˆ), the pseudo-centered
(Kˆ), and the even algorithm (E), have been studied by Shallit [39] who limited himself
to a worst-case analysis. The present paper solves completely a conjecture of Bach
and Shallit. Indeed, in [39], Shallit writes: “Bach has also suggested that one could
investigate the average number of division steps in [these three algorithms] [: : :]. This
analysis is probably feasible to carry out for the even algorithm, and it seems likely that
the average number of division steps is K(log2 N ). However, determining the average
behaviour for the two other algorithms seems quite hard.”
1.2. Methods
The 8rst methods used in the average-case analysis of Euclidean algorithms range
from combinatorial (Heilbronn) to probabilistic (Dixon). In parallel, studies by L)evy,
Khinchin, Kuzmin and Wirsing had established the metric theory of continued fractions
(that can be viewed as continuous versions of Euclidean algorithms) by means of a
speci8c density transformer. The more recent works rely for a good deal on transfer
operators, a far-reaching generalization of density transformers, originally introduced by
Ruelle [36,37] in connection with the thermodynamic formalism and dynamical systems
theory [4]. Examples are Mayer’s studies on the continued fraction transformation [33],
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Hensley’s work [20] and several papers of the author [45,46] including her analysis of
the Binary GCD Algorithm [47].
Our approach here consists in viewing an algorithm of the broad gcd type as a
dynamical system, where each iterative step is a linear fractional transformation (LFT)
of the form (az + b)=(cz + d). A speci8c set of transformations is then associated to
each algorithm. The introduction of pseudo-divisions, (that involve dyadic valuation
of integers) leads to complex dynamical systems termed random since they involve
random choices. Furthermore, the control structure that is simple for dynamical systems
relative to Euclidean algorithms may become multimodal (what we call Markovian)
in the case of pseudo-Euclidean algorithms. It will appear from our treatment that the
computational complexity of an algorithm is in fact dictated by the collective dynamics
of an associated set of transformations. More precisely, two factors intervene: (i) the
characteristics of the LFTs in the complex domain; (ii) their contraction properties,
notably near 8xed points. There results a classi8cation of gcd-like algorithms in terms
of the average number of iterations: some of them are “fast”, that is, of logarithmic
complexity K(logN ), both on average and in the worst case while others are “slow”,
that is, of the “log-squared” type K(log2 N ) on average. (The worst-case complexity
of the slow algorithms is not even polynomial in logN , being in fact of order K(N ).)
It is established here that strong contraction properties of the elementary transformations
that build up a gcd-like algorithm entail logarithmic cost, while the presence of an
indiOerent 8xed-point leads to log-squared behaviour. In the latter case, the analysis
requires a special twist that takes its inspiration from the study of intermittency phenomena
in physical systems that was introduced by Bowen [6] and is nicely exposed in a paper
of Prellberg and Slawny [34]. An additional bene8t of our approach is to open access
to characteristics of the distribution of costs, including information on moments: the fast
algorithms appear to have concentration of distribution—the cost converges in probability
to its mean—while the slow ones exhibit an extremely large dispersion of costs.
Technically, this paper relies on a description of relevant parameters by means of
generating functions, a by now common tool in the average-case of algorithms [13,14].
As is usual in number theory contexts, the generating functions are Dirichlet series.
They are 8rst proved to be algebraically related to speci8c operators that encapsulate all
the important informations relative to the “dynamics” of the algorithm. Their analytical
properties depend on spectral properties of the operators, most notably the existence of
a “spectral gap” that separates the dominant eigenvalue from the remainder of the spec-
trum. This determines the singularities of the Dirichlet series of costs. The asymptotic
extraction of coeQcients is then achieved by means of Tauberian theorems, one of the
many ways to derive the prime number theorem. Average complexity estimates 8nally
result. The main thread of the paper is thus adequately summarized by the chain:
Euclidean algorithm ❀ Associated transformations ❀ Transfer operator
❀ Dirichlet series of costs❀ Tauberian inversion
❀ Average− case complexity:
This chain then leads to eOective and simple criteria for distinguishing slow algorithms
from fast ones, for establishing concentration of distribution, for analysing various cost
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parameters of algorithms, etc. The constants that intervene in the analysis are in all
cases computable numbers closely related to the entropy of the associated dynamical
system. In the case of the six Euclidean algorithms, they are even explicit. However,
in the remaining cases, they do not seem be related to classical constants of analysis.
1.3. Results and plan of the paper
In Section 2, we present the ten algorithms to be analysed, then, in Section 3, the
relevant dynamical systems. Sections 4 and 5 are the central technical sections of the
paper. There, we develop the line of attack outlined earlier and introduce successively
Dirichlet generating functions, transfer operators of the Ruelle type, and the basic
elements of Tauberian theory that are adequate for our purposes. The main results of
these sections are summarized in Theorem 1. Theorems 2 and 4 of Section 6 imply
a general criterion for logarithmic versus log-squared behaviour, while providing a
framework for higher moment analyses.
Concerning our ten favorite algorithms—six Euclidean algorithms and four pseudo-
Euclidean algorithms—, the corresponding analyses are summarized in Theorems 3
and 5 where we list our main results, some old and some new, that fall as natural
consequences of the present framework. It results from the analysis (Theorem 3) that
the fast class contains three Euclidean algorithms, the classical algorithm (G), the
centred algorithm (K), and the odd algorithm (O) together with three pseudo-Euclidean
algorithms, the pseudo-classical algorithm (Gˆ), the pseudo-centered algorithm (Kˆ) and
the pseudo-odd algorithm (Oˆ). Their respective average-case complexities on pairs of
integers less than N are of the form
HN ∼ AH logN for H ∈ {G;K;O; Gˆ; Kˆ ; Oˆ}:
The constants AH are eOectively characterized in terms of entropies of the associated
dynamical system, and the constants related to the three Euclidean algorithms are easily
obtained,
AG =
12 log 2
2
; AK =
12 log
2
; AO =
18 log
2
:
We also prove that concentration of distribution holds in the case of the fast algorithms,
since, in this case, the moments of order k of the “number of iterations” (cost) H [k]N
are shown to be of the form
H [k]N ∼ AkH logk N for H ∈ {G;K;O; Gˆ; Kˆ ; Oˆ}:
Theorem 5 establishes that the slow class contains the remaining four algorithms, three
Euclidean algorithms, the by-excess algorithm (L), the subtractive algorithm (T ), the
even algorithm (E), and one of the pseudo-Euclidean algorithms, the pseudo-by-excess
algorithm (Lˆ). These all have a complexity of the log-squared type,
HN ∼ BH log2 N for H ∈ {L; T; E; Lˆ};
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and the constants related to the three Euclidean algorithms are easily obtained, and
related to the value (2) of the Riemann zeta function,
BL =
3
2
; BT =
6
2
; BE =
2
2
:
In the case of slow algorithms, the kth moment of the cost function is of order Nk−1
for k¿2, with a constant that involves integer values of the Riemann zeta function
(k) and (k + 1). In particular the standard deviation is K(
√
N ).
In summary, apart from speci8c analyses, our main contributions are the following:
(a) We show how transfer operator method may be extended to cope with com-
plex situations where the associated dynamical system may be either random or
Markovian (or both!).
(b) An original feature in the context of analysis of algorithms is the encapsulation of
the method of inducing (related to intermittency as evoked above).
(c) Our approach opens access to information on higher moments of the distribution
of costs, which appears to be new.
(d) It is quite clear that a pseudo-Euclidean algorithm is faster (in the sense of number
of iterations) than its associated Euclidean algorithm. Consequently, the pseudo-
version of a fast algorithm is always in the fast class. However, the pseudo-
version of a slow algorithm may either remain slow (this is the case for the
by-excess algorithm) or become fast. The latter situation is illustrated by the sub-
tractive algorithm that gives rise to the binary algorithm, a member of the fast
class.
2. Ten variations of the Euclidean algorithm
We present here the ten algorithms to be analysed; the 8rst six are classical vari-
ants of the Euclidean algorithm, while the last four are pseudo-Euclidean algorithms
where powers of two are removed from the remainder whenever they occur. The latter
algorithms are well suited for computing the Jacobi symbol.
2.1. Six Euclidean algorithms
There are two divisions between u and v (v ¿ u), that produce a positive remainder
r such that 06r¡u: the classical division (by-default) of the form v= cu + r, and
the division by-excess, of the form v= cu − r. The centred division between u and v
(v¿u), of the form v= cu + r, with =±1 produces a positive remainder r such
that 06r¡u=2. The even division produces an even quotient while the odd division
produces an odd quotient; they are of the form v= cu+ r, with =± 1; 06r¡u, and
c even (resp. odd). There are 8ve Euclidean algorithms, each of them being associated
to each type of division, respectively, called the classical algorithm (G), the by-excess
algorithm (L), the centred algorithm (K), the even algorithm (E) and the odd algorithm
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(O). Finally, the subtractive algorithm (T ) uses only subtractions and no divisions,
since it replaces the classical division v= cu+ r by exactly c subtractions of the form
v := u+ r.
2.2. Main properties of the Jacobi symbol
The Jacobi symbol, introduced by Jacobi in 1846 [22], is a very important tool in
algebra, since it is related to quadratic characteristics of modular arithmetics. Interest
in its eQcient computation has been reawakened by its utilization in primality tests
[43] or more generally in cryptography. The Jacobi symbol intervenes in the de8nition
of the quadratic residuality problem, and many cryptographic primitives are based on
the computational diQculty of this problem, such as the pseudo-random generator of
Blum et al. [5] or the probabilistic encryption scheme proposed by Goldswasser and
Micali [16].
Let u and v be two integers. First, Legendre’s symbol is de8ned for an odd prime
number v as
(u
v
)
=


0 if u ≡ 0mod v;
1 if v is a square modulo v;
−1 if v is not a square modulo v:
Next, the Jacobi symbol J (u; v) extends the Legendre symbol multiplicatively to the
general case when v is any odd integer,
J (u; v) :=
∏
i∈I
(
u
vi
)ei
for v :=
∏
i∈I
veii with odd primes vi:
2.3. Pseudo-Euclidean algorithms
First, one must note that the Jacobi symbol can be directly computed from the
classical Euclidean algorithm, thanks to a formula due to Hickerson [21], quoted in [49].
This formula involves the classical continued fraction expansion (a1; a2; a3; : : : ; a2r) of
even length of the rational u=v and the inverse w of umod v (that can be also computed
by the classical extended GCD algorithm), under the form
J (u; v) = 2v+
1
2
[
1− w − u+ v
2r∑
i=1
(−1)iai
]
mod 4:
However, this formula is mostly of theoretical interest, since speci8c algorithms that
we shall study run faster than the classical (extended) GCD algorithm. These algorithms
are fundamentally based on the following properties,
Quadratic Reciprocity law: J (u; v) = (−1)(u−1)(v−1)=4J (v; u)
for u; v odd positive integers;
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Modulo law: J (v; u) = J (v− bu; u);
Multiplicativity law: J (vw; u) = J (v; u)J (w; u);
Special values: J (2; v) = (−1)(v2−1)=8; J (; u) = (u−1)=2 for  = ±1;
and they all have a structure similar to the Euclidean algorithms, since they perform a
sequence of successive Euclidean-like divisions and exchanges. However, the quadratic
reciprocity law being only true for a pair of odd integers, the Euclidean division has
to be changed to a pseudo-Euclidean division where pseudo-remainders will always
be odd. A pseudo-Euclidean division on a pair of positive odd integers is thus a
modi8cation of the Euclidean division where powers of two are removed from the
remainder r; then, the decomposition r := 2ks creates an odd integer s which is called
the pseudo-remainder. Finally, a pseudo-Euclidean division on a pair (u; v) of positive
odd integers
v = bu+ 2ks with  = ±1; s odd; k ¿ 0;
and 2ks strictly less than u (or than u2 ); (1)
creates another pair (s; u) for the following step. Then the Jacobi Symbol J (u; v) is
easily computed from the Jacobi symbol J (s; u) by means of the following properties
(#(i; j) denotes the Kronecker symbol):
J (u; v) = (−1)e J (s; u) with e = 14 (u− 1)(v− 1) + k8 (u2 − 1)
+12 #(;−1)(u− 1)mod 2:
To each of the six Euclidean divisions that have been de8ned in 2.1, there corresponds
a pseudo-Euclidean division, and thus a pseudo-Euclidean algorithm. The pseudo-
Euclidean algorithm associated to a Euclidean algorithm (H) is denoted by (Hˆ). There
are thus a priori six pseudo-Euclidean algorithms (Gˆ); (Lˆ); (Kˆ); (Eˆ); (Oˆ); (Tˆ ). Since the
even division between two odd integers always produces an odd remainder, the pseudo-
even algorithm (Eˆ) coincides with the even algorithm (E). Note that what appears in
the present context as the pseudo-subtractive algorithm (Tˆ ) is well known since it co-
incides with the binary GCD algorithm (B). The binary algorithm will not be studied
in detail here since the analytic treatment requires additional developments.
2.4. The sets of linear fractional transformations
Instead of the integer pair (u; v), we consider the rational u=v; then, the division
that expresses the pair (u; v) as a function of the following pair (r; u) is replaced
by a linear fractional transformation h that expresses the rational u=v as a function
of r=u. In the same way, the pseudo-division (1) is replaced by a linear fractional
transformation h that expresses the rational u=v as a function of s=u. When performing
‘ Euclidean or pseudo-Euclidean divisions on the input (u; v), each of the ten algorithms
builds a speci8c continued fraction of height ‘ for the rational u=v and decomposes the
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rational u=v as
u
v
= h1 ◦ h2 ◦ · · · ◦ h‘(a):
Here, each hi is an LFT and a is the stopping value of the rational. Note that the
subtractive algorithm (T ) uses up to two LFTs at each step, depending on whether the
subtraction is followed by an exchange or not:
p(x) :=
x
1 + x
; q(x) :=
1
1 + x
:
Since the even algorithm (E) and the by-excess algorithms (L), (Lˆ) stop when the
remainder r (or the pseudo-remainder s) equals u, the stopping value a equals 1 for
these algorithms. It equals 0 for the other algorithms. For the centred algorithms (K),
(Kˆ), the rational x belongs to I= [0; 1=2]. In the other cases, the rational x belongs
to I= [0; 1]. Finally, the rational inputs of each algorithm belong to the basic interval
I= [0; *] with *=1 or 12 . For the Euclidean algorithms, the valid inputs are all the
rationals of I, while the valid inputs of the pseudo-Euclidean algorithms are only the
odd rationals of I. The variable valid has two possible values {all; odd}, and 8nally,
the type of the algorithm is de8ned as the triple (*; valid; a).
The precise set of the LFTs that are used by the algorithm depends on the particular
algorithm considered. It turns out that here are two classes of algorithms, the generic
class and the Markovian class, as we now explain.
In the case of the six Euclidean algorithms and the pseudo-odd algorithm (Oˆ), there
may exist special sets of LFTs in the initial step (J) or in the 8nal step (F). However,
all the other steps are generic, in the sense that they use the same set of LFTs, that
we call the generic set. These algorithms are called themselves generic.
On the contrary, the three pseudo-Euclidean algorithms (Gˆ), (Lˆ), (Kˆ) have a Marko-
vian (i.e., 8nite-state) Vavour. When applied to a pair (u; v) of odd integers, the pseudo-
division (1) entails the following: if b is odd, then the remainder is even, and thus
k satis8es k¿1; if b is even, then the remainder is odd, and thus k satis8es k =0.
This relation is of a Markovian type, and we consider two states: the 0-state, which
means “the quotient of (v; u) is even” (or equivalently the remainder of (u; v) is odd),
i.e., k =0; the 1-state, which means “the quotient of (v; u) is odd” (or equivalently the
remainder of (u; v) is even), i.e., k¿1. Denoting generally a Markovian algorithm by
(U ) and by Uj the set of LFTs which can be used in state j, we obtain four diOer-
ent sets, where Ui|j brings rationals from states j to i. The initial state is always the
0 state and the 8nal state is always the 1 state.
The last column of the arrays of Figs. 1 and 2 describes the initial set J and the
8nal set F.
3. Euclidean dynamical systems
In this section, we relate the ten variations of the Euclidean algorithm to continued
fractions algorithms that can be viewed as continuous extensions of them. It proves
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Fig. 1. The six Euclidean algorithms.
Fig. 2. The four pseudo-Euclidean algorithms.
fruitful to cast continued fractions algorithms in a dynamical systems framework. To
this purpose, we present in this section the main tools that are used in the sequel,
namely the Perron–Frobenius operator together with its generalized version, the Ruelle
operator. The dynamical systems that are used here may be complex, since they are
sometimes random, sometimes Markovian, and even sometimes both. Some of the
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dynamical systems give rise to chaotic behaviour, while the other ones present an
intermittency phenomenon. In the latter case, we appeal to the method of induction
explained below that will play an important role in the sequel.
3.1. Dynamical systems related to continued fraction algorithms
A dynamical system (X; V ) consists of a compact metric space together with a con-
tinuous map V :X →X which is called the shift mapping. Given an initial condition
x in X , the sequence (x; Vx; V 2x; : : :) of iterates of x under the action of V forms the
orbit (or the trajectory) of the initial point x. The main study in dynamical systems
concerns itself with the interplay between properties of the transformation V and dis-
crete properties of trajectories of points under iteration of the transformation. Here,
continued fraction algorithms are important particular cases of what is usually called
“piecewise analytic maps of the interval”.
Denition (Piecewise analytic maps of the interval). Let I be a real interval. A map-
ping V :I→I is piecewise analytic if there exists a (8nite or denumerable) set M,
and a partition {Im}m∈M of the interval I in subintervals Im such that the function
x→Vx maps analytically each Im onto I.
A special role is played by the set H of branches of the inverse function V−1
of V that are also naturally numbered by the index set M: we denote by h[m] the
inverse of the restriction V |Im , so that Im is exactly the image h[m](I). The set
Hk is the set of the inverse branches of the iterate V k ; its elements are of the
form h[m1] ◦ h[m2] ◦ · · · ◦ h[mk ] and are called the inverse branches of depth k. The set
H? :=
⋃
kH
k is the semi-group generated by H.
The general framework of piecewise analytic maps of interval is very convenient for
a discussion of continued fraction algorithms that are extensions of the six Euclidean
algorithms. The interval I is then de8ned by the type of the algorithm (cf. Fig. 1).
In all the six cases, the shift mapping extends the map de8ned on rationals by the
equality V (u=v)= r=u where r is the remainder of the Euclidean division on (u; v). The
shift mapping V relative to the 8rst 8ve Euclidean algorithms admits the common form
V (x) :=
∣∣∣∣1x − A
(
1
x
)∣∣∣∣ ;
where the function A depends on the algorithm and is de8ned in Fig. 3. The shift
mapping used in the Subtractive continued fraction algorithm is de8ned in Fig. 4.
These dynamical systems are represented in Fig. 5. They are now well known: The
classical Euclidean system was studied by Gauss himself, L)evy [30], Khinchin [24],
Kuzmin [28], Wirsing [50] and Babenko [2], the Centred system by Rieger [35], the
even system by Schweiger, Bauer, Kraaicamp and Lopes [40,3,25], the odd system by
Schweiger [38].
The four continuous extensions of pseudo-Euclidean algorithms are also related to
dynamical systems, but in a more complex way: the dynamical systems to which they
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Fig. 3. The 8ve Euclidean dynamical systems. Here, the shift mapping V is de8ned from function A, with
the formula V (x) := | 1x − A( 1x )|.
Fig. 4. The dynamical system relative to the subtractive algorithm.
are associated are random for the pseudo-odd algorithm, and are both random and
Markovian for the last three algorithms. Randomness intervenes because the pseudo-
divisions are de8ned with dyadic valuation, so that the continued fractions expansions
are a priori de8ned only for rationals numbers. However, one can de8ne random con-
tinued fraction for real numbers in these cases: The state 0 (that is attained with
an even quotient) is deterministic, and in the state 1 (that is attained with an odd
quotient and is the only state for the pseudo-odd algorithm), one chooses at random
the dyadic valuation k of a real number, according to the law Pr [k =d] = 2−d (for
d¿1), which extends the natural law on even integers. Then, the shift mapping Vˆ
of a pseudo-Euclidean algorithm is de8ned from the shift mapping V of the related
Euclidean algorithm as
Vˆ (x) =


V (x); in the state 0;
V
( x
2k
)
in the state 1; with integer k chosen with probability 2−k
if V[k] denotes the mapping de8ned by V[k](x) :=V (x=2k), the set H[k] of the inverse
branches of V[k] is de8ned as
H[k] =
{
g(x) := 2kh(x) with h ∈H such that h(I) ⊂
[
0;
*
2k
]}
;
and its elements are of determinant 2k . The sets Hˆi of the LFTs used in the state i
are de8ned as
Hˆ0 =H[0]; Hˆ1 =
⋃
k¿1
H[k]; the set H[k] being chosen with probability 2−k :
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Fig. 5. The six maps, from top left to bottom right: G; L; K; E; O; T .
Thus, all the Euclidean and pseudo-Euclidean algorithms can be extended into continu-
ous dynamical systems where the rational inputs give rise to very particular trajectories
that 8nish forever with x= a (the 8nal value a equals 0 or 1, according to the type of
the algorithm de8ned in Figs. 1 and 2).
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3.2. The Perron–Frobenius operator and the Ruelle operator relative to a dynamical
system
The behaviour of typical trajectories of dynamical systems is more easily explained
by examining the Vow of densities. If the set X is endowed with some initial dis-
tribution relative to some density f=f0, the time evolution governed by the map V
modi8es the density, and the successive densities f1; f2; : : : ; fn; : : : describe the global
evolution of the system at time t=0; 1; 2; : : : : Since the laws governing change do
not change with time, there exists an operator H for which f1 =H[f0]; f2 =H[f1],
and more generally fn =H[fn−1]=Hn[f0] for all n. This operator is called the density
transformer, or the Perron–Frobenius operator.
As previously, the set H denotes the set of inverse branches of a piecewise analytic
map V of the interval I. The Perron–Frobenius operator H relative to this dynamical
system (I; V ) is a functional operator de8ned by
H[f](z) =
∑
h∈H
h′(z)f ◦ h(z): (2)
In the case when the dynamical system is random, with a family H[d]; d¿1 of sets
of inverse branches, each set H[d] being chosen with probability 2−d, the Perron–
Frobenius operator H is de8ned by
H[f](z) =
∑
d¿1
1
2d
∑
h∈H[d]
h′(z)f ◦ h(z): (3)
When the system is deterministic, the set H of the inverse branches is formed with
LFTs of determinant 1. When the system is random, the set H[d] of the inverse
branches is chosen with probability 2−d and is formed with LFTs of determinant 2d.
Then, in both cases, the Perron–Frobenius operator admits the common alternative form
H[f](z) =
∑
h∈H
1
D[h](z)2
f ◦ h(z) (4)
that involves the denominator function D[h] of the LFT h de8ned by
D[h](x) := |cx + d|
=
√
|det h|
|h′(x)| for h(x) =
ax + b
cx + d
with a; b; c; d coprime integers:
We are interested here in studying rational trajectories that are very special trajectories
that 8nish forever at x= a. It appears that the study involves an extension of the
density transformer, that depends on some parameter s that plays the same role as the
temperature in dynamical systems. This extension of the Perron–Frobenius operator is
called the Ruelle operator. For a generic dynamical system (deterministic or random)
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relative to a set H of inverse branches, it is de8ned as
Hs[f](z) =
∑
h∈H
1
D[h](z)s
f ◦ h(z); (5)
and extends the Perron–Frobenius operator H de8ned in (2), via the equality H2 =H.
In the case when the dynamical system is Markovian with two states 0 and 1, the set
Ui denotes the set of LFTs used in the state i, and the set Ui|j “brings” the system from
state j to state i. If Ui|j, resp. Ui, denotes the Perron–Frobenius operator associated to
set Ui|j, resp. Ui, the Perron–Frobenius operator U relative to this Markovian system
is a “matrix operator”
U =
(
U0|0 U0|1
U1|0 U1|1
)
(6)
that operates on pairs f = (f [0]; f [1]) of functions so that
(1 1)U[f] = (U0 U1[f] = U0[f[0]] +U1[f[1]]: (7)
Here, if f [ j] denotes the density at x and in the state j, then Ui|j[f [ j]] is exactly the
part of the density f [i](x) that “comes from” density f [ j]. As previously, the Ruelle
operator Us relative to this Markovian system is a “matrix operator”
Us =
(
Us;0|0 Us;0|1
Us;1|0 Us;1|1
)
(8)
that involves the Ruelle operators Us; i ;Us; i|j relative to sets Ui|j and Ui. It operates
on pairs f=(f [0]; f [1]) of functions and
(1 1)Us[f] = (Us;0 Us;1)[f] = Us;0[f[0]] +Us;1[f[1]]: (9)
3.3. First properties of the Ruelle operators
The Ruelle operators satisfy two main properties:
(a) The ‘th iterate of the Ruelle operator describes what happens during ‘ itera-
tions of the process. The multiplicative property of denominator D,
D[h ◦ g](x) = D[h](g(x))D[g](x) (10)
is translated into a multiplicative property on Ruelle operators: when given two sets of
LFTs, L and K and their Ruelle operators Ks;Ls, the set LK is formed of all h ◦ g
with h∈L and g∈K, and the Ruelle operator relative to the set LK is exactly the
operator Ks ◦Ls. In particular, the ‘th iterate of Hs involves all the inverse branches
of depth ‘,
H‘s [f](z) =
∑
h∈H‘
1
D[h](z)s
f ◦ h(z); (11)
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and the Ruelle operator relative to the semi-groupH?:=
⋃
k¿0 H
k is exactly
∑
k¿0 H
k
s
=(I −Hs)−1. It is the quasi-inverse of the Ruelle operator Hs associated to the set H.
In the same vein, the ‘th iterate of Us generates all the elements of U〈‘〉, i.e., all the
possible LFTs of height ‘. More precisely, the coeQcient of index (i; j) of the matrix
U‘s is the Ruelle operator relative to the set U
〈‘〉
i|j that brings the system from state j
to state i in ‘ steps.
(b) At s = 2, The Ruelle operator is a density transformer. In the generic (deter-
ministic) case, one has
∫
I
H[f](x) dx=
∑
h∈H
∫
I
|h′(x)|f ◦ h(x) dx =
∑
h∈H
∫
h(I)
f(x) dx
=
∫
I
f(x) dx; (12)
in the same vein, for the generic (random) case, one has
∫
I
H[f](x) dx=
∑
d¿1
1
2d
∑
h∈H[d]
∫
I
|h′(x)|f ◦ h(x) dx
=
∑
d¿1
1
2d
∑
h∈H[d]
∫
h(I)
f(x) dx =
∫
I
f(x) dx; (13)
and, in the Markovian case, the relation, valid for f=(f [0]; f [1]),
(1 1)U[f](x) =
∑
h∈U0
D[h](x)−2f[0] ◦ h(x) +
∑
h∈U1
D[h](x)−2f[1] ◦ h(x) (14)
proves the equality
∫
I
(1 1)U[f](x) dx =
∫
I
[f[0](x) + f[1](x)] dx =
∫
I
(1 1)[f](x) dx: (15)
3.4. Two classes of Euclidean dynamical systems
The most interesting properties of a dynamical system are connected with the long-
time behaviour of the sequence {fn} of successive densities. The basic question is:
Does the sequence have a limit? (and in which sense?). Suppose that it is the case.
Then this limit is the asymptotic density of the dynamical system. It is thus an invariant
function for the operator H—i.e., satis8es H[ ] =  —and gives rise to an (asymptotic)
measure 6 that is invariant under the action of V .
It is thus important to determine the invariant functions of the Perron–Frobenius
operators relative to the six Euclidean dynamical systems. The results given in
Figs. 3 and 4 are well known and exhibit two diOerent classes of dynamical
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Fig. 6. The iterates of  − 3 by the Classical continued fraction map (top left) and by the by-excess map
(top right); the trimmed version of the iterates of the by-excess map (bottom).
systems. The 8rst one is the so-called good class and is formed with the systems
for which the invariant function of the Perron–Frobenius operator is integrable on
the interval I. It contains the algorithms (G); (K); (O). The second one is the so-
called bad class and is formed with the systems for which the invariant function of the
Perron–Frobenius operator is not integrable on the interval I. It contains the algorithms
(L); (E); (T ).
The good class: For the dynamical systems relative to the algorithms (G); (K); (O),
the invariant functions of the Perron–Frobenius operator are integrable on the interval
I, and the associated measure 6 is invariant under the action of V . At the same
time, the typical trajectories exhibit a chaotic behaviour and are a sort of replica of
the interval I endowed with the measure 6 [see Fig. 6(a)]. The rational trajectories
appear to quickly attain their 8nal value a.
The notion of entropy will play an important role in this case. The entropy h(H) of
a dynamical system relative to a piecewise analytic map of the interval I with a set
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H of inverse branches is de8ned as the limit, if it exists, of a quantity that involves
measures ug of intervals g(I), (for g∈H?)
h(H) := lim
n→∞
−1
n
∑
g∈Hn
ug log ug:
For the “good” algorithms (G); (K); (O), when the asymptotic measure is 8nite and
relative to an invariant function  , a classical formula due to Rohlin shows that the
entropy is related to the asymptotic mean value of log |V ′|. The mapping shift of all
the Euclidean algorithms satis8es V ′(t)=−1=t2, so that
h(H) = E∞[log |V ′|] :=
∫
I
log |V ′(t)|  (t) dt = −2
∫
I
log |t|  (t) dt: (16)
The following relation involves the derivative XH of the Ruelle operator with respect
to s, taken at s=2,∫
I
XH[f](t) dt =
∫
I
log |t|f(t) dt with XH := d
ds
Hs|s=2 ;
and entails an alternative expression for the entropy
h(H) = −2
∫
I
XH[ ](t) dt:
The fourth column of Fig. 3 gives the values of the entropy in the three cases.
The bad class: The situation is quite diOerent for the other three Euclidean algorithms
(L); (E); (T ). The invariant function is singular at the point a which is the 8nal value
for the algorithm; we recall that a=0 for the Subtractive algorithm (T ) and a=1 for
the by-excess algorithm (L), or the even algorithm (E). The reason is that this point a
is indiOerent under the action of V : it is a 8xed point for V with a derivative equal to
1 (i.e., V (a)= a; V ′(a)= 1). Then, the typical trajectory admits a quite diOerent form,
since, when it arrives near this point, it passes many times near it [see Fig. 6(b)]. As
this point a is (weakly) repulsive, the rational trajectories that eventually 8nish at this
point a, will attain it after a long time. Then it is (at least intuitively) clear that the
relative Euclidean algorithms will be “slow”.
However, the “induced” dynamical system which “forgets” all the sub-trajectories
that stay near the indiOerent point a admits typical trajectories that again exhibit a
chaotic behaviour [see Fig. 6(c)]. Beginning with a dynamical system (I; V ), the
induced system (I; V˜ ) is de8ned in a more formal way as follows: If p denotes the
“bad” inverse branch that contains the indiOerent point a and Q denotes the set H\p
of good inverse branches, the interval I˜ is de8ned as
I˜ := I\p(I) =
⋃
h∈Q
h(I):
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Fig. 7. The induced dynamical systems relative to the bad class.
The induced shift mapping V˜ :I→I is then de8ned from the 8rst iterate of V that
returns into I˜,
V˜ (x) := Vn(x)+1(x) where n(x) is the smallest integer k ¿ 0
such that V k(x) ∈ I˜:
This means that V˜ (x) equals V (x) for x∈ I˜ while, for x =∈ I˜, V˜ (x) equals V (y) where
y is the 8rst iterate of x that belongs to I˜. Then the trajectory (x; V˜ x; V˜ 2x; : : :) is exactly
the trajectory (x; Vx; V 2x; : : :) which forgets all the sub-trajectories that stay near the
indiOerent point a, whereas the set H˜ of inverse branches is exactly the set H˜=p?Q
where one groups a sequence of bad LFTs with a good one. The Ruelle operator H˜s of
this dynamical system involves the Ruelle operators Qs;Ps relative to the sets {p};Q,
under the form
H˜s =
∑
k¿0
QsPks = Qs(I − Ps)−1 so that H˜s ◦ (I − Ps) = Qs and Ps +Qs = Hs:
The operator H admits an invariant density denoted by  , that satis8es H[ ] =P[ ]+
Q[ ] =  . Then, the function g :=Q[ ] = (I −P)[ ] satis8es H˜[g] = H˜ ◦ (I −P)[ ] =
Q[ ] = g, so that (I −P)[ ] is an invariant function for H˜. With normalization condi-
tion, we obtain the expressions of  ˜ , and, with Rohlin’s formula, the expressions of the
entropies of the induced dynamical system. The results are given in Fig. 7. Remark
that the induced system (T˜ ) relative to the subtractive algorithm (T ) is exactly the
classical system (G).
3.5. The pseudo-Euclidean dynamical systems
These systems are de8ned in a more complex way than the Euclidean systems.
It is not clear whether the invariant density  ˆ of the pseudo-Euclidean system (Hˆ)
is closely related to the invariant density  of the original Euclidean system (H).
We do not succeed to obtain a closed form for the invariant density  ˆ for the
systems (Gˆ); (Lˆ); (Oˆ); (Kˆ). However, we will show in the sequel the following:
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If the original Euclidean algorithm belongs to the good class, it will be the same for its
pseudo-version. This entails that the pseudo-classical algorithm (Gˆ), the pseudo-centred
algorithm (Kˆ), and the pseudo-odd algorithm (Oˆ) certainly belong to the good class.
However, the pseudo-version of an algorithm that belongs to the bad class may remain
in this class. This is the case for the pseudo-by-excess algorithm (Lˆ). Since the bad
LFT p is used in the 0 state, it is not modi8ed and it remains bad. We will explain at
the end why the situation is quite diOerent for the pseudo-version (Tˆ ) of the subtractive
algorithm that becomes good: The main reason is that the bad LFT p is modi8ed by
the random dyadic valuation.
For the three “good” pseudo-Euclidean dynamical systems, the Rohlin formula can be
adapted, and involves the invariant density  ˆ and the derivative of the Ruelle operator
with respect to s. In the generic (random) case, one has
h(Hˆ) = −2
∫
I
XHˆ [ ˆ ](t) dt with XHˆ :=
d
ds
Hˆs|s=2
so that
h(Hˆ) = 2 log 2− 2
∫
I
log |t|  ˆ (t) dt:
In the same vein, for a Markovian random dynamical system, one has
h(Uˆ) = −2
∫
I
(1 1)XUˆ [ ˆ ](t) dt = 2 log 2− 2
∫
I
log |t|[ ˆ [0](t) +  ˆ [1](t)] dt:
In the next section, we come back to the analysis of the ten algorithms: we are then
interested in the behaviour of rational trajectories, that 8nish at point x= a. The be-
haviour of such trajectories—a priori not at all typical—will be quite diOerent accord-
ing as the algorithm belongs to the good class or to the bad class. We shall show
that the algorithms of the good class are fast, while the algorithms of the bad class
are slow.
4. Generating functions, dynamical operators and Tauberian theorems
Here, we describe the general tools for analysing algorithms of the Euclidean type
we 8rst introduce the generating functions relative to the depth of the continued fraction
and we relate them to the Ruelle operator which plays here the role of a generating
operator. This operator can be generic or Markovian, according to the structure of the
algorithm. In this way, the Dirichlet series that intervene in the analysis, called F(s),
G(s), and more generally Gk(s) are expressed in terms of the Ruelle operator. The
average number of steps, and, more generally, the moments of order k of the variable
“number of steps” involve partial sums of coeQcients of these Dirichlet series, and
Tauberian theorems are a classical tool that transfers analytical properties of Dirichlet
series into asymptotic behaviour of their coeQcients.
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4.1. Generating functions
The basic interval is I := [0; *], where * has two possible values * = 1 or * = 1=2.
We consider the following sets:
Z9 :=
{
(u; v); u; v valid;
u
v
∈ I
}
; 9 :=
{
(u; v); u; v valid; gcd(u; v) = 1;
u
v
∈ I
}
;
Z9N := {(u; v) ∈ Z9; v6 N}; 9N := {(u; v) ∈ 9; v6 N}
for the possible inputs of an algorithm, and we denote by 9[‘], Z9[‘], 9[‘]N , Z9
[‘]
N the
subsets of 9, Z9, 9N , Z9N for which the algorithm performs exactly ‘ pseudo-divisions.
Equivalently, the depth X (u; v) of the continued fraction of u=v is equal to ‘. We study
the random variable X , and more precisely, its average values on 9N and on Z9N ,
respectively, denoted by EN [X ] and ZEN [X ]. More generally, we are interested in the
distribution of X , and we also study its moments of order k, denoted by EN [X k ] and
ZEN [X k ]. These quantities satisfy
EN [X ] :=
1
|9N |
∑
‘¿0
‘|9[‘]N | ZEN [X ] :=
1
| Z9N |
∑
‘¿0
‘| Z9[‘]N |; (17)
EN [X k ] :=
1
|9N |
∑
‘¿0
‘k |9[‘]N | ZEN [X k ] :=
1
| Z9N |
∑
‘¿0
‘k | Z9[‘]N |; (18)
and we wish to evaluate their asymptotic behaviour (for N →∞). We 8rst consider
pairs (u; v) with 8xed v= n, and we denote by :[‘]n (resp. Z:
[‘]
n ) the number of such
elements of 9[‘] (resp. Z9[‘]). We introduce the double generating functions S(s; w)
and ZS(s; w) of the sequences (:[‘]n ) and (Z:[‘]n ),
S(s; w) :=
∑
‘¿1
w‘
∑
n¿1
:[‘]n
ns
; ZS(s; w) :=
∑
‘¿1
w‘
∑
n¿1
Z:[‘]n
ns
: (19)
Since an algorithm performs the same steps on two pairs (u; v) and (ru; rv) for any
valid integer r, the Riemann series Z relative to valid numbers Z(s) :=
∑
v valid v
−s that
satis8es
Z(s) = (s) if valid = all and Z(s) =
(
1− 1
2s
)
(s) if valid = odd (20)
relates the two generating functions via the equality ZS(s; w) = Z(s)S(s; w). It is then
suQcient to study S(s; w).
We introduce the two sequences (an) and (bn), and more generally the sequences
(a[k]n ) (for k¿0),
an :=
∑
‘¿1
:[‘]n ; bn :=
∑
‘¿1
‘:[‘]n ; a
[k]
n :=
∑
‘¿1
‘k:[‘]n ; (21)
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that intervene, via partial sums of their coeQcients, in the evaluation of the average
EN [X ],
EN [X ] =
∑
n6N
∑
‘¿0 ‘ :
[‘]
n∑
n6N
∑
‘¿0 :
[‘]
n
=
∑
n6N bn∑
n6N an
;
EN [X k ] =
∑
n6N
∑
‘¿0 ‘
k :[‘]n∑
n6N
∑
‘¿0 :
[‘]
n
=
∑
n6N a
[k]
n∑
n6N an
: (22)
The associated Dirichlet series
F(s) =
∑
n¿1
an
ns
; G(s) =
∑
n¿1
bn
ns
; Gk(s) =
∑
n¿1
a[k]n
ns
(23)
can be easily expressed in terms of S(s; w),
F(s) = S(s; 1); G(s) =
d
dw
S(s; w)|w=1; (24)
and more generally, k!Gk(s) is closely related to the kth derivative of S(s; w) with
respect to w, taken at w=1. Then, the evaluation of the average EN [X ] and of the
higher moments EN [X k ] of order k will involve partial sums of the coeQcients of
Dirichlet series F(s); G(s); Gk(s).
4.2. Tauberian theorems
We have shown that the average number of steps EN [X ] or the higher moments of
the cost EN [X k ] of the ten algorithms on 9N is a ratio where the numerators and the
denominators involve the partial sums of the Dirichlet series F(s); G(s); Gk(s). Thus,
the asymptotic evaluation of EN [X ]; EN [X k ] (for N →∞) is possible if we can apply
the following Tauberian theorem [9,44] to the Dirichlet series F(s); G(s); Gk(s).
Tauberian theorem (Delange [9]). Let F(s) be a Dirichlet series with nonnegative
coe<cients such that F(s) converges for R(s)¿<¿0. Assume that
(i) F(s) is analytic on R(s)= <; s = <, and
(ii) for some =¿0, one has F(s) = A(s)(s− <)−=−1 + C(s), where A; C are analytic
at <, with A(<) =0.
Then, as N →∞,
∑
n6N
an =
A(<)
<?(=+ 1)
N< log= N [1 + (N )]; (N )→ 0:
In the remainder of the paper, we shall show that the Tauberian theorem applies
to the Dirichlet series de8ned in (22) with <=2. For G0(s) :=F(s), it applies with
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==0. For G1(s) :=G(s), it applies with ==1 or 2. For the slow algorithms, = equals
2, and the average number of steps will be of order log2 N . For the fast algorithms, =
equals 1, and this will prove the logarithmic behaviour of the average number of steps.
We 8rst examine the case of function F(s) de8ned in (23). The Tauberian theorem
applies to F(s) and with <=2 and ==0. First, the Dirichlet series F(s) is closely
linked to the Z function de8ned in (20), in both cases (valid=all or valid=odd). In
the 8rst case, F(s) is related to the classical zeta function (s) itself,
F(s) =
*
(s)
∑
v¿1
v− 1
vs
= *
[
(s− 1)
(s)
− 1
]
:
In the “odd” case,
F(s) =
*
2 Z(s)
∑
v odd
v− 1
vs
=
*
2
[
Z(s− 1)
Z(s)
− 1
]
with Z(s) =
(
1− 1
2s
)
(s):
Thus, from classical properties of the Riemann zeta function, it is clear that the
Tauberian theorem applies to F(s), with <=2 and ==0. More precisely, at s=2,
one has
F(s) 2*
2
1
s−2 if valid=odd and F(s)
6*
2
1
s− 2 if valid=all: (25)
It is not a priori clear how to directly apply Tauberian theorems to G(s) and more
generally to Gk(s) with k¿2. In the following, we obtain alternative expressions for
S(s; w) from which the location and the nature of the singularities of G(s); Gk(s) will
become apparent. Our analysis involves the Ruelle operators that have been introduced
in Section 2.6. They play here the role of generating operators, since they generate
themselves the generating function S(s; w).
4.3. Ruelle operators and generating functions
We recall that the 8rst seven algorithms are generic, since they use the same set H
at each generic step. In this case, the ‘th iterate of the Ruelle operator Hs generates
all the LFTs used in ‘ (generic) steps of the algorithm. The last three algorithms are
Markovian. Here, each step has two possible states, 0 and 1. Then, the ‘th iterate of
the Ruelle matrix operator Us generates all the elements of U〈‘〉, i.e., all the possible
LFTs of depth ‘. More precisely, the coeQcient of index (i; j) of the matrix U‘s is the
Ruelle operator relative to the set U〈‘〉i|j that brings rationals from state j to state i in
‘ steps.
In both cases, the Ruelle operator is then a “generating” operator, and generating
functions themselves can be easily expressed with the Ruelle operator:
Proposition 1. The double generating function S(s; w) of the sequence (:[‘]n ) can be
expressed as a function of the Ruelle operators associated to the algorithm.
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In the generic case,
S(s; w) = wKs[1](a) + w2Fs ◦ (I − wHs)−1 ◦ Js[1](a):
Here, the Ruelle operator Hs is related to the set H used at each generic step,
whereas Fs is related to the set F used at the @nal step, and Js is related to the set
J used at the initial step; The operator Ks is related to the set K :=J∩F and
solely intervenes when the algorithm performs only one step; the value a is the @nal
value of the rational u=v.
In the Markovian case, the Ruelle operator Us is a matrix operator, and
S(s; w) = (0 1) wUs(I − wUs)−1
(
1
0
)
(a):
Proof. Generic case—Consider an element (u; v) of [[‘+2] (‘¿0); since the algorithm
performs ‘+2 divisions on this input, and 8nishes with the value a, there exists exactly
one linear fractional transformation h in the set JH‘F such that u=v=h(a). Then, from
(10) and for any ‘¿0,
Fs ◦H‘s ◦ Is[f](a)=
∑
h∈JH‘F
1
D[h](a)s
f ◦ h(a)=
∑
n¿1
∑
(u;n)∈[[‘+2]
1
ns
f
(u
n
)
: (26)
Markovian case—The algorithm begins in the 0 state and ends in the 1 state. When
it performs ‘ steps on the input (u; v), it uses the set U〈‘〉1|0 . Moreover, the last value
of the rational u=v equals a. Then
(0 1)U‘s
(
f
0
)
(a) =
∑
h∈U〈‘〉1|0
1
D[h](a)s
f ◦ h(a) =
∑
n¿1
∑
(u;n)∈[[‘]
1
ns
f
(u
n
)
: (27)
In both cases, the result is obtained when choosing f=1 or (1; 0), and summing
expressions over all the possible values of ‘.
4.4. Induced Ruelle operators and generating functions
We consider here an algorithm (H) whose set H of inverse branches contains a
“bad” LFT p with an indiOerent point a (i.e., a 8xed point where the absolute value of
the derivative equals 1) which is also the last value of the algorithm. Then, since the
LFT p does not belong to the 8nal set F, this 8nal set F is a subset of Q :=H\{p}.
We then use here the Ruelle operator H˜s relative to the induced set H˜ :=p?Q, together
with the Ruelle operator F˜s relative to the last induced set F˜ :=p?F. They involve
the Ruelle operators Qs;Ps;Fs relative to the sets {p};Q;F, under the form
H˜s =
∑
k¿0
QsPks = Qs (I − Ps)−1; F˜s =
∑
k¿0
FsPks = Fs (I − Ps)−1: (28)
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As Prellberg and Slawny suggest it in another context [34], we introduce two Ruelle
operators that depend also on the variable w, as
H˜s;w =
∑
k¿0
wk+1QsPks ; F˜s;w =
∑
k¿0
wk+1FsPks : (29)
In the Markovian case, the operators Qs;Ps are now matrix operators, the operator
Fs relative to the 8nal set coincides with Qs, and the matrix operators U˜s; U˜s;w are
de8ned in the same way as H˜s; H˜s;w.
In both cases (generic case or Markovian case), these (induced) Ruelle operators
can be used to express the generating function S(s; w).
Proposition 2. The double generating function S(s; w) relative to the parameter
“number of steps” and the double generating function S˜(s; w) relative to the pa-
rameter “number of good steps” can be expressed as a function of the induced Ruelle
operators associated to the algorithm de@ned in (28), (29).
In the generic case,
S(s; w) = F˜s;w (I − H˜s;w)−1[1](a); S˜(s; w) = wF˜s (I − wH˜s)−1[1](a): (30)
Here, the Ruelle operator H˜s is related to the set H˜ used at each generic (induced)
step, whereas F˜s is related to the @nal (induced) set F˜.
In the Markovian case,
S(s; w) = (0 1) U˜s;w (I − U˜s;w)−1
(
1
0
)
(a);
S˜(s; w) = (0 1) w U˜s (I − w U˜s)−1 (1 0)(a):
In both cases, the value a is the @nal value of the rational u=v.
4.5. The quasi inverse of the Ruelle operators
The various generating functions S(s; w) always involve a quasi-inverse of some
Ruelle operator –basic or induced–. There are two diOerent cases: the 8rst form involves
the quasi-inverse (I −Hs)−1 or (I − H˜s)−1, where Hs; H˜s do not depend on parameter
w, whereas some mixing between the variables s and w intervenes in the second form
(I −Hs;w)−1. In the 8rst case, the derivatives of order k of S(s; w) with respect of w
will involve powers of the quasi-inverse under the form (I − wHs)−k−1 ◦Hks . In the
second case, the derivatives of (I − H˜s;w)−1 also involve the successive derivatives of
H˜s;w with respect to w. More precisely, the kth derivative of S(s; w) contains one term
of the form
(I − H˜s;w)−1 ◦ d
k
dwk
H˜s;w ◦ (I − H˜s;w)−1;
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that will be called the main term, and all the other terms are products of the quasi-
inverse (I − H˜s;w)−1 with lower derivatives (with respect of w) of H˜s;w.
When w=1, we are then interested in the singularities of the quasi-inverses
(I − Hs)−1, (I − H˜s)−1 of the Ruelle operators –induced or basic–. When the in-
duced operator is useful, we are also interested in the singularities of the operator
M[k]s :=
dk
dwk
H˜s;w|w=1 :
5. Functional analysis
Here, we consider a dynamical system relative to some piecewise analytic map of
the interval I and the following conditions C(H) on its set H of inverse branches.
While the 8rst condition (C1) is only technical, the second one (C2) expresses a very
important “contracting property”. These two conditions will entail that the quasi-inverse
of the Ruelle operator ful8lls all the properties that we need for applying the Tauberian
theorem.
Conditions C(H).
(C1) The set H is a set of LFTs with integer coe<cients which contains, for some
integer A¿0 a subset
D:={h | h(x) = A=(c + x) with integers c →∞}:
(C2) There exist an open disk V that contains I, and a real @¡2 such that
(i) every LFT h∈H has an analytic continuation on V, and maps the closure
ZV of disk V inside V;
(ii) For each h∈H, there exists #(h)¡1 for which the analytic continuation of
the function |h′|, denoted by h˜, satis@es 0¡|h˜(z)|6#(h) for all z∈V
(iii) the series
∑
h∈H | #(h)det(h) |s=2 converges on the plane R(s)¿@
In the sequel, we consider two kinds of dynamical systems, the generic ones or the
Markovian ones. By de8nition, a generic dynamical system satis8es condition C if its
set H of inverse branches ful8lls conditions C(H). In the same vein, a Markovian
dynamical system with two states 0 and 1 satis8es condition C if each of its four sets
Ui|j of inverse branches ful8lls conditions C(Ui|j). In both cases, the dynamical system
is said to be a C-dynamical system. The sequel of the section is devoted to the proof
of the following theorem which relates analytical properties of the set of LFTs (in the
complex plane) and analytical properties of the quasi-inverse of the Ruelle operators
(as a function of parameter s).
Theorem 1. Consider a C-generic dynamical system, de@ned from a piecewise analytic
map of the interval I whose set of inverse branches is H. Let Hs be the Ruelle
operator relative to this dynamical system. Then, the powers (I − Hs)−p of the
quasi-inverse are analytic on the punctured plane {R(s)=2; s =2} and have a pole
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of order p at s=2. Near s=2, one has, for any function f positive on V∩R, and
any x∈V∩R,
(I −Hs)−p[f](x) ∼ 1(s− 2)p
(
2
h(H)
)p
 (x)
∫ 1
0
f(x) dx; (31)
where h(H) is the entropy of the dynamical system and  is the invariant func-
tion of the Perron–Frobenius operator H de@ned by the normalization condition∫ 1
0  (x) dx=1.
Consider now a C-Markovian dynamical system with two states O and 1, de@ned
from two piecewise analytic maps of the interval I whose sets of inverse branches
are Ui|j; (i; j=0; 1). Let Us be the Ruelle operator relative to this dynamical system.
Then, the powers (I −Us)−p of the quasi-inverse are analytic on the punctured plane
{R(s)=2; s =2} and have a pole of order p at s=2. Near s=2, one has, for any
pair f=(f [0]; f [1]) of functions positive on V∩R, and any x∈V∩R,
(I −Us)−p[f](x) ∼ 1(s− 2)p
(
2
h(H)
)p
 (x)
∫ 1
0
[f[0](x) + f[1](x)] dx;
where h(H) is the entropy of the dynamical system and  is the invariant function of
the Perron–Frobenius operator U de@ned by the normalization condition
∫ 1
0 [ 
[0](x)+
 [1](x)] dx=1.
We will prove now the following facts: on a convenient functional space, and for
s¿@, the Ruelle operators are compact, and possess, for real values of parameter
s, dominant spectral properties. When s is near the real axis, these operators have
thus a spectral gap. Moreover, the spectral radius of the operators satis8es maximum
properties along horizontal and vertical lines. At s=2, the Ruelle operators are density
transformers, and their dominant spectral objects have special values.
5.1. Compacity
We consider the space A∞(V) of all functions f that are holomorphic in the domain
V and are continuous on the closure ZV. Endowed with the sup-norm,
‖f‖ = sup {|f(u)|; u ∈V};
A∞(V) is a Banach space. Under the contracting condition (C2), the Ruelle operator
Hs acts on A∞(V) for R(s)¿< and the operator Us acts on A∞(V)2 for R(s)¿@.
Such operators are studied in an extensive way by several authors, in particular Shapiro
[41,42] who proves that the operators are compact. They have even stronger proper-
ties, since they are nuclear of order 0 (in the sense of Grothendieck [17,18]). This
means that most of the matrix calculus can be adapted to this in8nite-dimensional case.
In particular, the trace of such an operator is well de8ned.
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5.2. Positivity and dominant spectral properties
Furthermore, for real values of parameter s, Ruelle operators have dominant spectral
properties:
Under conditions C, and for real values of parameter s¿@, the Ruelle operators
Hs;Us admit a unique dominant eigenvalue A(s) positive, analytic for s¿@, and a
unique (under normalization) dominant eigenfunction denoted by  s.
Proof. We follow the lines of Mayer’s work [32] that we adapt in our context. Mayer
himself uses a result due to Krasnoselsky [27].
A subset K of a real Banach space B is called a proper cone if (i) *K⊂K for *¿0
and (ii) K ∩−K={0}. A proper cone is called reproducing if B=K − K , i.e., every
element g of B is a diOerence of two elements of K . A linear operator L :B→B is
positive with respect to K if LK ⊂K . A positive operator L :B→B is u0-positive,
for some u0 in the interior K∗ of K , if there exist, for every non-zero f∈K , an integer
p and strictly positive reals @; B for which
@u06Lp[f]6Bu0; (32)
where the order is de8ned with respect to K . Here is the result that we shall use.
Positivity theorem (Krasnoselsky [27]). Any compact u0-positive operator L :B→B
satis@es a Perron–Frobenius property: it has a unique eigenvector in K∗ and the
relative eigenvalue is simple, positive, and in absolute value strictly larger than the
other eigenvalues of L.
We show how to apply this result, 8rst in the generic case. For real s, Hs acts on
the real Banach space A∞R(V) formed with elements f of A∞(V) which are real on
the real segment J. We denote by A+ the subset of A∞R(V) formed with elements
f which are positive on the real segment J. For real s, Hs acts on A+, and A+ is
a cone, proper and reproducing. The interior of the cone, denoted by A∗+, is formed
with elements f of A∞(V) which are strictly positive on the real segment J. We
de8ne the function u0 to be equal to the constant function 1, and we show now that
the operator Hs is u0-positive with respect to the cone A+: the upper bound of (32)
is clear. For the lower bound, suppose that there exist f∈A+ and x in J for which
Hs[f](x)=0. Then, f is zero at each point h(x) associated to an element h of H.
This is true in particular for points h(x) associated to set D of condition (C3) which
form a denumerable set of distincts points. Since f is analytic, then f is zero.
Then, we apply Krasnoselsky’s theorem: since Hs :A∞R(V)→A∞R(V) is a com-
pact u0-positive operator with respect to the proper and reproducing cone A+, the
restriction of Hs to the real Banach space A∞R(V) has a unique positive domi-
nant eigenvalue A(s) strictly positive. One can choose the dominant eigenvector  s
in the cone A∗+, which means that  s is strictly positive on J. Moreover, a direct
calculus using the nuclearity (and the trace formula) shows that the spectra of the
two operators, the operator Hs :A∞(V)→A∞(V) and its restriction to A∞R(V) are
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the same. Finally, the operator Hs :A∞(V)→A∞(V) has itself dominant spectral
properties.
This ends the proof for the operator Hs in the generic case. This proof can be easily
generalized to the Markov case. The real Banach space is then A∞R(V)2. The associ-
ated cone is (A+)2. For the lower bound of (32), suppose that there exist f∈(A+)2 and
x in J for which Us[f](x)=0. Here f has two components f=(f [0]; f [1]), and f [i]
is zero at each point h(x) associated to an element h of Ui. This is true in particular
for points h(x) associated to set Di which form a denumerable set of distincts points.
Since f [i] is analytic, then f [i] is zero.
5.3. Spectral gap
The previous two properties—compacity, dominant spectral properties—entail the
existence of a spectral gap that separates the dominant eigenvalue from the remainder
of the spectrum.
Under conditions C, and for a real number *¿@, there exists a neighbourhood R of
*, such that for any s∈R, the operator Hs :A∞(V)→A∞(V) has a spectral gap.
The same is true for the operator Us :A∞(V)2→A∞(V)2.
Proof. Since the operator Hs is compact, its spectrum is discrete with only an accu-
mulation point at 0. Furthermore, for real s=*, it admits a unique dominant eigenvalue
A(*). Then, this dominant eigenvalue is separated from the remainder of the spectrum
by a gap, i.e., the supremum
6(*):=Sup{|:| | : ∈ SpH*; : = A(*)}
is strictly less than A(*). Thus, the operator H* admits a spectral decomposition of the
form A(*)R* + N*, where R* is the projection on the dominant eigensubspace, and
N* has a spectral radius equal to 6(*). More precisely, the operator Rs can be written
as R*[f](z)=e*[f] *(z), where  * is the dominant eigenvector of H* and e* the
projector on the dominant eigensubspace, with the normalization condition e*[ *]=1.
More generally, for any ‘¿1, and for z∈V
H‘*[f](z) = A(*)
‘R*[f](z) +N‘*[f](z): (33)
By Perturbation theory [23], the decomposition (33) extends for Hs to a (complex)
neighbourhood of s=*, the dominant eigenvalue A(s) is analytic there, and Ns has a
spectral radius less than BA(s) (with B¡1). Then, one has, for all ‘¿1, and for z∈V,
the following holds:
H‘s [f](z) = A(s)
‘Rs[f] +N‘s [f](z) (34)
and leads to
(I −Hs)−1[f](z) = A(s)1− A(s)  s (z) es[f] + (I −Ns)
−1[f](z): (35)
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The same is true for the operator Us in the Markov case, so that this part of the proof
is common to both cases (generic and Markov).
5.4. Maximum properties on horizontal lines
The dominant eigenvalue function s→ A(s) is strictly decreasing along the real line
for s¿@.
Proof. We consider both cases separately, 8rst the generic case: When f is strictly
positive on J, the quantity e*[f] is strictly positive, and  * is strictly positive on J.
Then, when taking f=1 and z=0 in (33), we obtain
A(*) = lim
‘→∞

∑
h∈H‘
1
D[h](0)*


1=‘
: (36)
From contracting conditions (C2), there exists =¡1 such that
Sup
{
1
D[h](0)
∣∣∣∣ h ∈H
}
= =;
and then, by multiplicative properties (10) of D, and for any ‘
Sup
{
1
D[h](0)
∣∣∣∣ h ∈H‘
}
6=‘:
Now, for @¿0
A(*+ @) = lim
‘→∞

∑
h∈H‘
1
D[h](0)*+@


1=‘
6 lim
‘→∞

∑
h∈H‘
=@‘
1
D[h](0)*


1=‘
6 =@A(*) ¡ A(*):
We easily adapt the previous proof to the Markov case: The relation
(1 1)U‘*
(
1
1
)
(0) =
∑
h∈U〈‘〉
1
D[h](0)*
;
that uses the set U〈‘〉 of all possible LFTs of depth ‘, proves that
A(*) = lim
‘→∞

 ∑
h∈U〈‘〉
1
D[h](0)*


1=‘
:
We now 8nish the proof in the same way as previously.
476 B. Vallee / Theoretical Computer Science 297 (2003) 447–486
5.5. Maximum properties along vertical lines
We describe now the behaviour of the spectrum of the Ruelle operator when param-
eter s varies on a vertical line:
Under conditions C, for any real *¿@, for any s on the vertical line R(s)=*; s = *,
the spectral radius of the operators Hs;Us is strictly less than A(*).
Proof. We adapt a proof due to Faivre [12].
Generic case: Let A be an eigenvalue of Hs and f denote an eigenvector relative
to A. In the same way, the vector f* denotes a dominant eigenvector relative to A(*).
This function is strictly positive on the segment J, non-zero on V and normalized by
the condition f*(0)=1; Moreover, one can suppose that the function 6
6(x):=
f(x)
f*(x)
(37)
is of modulus at most 1 on [0; 1] and attains modulus 1 at point x0. One always has
|Af(x0)| = |Hs[f](x0)| =
∣∣∣∣∣
∑
h∈H
D[h](x0)−sf ◦ h(x0)
∣∣∣∣∣
6
∑
h∈H
D[h](x0)−* |f ◦ h(x0)| (38)
6
∑
h∈H
D[h](x0)−* f* ◦ h(x0) = A(*)f*(x0); (39)
and the de8nition of x0 proves the inequality |A |6A(*).
We suppose that, for s=*+ it; t =0, there exists A∈SpHs that satis8es |A|=A(*).
Then the sequence of inequalities (38), (39) becomes a sequence of equalities. For any
h∈H, the equality
|f ◦ h(x0)| = f* ◦ h(x0) (40)
holds. On the other side, the sequence ah :=D[h](x0)−*−itf ◦ h(x0) satis8es the equality
|∑ah|=∑ |ah|. Then, there exists C (of modulus 1) such that ah=C|ah| for any h,
and then the relation
f ◦ h(x0) D[h](x0)−it = C|f ◦ h(x0)| (41)
holds. Both relations (40), (41) are in particular valid for the subset D ofH. Then, for
c→∞, the sequence h(x0) tends to 0, and, equality (40) proves that |f(0)|=f*(0) =0.
Now, for c→∞, Relation (41) shows that the sequence
D[h](x0)−it =
(
1
c + x0
)it
has a limit equal to C, which can be only true for t=0.
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For the operator Us in the Markov case, we consider the same objects: A is an
eigenvalue of Us and f=(f [0]; f [1]) denotes an eigenvector relative to A. In the same
way, the vector f*=(f
[0]
* ; f
[1]
* ) denotes a dominant eigenvector relative to A(*). This
function has all its components strictly positive on the segment J, non-zero on V;
moreover, one can suppose that the two functions 6i
6i(x):=
f[i](x)
f[i]* (x)
(42)
are of modulus at most 1 on [0; 1], and the function 6‘ (for some ‘∈{0; 1}) attains
modulus 1 at point x0. One always has
|Af[‘](x0)| = Us;‘|0[f[0]](x0) +Us;‘|1[f[1]](x0)
6U*;‘|0[|f[0]|](x0) +U*;‘|1[|f[1]|](x0) (43)
6 U*;‘|0[f[0]* ](x0) +U*;‘|1[f
[1]
* ](x0) = A(*)f
[‘]
* (x0); (44)
and the de8nition of point x0 and index ‘ proves the inequality |A|6A(*). Now, we
suppose that, for s=*+ it; t =0, there exists A∈SpUs that satis8es |A|=A(*). Then,
the sequence of inequalities (43), (44) becomes a sequence of equalities. In particular,
for any symbol j=0; 1, we deduce the equalities
|f[j] ◦ h(x0)| = f[j]* ◦ h(x0) for h ∈ U‘|j (45)
f[j] ◦ h(x0) D[h](x0)−it = C |f[j] ◦ h(x0)| for h∈U‘|j (46)
that are in particular valid for the subset Dj of U‘|j. Then, for c→∞, the sequence
h(x0) tends to 0, and, equality (45) proves that |f [j](0)|=f [j]* (0) =0. Now, for c→∞,
Relation (46) shows that the sequence
D[h](x0)−it =
(
1
c + x0
)it
has a limit equal to C, which can be only true for t=0.
5.6. Some explicit values at s=2
Under conditions C, the Ruelle operators Hs;Us are at s=2 density transformers;
their dominant eigenvalue A(2) equals 1. Their dominant projector satis8es
e2[f] =
∫
I
f(x) dx or e2[f] =
∫
I
[f[0](x) + f[1](x)] dx;
respectively, in the generic and in the Markovian case. The entropy h(H) of the
dynamical system is well de8ned and is closely related with the derivative of the
dominant eigenvalue function s→ A(s) at s=2 via the equality −2A′(2)=h(H).
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Proof. The alternative expression of Rohlin’s formula for the entropy (16) involves
the derivative XHs;XUs, of the Ruelle operator with respect to s, under the forms
h(H) = −2
∫
I
XH[ ](t) dt or h(H) = −2
∫
I
(1 1) XU [ ](t) dt: (47)
Taking the derivative (with respect to s) of relation Hs[ s]=A(s) s leads to
XHs[ s] +Hs[X s] = A′(s) s + A(s)X s:
When choosing s=2, taking the integrals on I, and using the fact that H is a den-
sity transformer, Relation (47) leads to equality −2A′(2)=h(H). We obtain the same
formula in the Markovian case.
5.7. End of the proof
The equality A(2)=1 of Section 5.6 together with maximum properties along ver-
tical and horizontal lines of Sections 5.4 and 5.5 entail that the quasi-inverses (I −
Hs)−1; (I − Us)−1 are analytical on the punctured plane {R(s)¿2; s =2}. Further-
more, the existence of a spectral gap between the dominant eigenvalue A(s) and the
remainder of the spectrum (proven in Section 5.3) splits the quasi-inverse (I −Hs)−1
into two parts [see Eq. (35)]: the “part” relative to the dominant eigensubspace and
the “part” relative to the remainder of the spectrum. On a (complex) neighborhood of
s=2, the spectral radius of Ns is strictly less than 1, and (I −Ns)−1 is analytic there.
Now, using the derivability of s→ A(s) at s=2 and the equality A(2)=1, the residues
at s=2 are easily evaluated from special values at s=2 (cf. Section 5.6). This ends
the proof of Theorem 1.
6. Average-case analysis of Euclidean algorithms
We come back now to the analysis of the ten algorithms. It appears that there will
be only two possibilities. The 8rst case arises when the algorithm is relative to a
C-dynamical system. Then, the average number of steps is of logarithmic order, and
the algorithm is said to be fast. The second case arises when the dynamical system
associated to the algorithm is not a C-dynamical system. But, in this case, it appears
that the induced dynamical system is a C-dynamical system. The dynamical system
itself is said to be a C˜-dynamical system. Then, the average number of steps is of
log-squared order, and the algorithm is said to be slow.
We thus exhibit a general criterion for logarithmic versus log-squared behaviour that
separates the algorithms to be studied in two classes, the fast class, where the average
number of steps is of logarithmic order, and the slow class, where the average number
of steps is of log-squared order. It appears that this classi8cation coincides with the
previous classi8cation between the good class and the bad class.
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Finally, we shall obtain the following equalities between classes:
the Fast Class= the Class of the C-dynamical systems= the Good Class;
the Slow Class= the Class of the C˜-dynamical systems= the Bad Class:
At the end, we come back to the study of the pseudo-version (Tˆ ) of the subtractive
algorithm which is well-known as the binary algorithm (B).
6.1. The fast class
This class contains the Euclidean algorithms that are associated to C-dynamical
systems. The fast class coincides with the good class.
Theorem 2. A Euclidean algorithm associated to a C-dynamical system (generic or
Markovian) performs an average number of steps on valid rationals of I with de-
nominator less than N that is asymptotically logarithmic,
HN ∼ 2h(H) logN:
For any integer ‘, the moment of order ‘ of the number of steps function is asymp-
totic to the ‘th power of the mean,
H [‘]N ∼
(
2
h(H)
)‘
log‘ N:
In particular the standard deviation is o(logN ). Consequently the random variable
expressing the number of steps satis@es the concentration of distribution property.
Proof. From Proposition 1, the main terms of Dirichlet series F(s); G(s); Gk(s)—i.e.,
the terms that involve the higher powers of the quasi inverse of the Ruelle operators—
admit the following expressions; in generic case,
F(s)  Fs ◦ (I −Hs)−1 ◦ Js[1](a); G(s)  Fs ◦ (I −Hs)−2 ◦Hs ◦ Js[1](a);
Gk(s)  Fs ◦ (I −Hs)−k−1 ◦Hks ◦ Js[1](a)
and, in Markovian case,
F(s)  (0 1)Us(I −Us)−1
(
1
0
)
(a); G(s)  (0 1)Us(I −Us)−2
(
1
0
)
(a):
Gk(s)  (0 1)Uks (I −Us)−k−1
(
1
0
)
(a):
On the other side, Theorem 1 proves that the kth power of the quasi-inverse of the
Ruelle operator relative to a C-dynamical system ful8lls all the hypotheses of the
Tauberian theorem with <=2 and ==k.
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It is easy to verify that the generic sets G;K;O; Oˆ relative to the classical algorithm,
the centred algorithm, the odd algorithm, the pseudo-odd algorithm or the Markovian
sets Gˆ; Kˆ relative to the pseudo-versions of the classical or the centred algorithm ful8ll
conditions C. Then, we obtain our 8rst main result:
Theorem 3. Consider the following six algorithms: the classical algorithm (G), the
classical centred (K), the odd algorithm (O), the pseudo-classical algorithm (Gˆ),
the pseudo-centered algorithm (Kˆ), and the pseudo-odd algorithm (Oˆ). The average
numbers of division steps performed by each of these @ve algorithms, on the set of
valid inputs of denominator less than N are of asymptotic logarithmic order. They
all satisfy
HN ∼ 2h(H) logN for H ∈ {G;K;O; Gˆ; Kˆ ; Oˆ}:
For any integer ‘, the moment of order ‘ of the number of steps function is asymp-
totic to the ‘th power of the mean,
H [k]N ∼
(
2
h(H)
)k
logk N:
Here h(H) is the entropy of the dynamical system relative to the algorithm. For the
three Euclidean algorithms, the entropies are explicit,
h(G) =
2
6 log 2
; h(K) =
2
6 log
; h(O) =
2
9 log
;
so that the three constants relative to these algorithms satisfy
AG ≈ 0:8428; AK ≈ 0:5851; AO ≈ 0:8777:
The entropies relative to the three pseudo-Euclidean algorithms are not explicit, but
they are computable numbers. The three constants relative to these pseudo-Euclidean
algorithms satisfy
AGˆ ≈ 0:535± 0:005; AKˆ ≈ 0:430± 0:005; AOˆ ≈ 0:435± 0:005:
Via Rohlin’s formula, each of the six entropies admits an alternative form that
involves the dominant eigenfunction  . Even if the dominant eigenfunction does not
seem to be explicit for the pseudo-Euclidean algorithms, it can be eQciently computed,
by adapting methods developed in previous papers [8,46]. What we have at the moment
is values from simulations that already provide a consistent picture of the relative merits
of the pseudo-versions of the classical, centred and odd algorithms. It is to be noted
that the computer algebra system MAPLE makes use of the pseudo-classical algorithm,
(perhaps on the basis that only unsigned integers need to be manipulated), although
this algorithm appears to be from our analysis the pseudo-Euclidean algorithm that has
the worst convergence rate.
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6.2. The slow class
This class contains the Euclidean algorithms that are associated to C˜-dynamical
systems. The slow class coincides with the bad class.
This class contains the algorithms for which the set H of inverse branches is only
almost well behaved. When the induced set H˜ ful8lls conditions C(H˜), we can adapt
the previous methods to the induced system and we prove the following:
Theorem 4. A Euclidean algorithm associated to a C˜-dynamical system performs an
average number of steps on valid rationals of I with denominator less than N that
is asymptotically of log-squared type,
HN ∼ 1Z(2) log
2 N:
For any integer ‘¿2, the ‘th moment of total number of steps is
H [‘]N ∼
Z(2)
2
(
Z(‘)
Z(‘ + 1)
− 1
)2
N‘−1;
where Z(s) is the zeta function relative to valid numbers. In particular the standard
deviation is K(
√
N ).
The average number H˜N of good steps performed by the Euclidean algorithm on
valid rationals of I with denominator less than N satis@es
H˜N ∼ 2
h(H˜)
logN;
where h(H˜) is the entropy of the induced dynamical system (H˜). The ‘th moment
of the number of good steps is asymptotic to the ‘th power of the mean.
Proof. We begin with Proposition 2. When diOerentiating S(s; w) with respect to w,
and=or evaluating at w=1, one obtains expressions for the Dirichlet series F(s), G(s),
Gk(s). More precisely, their main terms now involve the operators
H˜s:=H˜s;1 F˜s:=F˜s;1; Ms:=
d
dw
H˜s;w|w=1 ; M
[k]
s :=
dk
dwk
H˜s;w|w=1
under the form
F(s)  F˜s (I − H˜s)−1[1](a); G(s)  F˜s ◦ (I − H˜s)−1 ◦Ms ◦ (I − H˜s)−1[1](a);
Gk(s)  F˜s ◦ (I − H˜s)−1 ◦M[k]s ◦ (I − H˜s)−1[1](a):
Now, since the induced set H˜ ful8lls conditions C, we can apply Theorem 1 to
the induced dynamical system: The quasi-inverse of the induced Ruelle operator H˜s
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satis8es all the hypotheses of Tauberian theorem. On the other side, the operator Ms has
a simple pole at s=2. Then, properties of the powers of the quasi-inverse (I−H˜s)−1 can
be transferred to F(s) and G(s), that ful8ll the hypotheses of the Tauberian theorem.
They decompose as
F(s) =
A
s− 2 + C(s); G(s) =
B
(s− 2)3 + D(s);
where C(s) and D(s) are analytic at s=2. A and B involve the spectral dominant
objects of H˜s, and the comparison between the two expressions of the residue of F ,
respectively, obtained in (25) and (31) gives an alternative expression of B=(2A) in
terms of Z(2). For the higher moments of order ‘¿2, the situation appears to be quite
diOerent, since G‘(s) has now a dominant pole at s=‘ + 1. This pole is brought by
the operator M[‘]s , while the other operators that intervene in the expressions of are
regular at s=‘ + 1.
We can also study another important parameter which is the number of steps that
use LFTs of Q. We begin with Proposition 2. When diOerentiating S˜(s; w) with respect
to w, and=or evaluating at w=1, one obtains expressions for the Dirichlet series F˜(s),
G˜(s), G˜k(s). More precisely, their main terms now only involve the operators H˜s; F˜s
under the form
F˜(s)  F˜s (I − H˜s)−1[1](a); G˜(s)  F˜s ◦ (I − H˜s)−2 ◦ H˜s[1](a);
Gk(s)  F˜s ◦ (I − H˜s)−k−1 ◦ H˜ks [1](a):
Now, since the induced set H˜ ful8lls conditions C, we can apply Theorem 1 to
the induced dynamical system. It entails that the quasi-inverse of the induced Ruelle
operator H˜s satis8es all the hypotheses of Tauberian theorem.
It is clear that the induced sets E˜;L˜; T˜; ˜ˆL satisfy conditions C. Then, we obtain
our second main result:
Theorem 5. Consider the four algorithms, the by-excess algorithm (L), the subtrac-
tive algorithm (T ), the even algorithm (E), the pseudo-by-excess algorithm (Lˆ). The
average numbers of steps performed by each of the four algorithms, on the set of
valid inputs of denominator less than N are of asymptotic log-squared order. They
satisfy
LN ∼ 32 log
2 N; TN ∼ 62 log
2 N; EN ∼ 22 log
2 N:
The average numbers of good steps performed by the algorithms on the set of valid
inputs of denominator less than N satisfy
L˜N ∼ 6 log 22 logN; T˜ N ∼
12 log 2
2
logN; E˜N ∼ 4 log 32 logN:
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6.3. The binary algorithm
The binary algorithm (B) uses only subtractions and right shifts, since it performs a
sequence of operations of the form v := (v− u)=2b, where b is the dyadic valuation of
v− u, denoted by b :=Val2 (v− u), and de8ned as the largest exponent b such that 2b
divides v− u.
This algorithm has two nested loops: The external loop corresponds to an exchange.
Between two exchanges, there is a sequence of iterations that constitutes the internal
loop. It operates on odd-integer pairs.
Binary Euclidean algorithm (u; v)
While u = v do
While u¡v do
b :=Val2 (v− u);
v := (v− u)=2b;
Exchange u and v;
Output: u (or v).
Each internal step consists in subtractions and shifts and a sequence of internal steps
can be written as
v = u+ 2b1v1; v1 = u+ 2b2v2; v2 = u+ 2b3v3; : : : v‘−1 = u+ 2b‘v‘:
Here v‘ is strictly less than u, and plays the role of a remainder r, so that a sequence
of internal steps, followed by an exchange results in a decomposition of the form
v=mu + 2ks, with m odd, m¡2k and s¡u, and the number of steps in the sequence
equals b(m), where b(x) denotes the number of ones in the binary expansion of x.
It is clear that the algorithm (when it is viewed as a succession of internal steps)
is exactly the pseudo-version (Tˆ ) of the subtractive algorithm (T ). As previously, the
relative dynamical system is random, since the pseudo-division is related to dyadic
valuation: we de8ne random binary continued fraction for real numbers when choosing
at random the dyadic valuation k of a real number in the same way as in 3.1. There
is only one state, the state 1. The set Tˆ of LFTs used in each internal step is then
the union of sets T[k] for k¿1, and the set T[k] that is chosen with probability 2−k
is formed with two LFTs of determinant 2k ,
T[k] =
{
pk(x):=
x
x + 2k
; qk(x):=
1
1 + 2kx
}
:
We denote by P the set of all the pk ’s and by Q the set of all the qk ’s. Since the
set Tˆ is not well behaved, it is thus easier to use again the method of inducing. Then
the global result of a sequence of internal steps followed by an exchange uses an LFT
that belongs to the induced set
B:=P?Q =
{
h(x) =
1
m+ 2sx
; m odd; m ¡ 2s
}
:
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Then, the binary algorithm (B), when it is considered as a sequence of external loops,
can be viewed exactly as the induced pseudo-version of the subtractive algorithm, i.e.,
(B) = ( ˜ˆT ):
Even if the induced set B has now a better behaviour than the set Tˆ, the algorithm
(B) is more diQcult to analyse [7,47] than the algorithms of this paper, because it is
not possible to 8nd an open disk whose diameter contains the basic interval I := [0; 1]
and on which all the LFTs are analytic. The reason is that the sequence of poles of
LFTs is of the form x=−m=2s and has an accumulation point at x=0. As in [48],
we choose for V an open disk of diameter ]0; B[ with 1¡B¡2, and a convenient
functional space is then the Hardy space of order two relative to V. It is denoted by
H2(V) and is formed with all functions f analytic inside V and such that |f|2 is
integrable along the frontier of V. The Ruelle operator Bs relative to set B acts on this
functional space and is compact provided that R(s)¿(3=2). On this space, the main
properties that we need for Bs are ful8lled, and this proves the logarithmic behaviour
for the average number of steps.
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