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Quantum low-density parity-check codes can be decoded using a syndrome based GF(4) belief
propagation decoder. However, the performance of this decoder is limited both by unavoidable
4-cycles in the code’s factor graph and the degenerate nature of quantum errors. For the subclass of
CSS codes, the number of 4-cycles can be reduced by breaking an error into an X and Z component
and decoding each with an individual GF(2) based decoder. However, this comes at the expense
of ignoring potential correlations between these two error components. We present a number of
modified belief propagation decoders that address these issues. We propose a GF(2) based decoder
for CSS codes that reintroduces error correlations by reattempting decoding with adjusted error
probabilities. We also propose the use of an augmented decoder, which has previously been suggested
for classical binary low-density parity-check codes. This decoder iteratively reattempts decoding on
factor graphs that have a subset of their check nodes duplicated. The augmented decoder can
be based on a GF(4) decoder for any code, a GF(2) decoder for CSS code, or even a supernode
decoder for a dual-containing CSS code. For CSS codes, we further propose a GF(2) based decoder
that combines the augmented decoder with error probability adjustment. We demonstrate the
performance of these new decoders on a range of different codes, showing that they perform favorably
compared to other decoders presented in literature.
I. INTRODUCTION
In the classical setting, low-density parity-check
(LDPC) codes are effective at protecting information
against noise. LDPC codes are particularly useful as
their sparse structure permits the use of an iterative belief
propagation decoder that is of relatively low complexity
[1, 2]. Belief propagation is a message passing algorithm
that takes place on a code’s factor graph. This is a bipar-
tite graph defined by a parity-check matrix for the code,
with each row corresponding to a check node and each
column to an error node. Quantum LDPC (QLDPC)
codes, which are stabilizer codes with sparse generators,
can be used to protect against the effects of a noisy quan-
tum channel. The generators of an n-qubit stabilizer
code can be represented as elements of GF(4)n [3, 4].
This representation can be used to define a GF(4) parity-
check matrix, which allows for slightly altered GF(4) be-
lief propagation decoding of QLDPC codes [5]. The re-
quirement that all stabilizer generators must commute
results in unavoidable 4-cycles in the factor graph asso-
ciated with the GF(4) parity-check matrix [6], which can
be detrimental to decoding performance [7]. Belief prop-
agation performance is also limited by the fact that it
attempts to converge to the single most likely error (in a
symbol-wise fashion), rather than accounting for the de-
generate nature of quantum errors [6]. For the subclass
of Calderbank-Shor-Steane (CSS) codes, the number of
4-cycles can be reduced by instead representing genera-
tors as elements of GF(2)2n [4, 8]. This allows an error to
be broken into an X and Z component, which can then
be decoded individually using two GF(2) belief propaga-
tion decoders [9]. However, for many channels, including
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the depolarizing channel, this has the effect of ignoring
correlations between the two components [5].
Modified belief propagation based decoders have been
proposed that aim to improve QLDPC decoding perfor-
mance. Several decoders are presented in Ref. [6] that
aim to alleviate so-called symmetric degeneracy errors,
which occur as a result of symbol-wise decoding in the
face of error degeneracy. The best performing of these
is the random perturbation decoder, which attempts to
break decoding symmetries by iteratively reattempting
decoding with randomly modified channel error probabil-
ities. The enhanced feedback (EFB) decoder of Ref. [10]
behaves similarly in that it also iteratively reattempts
decoding with modified error probabilities. However, un-
like the random perturbation decoder, this modification
is informed by the decoder’s output. The supernode de-
coder of Ref. [5] is a modification to the standard GF(4)
decoder for the subclass of dual-containing CSS codes.
For this decoder, pairs of check nodes in the factor graph
are combined to form supernodes. This both reduces de-
coding complexity and lowers the number of 4-cycles in
the factor graph, which can lead to improved decoding
performance.
The augmented decoder that we investigate has been
previously proposed for classical binary LDPC codes in
Ref. [11]. Like the random perturbation and EFB de-
coders, it also iteratively reattempts decoding. Each of
these attempts employs a version of the standard factor
graph with a randomly selected subset of check nodes
duplicated. In the classical case, this simple approach
gives performance that compares favorably with other,
typically more complicated, decoders presented in liter-
ature. In this paper we show that augmented decoders
can be applied to QLDPC codes whether the underly-
ing decoder is GF(2), GF(4), or supernode based. For
CSS codes we propose the GF(2) based adjusted decoder,
which attempts to reintroduce correlations between the
2X and Z components of an error that are lost when us-
ing a standard GF(2) decoder. If one of the two con-
stituent GF(2) decoders fail, then the adjusted decoder
reattempts decoding of this component using error prob-
abilities that are modified according to the output of
the other constituent decoder (this is a slight general-
ization of the decoder presented in Ref. [12]). We also
present a GF(2) based decoder for CSS codes that com-
bines the augmented and adjusted decoders. We simulate
the performance of our decoders on six different codes:
two dual-containing CSS codes, two non-dual-containing
CSS codes, and two non-CSS codes. We show that for
dual-containing CSS codes our augmented GF(4), aug-
mented supernode, and combined decoders all outper-
form random perturbation and EFB decoders. For the
four other codes, we demonstrate that augmented GF(4)
and supernode decoders perform similarly to to the ran-
dom perturbation and EFB decoders.
The paper is organized as follows. Sec. II gives
an overview of belief propagation decoding for classical
LDPC codes and extends this to the quantum case. Sec.
III details the operation of existing modified decoders
(random perturbation, EFB, and supernode) and de-
scribes the adjusted, augmented, and combined decoders
that we propose. Sec. IV presents simulation results for
our decoders on six different codes, comparing them to
existing decoders. The paper is concluded in Sec. V.
II. BACKGROUND
A. Classical codes
A classical channel is the map Φ : Ax → Ay, where Ax
is the set of possible inputs and Ay is the set of possible
outputs. We are concerned with channels where the input
and output sets are finite fields with q elements; that is,
Ax = Ay = GF(q). In this case the action of the channel
can be expressed as
Φ(x) = x+ e = y, (1)
where x ∈ GF(q) is the channel input, y ∈ GF(q) is the
channel output, and e ∈ GF(q) is an error (or noise)
symbol that occurs with probability P (e). A channel Φ
is called symmetric if P (0) = 1−p and P (ei) = p/(q−1)
for ei 6= 0. A code C ⊆ GF(q)n can be used to protect
against the noise introduced by the channel. Elements
x ∈ C, called codewords, are transmitted as n sequential
uses of Φ or, equivalently, as a single use of the combined
channel Φn, which is comprised of n copies of Φ. The
action of Φn on some input x ∈ C is
Φn(x) = x+ e = y, (2)
where y ∈ GF(q)n is the channel output and e ∈ GF(q)n
is an error “vector”. Assuming the error components are
independent, the probability of an error e = (e1, . . . , en)
occurring is
P (e) =
n∏
i=1
P (ei), (3)
where P (ei) is the probability of the error symbol ei oc-
curring on Φ. The weight of a codeword x ∈ C or an
error e ∈ GF(q)n is the number of non-zero components
it contains. It follows from Eq. (3) that if Φ is sym-
metric, then the probability of e ∈ GF(q)n occurring
depends only on its weight. The distance between two
codewords xi,xj ∈ C, denoted ∆(xi,xj), is the number
of components in which they differ. The distance of C is
d = min
xi,xj∈C
∆(xi,xj). (4)
Equivalently, the distance of C is equal to the weight
of the lowest weight error that maps one codeword to
another.
If a code C ⊆ GF(q)n forms an (additive) group, then
it is called additive; if it forms a vector space, then it is
called linear (note that there is no distinction between
additive and linear codes in the binary case). Suppose a
linear code C has a basis B = {b1, . . . , bk}. This defines
a generator matrix
GT =
(
b1 · · · bk
)
, (5)
where the basis elements are considered as column vec-
tors. A generator matrix can be defined in the same way
for an additive code; however, in this case B is a generat-
ing set. For a linear code, the generator matrix defines a
bijective encoding operation that maps some d ∈ GF(q)k
to a codeword x = GTd ∈ C (d is also considered as a
column vector). A linear code can also be defined as the
kernel of a GF(q) parity-check matrix H ; that is,
C = {x ∈ GF (q)n : Hx = 0}. (6)
Note that for a given code, neither the generator or
parity-check matrix is unique. If H has m rows, then
dim(C) = k ≥ n−m, with equality when H is full rank.
If C is linear with dimension k and distance d, then it is
called an [n, k]q or [n, k, d]q code (the q is typically omit-
ted for binary codes, where q = 2). For a linear code,
this distance is equal to weight of the minimum weight
non-zero codeword (as the errors that map one codeword
to another are the nontrivial e ∈ C). The rate of a code
is given by R = k/n.
The dual code of some code C ⊆ GF(q)n with respect
to the inner product 〈·, ·〉 : GF(q)n×GF(q)n → GF(q) is
C⊥ = {c ∈ GF(q)n : 〈c,x〉 = 0 ∀ x ∈ C}. (7)
C⊥ is the annihilator of C and is therefore a linear code.
If C⊥ ⊆ C, then C is called dual-containing; if C ⊆ C⊥,
then C is called self-orthogonal; and if C⊥ = C, then C
is called self-dual. Unless otherwise specified, the dual
code is with respect to the Euclidean inner product
〈c,x〉 = c · x =
n∑
i=1
cixi. (8)
3In this case, if C is linear with generator matrix G, then a
necessary and sufficient condition for c ∈ C⊥ is Gc = 0;
that is, a generator matrix for C is a parity-check matrix
for C⊥. Conversely, if H is a parity-check matrix for C,
then it is a generator matrix for C⊥.
The aim of a decoder is to determine the channel’s
input given its output. For a linear code C, this decoder
can make use of the error syndrome. If C has an m × n
parity-check matrix H and the channel output is y, then
the syndrome is
z = Hy = H(x+ e) = He ∈ GF(q)m. (9)
An optimal decoder returns the most probable error given
the syndrome measurement
eˆ = argmax
e∈GF(q)n
P (e|z) = argmax
e∈GF(q)n
P (e)δ(He = z), (10)
where δ(He = z) = 1 if He = z and 0 otherwise. The
channel input can then be estimated as xˆ = y − eˆ. If
eˆ = e (and hence xˆ = x), then decoding is successful;
otherwise, a decoding error has occurred. Unfortunately,
even in the simple case of a binary code operating on
the binary symmetric channel (a symmetric channel with
q = 2), this decoding problem can be shown to be NP-
complete [13].
It follows from Eq. (9) that the syndrome resulting
from some error e ∈ GF(q)n depends only on which coset
of GF(q)n/C it belongs to. If eˆ is the most probable error
in the coset e + C, then the probability of a decoding
failure given the syndrome z = He is
P (e 6= eˆ|z) = P (e+ C)− P (eˆ)
P (e+ C) , (11)
where P (e + C) is the probability of any error in e +
C occurring. Therefore, the probability of a decoding
error is high if the error probability distribution over e+
C is not sharply peaked (that is, if P (eˆ) is small). If
the channel is symmetric, then this corresponds to e+ C
containing errors with similar weight to eˆ, which will be
the case if C contains low weight codewords. It therefore
follows that the distance of C gives some indication of
the fraction of transmissions that will not be decoded
correctly, which is called call the frame error rate (FER).
B. Factor graphs and belief propagation
The factor graph of a linear code is a bipartite graph
G = (V,C,E). The error nodes V = {v1, . . . , vn} corre-
spond to the n error components, and the check nodes
C = {c1, . . . , cm} correspond to the m constraints im-
posed by the rows of a parity-check matrix H . An edge
{ci, vj} ∈ E connects check node ci to error node vj if
Hij 6= 0. For example, the [7, 4, 3] Hamming code of Ref.
[14] can be defined by the parity-check matrix
H =

 1 0 1 0 1 0 10 1 1 0 0 1 1
0 0 0 1 1 1 1

 , (12)
FIG. 1. The factor graph of the [7, 4, 3] Hamming code corre-
sponding to the parity-check matrix given in Eq. (12). Error
nodes are represented as circles and check nodes as squares.
which gives the factor graph shown in Fig. 1. In gen-
eral a given code does not have a unique factor graph
as the parity-check matrix from which it is defined is
not unique. Furthermore, except in the case of a bi-
nary code, the mapping from a parity-check matrix to
its corresponding factor graph is not one-to-one as an
edge only indicates that Hij 6= 0, it does not give the
value of Hij (although this information can be included
by decorating the edges). A walk is a sequence whose el-
ements alternate between connected nodes and the edges
that connect them. The length of a walk is the num-
ber of edges it contains. A path is a walk containing
no repeated nodes or edges with the exception that the
first and last node can be the same, in which case the
path is called a cycle. The bipartite nature of a code’s
factor graph ensures that the size of all cycles is even
and greater than or equal to four. As an example, the
walk c1, {c1, v5}, v5, {c3, v5}, c3, {c3, v7}, v7, {c1, v7}, c1 in
the graph of Fig. 1 is a 4-cycle (that is, a cycle of length
four). Typically a code’s factor graph will not be cycle
free (that is, it will not be a tree) as if a code has such a
representation, then its distance is bounded by [15]
d ≤
⌊
n
k + 1
⌋
+
⌊
n+ 1
k + 1
⌋
. (13)
For R ≥ 1/2 this reduces to d ≤ 2, and for R > 1/2 it
reduces to d . 2⌊1/R⌋.
The factor graph representation of a linear code serves
as the foundation for a belief propagation decoder. In-
stead of determining the most likely error as given in
Eq. (10) a belief propagation decoder approximates
it in a symbol-wise fashion. This gives an estimate
eˆ = (eˆ1, . . . , eˆn) where
eˆj = argmax
ej∈GF(q)
P (ej|z). (14)
An expression for P (ej |z) can be obtained by marginal-
izing P (e|z). Assuming that the error components are
4independent
P (e|z) ∝
n∏
l=1
P (el)δ(He = z)
=
n∏
l=1
P (el)
m∏
i=1
δ

 n∑
j=1
Hijej = zi

 . (15)
Fixing ej = a and summing over all other components
gives
P (ej = a|z) ∝
∑
e:ej=a
n∏
l=1
P (el)
m∏
i=1
δ

 n∑
j=1
Hijej = zi

 .
(16)
Belief propagation efficiently approximates these
marginals by passing messages on the code’s factor
graph. For a code over GF(q), these messages will be
vectors of length q. Initially, a message is sent from every
error node vj to the check nodes in the neighborhood
N (vj) = {ci ∈ C : {ci, vj} ∈ E}. In particular, the
message sent to check node ci ∈ N (vj) is µj→i where
the element corresponding to a ∈ GF(q) is
µaj→i = P (ej = a). (17)
Note that this message simply gives the channel error
probabilities. Every check node ci then sends a message
back to the error nodes in the neighborhood M(ci) =
{vj ∈ V : {ci, vj} ∈ E}. In particular, the message sent
to error node vj ∈M(ci) is λi→j with
λai→j = K
∑
e:ej=a
δ

 ∑
j′∈M(i)
Hij′ej′ = zi

 ∏
j′∈M(i)\j
µ
ej′
j′→i,
(18)
where, through slight abuse of notation, M(i) = {j ∈
{1, . . . , n} : vj ∈ M(ci)} and K is a normalization fac-
tor chosen such that
∑
a λ
a
i→j = 1. An estimate of the
marginal probability P (ej|z) can then be made with
Pˆ (ej = a|z) = KP (ej = a)
∏
i∈N (j)
λai→j , (19)
where N (j) = {i ∈ {1, . . . ,m} : ci ∈ N (vj)} and K is a
normalization factor. From this eˆ can be estimated in a
symbol-wise fashion as in Eq. (14). If zˆ = H eˆ = z, then
decoding is complete; otherwise, another message is sent
from each error node to its connected check nodes. The
elements of this message are
µaj→i = KP (ej = a)
∏
i′∈N (j)\i
λai′→j , (20)
where K is again a normalization factor. There is then
another round of check to error node messages as in Eq.
(18), followed by an approximation of marginals as in Eq.
(19). This process of sending error to check messages
followed by check to error messages and a computation
of marginals proceeds iteratively until either zˆ = z or
a maximum number of iterations Imax is reached. The
most computationally complex component of belief prop-
agation is the check to error node message calculation of
Eq. (18). However, it can be performed efficiently using
a Fourier transform as outlined in Appendix A1.
There are two types of decoding error exhibited by a
belief propagation decoder. The first type is the detected
error where decoding ends with zˆ 6= z (and hence eˆ 6= e).
Such errors do not occur when using an optimal decoder
and as such are fundamentally a failing of the belief prop-
agation decoder itself. The second type of error is the
undetected error where decoding ends with zˆ = z but
eˆ 6= e. These are the same type of error exhibited by the
optimal decoder and as such can be attributed to a fail-
ing of the code. It therefore follows that for a symmetric
channel using a code with a lower distance will tend to
result in a higher rate of undetected errors.
Belief propagation decoding is an approximation on
two levels. Firstly, it assumes that the most likely error
is equal to the symbol-wise most likely error. Secondly,
the estimate of the symbol-wise most likely error is based
on the approximate marginal probabilities Pˆ (ej |z) that
are only exact when the code’s factor graph is a tree [16],
which as previously outlined is unlikely. However, good
decoding performance can still be achieved when the fac-
tor graph is sparsely connected [16]. Linear codes with
such a representation are called low-density parity-check
(LDPC) codes (most codes do not have such a representa-
tion [16, 17]). Decoding performance is further improved
when the factor graph contains few short cycles [7].
C. Stabilizer codes
The action of a quantum channel Φ on a quantum state
described by the density operator ρ is
Φ(ρ) =
∑
k
AkρA
†
k, (21)
where theAk, called Kraus operators, satisfy
∑
k A
†
kAk =
I (the identity operator) [18]. In this paper we are inter-
ested in qubit systems; that is, systems where states |φ〉
belong to a two dimensional Hilbert space H ∼= C2. Fur-
thermore, we are concerned with Pauli channels. These
are channels of the form
Φ(ρ) = pIρ+ pXXρX + pY Y ρY + pZZρZ, (22)
where in the computational {|0〉, |1〉} basis
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
. (23)
The action of this channel can be interpreted as map-
ping a pure state |φ〉 to E|φ〉 where the error E is I with
5probability pI , X with probability pX , Y with probabil-
ity pY , or Z with probability pZ [19]. X can be viewed
as a bit flip operator as X |0〉 = |1〉 and X |1〉 = |0〉.
Z can be viewed as a phase flip as Z|0〉 = |0〉 and
Z|1〉 = −|1〉. Y = iXZ can be viewed as a combined
bit and phase flip. Of particular interest is the depolariz-
ing channel where pI = 1− p and pX = pY = pZ = p/3.
We are also interested in the XZ channel for which the
X and Z components of an error E ∝ XuZv, where
u, v ∈ GF(2), occur independently with equal proba-
bility q. It follows from the independence of the error
components that pX = pZ = q(1 − q) and pY = q2.
These values can be expressed in terms of the total er-
ror probability p = pX + pY + pZ as q = 1 − √1− p,
pX = pZ =
√
1− p(1−√1− p), and pY = (1−
√
1− p)2.
The Pauli matrices are Hermitian, unitary, and an-
ticommute with each other. Furthermore, they form a
group called the Pauli group
P1 = {±I,±iI,±X,±iX,±Y,±iY,±Z,±iZ}=〈X,Y, Z〉.
(24)
The n-qubit Pauli group Pn is defined as all n-fold ten-
sor product combinations of elements of P1. For example,
P8 contains the element I ⊗ I ⊗X ⊗ I ⊗ Y ⊗ Z ⊗ I ⊗ I,
which is often written more compactly as IIXIY ZII
or X3Y5Z6. The weight of some g ∈ Pn is the number
of elements in the tensor product that are not equal to
the identity up to phase. The commutation relations of
the Pauli matrices mean that elements of Pn must either
commute or anticommute, with two elements anticom-
muting if their non-identity components differ in an odd
number of places.
Similar to the classical case, the noise introduced by
a quantum channel can be protected against by em-
ploying a code. A quantum (qubit) code is a subspace
Q ⊆ (C2)⊗n. Codewords |φ〉 ∈ Q are transmitted across
the combined n-qubit channel Φ⊗n. If Φ is a Pauli chan-
nel, then Φ⊗n maps codewords |φ〉 to E|φ〉 where E ∈ Pn.
Assuming the channel acts on each qubit independently,
the probability of an error E occurring (up to phase) is
P (E) =
n∏
i=1
P (Ei), (25)
where P (Ei) is the probability of the error Ei occurring
(up to phase) on the single qubit channel Φ. Note that
errors are considered up to phase as the resulting state is
equivalent up to such a phase factor. A convenient way
of handling this is to group errors in Pn up to phase with
E˜ = {E,−E, iE,−iE} ∈ Pn/{±I,±iI} = P˜n.
Stabilizer codes are defined by an abelian subgroup
S < Pn, called the stabilizer, that does not contain −I
[4]. The code Q is the space of states that are fixed by
every element si ∈ S; that is,
Q = {|φ〉 ∈ (C2)⊗n : si|φ〉 = |φ〉 ∀ si ∈ S}. (26)
The requirement that −I /∈ S both means that no s ∈ S
can have a phase factor of ±i, and that if s ∈ S, then
−s /∈ S. If S is generated by M = {M1, . . . ,Mm} ⊂
Pn, then it is sufficient (and obviously necessary) for Q
to be stabilized by every Mi. Assuming that the set of
generators is minimal, it can be shown that dim(Q) =
2n−m = 2k [19]; that is, Q encodes the state of a k-qubit
system. If the generators of S are sparse, then Q is called
a quantum LDPC (QLDPC) code.
Suppose an error E occurs mapping some codeword
|φ〉 ∈ Q to E|φ〉. A projective measurement of a genera-
torMi will give the result+1 if [E,Mi] = EMi−MiE = 0
or −1 if {E,Mi} = EMi+MiE = 0. These measurement
values define the syndrome z ∈ GF(2)m with
zi =
{
0 if [E,Mi] = 0,
1 if {E,Mi} = 0. (27)
There are three classes of error that can occur. The first
class are those errors E˜ = {E,−E, iE,−iE} ∈ S˜ where
S˜ is the group
S˜ = {s˜ = {s,−s, is,−is} : s ∈ S}. (28)
Such errors have no effect on the code and result in the
trivial syndrome z = 0 (as the stabilizer is abelian). The
second class of errors are those E˜ ∈ C(S˜)\S˜ where C(S˜)
is the centralizer of S˜ in P˜n, which in this case is actu-
ally equal to N(S˜) (the normalizer of S˜ in P˜n) [4]. These
are errors that commute with every stabilizer and there-
fore also yield z = 0; however, the effect of such errors
on the code is non-trivial. The final class of errors are
those E˜ ∈ P˜n\N(S˜), which yield non-trivial syndromes
z 6= 0 and also act non-trivially on the code. In general,
the syndrome resulting from some error E˜ ∈ P˜n depends
only on which coset of P˜n/N(S˜) it belongs to, while its
effect on the code depends only on which coset of P˜n/S˜ it
belongs to (note that S˜ ⊳ N(S˜) ⊳ P˜n as P˜n is abelian).
This phenomena of distinct errors having an identical ef-
fect on a code is called degeneracy and has no classical
analog. In the classical case, the distance d of a linear
code is equal to the weight of the lowest weight error
yielding a trivial syndrome while having a non-trivial ef-
fect on the code. This extends to the quantum case, with
the distance d of a stabilizer code being the weight of the
lowest weight element in N(S˜)\S˜ [4]. An n-qubit code
of dimension 2k with distance d is called an [[n, k]] or
[[n, k, d]] code (the double brackets differentiate it from
a classical code).
From a decoding point of view, the syndrome mea-
surement determines which coset of P˜n/N(S˜) an er-
ror E˜ belongs to. If this coset has the representative
g˜ ∈ P˜n, then an ideal decoder determines the coset Aˆ in
(g˜N(S˜))/S˜ that E˜ is most likely to belong to. Impor-
tantly, Aˆ does not necessarily contain the individually
most likely error in g˜N(S˜). If Aˆ has the representative
˜ˆ
E = {Eˆ,−Eˆ, iEˆ,−iEˆ}, then the decoder attempts to
correct the channel error by applying Eˆ to the channel
output. If E˜ ∈ Aˆ, then ˜ˆEE˜ ∈ S˜ and as such this process
6corrects the error; otherwise, if E˜ /∈ Aˆ, then a decod-
ing error has occurred. Similar to the classical case, the
probability of a decoding failure given some syndrome
measurement z is
P (E˜ /∈ Aˆ|z) = P (g˜N(S˜))− P (Aˆ)
P (g˜N(S˜)) , (29)
where P (g˜N(S˜)) and P (Aˆ) are the probabilities of an
error being in g˜N(S˜) or Aˆ respectively. From this it fol-
lows that the probability of a decoding error is high if the
probability distribution over (g˜N(S˜))/S˜ is not sharply
peaked, which will occur if N(S˜)\S˜ contains high prob-
ability errors. For the depolarizing channel this corre-
sponds toN(S˜)\S˜ containing low weight elements, mean-
ing that the distance d gives some indication of decoder
performance.
D. Stabilizer code representations
It is possible to represent elements of P˜1 as elements
of GF(2)2 according to the isomorphism [4, 8]
I ↔ (0, 0), X ↔ (1, 0), Y ∝ XZ ↔ (1, 1), Z ↔ (0, 1).
(30)
This can be extended to elements of P˜n according to
Xu1Zv1 ⊗ · · ·⊗XunZvn ↔ (u1, . . . , un|v1, . . . , vn). (31)
This can be written more compactly as XuZv ↔ (u|v) ∈
GF(2)2n where u = (u1, . . . , un),v = (v1, . . . , vn) ∈
GF(2)n. The product of elements in P˜n corresponds
to addition in GF(2)2n. Representatives of elements in
P˜n commute if the symplectic inner product of the bi-
nary representations is zero; otherwise, they anticom-
mute. Note that the symplectic inner product of a =
(u|v) ∈ GF(2)2n and b = (u′|v′) ∈ GF(2)2n is
a ◦ b = u · v′ + u′ · v =
n∑
i=1
(uiv
′
i + u
′
ivi). (32)
Considering a and b as row vectors, this simplifies to
a ◦ b = aPbT where P is the 2n× 2n matrix
P =
(
0 I
I 0
)
. (33)
The binary representations of them generators of some
stabilizer S define the rows of an m × 2n binary matrix
H . This matrix has the form
H = (HX |HZ), (34)
where HX and HZ are each m × n matrices. Note that
while H only defines a stabilizer up to phase S˜, the codes
defined by different stabilizers corresponding to S˜ will all
have the same error correction properties. ConsideringH
as the parity-check matrix of a classical binary code C,
TABLE I. GF(4) addition.
+ 0 1 ω ω¯
0 0 1 ω ω¯
1 1 0 ω¯ ω
ω ω ω¯ 0 1
ω¯ ω¯ ω 1 0
the stabilizer elements correspond to elements of the dual
code C⊥. The requirement that all stabilizer generators
commute becomes
HXH
T
Z +HZH
T
X = 0. (35)
Any classical linear code with a parity-check matrix H
that satisfies this constraint can be used to define a sta-
bilizer code. Furthermore, if H is sparse, then this sta-
bilizer code is a QLDPC code. Errors can also be con-
sidered within the binary framework. Suppose that some
errorE ∝ XeXZeZ occurs. This error has the binary rep-
resentation e = (eTX |eTZ)T , and the corresponding syn-
drome is simply z = HPe (where eX , eZ , and e are
column vectors for consistency with the classical case).
A subclass of stabilizer codes are the Calderbank-Shor-
Steane (CSS) codes [20, 21], which have a binary repre-
sentation of the form
H =
(
H˜X 0
0 H˜Z
)
. (36)
The commutation condition of Eq. (35) becomes
H˜ZH˜
T
X = 0 (or equivalently H˜XH˜
T
Z = 0). Consider-
ing H˜X and H˜Z as parity-check matrices for classical
codes CX and CZ respectively this commutation condi-
tion requires that C⊥X ⊆ CZ (or equivalently C⊥Z ⊆ CX).
If H˜Z = H˜X , then CZ = CX , which gives C⊥X ⊆ CX . Such
codes are called dual-containing CSS codes.
Elements of P˜1 can also be represented as elements of
GF(4) = {0, 1, ω, ω2 = ω¯} according to the isomorphism
[3, 4]
I ↔ 0, X ↔ 1, Y ↔ ω¯, Z ↔ ω. (37)
Elements of P˜n then map to elements ofGF(4)n, with the
product of elements in P˜n corresponding to addition in
GF(4)n (GF(4) addition and multiplication are defined
in Tables I and II respectively). Representatives of ele-
ments in P˜n commute if the trace inner product of the
corresponding elements of GF(4)n is zero. Note that the
trace inner product of a, b ∈ GF(4)n is
a ∗ b = tr(a · b¯) = tr
(
n∑
i=1
aib¯i
)
, (38)
where 0¯ = 0, 1¯ = 1, ω¯ = ω2, and ω¯2 = ω; and tr(x) =
x+ x¯ (that is, tr(0) = tr(1) = 0 and tr(ω) = tr(ω¯) = 1).
The GF(4)n representations of the m generators of
some stabilizer S define an m × n GF(4) matrix H in
7TABLE II. GF(4) multiplication.
× 0 1 ω ω¯
0 0 0 0 0
1 0 1 ω ω¯
ω 0 ω ω¯ 1
ω¯ 0 ω¯ 1 ω
much the same way as the binary case. A stabilizer with
the GF(2) representation of Eq. (34) has the GF(4) rep-
resentation
H = HX + ωHZ . (39)
For a CSS code this becomes
H =
(
H˜X
ωH˜Z
)
, (40)
with H˜X and H˜Z as defined in Eq. (36). The stabilizer
corresponds to the additive group generated by the rows
of H . This group can be considered as an additive clas-
sical code C over GF(4). The rows of H must be orthog-
onal with respect to the trace inner product. Therefore,
if C⊥ is the dual code of C with respect to the trace inner
product, then C ⊆ C⊥. Any such self-orthogonal addi-
tive GF(4) code can be used to define a stabilizer code.
Errors can also be considered in the GF(4) framework.
An error E with GF(4) representation e (again, taken to
be a column vector) will yield a syndrome z = tr(He).
Note that while H is a generator matrix for C, we essen-
tially consider it as a parity-check matrix because of the
role it plays in syndrome calculation and hence in belief
propagation decoding.
E. Belief propagation decoding for stabilizer codes
Belief propagation decoding can be applied to stabi-
lizer codes using the GF(2) and GF(4) representations of
the previous section. Such a belief propagation decoder
aims to estimate the symbol-wise most likely error (up
to phase) Eˆ = Eˆ1 ⊗ · · · ⊗ Eˆn where
Eˆj = argmax
Ej
P (Ej |z). (41)
A GF(4) based belief propagation decoder can be used
for any QLDPC code. This decoder attempts to make
a symbol-wise estimate eˆ ∈ GF(4)n that maps to Eˆ ac-
cording to the isomorphism outlined in Sec. IID. The
GF(4) decoder behaves very similarly to the belief propa-
gation decoder presented for classical linear codes in Sec-
tion II B. The only change is to account for the difference
in syndrome calculation. In particular, the check to error
node message is modified to
λai→j =K
∑
e:ej=a
δ

tr( ∑
j′∈M(i)
Hij′ e¯j′) = zi


×
∏
j′∈M(i)\j
µ
ej′
j′→i. (42)
This calculation can also be performed efficiently using
a Fourier transform as outlined in Appendix A2. The
channel error probabilities used in error to check node
messages (Eqs. (17) and (20)) and in marginal calcula-
tion (Eq. (19)) are P (ej = 0) = 1 − p, P (ej = 1) = pX ,
P (ej = ω¯) = pY , and P (ej = ω) = pZ .
For the subclass of CSS codes it is also possible to use
two separate GF(2) based belief propagation decoders.
For some error E ∝ XeXZeZ the corresponding binary
error is e = (eTX |eTZ)T , which yields the syndrome
z = HPe =
(
H˜XeZ
H˜ZeX
)
=
(
zZ
zX
)
. (43)
Using zZ and H˜X an estimate eˆZ of eZ can be made
using a classical binary belief propagation decoder. The
same can be done with zX and H˜Z to make an estimate
eˆX of eX . The j-th component of eX , denoted e
(j)
X , is
equal to one if Ej ∝ X or Ej ∝ Y . Therefore, P (e(j)X =
1) = pX+pY and similarly P (e
(j)
Z = 1) = pY +pZ . These
values are used as the channel error probabilities for the
two decoders, which amounts to considering the quantum
channel as two binary symmetric channels. Note that for
depolarizing channel P (e
(j)
X = 1) = P (e
(j)
Z = 1) = 2p/3,
while for the XZ channel P (e
(j)
X = 1) = P (e
(j)
Z = 1) =
1−√1− p.
As in the classical case, belief propagation decoding
can result in both detected and undetected errors. If
zˆ 6= z, where zˆ is the syndrome associated with the error
estimate Eˆ, then a detected error has occurred. Again,
these detected errors are a failing of the decoder. If zˆ = z
but
˜ˆ
EE˜ /∈ S˜, then an undetected error has occurred,
which is fundamentally a failing of the code itself. It
therefore follows that for the depolarizing channel, using
a code with a lower distance will tend to result in a higher
rate of undetected errors.
Using belief propagation in the quantum case is an
even greater approximation than in the classical case.
As outlined in Sec. II C, an optimal decoder for a stabi-
lizer code will determine the most likely coset of errors
rather than the single most likely error. By definition,
QLDPC codes have many low weight stabilizers, which
means there will be a large number of elements of the
most likely coset with similar weight and hence similar
probability. This spreading of probability increases the
chance that the single most likely error will not belong to
the most likely coset of errors. Approximating the ideal
decoder with one that determines the single most likely
8error will therefore lead to an increased error rate. Belief
propagation goes one step further away from the opti-
mal decoder by estimating the single most likely error in
a symbol-wise fashion, which can lead to so-called sym-
metric degeneracy errors. Such errors are well explained
by the example of Ref. [6], which is as follows. Consider a
two-qubit stabilizer code with generators M1 = XX and
M2 = ZZ, and assume that the error E = IX occurs
leading to a syndrome z = (0, 1)T . The coset of errors
that give this syndrome is {XI, IX, Y Z, ZY } (grouping
errors up to phase). As a result, the error probabilities on
both qubits are P (Ei = I|z) = P (Ei = X |z) = KpIpX
and P (Ei = Y |z) = P (Ei = Z|z) = KpY pZ where
K = 1/(2pIpX + 2pY pZ). This symmetry of error prob-
abilities results in the decoder estimating the same er-
ror on each qubit. This is not a symmetry exhibited by
any of the errors that yield z and as such even an ideal
symbol-wise decoder will yield a detected error.
The requirement that all stabilizer generators must
commute also degrades belief propagation performance
as it results in 4-cycles. Consider some qubit j, there
must be (at least) two stabilizer generators, say Mi and
Mi′ , that act non-trivially on j with different Pauli matri-
ces. If this is not the case, then there will be a weight one
element of N(S˜)\S˜, meaning that the code will have dis-
tance d = 1 (making it of little to no interest). AsMi and
Mi′ contain different Pauli matrices in position j, they
must also contain different Pauli matrices at some other
position j′ to ensure that they commute with each other.
This results in a 4-cycle in the GF(4) factor graph as
check nodes ci and ci′ both connect to error nodes vj and
vj′ . In the case of a CSS code, any 4-cycles resulting from
an overlap between one row from H˜X and one row from
H˜Z can be removed by decoding with a pair of GF(2)
decoders rather than a GF(4) decoder. If it is a dual-
containing CSS code, then there must still be 4-cycles in
the GF(2) factor graph as the rows of H˜ = H˜X = H˜Z
must overlap in an even number of positions to ensure
that H˜H˜T = 0. If the code is non-dual-containing, then
it is possible for H˜X and H˜Z to have correspondingGF(2)
factor graphs with no 4-cycles.
The reduction in 4-cycles, along with the reduced in-
herent complexity, makes GF(2) decoding attractive for
CSS codes. However, treating a Pauli channel as a pair
of binary symmetric channels ignores potential corre-
lations between the X and Z components of an error
E ∝ XeXZeZ . These correlations are described by the
conditional probabilities
P (e
(j)
Z = 1|e(j)X = 1) =
pY
pX + pY
, (44)
P (e
(j)
Z = 1|e(j)X = 0) =
pZ
1− (pX + pY ) , (45)
P (e
(j)
X = 1|e(j)Z = 1) =
pY
pY + pZ
, (46)
P (e
(j)
X = 1|e(j)Z = 0) =
pX
1− (pY + pZ) . (47)
The X and Z components are uncorrelated if they oc-
cur independently, which requires P (e
(j)
Z = 1|e(j)X ) =
P (e
(j)
Z = 1) = pY + pZ and P (e
(j)
X = 1|e(j)Z ) = P (e(j)X =
1) = pX +pY . This is equivalent to the requirement that
pY = (pX + pY )(pY + pZ), which is satisfied by the XZ
channel but not by the depolarizing channel.
III. MODIFIED DECODERS
A. Existing decoders
1. Random perturbation
A number of modified decoders have been presented
in Ref. [6] to address symmetric degeneracy errors. The
best performing of these is the random perturbation de-
coder, which attempts to break decoding symmetries by
randomizing the channel error probabilities. Initially, de-
coding is attempted using a standard GF(4) decoder. If
this results in zˆ = z, then decoding is complete. Other-
wise, if zˆ 6= z, then decoding is iteratively reattempted
with modified error probabilities until either decoding
is successful or a maximum number of attempts N is
reached. In each decoding attempt a frustrated check is
selected. This is a check node ci such that zˆi 6= zi. The
channel probabilities of all qubits j ∈ M(i) involved in
this check are then perturbed (up to normalization) as
follows:
P (Ej = I)→ P (Ej = I), (48)
P (Ej = X)→ (1 + δX)P (Ej = X), (49)
P (Ej = Y )→ (1 + δY )P (Ej = Y ), (50)
P (Ej = Z)→ (1 + δZ)P (Ej = Z). (51)
Here δX , δY , and δZ are realizations of a random variable
that is uniformly distributed over [0, δ], where δ is called
the perturbation strength. The increasing of non-identity
error probabilities is motivated by the empirical observa-
tion that the decoder is naturally too biased towards the
trivial error [6].
2. Enhanced feedback
The enhanced feedback (EFB) decoder of Ref. [10],
which is specifically tailored for the depolarizing channel,
behaves somewhat similarly to the random perturbation
decoder in that it also iteratively reattempts decoding
with modified channel probabilities. Again, decoding is
first attempted using a standard GF(4) decoder. If this
results in zˆ = z, then decoding is complete. If instead
zˆ 6= z, then a frustrated check ci is selected along with
an involved qubit j ∈ M(i). If zi = 1 but zˆi = 0, then
the estimated error Eˆ commutes with the stabilizer gen-
erator Mi while the error E anticommutes with Mi. To
address this, the channel probabilities for Ej are adjusted
such that an anticommuting error is more likely than the
9commuting trivial error that the decoder is naturally too
biased towards. This adjustment is
P (Ej = σ)→
{
p
2 if σ = I, orM
(j)
i ,
1−p
2 otherwise,
(52)
where M
(j)
i is the j-th component of the generator Mi.
Conversely, if zi = 0 but zˆi = 1, then the adjustment is
P (Ej = σ)→
{
1−p
2 if σ = I, orM
(j)
i ,
p
2 otherwise.
(53)
Decoding is then reattempted with these adjusted prob-
abilities. If this fails, then a different qubit j ∈ M(i)
is selected and the process is repeated. If all qubits in-
volved in check ci have been exhausted and decoding is
still unsuccessful, then a different check is selected and
the process continues. Again, decoding is halted if a max-
imum number of attempts N is reached.
3. Supernodes
The supernode decoder of Ref. [5] is a modification of
the GF(4) decoder for dual-containing CSS codes. De-
coding is performed on the factor graph corresponding
to H˜ = H˜X = H˜Z with checks ci and ci+m/2 grouped to
form a single supernode. The check node calculation is
modified to
λai→j =K
∑
e:ej=a
δ

tr( ∑
j′∈M(i)
e¯j′) = z
(i)
Z


× δ

tr( ∑
j′∈M(i)
ωe¯j′) = z
(i)
X

 ∏
j′∈M(i)\j
µ
ej′
j′→i.
(54)
Here zZ contains the first m/2 values of z and zX con-
tains the last m/2 values; z
(i)
Z and z
(i)
X are the i-th values
of zZ and zX respectively. Defining z˜i = ωz
(i)
Z + z
(i)
X ∈
GF(4), the two constraints of Eq. (54) can be combined
to give
λai→j = K
∑
e:ej=a
δ

 ∑
j′∈M(i)
ej′ = z˜i

 ∏
j′∈M(i)\j
µ
ej′
j′→i.
(55)
Note that this is of the same form as the classical check
to error message given in Eq. (18), and it can therefore
be computed using the same Fourier transform approach.
The effect of combining nodes into supernodes is twofold.
Firstly, it reduces decoding complexity by halving the
number of check node calculations. Secondly, it can im-
prove decoder performance as it reduces the number of
4-cycles present in the factor graph. Note that random
perturbation and EFB can also be implemented using
an underlying supernode decoder rather than a standard
GF(4) decoder.
B. New decoders
1. Adjusted
The first decoder we propose is the adjusted decoder
for CSS codes. This is a GF(2) based decoder that aims
to reintroduce the correlations between X and Z errors
that are lost when using a standard GF(2) decoder. Ini-
tially, decoding is attempted using a standard GF(2) de-
coder. If this is successful, then decoding is complete. If
bothHZ eˆX = zˆX 6= zX andHX eˆZ = zˆZ 6= zZ , then the
adjusted decoder also halts. However, if one of zˆX = zX
or zˆZ = zZ , then we reattempt decoding for the incorrect
component using channel probabilities that are adjusted
according to Eqs. (44) to (47). In particular, if zˆX = zX
but zˆZ 6= zZ , then the adjustment is
P (e
(j)
Z = 1)→
{
pY
pX+pY
if eˆ
(j)
X = 1,
pZ
1−(pX+pY )
if eˆ
(j)
X = 0.
(56)
Alternatively, if zˆZ = zZ but zˆX 6= zX , then the adjust-
ment is
P (e
(j)
X = 1)→
{
pY
pY +pZ
if eˆ
(j)
Z = 1,
pX
1−(pY +pZ )
if eˆ
(j)
Z = 0.
(57)
We note that the adjusted decoder presented here is sim-
ilar to the decoder presented for the depolarizing channel
in Ref. [12]. The decoder of Ref. [12] first attempts de-
coding of the X component using standard channel prob-
abilities. If this is successful, then decoding is attempted
for the Z components using the modified probabilities of
Eq. (56).
2. Augmented
The second decoder we propose is the augmented de-
coder, which was first presented in Ref. [11] for classical
binary codes. An augmented decoder for QLDPC codes
can be based on a GF(4) decoder for any code, a GF(2)
decoder for a CSS code, or a supernode decoder for a
dual-containing CSS code. The simplest of these cases
is when the underlying decoder is a GF(4) decoder. In
this case, decoding is initially attempted using a stan-
dard GF(4) decoder with a standard GF(4) parity-check
matrix H . If this is unsuccessful, then decoding is reat-
tempted using a randomly generated augmented parity-
check matrix
HA =
(
H
Hδ
)
. (58)
Hδ is comprised of a subset of rows selected at random
from H . The fraction of rows selected is dictated by the
augmentation density δ. The syndrome used for decoding
is
zA =
(
z
zδ
)
, (59)
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where z is the measured syndrome and zδ contains the
syndrome values corresponding to the rows selected to
form Hδ. Decoding is iteratively reattempted using dif-
ferent augmented matrices until either decoding is suc-
cessful or a maximum number of attempts N is reached.
Note that duplicating rows results in a duplication of the
corresponding check nodes in the factor graph.
The behavior of a supernode based augmented decoder
is very similar. In this case the augmented parity-check
matrices are of the form
HA =
(
H˜
H˜δ
)
, (60)
where H˜δ consists of the rows selected from H˜ = H˜X =
H˜Z . The augmented syndrome is
zA =


zZ
zZδ
zX
zXδ

 , (61)
where the values of zZδ and zXδ are taken from zZ and
zX respectively according to the rows selected for repe-
tition.
In the GF(2) case two augmented decoders are used,
one for the X component and one for the Z component.
The augmented parity-check matrices used by the X de-
coder are of the form
HA =
(
H˜Z
H˜Zδ
)
, (62)
and the augmented syndrome is
zA =
(
zX
zXδ
)
. (63)
The syndrome and augmented parity-check matrices used
by the Z decoder are of the same form.
In all three cases (GF(2), GF(4), and supernode), de-
coding with an augmented parity-check matrix HA is
equivalent to running a slightly altered belief propaga-
tion algorithm using the standard parity-check matrix
H . We define the function r such that
r(i) =
{
1 if ci duplicated inHA,
0 otherwise.
(64)
Decoding with HA is then equivalent to decoding using
H with the marginal marginal probability approximation
of Eq. (19) changed to
Pˆ (ej = a|z) = KP (ej = a)
∏
i∈N (j)
(λai→j)
1+r(i), (65)
and the error to check message of Eq. (20) changed to
µaj→i = KP (ej = a)(λ
a
i→j)
r(i)
∏
i′∈N (j)\i
(λai′→j)
1+r(i′).
(66)
As a result of this equivalence, we can consider one iter-
ation of an augmented decoder to be of the same com-
plexity as one iteration of the underlying decoder. This
formulation also gives some insight into the effect of de-
coding with an augmented parity-check matrix. It can be
seen that repeating a check has the effect of increasing its
influence in estimating the error. Furthermore, the mes-
sage µj→i is now no longer independent of the message
λi→j if ci is duplicated. This amplification and feedback
will alter the convergence of the marginal probability es-
timates. This altered convergence can help the decoder
to give a different (and hopefully correct) error estimate.
3. Combined
The third decoder we propose combines the augmented
GF(2) and adjusted decoders for CSS codes. Initially,
standard GF(2) decoding is attempted. If this is success-
ful, then decoding is complete. If both zˆX 6= zX and
zˆZ 6= zZ , then we reattempt decoding for the X com-
ponent using augmented parity-check matrices up to N
times. If this is unsuccessful, then we repeat this pro-
cedure for the Z component. If we still have zˆX 6= zX
and zˆZ 6= zZ , then decoding halts. However, if one of
zˆX = zX or zˆZ = zZ (either from the initial decoding or
after attempting decoding with augmented parity-check
matrices if required), then we reattempt decoding for the
unsatisfied component with adjusted channel error prob-
abilities as outlined in Sec. III B 1. If this is unsuccessful,
then decoding for this component will be reattempted
with augmented parity-check matrices up to N times us-
ing the same adjusted probabilities.
IV. SIMULATION RESULTS
A. Bicycle
The first code we have considered is a [[400, 200]] bi-
cycle code of Ref. [9]. Bicycle codes are dual-containing
CSS codes that are constructed by first generating an
n/2×n/2 binary circulant matrix A with row weightw/2.
A is used to define the n/2 × n matrix H0 = [ A AT ]
from which (n −m)/2 rows are removed to give H˜ (fol-
lowing the heuristic that column weight should be kept
as uniform as possible). Taking H˜X = H˜Z = H˜ defines
the GF(2) and GF(4) parity-check matrices according to
Eqs. (36) and (39) respectively. The associated stabi-
lizer code will have k ≥ n −m, with equality when the
parity-check matrix is full rank (this is the case for our
code). Removing rows from H0 corresponds to remov-
ing stabilizer generators of weight w. Unless a removed
row belongs to the span of the remaining rows, which is
unlikely, the removed generator will be in N(S˜)\S˜. A
bicycle code’s distance is therefore upper bounded by w
(we have chosen w = 20 for our code).
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FIG. 2. The effect of augmentation density and random per-
turbation strength on decoder performance for the [[400, 200]]
bicycle code on the depolarizing channel. Each decoder uses
N = 10 maximum attempts.
1. Depolarizing channel
We first consider the depolarizing channel. Both the
augmented and random perturbation decoders have a
tunable parameter δ, which controls the augmentation
density and perturbation strength respectively. As shown
for classical codes in Ref. [11], this δ value can have a
significant impact on the performance of an augmented
decoder. We observe the same behavior for both aug-
mented and random perturbation decoders in the quan-
tum case as shown in Fig. 2. Here decoders with N = 10
maximum decoding attempts and varying δ have been
tested at four different depolarizing probabilities (we use
a maximum of Imax = 100 iterations per attempt for
every decoder in this paper). The vertical axis gives nor-
malized FER, which is the modified decoder’s FER di-
vided by the underlying (standard) decoder’s FER. Note
that each data point in these figures, as well as all other
figures presented in this paper, corresponds to at least
100 decoding errors. Based on these results, we have
selected values of δ = 0.1 for the augmented GF(2) de-
coder, δ = 0.15 for the augmented GF(4) and supernode
decoders, δ = 100 for the random perturbation GF(4)
decoder, and δ = 200 for the random perturbation su-
pernode decoder. Note that the δ value we use for the
combined decoder is always the same as the value used
for the augmented GF(2) decoder.
We have tested all of the decoders outlined in Sec.
III on this code. The random perturbation, EFB, aug-
mented, and combined decoders all use N = 100 at-
tempts. The FER performance of these decoders is shown
in Fig. 3, and the average number of iterations required
by each of them is shown in Fig. 4. It can be seen that
the standard supernode decoder outperforms the stan-
dard GF(4) decoder, which in turn outperforms the stan-
dard GF(2) decoder. Furthermore, the supernode de-
coder requires fewer iterations on average than the stan-
dard GF(4) or GF(2) decoders (the number of iterations
used by a GF(2) based decoder is taken to be the num-
ber used by one of the two constituent decoders). How-
ever, note that comparing the number of iterations used
by these different decoders, or indeed modified decoders
based on different underlying decoders, is not particularly
meaningful as their iterations are of differing complexity.
The adjusted decoder can be seen to give a FER simi-
lar to the standard supernode decoder at the cost of a
negligible increase in required iterations compared to the
standard GF(2) decoder. This FER performance sug-
gests that the adjusted decoder is successful in reintro-
ducing the correlation between the X and Z error com-
ponents. The random perturbation and EFB decoders
based on either GF(4) or supernode decoders have sim-
ilar FER performance and require a near-identical num-
ber of iterations on average. The augmented GF(4) and
supernode decoders outperform both the random pertur-
bation and EFB decoders while requiring a lower number
of iterations on average. The augmented GF(2) decoder
does give a reasonable FER reduction compared to the
standard GF(2) decoder, but it is outperformed by all
modified GF(4) and supernode decoders. However, the
combined decoder gives a FER lower than the random
perturbation and EFB decoders. Furthermore, it also re-
quires fewer iterations on average than the augmented
GF(2) decoder. All of the decoding errors we have ob-
served for this code are detected errors; that is, they are
due to a failing of the decoder rather than the code’s
distance.
Fig. 5 shows the effect of the maximum number of de-
coding attempts on the performance of the augmented,
combined, random perturbation, and EFB decoders at a
depolarizing probability of p = 0.008. For all decoders,
the FER reduction with an increasing maximum num-
ber of attempts is approximately linear on a log-log plot.
This suggests that we could continue to reduce the FER
by increasing the maximum number of attempts beyond
N = 100. It can be seen that the augmented and com-
bined decoders only require approximately N = 25 maxi-
mum attempts to match the performance of random per-
turbation and EFB decoders with N = 100.
2. XZ channel
To isolate the effect of augmentation in the GF(2) case,
we have repeated the analysis of the previous section for
the XZ channel. As previously noted, the X and Z error
components occur independently for this channel, there-
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FIG. 3. FER performance of decoders with N = 100 at-
tempts (where applicable) for the [[400, 200]] bicycle code on
the depolarizing channel.
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FIG. 4. Average number of iterations required by decoders
with N = 100 attempts (where applicable) for the [[400, 200]]
bicycle code on the depolarizing channel.
fore, there are no correlations to be ignored when using a
GF(2) based decoder. As a result, the adjusted and com-
bined decoders will give no performance increase over the
standard GF(2) and augmented GF(2) decoders respec-
tively. While we have still employed the random pertur-
bation decoder for comparison on this channel, we have
not used the EFB decoder as it is specifically tailored to
the depolarizing channel.
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FIG. 5. FER performance of decoders at p = 0.008 with
a varying number of decoding attempts for the [[400, 200]]
bicycle code on the depolarizing channel.
Again, we first tune the augmentation density and and
random perturbation strength using decoders with N =
10 as shown in Fig. 6. It can be seen that the optimal
value of δ is essentially independent of the underlying
decoder. As such, we have selected a value of δ = 0.15
for all augmented decoders and δ = 100 for both of the
random perturbation decoders. Note that these are the
same values we have used for the GF(4) based decoders
in the depolarizing case.
The FER performance and average required iterations
for decoders with N = 100maximum attempts are shown
in Figs. 7 and 8 respectively. It can be seen that the stan-
dard GF(2), GF(4), and supernode decoders all exhibit
near-identical performance on the XZ channel. That the
GF(2) and supernode decoders yield the same FER is un-
surprising and is consistent with the similar performance
of the adjusted and supernode decoders on the depolar-
izing channel. The performance of the GF(4) decoder
suggests that the 4-cycles involving one row from H˜X
and one row from H˜Z have no effect on decoding perfor-
mance when the error components are independent. The
performance of the augmented and random perturbation
decoders is also largely independent of the underlying
decoder. Furthermore, the relative performance of the
decoders is very similar to that observed for the GF(4)
based decoders in the depolarizing case, with the aug-
mented decoders outperforming the random perturbation
decoders.
The effect of the maximum number of decoding at-
tempts on decoder performance is shown for p = 0.008
in Fig. 9. Unsurprisingly, the performance of the
augmented and random perturbation decoders remains
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FIG. 6. The effect of augmentation density and random per-
turbation strength on decoder performance for the [[400, 200]]
bicycle code on the XZ channel. Each decoder uses N = 10
maximum attempts.
largely independent of the underlying decoder over the
range of N values tested. Furthermore, the relative per-
formance is very similar to that exhibited by the GF(4)
based decoders in the depolarizing case, with the aug-
mented decoders only requiring approximately N = 25
maximum attempts to match the performance of the ran-
dom perturbation decoders with N = 100.
We have tested the performance of decoders on theXZ
channel for all four CSS codes considered in this paper.
However, we omit the results for the other three codes
as they all follow the same trend outlined here. That is,
the performance of decoders is essentially independent of
the underlying decoder, and the relative performance of
the augmented and random perturbation decoders is very
similar to that exhibited by the GF(4) based decoders in
the depolarizing case.
B. BIBD
The second code we have considered is a [[610, 490]]
balanced incomplete block design (BIBD) code from Ref.
[22]. Like the bicycle code, this is also a dual-containing
CSS code. A BIBD (X,B), where X = {x1, . . . , xv} and
B = {B1, . . . , Bb}, is a collection of b subsets (blocks) of
size k that are drawn from a set X containing v elements.
Each pair of elements occurs in λ of the blocks, and every
element occurs in r blocks. The v × b GF(2) incidence
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FIG. 7. FER performance of decoders with N = 100 attempts
(where applicable) for the [[400, 200]] bicycle code on the XZ
channel.
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FIG. 8. Average number of iterations required by decoders
with N = 100 attempts (where applicable) for the [[400, 200]]
bicycle code on the XZ channel.
matrix A of (X,B) has elements
Aij =
{
1 xi ∈ Bj ,
0 xi /∈ Bj .
(67)
If λ is even, then A will satisfy AAT = 0 as any two
rows will overlap an even number of times. As such,
taking H˜ = H˜X = H˜Z = A defines a dual-containing
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FIG. 9. FER performance of decoders at p = 0.008 with
a varying number of decoding attempts for the [[400, 200]]
bicycle code on the XZ channel.
CSS code. The BIBD that we have selected follows the
construction of Ref. [23]. If 6t + 1 is a prime or prime
power and α is a primitive element of GF(6t+1), then a
BIBD (GF(6t+1),B) can be constructed with v = 6t+1,
b = t(6t + 1), r = 4t, k = 4, and λ = 2. To do this, t
base blocks B˜i are constructed for 0 ≤ i ≤ t− 1 with
B˜i = {0, αi, α2t+i, α4t+i}. (68)
6t + 1 blocks of the form B˜i + β = {β, αi + β, α2t+i +
β, α4t+i + β}, where β ∈ GF(6t + 1), can then be con-
structed from each base block. This gives a total of
t(6t + 1) blocks and a corresponding incidence matrix
of the form
H˜ = A =
(
A1 A2 · · · At
)
. (69)
Here each Ai is a (6t+ 1)× (6t + 1) circulant matrix of
weight k = 4. We have selected t = 10 and α = 2 for our
code.
The results presented for this code and all codes that
follow are on the depolarizing channel. The effect of aug-
mentation density and random perturbation strength for
decoders with N = 10 on this code is shown in Fig. 10.
Based on these results, we have selected values of δ = 0.3
for all augmented decoders, δ = 200 for the random per-
turbation GF(4) decoder, and δ = 400 for the random
perturbation supernode decoder.
The FER performance and average required iterations
for decoders with N = 100maximum attempts are shown
in Figs. 11 and 12 respectively. The results here are
quite similar to those for the bicycle code. Again, the
adjusted decoder gives performance similar to that of
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FIG. 10. The effect of augmentation density and random per-
turbation strength on decoder performance for the [[610, 490]]
BIBD code on the depolarizing channel. Each decoder uses
N = 10 maximum attempts.
the supernode decoder. Furthermore, the random per-
turbation and EFB decoders perform similarly to one
another. The augmented GF(2) decoder is outperformed
by all modified GF(4) and supernode decoders. The com-
bined, augmented GF(4), and augmented supernode de-
coders again outperform the random perturbation and
EFB decoders. Overall there is less spread in the perfor-
mance of the decoders on this BIBD code. This can be
attributed to the fact that a large fraction of decoding
errors are undetected. For example, approximately 65%
of the errors exhibited by the augmented supernode de-
coder at p = 0.001 are undetected. This abundance of
undetected errors suggests that decoding is being limited
by the code’s distance d ≤ 5 (this value is based on the
lowest weight element of N(S˜)\S˜ that we have observed).
The effect of these undetected errors can also be seen
in Fig. 13. For the bicycle code, the reduction in FER
with increasing maximum number of iterations was ap-
proximately linear on a log-log plot. However, the re-
duction in FER for the BIBD code can be seen to taper
off; that is, increasing the maximum number of attempts
has diminishing returns. Partially as a result of this, we
only require approximately N = 10 maximum attempts
for our augmented supernode decoder to match the per-
formance of the random perturbation and EFB decoders
with N = 100.
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FIG. 11. FER performance of decoders with N = 100 at-
tempts (where applicable) for the [[610, 490]] BIBD code on
the depolarizing channel.
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with N = 100 attempts (where applicable) for the [[610, 490]]
BIBD code on the depolarizing channel.
C. Quasi-cyclic
The third code we have considered is a [[506, 240]]
quasi-cyclic code from Ref. [24]. Unlike the first two
codes, this is a non-dual-containing CSS code. The
parity-check submatrices H˜X and H˜Z can be defined in
terms of base matrices HX and HZ respectively whose
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FIG. 13. FER performance of decoders at p = 0.001 with
a varying number of decoding attempts for the [[610, 490]]
BIBD code on the depolarizing channel.
elements belong to the set {0, 1, . . . , P − 1}. H˜X (H˜Z) is
then constructed by replacing each element of HX (HZ)
with a P × P identity matrix shifted circularly to the
right by an amount given by the replaced element. The
base matrix construction of Ref. [24] gives a parity-check
matrix that satisfies H˜ZH˜
T
X = 0; it also ensures that the
factor graphs associated with H˜X and H˜Z are free of
4-cycles. These base matrices are constructed from a so-
called “perfume” (perfect fulfillment). Let ZP be the set
of integers {0, 1, . . . , P − 1} with addition, subtraction,
and multiplication modulo P . Z∗P is then the abelian
multiplicative group Z∗P = {z ∈ ZP : gcd(z, P ) = 1}. For
positive integers P and σ, σ is a fulfillment of P if σ is co-
prime to P and 1−σi is coprime to P for 1 ≤ i < ord(σ).
Here ord(σ) is the order of σ in Z∗P . A triple of positive
integers (P, σ, τ) is a perfume if σ is a fulfillment of P ,
τ is coprime to P , and τ /∈ {σ, σ2, . . . , σord(σ)}. Letting
L = 2ord(σ), we define
cjl =
{
σ−j+l if 0 ≤ l < L2 ,
τσ−j+l if L2 ≤ l ≤ L,
(70)
and
dkl =
{
−τσk−l if 0 ≤ l < L2 ,
−σk−l if L2 ≤ l ≤ L.
(71)
Indexing from zero, these are the elements of the J × L
and K×L base matrices H˜X and H˜Z respectively where
1 ≤ J,K ≤ L/2. To construct our code, we have used the
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FIG. 14. The effect of augmentation density and random per-
turbation strength on decoder performance for the [[506, 240]]
quasi-cyclic code on the depolarizing channel. Each decoder
uses N = 10 maximum attempts.
perfume (23, 8, 20) (this gives L = 22) and have chosen
J = K = 6.
The effect of augmentation density and random per-
turbation strength for decoders with N = 10 on this
code is shown in Fig. 14. Note that for this code we
can only use GF(2) and GF(4) based decoders as it is
not dual-containing. Based on these results, we have se-
lected values of δ = 0.07 for the augmented GF(2) de-
coder, δ = 0.05 for the augmented GF(4) decoder, and
δ = 50 for the random perturbation GF(4) decoder.
The FER performance and average required iterations
for decoders with N = 100maximum attempts are shown
in Figs. 15 and 16 respectively. On the previous two
codes the augmented GF(2) decoder gave a similar or
lower FER than the adjusted decoder. This is not the
case here with the adjusted decoder giving a significantly
lower FER. This suggests that the augmented decoder
has some effect in alleviating the effect of 4-cycles in the
code’s factor graph (none of which are present when using
a GF(2) decoder for this code). The random perturba-
tion, EFB, and augmented GF(4) decoders all perform
similarly on this code. The combined decoder performs
worse than the modified GF(4) decoders.
Like the bicycle code, all decoding errors observed for
this code were detected errors. This is reflected in Fig.
17, which shows an approximately linear reduction in
FER with an increasing number of maximum attempts
on a log-log plot for all decoders considered.
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FIG. 15. FER performance of decoders with N = 100 at-
tempts (where applicable) for the [[506, 240]] quasi-cyclic code
on the depolarizing channel.
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FIG. 16. Average number of iterations required by decoders
with N = 100 attempts (where applicable) for the [[506, 240]]
quasi-cyclic code on the depolarizing channel.
D. Bicycle-like
The fourth code we have considered is a [[400, 200]]
non-dual-containing CSS based on the bicycle-like con-
struction of Ref. [25]. The codes of Ref. [25] are con-
structed using a BIBD in a similar way to the code of Sec.
IVB. H˜X is constructed by taking the first a (where a
17
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FIG. 17. FER performance of decoders at p = 0.015 with
a varying number of decoding attempts for the [[506, 240]]
quasi-cyclic code on the depolarizing channel.
is even) submatrices of the BIBD’s adjacency matrix as
given in Eq. (69); that is,
H˜X =
(
A1 A2 · · · Aa
)
. (72)
H˜Z is then a cyclically shifted version of H˜X with
H˜Z =
(
A a
2
+1 A a
2
+2 · · · Aa A1 A2 · · · A a
2
)
.
(73)
The use of a BIBD with λ = 1 ensures that H˜X and H˜Z
are both free of 4-cycles. However, we have observed that
codes constructed in this way have low distances and are
therefore not appropriate for comparing decoders. We
have found that this distance can be increased by gen-
eralizing the construction to allow the circulant matrices
A1, . . . , Aa to be randomly generated. Note that this
comes at the expense of introducing 4-cycles. For our
code we have constructed H˜X from four 100× 100 circu-
lant matrices of weight five. Each of H˜X and H˜Z yield
factor graphs with 1, 700 4-cycles, compared to the 2, 737
4-cycles of the bicycle code considered in Sec. IVA.
The effect of augmentation density and random pertur-
bation strength for decoders with N = 10 on this code
is shown in Fig. 18. Based on these results, we have
selected values of δ = 0.1 for the augmented GF(2) de-
coder, δ = 0.15 for the augmented GF(4) decoder, and
δ = 100 for the random perturbation GF(4) decoder.
The FER performance and average required iterations
for decoders with N = 100maximum attempts are shown
in Figs. 19 and 20 respectively. Again, the adjusted de-
coder outperforms the augmented GF(2) decoder; how-
ever, the gap in their performance is smaller than for
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FIG. 18. The effect of augmentation density and random per-
turbation strength on decoder performance for the [[400, 200]]
bicycle-like code on the depolarizing channel. Each decoder
uses N = 10 maximum attempts.
the quasi-cyclic code of Sec. IVC. The EFB and aug-
mented GF(4) decoders perform similarly on this code,
both outperforming the random perturbation decoder.
The combined decoder is again outperformed by all mod-
ified GF(4) decoders, although the performance gap is
smaller than in the quasi-cyclic case.
While our modified construction gives a higher dis-
tance than the codes presented in Ref. [25], we still ob-
served a moderate number of undetected errors, which
can be attributed to the codes moderatly low distance
of d ≤ 10. For example, at p = 0.015 approximately
15% of errors are undetected for both the EFB and aug-
mented GF(4) decoders. However, this is not significant
enough fraction of errors to prevent the FER reducing
near-linearly on a log-log plot with an increasing maxi-
mum number of attempts as shown in Fig. 21.
E. Non-CSS A
The fifth code we have considered is a [[400, 202]] non-
CSS code based on construction three of Ref. [26]. The
GF(2) and GF(4) parity-check matrices for this code are
defined by the matrices HX and HZ as outlined in Eqs.
(34) and (39). For this code these matrices are of the
form
HX =
(
A
(1)
X A
(2)
X · · · A(a)X
)
, (74)
HZ =
(
A
(1)
Z A
(2)
Z · · · A(a)Z
)
. (75)
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FIG. 19. FER performance of decoders with N = 100 at-
tempts (where applicable) for the [[400, 200]] bicycle-like code
on the depolarizing channel.
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FIG. 20. Average number of iterations required by decoders
with N = 100 attempts (where applicable) for the [[400, 200]]
bicycle-like code on the depolarizing channel.
The submatrices A
(i)
X and A
(i)
Z are given by
A
(i)
X =
(
B
(i)
X B
(i)T
X P
T
i
PiB
(i)T
X PiB
(i)
X P
T
i
)
, (76)
A
(i)
Z =
(
B
(i)
Z B
(i)T
Z P
T
i
PiB
(i)T
Z PiB
(i)
Z P
T
i
)
. (77)
100 101 102
Attempts
10-5
10-4
10-3
10-2
FE
R
GF(2) Aug
GF(2) Comb
GF(4) Pert
GF(4) EFB
GF(4) Aug
FIG. 21. FER performance of decoders at p = 0.012 with
a varying number of decoding attempts for the [[400, 200]]
bicycle-like code on the depolarizing channel.
Here B
(i)
X and B
(i)
Z are square matrices of the same size
that are either both symmetric or both circulant; Pi is
a square matrix satisfying PTi = P
−1
i . For our code, we
have taken a = 2, each B
(i)
X and B
(i)
Z to be a 100 × 100
circulant matrix of weight three, and each Pi to be a
100× 100 permutation matrix.
The effect of augmentation density and random pertur-
bation strength for decoders with N = 10 on this code is
shown in Fig. 22. Note that for non-CSS codes we can
only use GF(4) based decoders. Based on these results,
we have chosen δ = 0.1 for the augmented decoder and
δ = 25 for the random perturbation decoder.
The FER performance and average required iterations
for decoders with N = 100maximum attempts are shown
in Figs. 23 and 24 respectively. It can be seen that the
random perturbation, EFB, and augmented decoders all
perform similarly on this code.
The majority of decoding errors are detected errors
for this code, which also has distance d ≤ 10. At p =
0.012 only 1−2% of errors are undetected for the random
perturbation, EFB, and augmented decoders. This is
again reflected in the near-linear reduction in FER with
increasing maximum number of attempts on the log-log
plot given in Fig. 25.
F. Non-CSS B
The final code we have considered is a [[400, 201]] non-
CSS code based on construction four of Ref. [26]. This
construction is quite similar to that of the last section
with HX and HZ defined as in Eqs. (74) and (75) re-
19
0.4
0.6
0.8
1
p=0.021
GF(4) Pert GF(4) Aug
0.4
0.6
0.8
p=0.018
0.2
0.4
0.6
0.8
p=0.015
10-2 10-1 100 101 102
10-1 p=0.012
N
or
m
al
iz
ed
 F
ER
FIG. 22. The effect of augmentation density and random per-
turbation strength on decoder performance for the [[400, 202]]
non-CSS code A on the depolarizing channel. Each decoder
uses N = 10 maximum attempts.
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FIG. 23. FER performance of decoders with N = 100 at-
tempts (where applicable) for the [[400, 202]] non-CSS code A
on the depolarizing channel.
spectively. However, the submatrices A
(i)
X and A
(i)
Z are
now given by
A
(i)
X =
(
B
(i)
X B
(i)T
X P
T
i
)
, (78)
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FIG. 24. Average number of iterations required by decoders
with N = 100 attempts (where applicable) for the [[400, 202]]
non-CSS code A on the depolarizing channel.
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FIG. 25. FER performance of decoders at p = 0.012 with a
varying number of decoding attempts for the [[400, 202]] non-
CSS code A on the depolarizing channel.
A
(i)
Z =
(
B
(i)
Z B
(i)T
Z P
T
i
)
. (79)
Here B
(i)
X and B
(i)
Z are either both symmetric, both cir-
culant, or B
(i)
X B
(i)T
Z + B
(i)T
X B
(i)
Z is symmetric; Pi is a
permutation matrix. For our code we have taken a = 1,
B
(1)
X and B
(1)
Z to be 200×200 circulant matrices of weight
six, and P1 to be a 200× 200 permutation matrix.
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FIG. 26. The effect of augmentation density and random per-
turbation strength on decoder performance for the [[400, 201]]
non-CSS code B on the depolarizing channel. Each decoder
uses N = 10 maximum attempts.
The effect of augmentation density and random pertur-
bation strength for decoders with N = 10 on this code is
shown in Fig. 26. Based on these results, we have chosen
δ = 0.05 for the augmented decoder and δ = 25 for the
random perturbation decoder.
The FER performance and average required iterations
for decoders with N = 100maximum attempts are shown
in Figs. 27 and 28 respectively. The results are consistent
with those of Sec. IVE, with the random perturbation,
EFB, and augmented decoders all performing fairly sim-
ilarly on this code.
A moderate number of undetected errors were observed
for this code, which also has distance d ≤ 10. For exam-
ple, at p = 0.012 approximately 10 − 15% of errors are
undetected for each decoder. It can also be seen that
the reduction in FER with an increasing number of max-
imum attempts, while still near-linear on the log-log plot
of Fig. 29, tapers of slightly more than was observed for
the code of the previous section.
V. CONCLUSION
We have presented modified belief propagation de-
coders for QLDPC codes that, depending on the code,
either outperform or perform similarly to other decoders
presented in literature. We have proposed the GF(2)
based adjusted decoder, which uses modified error prob-
abilities to reintroduce correlations between the X and Z
components of an error that are lost when using a stan-
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FIG. 27. FER performance of decoders with N = 100 at-
tempts (where applicable) for the [[400, 201]] non-CSS code B
on the depolarizing channel.
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FIG. 28. Average number of iterations required by decoders
with N = 100 attempts (where applicable) for the [[400, 201]]
non-CSS code B on the depolarizing channel.
dard GF(2) decoder. Furthermore, e have demonstrated
that the augmented decoder, which has previously been
proposed for classical binary LDPC codes, can be applied
in the quantum case and that it can be based on an un-
derlying GF(2), GF(4), or supernode decoder. We have
also proposed a combination of the augmentedGF(2) and
adjusted decoders. For the bicycle and BIBD based dual-
containing CSS codes tested, the augmented GF(4), aug-
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FIG. 29. FER performance of decoders at p = 0.012 with a
varying number of decoding attempts for the [[400, 201]] non-
CSS code B on the depolarizing channel.
mented supernode, and combined decoders were shown to
outperform random perturbation and EFB decoders. For
the two non-dual-containing CSS codes and the two non-
CSS codes considered, augmented GF(4) and supernode
decoders were shown to perform similarly to random per-
turbation and EFB decoders.
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Appendix A: Check node Fourier transform
implementations
1. Classical decoding
The check constraint of Eq. (18) can be written as
∑
j′∈M(i)\j
Hij′ej′ =
∑
j′∈M(i)\j
e˜j′ = zi −Hija, (A1)
where e˜j′ = Hij′ej′ . e˜j′ can be used to define
λ˜ai→j =
∑
e:
∑
j′
e˜j′=a
∏
j′
µ
ej′
j′→i =
∑
e:
∑
j′
e˜j′=a
∏
j′
µ˜
e˜j′
j′→i,
(A2)
where µ˜
e˜j′
j′→i = µ
H−1
ij′
e˜j′
j′→i (this corresponds to a permuta-
tion of elements) and j′ ∈ M(i)\j. Eq. (A2) is a con-
volution and as such can be efficiently computed using a
Fourier transform F as
λ˜i→j = KF−1


∏
j′
F{µ˜j′→i}

 , (A3)
where F−1 is the inverse Fourier transform and the prod-
uct is element-wise (K is a normalization factor). A
Hadamard transform can be used in the binary case; if
µ˜j′→i = (µ˜
0
j′→i, µ˜
1
j′→i) is considered as a column vector,
then
F{µ˜j′→i} = Fµ˜j′→i, (A4)
where
F ∝
(
1 1
1 −1
)
. (A5)
The inverse transform is also achieved through multipli-
cation by F (up to some unimportant scaling factor).
λi→j is a permuted version of λ˜i→j with
λai→j = λ˜
zi−Hija
i→j . (A6)
2. GF(4) stabilizer decoding
The check constraint of Eq. (42) can be written as
tr(Hij a¯+
∑
j′∈M(i)\j
Hij′ e¯j′) = tr(Hij a¯+
∑
j′∈M(i)\j
e˜j′) = zi,
(A7)
where e˜j′ = Hij′ e¯j′ . λ˜
a
i→j is defined in the same was as
Eq. (A2) with µ˜
e˜j′
j′→i = µ
(H−1
ij′
e˜j′ )
−1
j′→i = µ
Hij′ e˜
−1
j′
j′→i . Again,
λ˜i→j can be calculated using the Hadamard transform
with
F ∝
(
1 1
1 −1
)⊗2
=


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 . (A8)
λ˜ai→j corresponds to
∑
j′ e˜j′ = a and as such can be used
to determine λai→j , which corresponds to ej = a. If zi =
0, then Hij a¯ +
∑
j′ e˜j′ = 0 or 1; conversely, if zi = 1,
then Hij a¯+
∑
j′ e˜j′ = ω or ω¯. Therefore, for zi = 0 the
elements of λi→j are
λai→j =
1
2
[
λ˜
−Hij a¯
i→j + λ˜
1−Hij a¯
i→j
]
, (A9)
and for zi = 1
λai→j =
1
2
[
λ˜
ω−Hij a¯
i→j + λ˜
ω¯−Hij a¯
i→j
]
. (A10)
These can be combined to give
λai→j =
1
2
[
λ˜
ωzi−Hij a¯
i→j + λ˜
ωzi+1−Hij a¯
i→j
]
. (A11)
