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Department of Electrical Engineering, Yokohama National University, 
Yokohama 233, Japan 
A basic theory of two-dimensional cyclic codes (TDC codes) is presented. 
This theory is applicable to the binary TDC codes of odd area, i.e., the TDC 
codes with an odd number of symbols from GF(2). It is shown that such TDC 
codes are completely characterized by the common zeros, which correspond to 
the roots for ordinary cyclic codes. The fundamental structure of the codes 
such as the positions of the check symbols is examined via the common zeros. 
Using the results, we show that encoding of TDC codes are readily implemented 
by two-dimensional feedback shift registers. 
1. INTRODUCTION 
Almost all two-dimensional codes so far proposed are two-dimensional 
cyclic codes (TDC codes). Nomura et al. (1972) have constructed a class of two- 
dimensional periodic arrays, called 7fi-arrays, the construction for which is 
based on 7fi-array codes. These codes are TDC codes. Elspas (1967) has shown 
that the product of two cyclic codes are capable of correcting two-dimensional 
bursts. Imai (1972, 1973) has presented some other classes of two-dimensional 
burst-correcting codes such as two-dimensional Fire codes. These two-dimen- 
sional burst-correcting codes are also TDC codes. However, basic theory of  
TDC codes, which corresponds to that of ordinary cyclic codes including the 
concepts of generator polynomials, roots, and encoding by feedback shift registers 
(e.g., see Peterson (1961, Chap. 8)), has not been established as yet. 
Ikai et al. (1974) have introduced the concept of common zeros to characterize 
TDC codes, and have shown the existence of TDC codes that can be charac- 
terized by the common zeros. However, their theory, which is based on ideal 
theory, is so abstract that it does not lead to any practical encoding method. 
In this paper, a basic theory of TDC codes is presented. We treat here the 
binary TDC codes of odd area, i.e., the TDC codes with odd number of symbols 
from GF (2). In Section 2, the concepts of TDC codes and common zeros are 
described. It is shown in Section 3 that the TDC codes of odd area are completely 
characterized by the common zeros. In Section 4, we investigate the fundamental 
structure of TDC codes such as the positions of the check symbols via the com- 
mon zeros. It  was a difficulty for TDC codes not encountered in the one-dimen- 
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sional case that the positions of the check symbols were not simply given. Using 
the common zeros, however, one can readily determine the positions. It is shown 
in Section 5 that encoding of the TDC codes can easily be implemented by two- 
dimensional feedback shift registers, which are constructed on the basis of the 
common zeros. By a simple modification these two-dimensional shift registers 
can also be used for decoding of two-dimensional burst-correcting cyclic codes 
(TDBCC codes), i.e., TDC codes for two-dimensional burst correction. 
Applications of the present heory will be found in the implementation f the 
known TDBCC codes such as proposed by Imai (1972), and also in the design 
of new TDBCC codes. Furthermore, the theory is useful for the analysis and 
generation of two-dimensional periodic arrays. For example, it gives a construc- 
tion method for the two-dimensional feedback shift register with minimum 
number of storage devices that generates a given two-dimensional periodic 
arrays. 
2. Two-DIMENSIONAL CYCLIC CODES AND THE COMMON ZEROS 
A binary two-dimensional code of area M × N is a set of M × N arrays over 
GF(2), called codewords or code-arrays. A two-dimensional code C is said to be 
linear if, and only if, C forms a subspace of the MN-dimensional space of the 
M × N arrays over GF(2). A two-dimensional cyclic code (a TDC code) is 
defined as a two-dimensional linear code such that for each code-array C, all 
the arrays obtained by permuting the columns or the rows of C cyclically are 
also code-arrays. 
In discussing TDC codes, it is convenient to use a polynomial representation 
for M × N arrays. Let P ~- [pid] be an M × N array over GF(2). Then we 
treat the elements Pi,j of P as the coefficients of the bivariate polynomial 
p(x,y)= ~ pi,jxiy (1) 
where g? is a set of integer pairs defined by 
£2 = {(i,j)] 0 ~< i < 34, 0 ~<j < N}. (2) 
Let ~[(2] denote the set of all polynomials of the form (1), i.e., the set of all 
polynomials over GF(2) of degree less than M with respect o x and of degree 
less than N with respect to y. Furthermore, let {f(x ,  y)}~ denote the polynomial 
in ~[D] such that 
{f(x,  y))~ =- f (x ,  y) mod (x M -- 1, j v  _ 1) (3) 
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for an arbitrary polynomial f (x,  y) over GF(2). 1 Note that {f(x,  y)}~? is written 
as 
{f(x,y)}a =f (x ,y )  if- a(x,y)(x M -- 1) q- b(x,y) (y  ~" -- 1) (4) 
where a(x, y) and b(x,y) are polynomials over GF(2). 
Using the polynomial representation, a TDC code is defined as a two-dimen- 
sional linear code such that for each codeword c(x, y), {xc(x, y)}o, and {yc(x,y)}o 
are also codewords. 
Let gl(x, y), g2(x, y),..., g~(x, y) be arbitrary polynomials in ~[f2]. Then these 
polynomials generate a TDC code. That is, the set of all different polynomials 
of the form 
t r gi( x, Y)} (5) 
is a TDC code. Conversely, for any TDC code C, there is a (not unique) set of 
polynomials in C that generates C. Such a set of polynomials is called an ideal 
basis of the TDC code. It should be noted that the ideal basis is not unique. 
We now describe the common zeros for a TDC code introduced by Ikai et al. 
(1974) in a manner more convenient for our following discussions. The common 
zeros can be defined only for TDC codes of odd area. Throughout he following, 
we assume that both M and N are odd. 2 
A two-tuple with components from an arbitrary extension field of GF(2) is 
called a point. I f  a polynomial f (x,  y) over GF(2) is zero at a point (~, ~1), i.e., 
f(~, 7) = 0, (~:, ~/) is called a zero of f (x ,  y). When each point in a set of points 
V is a zero off(x,  y), we say thatf(x,  y) contains V. 
We now consider the set of zeros common to x M - -  1 and yN _ 1. Let 7 be a 
primitive Mth root of unity, and let fi be a primitive Nth root of unity° Clearly, 
y and fi are in an extension field of GF(2), since M and N are odd. The zeros of 
x M - -  1 are the points having the first component ),i (i - 0, 1 ,..., M - -  t), while 
the zeros ofy  x - -  1 are the points having the second component/~J ( j 0, 1,..., 
N - -  1). Thus, the zeros common to x M - -  1 and yN __ 1 are the points of the 
form (yl, fij). Let V 0 be the set of all such points, namely 
V0_{(y i ,  f i o )10~<i<M,  0~<j<N}.  (6) 
It is easily shown from (4) that if a polynomial f(x,  y) contains a subset of V 0 , 
{f(x, y)}~ contains the same subset. 
1 Equation (3) means that {f(x ,  y)}~ and f (x ,  y )  are in the same residue class with 
respect o the ideal (x M - -  1, ym _ 1). 
2 For TDC codes over GF(p~), this is the assumption that both 21/I and N are relatively 
prime to the characteristic p.
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Let U be a set of zeros common to arbitrary polynomials over GF(2). It is an 
important property of U that for any point (~, 7) in U, 
(~2,, ~72~), i = 1, 2, . . . ,  n - -  1 (7) 
are also in U, where n is the least positive integer for which ((, 7) = (~ 2", ~) -  
The points in (7) are called the conjugate points of ({:, ~?), and the set of ({,~7) 
and the points in (7) is called the conjugate point set of (~:, ~7). 
We also use conjugate relations among elements in an extension field of GF(2). 
Two distinct elements ~1 and {:2 are said to be conjugate with respect to GF(2 m) 
if, and only if, there exists a positive integer k for which ~:1 = ~mk It is well 
known that ~:1 and ~:2 are conjugate with respect to GF(2 m) if, and only if, ~1 and 
~2 are roots of the same irreducible polynomial over GF(2m). 
Let ({, 7) and (~:', ~7') be two points in V0. Suppose that ~ and ~' are conjugate 
with respect to GF(2). Then, the conjugate point set of (~:', ~') must have a 
point with the first component ~:. Therefore, we can choose one point per each 
conjugate point set in V 0 to construct a subset of V 0 such that the first 
components of any two points in this subset are not conjugate with respect to 
GF(2). Such a subset of V 0 is denoted by V0. 
EXAMPLE 1. The set V o with M ~ 3 and N = 5 is given by 
Vo -- {(7, ~), (72, ~2), (7, ~), (72, ~); (7, ~2), (72, ~), (7, ~) 
(72, fi); (7, 1), (72, 1); (1, fl), (1, fi2), (1, fi4), (1, 83); 
(1, 1)} 
where 7 is a primitive cubic root of unity and fi is a primitive fifth root of unity, 
and the points are grouped for each conjugate point set in V 0 . Then we have 
Vo = {(7, fl), (Y, fl~), (7, 1), (1, fi), (1, 1)}. 
We now define the common zero set of a TDC code. 
DEFINITION 1. Let g 1 be the set of zeros common to all codewords of a 
TDC code C. Then the common set of V 0 and V 1 is called the common zero set 
(the CZ set) of C, and is denoted by V~. A point in g c is called a common zero 
of C. 
Note that the phrase "all codewords of a TDC code C"  can be replaced by 
"all codewords in an ideal basis of a TDC code C," since the zeros common to all 
codewords in an ideal basis are common to all codewords of C. 
Evidently, for each point in V, all conjugate points are in g c . It  is often 
convenient o use a set obtained by choosing one point per each conjugate 
point set in Vc. 
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DEFINITION 2. The common set of the CZ set V~ and I2 0 is called the essential 
common zero set (the ECZ set) of C, and is denoted by V~. 
It is important o notice that the first components of any two points in l?~ 
are not conjugate with respect o GF(2). (It is of course possible that the first 
components of two points in 12e are the same.) 
EXAMPLE 2a. Let C2 be a TDC code of area 3 × 5 generated by the ideal 
basis of the following two polynomials: 
g~(x, y) = (x + 1)(y~ + x~y + 1), 
gz(x, y)  = (x z q- x q- 1)(y q- 1). 
In  order to determine the ECZ set of Cz,  we first specify 7 and/3 in Example 1 as 
where ~ is a root of a primitive polynomial x4 + x + 1. It is obvious that 7 is a 
primitive cubic root of unity and /3 is a primitive fifth root of unity. Then, 
testing each point in I~ o given by Example 1 for a zero common to gl(x, y)  and 
g2(x, y),  we have 
~o = {(7,/3), (1, 1)}. 
The CZ set V c is obtained by adding all conjugate points of (7,/3) to V~. Thus, 
vo = {(r,/3), (7 ~,/3~), (7,/?4), (7~,/3~), (1, 1)}. 
3. CHARACTERIZATION OF TDC CODES 
In this section, we shall show that the binary TDC codes of odd area are 
completely characterized by the CZ sets (or the ECZ sets). For this purpose some 
preparations are necessary. 
In the following the different elements that appear as the first components of 
the points in the ECZ set I? c are denoted by ~:1, ~2 ..... ~s, and the 
points in Vc with the first component ~i are denoted by (~i,  ~i,1), (~i,  ~i,~),..., 
(~i,  ~li.t~). In relation to the points in 12c, we define the polynomials gei(x) and 
G,i(y) as follows. 3 
g~i(x): The minimal polynomial of ~:i over GF(2). The degree of this poly- 
nomial is denoted by mi • 
G, i (y) :  The monic polynomial of minimum degree over GF(2 m~) having 
roots ~,~,  ~i.~ ,..., ~l~,t • The degree of this polynomial is denoted by n i . 
a In this paper, the polynomials over GF(2) are denoted by lower case letters, and the 
polynomials over extension fields are denoted by upper case letters. 
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Letting Mi,~(y ) be the monic minimal polynomial of r~i,a over GF(2m0, we 
can write G, i (y  ) as 
ti 
C,i(y) = I~ M<~(y) (8) 
since Bid and ~/i,~ are not conjugate with respect o GF(2"~i), for 1 ~j  < k ~ t i . 
(If ~i,3 and ~i,~ were conjugate with respect o GF(2m0, (~i, ~/i,j) should be a 
conjugate point of (~:i, r/i,~).) 
These polynomials gee(x) and G,i(y ) play important roles in the sequel. Also, 
their degrees mi and n i are important parameters to characterize the TDC code. 
Clearly m i equals the number of the elements in the conjugate set of ~:i with 
respect o GF(2). From (8), n i is given by 
ti 
ni = • ni,~ (9) 
where ni, ~ is the degree of Mi,~(y), which equals the number of the elements in 
the conjugate set of ~/i,j with respect to GF(2m~). It then follows that n i equals 
the number of the points in V~ that have the first component ~:i, since for any 
conjugate ~.~ of Vi,J with respect o GF(2~0, (~:i, ~'i,j) is a conjugate point of 
(~:i, ~id) and is contained in V c . It is easily seen that V~ has also ni points with 
the first component ~:i' for any conjugate ~i' of ~:i with respect to GF(2). Thus 
we obtain 
[The number of the common zeros] = ~ min i . (10) 
EXAMPLE 2b. The ECZ set of the TDC code C2 of Example 2 is 1~ c = {(y, fi), 
(1, 1)}. Letting ~:, = y and ~:2 = 1, we have 
ge~(x) =(x÷y) (x÷y2)  =x 2÷x÷ 1, 
ge2(x) = x ÷ 1. 
In this case, G. l (y ) is the monic minimal polynomial of fi over GF(4). Hence 
G,a(y) = (y  ÷ fi)(y + fi4) = y~ + y2y + 1 
where we have used the relations fl ÷/~4 = aa ÷ c~12 = al0 = yz. Obviously 
a,~(y)  = y + 1. 
Thus m 1 = 2, n 1 = 2, m 2 = 1, and n 2 = 1 for C2 • It is apparent hat mln , ÷ 
m2n 2 equals the number of the points in the CZ set V c (see Example 2a). 
Using the polynomials defined above, we can prove a basic theorem of the 
theory of TDC codes. 
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THEOREM 1. Let C be a TDC code of odd area. Then, a polynomial f(x, y) in 
~[.O] is a codeword of C if, and only if, f (x, y) contains the CZ set Vc of C. 
The proof, being very long, is omitted. 
By this theorem, a TDC code is a set of all polynomials in ~[£2] that contain 
Ve • Therefore, a TDC is completely determined by its CZ set. 
It  is to be noted that the CZ set V~ in this theorem can be replaced by the 
ECZ set I~ ,  since a polynomial over GF(2) contains Ve if and only if 
it contains /9~. 
On the basis of Theorem 1, the CZ set can be used to specify TDC codes. 
However, in order to define or design a TDC code in terms of the CZ set V~, 
we must know the condition for a given subset of V 0 to be the CZ set of a TDC 
code. A necessary condition is already apparent. That is, for a subset U of V o 
to be a CZ set, all conjugate points of each point in U must be contained in U. 
By means of ideal theory, Ikai et al. (1974) have proved that this condition is also 
sufficient. 
4. STRUCTURE OF TDC CODES 
A. An Ideal Basis 
From the ECZ set l)~ of a TDC code C, we can construct an ideal basis of C. 
This ideal basis will be used for the implementation of encoding. 
In relation to G,i(y) defined in the previous section, we define another impor- 
tant polynomial ge, i(x, y) as follows. 
ge,i(x, y): The polynomial over GF(2) that satisfies 
g~,i(~i, y) = G~(y), (1 l) 
deg~ge,i(x,y) < m~, (12) 
where deg~ denotes the degree of the polynomial with respect o x. 
The polynomial g~,i(x, y) is obtained by the following procedure. Let us 
write G,i(y) as 
Gdy)  = Z c~y,~ (13) 
k~0 
where ck E GF(2"~,). Since the degree of the minimal polynomial gei(x) of ~:~ is 
mi, {~:i~ [ 0 ~ j  < mi} is linearly independent over GF(2). Hence e~ can be 
expressed as 
111i--1 
c~ = ~ cs.k~i j (14) 
Y--0 
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where cj,~ e GF(2). Then, 
n i mi--1 
g~,i(x' Y) = Z Z c,,~xJY k 
k=0 J=O 
satisfies (11) and (12). 
We now set 
f~i)(x,  y )  -~- {ggni(X, Y)}~- 
(15) 
(16) 
Starting from this polynomial, we calculate the polynomialsf~i+)l(x , y), f~(x ,  y), 
..., f~)(x, y), successively. Suppose that f(~i)l(X , y) (i + 1 <~ k < s) is obtained. 
Thenf(~!)(x, y) is determined as follows. We first calculate the remainder R(ff)(y) 
whenf~(/)l(~7~, y) is divided by G,e(y). Next, we construct a polynomial r(ff)(x, y) 
over GF(2) satisfying 
(17) 
deg x r~)(x, y) < m~, (18) 
by the method similar to that used to obtain ge,i(x, y). Then f~)(x, y) is deter- 
mined as 
[]7k--1 ] 
*(i)tx v~ = f(~!)_~(x, y) -- = r~)(x, (19) 1~ , ,_,, L;~ gdx) y). 
Whenf~)(x, y) is obtained, we define gi(x, y) by 
[]_[i--1 1 gi(x, y )= [)~ &~(x) f ~i)(x, y) (20) 
where the product in [ ] is regarded as 1 for i ~ 1. 
Consider now the set of the polynomials gi(x, y) (i =. 1, 2,..., s) and a poly- 
nomial 
g~+l(x, y) = lj=illge~(x)l ~ . (21) 
Then it can easily be shown that all polynomials in the set contain l), and no 
other point of ~o • This implies that the set is an ideal basis of the TDC code 
having the ECZ set P~. It is possible that some of the polynomials given by (20) 
and (21) are zeros. Naturally, such polynomials are omitted from the ideal basis. 
EXAMPLE 3a. 
is given by 
Consider a TDC code C a of area 3 X 5 for which the ECZ set 
Vo = {(1,5), (r, 1), (r, 5~)} 
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where 7 = as, fi = ~3, 
we obtain 
Since It/1 = I, 
and ~ is a root of x 4 4- x + 1. Letting ~1 = 1 and ~:2 ~ Y, 
gel(x) = x 4- 1, 
&2(x) = x 2 4- x 4- 1, 
G,~(y) = y4 + y3 4- y2 4- y 4- 1, 
G,~(y) = y~ + ),2y~ + ),~y + 1. 
gt:nl(X ,y )  = Gnl(y  ) =y4  ~_y3 @y2 _~y ~_ 1. 
Noticing that ),2 _ ), + 1, we have 
ge,2(x,y ) =y3  4- (x 4- 1)y 2 4- (x + 1)y + 1. 
To calculate gl(x, y), we set fi~)(x, y) = ge,~(x, y). The remainder after dividing 
fil)(r, y) = y~ + 9 + y2 + y + 1 by G,2(y) is R~)(y) = y2y2 4- y 4- ),2. Since 
gel(Y) = )' 4- 1 = )'2, r~(x, y) is the polynomial satisfying 
r~l)(),, y) y-2()'222 4- y 4- )'2) = y2 4- )'y 4- 1, 
deg~ r~l)(x, y) < 2. 
Thus r~l)(x, y) = y2 4- xy 4- 1. Then, 
4: (1)[ x 4: (~)[ x r~l)(x, gl(  x '  Y) = J2  k , Y) - -  J1  k ' Y) - -  g+l(x) Y) 
= y4 4- y~ 4- xy2 4- (x 2 4- x 4- 1)y 4- x. 
The polynomial g2(x, y) is easily determined as 
g2(x, y) ~ gel(x)f~2)(x, y) = gel(x) ge,~2(x, y) 
= (x + 1)y 3 +(x  2 + 1)y 2 + (x 2 + 1)y + x + 1. 
Finally, 
g~(x,y) = {(x + 1)(~ 2 + x + 1))~ = 0. 
As mentioned previously, a TDC code has various ideal bases. The ideal basis 
given by (20) and (21) is an example of the ideal basis, and it seems to have too 
many polynomials. In fact, it can be proved that there exists an ideal basis 
consisting of only one polynomial. In other words, the TDC codes of odd area 
form principal ideals. Accordingly, any codeword of a TDC code of odd area 
can be represented as {a(x, y) g(x, y)}~, using a single polynomial g(x, y). Such 
a polynomial g(x, y) is, however, not so important as the generator polynomials 
for ordinary cyclic codes. This is mainly due to the fact that the ring of the 
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bivariate polynomials is not a Euclidean ring and the division cannot be defined. 
Rather, the ideal basis given by (20) and (21) is important, since it yields a method 
of constructing the two-dimensional shift registers for encoding of TDC codes. 
B. A Check Tensor 
As well as an ideal basis and the CZ set (or the ECZ set), a check tensor, 
which corresponds to a check matrix in the one-dimensional case, can be used to 
specify a TDC code (see Imai (1973) for the definition of a check tensor). We 
now show" a check tensor derived from the ECZ set of a TDC code. 4 
For each point (~:i, Wi,J) in the ECZ set I~e of a TDC code C, ~i,J belongs to 
GF(2~,0 ,  where ni, ~ is the degree of the minimal polynomial of Wi.J over 
GF(2~0. Clearly, ~i belongs to the same extension field, since the degree of 
ge~(x) is rn, and GF(2~0 is a subfield of GF(2m~%0. Thus ~-q~,j is contained in 
this extension field, for any integers k and I. Hence ~i~7~.j can be expanded in 
terms of a basis of GF(2~n.  0 with coefficients from GF(2). Let h!~: ~) be a binary 
mini.Ttuple in which the components are the coefficients in such an expansion. 
Further, define 
h~ Ch(~,z) h(~,o h(~,o 1.(~,o h(~,~) 1,(e.0 h(~,zh (22) , = t 1,1 ~ 1,2 , ' " ,  1 , t  1 ~ ~A2,1 , ' "~  xa2, t  2 , ' " ,  " s ,1  , ' "~  s,ts )" 
Referring to (9), we see that the number of the components ofh~,~ is 
d = i mini" (23) 
i=1  
It follows from the construction of h~ ~ that f(x, y) ~ ~ x 7~ ~ contains , = A,(k.~) Jk.l Y 
I?~ if, and only if, 
fk,zhk,~ = 0 (24) 
(k ,D~g2 
where 0 denotes the d-tuple whose components are all zeros. Consequently, (24) 
is a necessary and sufficient condition for f (x ,  y) to be a codeword of C. This 
implies that h~.~ is the (k, l) element of a check tensor for C. We shall denote 
such a check tensor by H = [h~,~]. 
Since h~,z has d components, the TDC code C has at most d check symbols. 
It will be shown later that the number of the check symbols is exactly d. 
EXAMPLE 2C. For the TDC code C2 of Example 2, the ECZ set is I?~ = 
{(7,/?), (1, 1)}, where 7 -- ~5, fi = aa, and a is a root of x 4 + x + 1. Let ~:1 = 7 
and ~ = 1. Then m 1 = n 1 = 2 and m~ = n2 = 1, as shown in Example 2b. 
It is obvious that n1.1 = nl = 2 and n2,1 = n~ = 1. We now choose {1, a, ~2, ~3} 
4 Ikai et aL (1974) have derived the check tensor of the similar form for their TDC 
codes .  
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as a basis of GF(24). Then h[kl ~) is obtained from the coefficients in the expansion 
of 77,:fil in terms of this basis. For example, h (1'~) 0111, since 1[? 2 = o~ 11 --  1,1 = 
c~ + a2 + c& On the other hand, t,(k.l) is always 1. Hence h 1 2 = (01111). Thus, *~1,2 
we obtain the check tensor H for C 2 as 
H = 
(10001) (00011) (00111) (01011) (11111)] 
(01101) (10101) (01111) (10011) (00101)|. 
(11101) (I0111) (01001) (11001) (ll011)J 
C. Check Positions 
For the implementation of TDC codes, we must know the check positions, 
i.e., the positions of the check symbols. It was a difficulty for TDC codes not 
encountered in the one-dimensional case that the check positions were not 
simply given. Using the CZ set, however, we can easily determine a set of the 
check positions. 
The position of any symbol of a TDC code is represented by an integer pair 
(i, j) in $2. Suppose that a subset/7 of D represents a set of the check positions. 
Then the symbols at the positions in ~ -- H can be chosen arbitrarily as the 
information symbols, and the symbols at the positions in /7  are determined 
uniquely by the information symbols. In terms of the check tensor H --  [hk.z], it 
is necessary and sufficient for /7 to be a set of the check positions that 
{hT~,l ](k, l) e/7} is linearly independent over GF(2) and any element of H can be 
expanded in terms of {hk,z i(k, l) ~ H} with coefficients from GF(2). 
For the implementation of TDC codes by two-dimensional shift registers, it is 
necessary to arrange the check positions in a concentrated form. Fortunately, 
such check positions can be chosen. 
THEOREM 2. Without loss of generality, we assume that 
nl >~ n2 >~ "" ~> ns. (25) 
Then the set H of the positions hadowed in Fig. 1 can be chosen as a set of the check 
positions. 
The proof is omitted, since it is rather straightforward. 
As an example, the check positions for the TDC code C2 of Example 2 is 
shown in Fig. 2. 
In some applications, the check positions other than those given by Theorem 2 
may be more convenient. However, the check positions of Theorem 2 are quite 
important, since they are obtained directly from the CZ set and moreover, they 
make it simple to construct he two-dimensional shift registers for encoding of 
TDC codes. In the following, we treat only the set/7 in Theorem 2 as a set of the 
check positions. 
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FIc. 1. The check positions. 
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Fie.. 2. The check positions for C2 • 
From Theorem 2, we see that the number of the check symbols of the TDC 
code equals d of (23). Furthermore, we obtain the following corollary by (10). 
COROLLARY 2.1. The number of the check symbols of a TDC code C equals the 
number of the common zeros of C. 5 
D. Operators T x and T~ 
An encoding method for TDC codes is based on the characterization f TDC 
codes in terms of the operators T, and Tv. These operators were introduced 
by Imai (1973) for two-dimensional Fire codes (TDF codes). In  this subsection, 
the operators T~ and Tv for general TDC codes are briefly described. 
Before defining T~ and Tu, we modify the check tensor H for the TDC code 
s By a different method, Ikai et al. (1974) have obtained the same result on the number 
of the check symbols for their TDC codes. 
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C. As mentioned previously, any element hi,j- of H can be expanded in terms of 
{h~,~ I(k, l) ~H}. That is, 
h (~'~)u (26) h id  - -  2 k,~ xx/c, ~ 
(k, gI~TI 
where h(i.J) ~ GF(2) and (i,j) e g2. Then, the polynomial 
= h~'/~ y (27) 
(/c,Z)~F/ 
is considered to be the (i, j)  element of a check tensor, since f(x,  y) ~- 
~_,(i,s)~c~fi,jxiy  is a codeword of C if, and only if, 
E A,Jh'.j(x,Y) =0"  (28) 
(i,j)~g2 
Next, let ~[H]  denote the set of all polynomials uch as 
p(x, y) = ~ p,,jx'ff . (29) 
(i,j)~J2r 
Clearly hi,j(x, y) ~ ~[H] .  
We now describe T~ and 7~. These are the operators on ~[H]  defined by 
T~p(x, y) = {xp(x, y)).~ -- y~ p~,~g~+~.~(~, y), (30) 




Ho~ = [The set of all (i,j) such that (i,j) eH  and (i q- 1,j) ~ g2 --  H], (32) 
H0~ = [The set of all (i, j) such that (i, j) s H and (i, j + 1) e ~2 --  HJ, (33) 
e,,j(x, y) = x~yJ - h,.j(x, y). (34) 
It is important o notice that gi,j(x, y) is a codeword of C. This is easily seen 
from (28). 
To determine Tx and T~, the following sets of polynomials are required. 
~% = {g~+l./X, y)I(i,]) ezza~}, (35) 
~ = {g/,j+a(x, y)i(i,j) eHau). (36) 
We now show that the polynomials in ~gx and fY~u are obtained from gi(x, y) 
(i - 1, 2,..., s + 1) given by (20) and (21). Let 
i 
/~i -- Z mj (37) 
j=0 
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where m 0 is defined as zero. We first consider the polynomials g,,_t,~,(x,y) 
(i = 1, 2 ..... s + 1), where n~+ 1 is defined as zero. Clearly these polynomials are 
in f¢a~ and/or ~.  (It is assumed for the sake of brevity that (t~i_l, hi) ~ ~2 for 
all i, 1 ~< i ~< s + 1.) From (34) we see that g,~_v~(x, y) is a codeword of C 
such that x,~-~y ~ --gu~_v%(x, y) is in ~[H] .  Note that such a codeword is 
unique when/zi_ ~ and ni are specified, since no polynomial in ~[/7] is a codeword 
of C unless it is zero. On the other hand, from the construction of gi(x, y) 
described in Section 4.A, we see that x~*-~y ~ -- gi(x, y) belongs to ~[/7]. Since 
gi(x, y) is a codeword of C, we obtain 
g=,_~.~,(x, y) = g~(x, y), i = 1, 2,..., s + 1. (38) 
The other polynomials in No~ and Nay can easily be calculated from the poly- 
nomials in (38). The description of the calculation method is omitted, since this 
method is analogous to that used to determine Tx and T~ from three polynomials 
in case of TDF  codes (see Imai (1973, Appendix)). 
EXAMPLE 2d. For the TDC code C2 of Example 2,/70 x -= {(1, 1)} and//or = 
{(0, 1), (1, 1), (2, 0)} (see Fig. 2). Hence Nax = {g~a( x, Y)} and f#a~ = {go.2( x, Y), 
gl.2(x, y), g2a(x, y)}. Using (38) and the method described in Section 4.A, we 
obtain 
go,~(x, y ) = gl(x, y ) __ y2 + (x + 1)y + 1, 
g2a(x,y) ~-g~(x,y) =x2y+(x+ 1)y+x ~ ,+x+ 1. 
(The polynomial ga(x, y) is reduced to zero.) The remaining polynomial gl,~(x, y) 
is a codeword of Ca such that xy ~-  gl.2(x, Y)~ ~[/-/]. Multiplying go,~(x, y) 
by x, we have 
xgo,2(x, y) = xy ~ + (x 2 + x)y  + x. 
In order to obtain gl,2(x, y), the term xZy on the left side must be eliminated, 
since x2y 6 ~[/7]. For this purpose, g2,1 (x, y) is added to Xgo,~(x , y). Then we 
have 
gl,2(x, y) ~- xy ~ + y + x 2 + 1. 
The pol~nomials in ~ and ~u are also obtained from the check tensor H 
by calculating hi+l,~(x, y) and hid+l(x, y) by (26)and (27). In general, however, 
the preceding method is easier. 
Using the operators T~ and Tv, the TDC code is characterized asfollows. 
THEOREM 3. A polynomial f (x,  y) in ~[f2] is a codeword of the TDC code if, 
and only if, f ( T~ , T,u) = O, where 
f (T~,T~)  = ~ T~iT~Jfi,~ (39) 
(,I,D~O 
and where fi,j is the coefficient of the term xiy j of f (x,  y). 
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The proof is omitted, since it is similar to that of the corresponding theorem for 
TDF codes (Imai (1973, Theorem 5)). 
E. Dual Codes 
Another encoding method for TDC codes is derived from the concept of 
dual codes. Two M × N arrays C -- [ci,~] and D = [di,~] are said to be ortho- 
gonal if, and only if, 
c iddi5 = O. (40) 
(i d)e~ 
The dual code of a TDC code C is the set of all M × N arrays orthogonal to all 
codewords of C. 
Let C A denote the dual code of C. Obviously C A is a TDC code. It is easily 
seen that a polynomial d(x, y) in ~[~]  is in C ± if, and only if, 
{e(x, y) d(x, y)}a = 0 (41) 
for all codewords c(x, y) of C, where d(x, y) denotes the reciprocal polynomial 
of d(x, y), i.e., 
d(x, y) - xM-ly:e-ld(x-1, y-l). (42) 
By (41) we see that the CZ set o fC  ± is V 0 --  Vc, where I~ o is defined as 
~7c = {(#*, v-1)r(~, 7) evc}. (43) 
In relation to the dual code, the TDC code having the CZ set V o -- V, is 
important. It is apparent that the codeword of this code are the reciprocal poly- 
nomials of the codewords of C A. This code is called the dual reciprocal code of C 
and is denoted by C±. Clearly, the ECZ set of I~ ± is l) 0 --  l)- c . 
EXAMPLE 3b. The ECZ set of the TDC code Ca of Example 3 is I~ c = 
{(1,/3), (y, 1), (y,/3~)}. Hence, the dual reciprocal code of C a is the code having 
the ECZ set l) o --  Vc = {(Y,/3), (1, 1)}. This code is, in fact, the TDC code C2 
of Example 2. In this case, the dual code of Ca is also C2, since Vc = Vc • 
5. IMPLEMENTATION OF TDC CODES 
A. Encoding by the H-Type Register 
We represent the information symbols of a TDC code C by the coefficients of 
the polynomial 
m(x, y) = E mi j iS  (44) 
643/34/I-Z 
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where mi.j = 0, for ( i , j )~H. The coefficients mi.j[q,j)EH] are, as it were, 
dummy information symbols. By Theorem 3, the codeword corresponding to 
the information re(x, y) is 
c(x, y) = re(x, y) -- m(Too , T~). (45) 
Thus the principal problem is the calculation of m(T, ,  Tv). It can be imple- 
mented by a two-dimensional feedback shiftregister, in which the storage devices 
are arranged in the form of the check positions. We describe only the outline of 
this shift register, since it is obtained from the two-dimensional shift register for 
TDF codes (Imai (1973, Section VI)) by a straighffoward generalization once 
T~ and T~ are determined. 
The contents of the shift register are represented by the coefficients of the 
polynomial 
a (x ,y )= ~ ai,~x*y ~ (46) 
(i, j)~H 
where aid, which belongs to GF(2), is the content of the storage device at the 
position (i,j). The shift register can be shifted in the direction of x and also in 
the direction of y. The feedback connections are set such that if the register is 
shifted in the direction of x the contents become T~cr(x, y) and if the register is 
shifted in the direction ofy the contents become T~a(x, y). The register has one 
input line, and the register input is added to the input to the storage device at the 
position (0, 0) only when the register is shifted in the direction of x. The two- 
dimensional shift register of this type is called the H-type register. 
To calculate m(T~, Tv) by the H-type register, the storage devices are set to 
zero initially. Then successive M shifts in the direction of x and one shift in the 
direction of y are repeated alternatively, and when the register is shifted in the 
direction of x, each information symbol is shifted into the register in the following 
order: mM_I ,N_  1 , mM_2,N_  1 , . . . ,  mO,N_ 1 ~ mM_I ,N_  2 ,. . . ,  mo,N_2 , . . ,  mM-1,  0 , . . . ,  
too,0 • It can easily be shown that the contents of the register after mo. o is shifted 
in is m( T~ , Tv). 
EXAMPLE 2e. The H-type register for the TDC code C2 of Example 2 is 
shown in Fig. 3. In this figure double lines and capital letters indicate the connec- 
tions for the shift in the direction of x, and single lines and lower case letters 
indicate the connections for the shift in the direction of y. The polynomials 
required to construct he H-type register are calculated in Example 2d. For 
example, go.~(x, y) = y~" -+- xy + y @ 1. Hence the output of the storage device 
at the position ({3, 1) should be added to the inputs of the storage devices at the 
positions (1, 1), (0, 1), and (0, 0), when the register is shifted in the direction 
ofy. 
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INPUT A B B 
B~ )¢=B 
c J ~b  
c ¢ 
A 
FIc. 3. The H-type register for (3~. 
B. Encoding by the H-Type Register 
The/ / - type  register corresponds to the (n -- k)-stage shift register (Peterson 
(1961, p. 149)) for ordinary cyclic codes. On the other hand, the H-type register 
described in the following corresponds to the k-stage shift register (Peterson 
(1961, p. 148)). 
Le t / /=  O --  H. Then H is the set of the information positions of the TDC 
code C. It  is obvious that 17 can be chosen as a set of the check positions for the 
dual code C ± of C. Let qi,J be the (i, j) element of a check tensor for C ±. We then 
expand qi,J in terms of {qk.~ I( k, l) ~H} with coefficients from GF(2). The 
coefficient of q~.z in the expansion of q,:,j is denoted by qk,{i'J)z . Then the poly- 
nomial 
(i.J)xa, z (47) qid( x, Y) = ~ _ qk,l Y 
(k ,D~H 
is considered to be the (i,j) element of a check tensor for C ~. Thus the following 
polynomial is a codeword of C ± 
did(x, Y) ~- xiy~ -- qid(x, Y). (48) 
Obviously, {xlyJd~,j(x, y)}o is also a codeword of C ± for arbitrary integers I and 
J, and is orthogonal to all codewords of C. Therefore, any codeword c(x, y) of 
C must satisfy 
Ci+i , j+ j  - -  ~ ~(i,J). (49) - -  _ Clk,l (~lc+I,~+J 
1~,I)~17 
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where c~,~ is the coefficient of the term xUS of c(x, y) and the subscripts u and 
v are calculated modulo M and N, respectively. 
In order to describe the/-/-type register, we further require the following 
subsets of H: 
H~ ~ [The set of all (i,j) such that (i,j) eHand (i --  1,j) el l] ,  (50) 
He~ = [The set of all (i, j) such that (i, j) e H and (i, j -- 1) e H]. (51) 
We now consider a two-dimensional feedback shift register, in which the 
storage devices are arranged in the form of the information positions of the TDC 
code C. The positions of a storage device is represented by (i, j) ~ 11, and the 
content of the storage device at the position (i,j) is denoted by si.~ • This register 
can be shifted in the direction of x and also in the direction of y. The feedback 
connections are set as follows. If the register is shifted in the direction of x, the 
input to the storage device at the position (i, j) is si_l. j for (i, j) ~ Ho~, and 
_(i-1.5) o (52) _ t/k,~ "k,~ 
(k,1)~H 
for (i,j) ~He~. On the other hand, if the register is shifted in the direction of y, 
the input to the storage device at the position (i, j) is sid-1 for (i, ]) ¢/Iov, and 
_ q~,~ sk.~ (53)  
(k,z)eII 
for (i, j) ~ Hov. (If necessary, the first and second subscripts of s are calculated 
modulo M and N, respectively.) The two-dimensional feedback shift register 
of this type is called the H-type register. 
To construct the H-type register, the following sets of the polynomials of (48) 
are necessary. 
~ = {d~._ 1,~.(x, y)[(i, j) ~/70~}, (54) 
~e~ = (di.j-d x, Y) I(i, J) ~/Te~). (55) 
The polynomials in ~e~ and ~0u are obtained by calculating the polynomials in 
fqax and ~fav given by (35) and (36) for the dual reciprocal code {~.± of C. It is 
easily verified that the sets of the reciprocals of the polynomials in ~f0x and 
fqeu for ~ l  are ~ex and ~ou for C, respectively. 
In order to encode the information symbols mi.j[(i, j) ~ HI  into the codeword 
c(x, y) using the H-type register, the content of the storage device at the position 
(i,j) is set to mid initially. Then, successive M shifts in the direction of x and one 
shift in the direction ofy are repeated alternatively with no input, and the content 
of the storage device at the position (M -- 1, N -- 1) is read out when the register 
is shifted in the direction of x. Noting that the coefficients of c(x, y) satisfy (49), 
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FIG. 4. The information positions for Cz • 
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FIG. 5. The /7-type register fo C3 • 
we see that the coefficients of c(x, y) are read out by this procedure in the 
following order: £M- -1 ,N- -1  , CM--2,N--1 ,'*', CO,N-1  , CM--1,N--2 , " ' ,  C0,N---2 , " ' ,  CM--I ,O , " ' ,  
Co, 0 • 
EXAMPLE 3C. Consider the//-type register for the TDC code Ca of Example 
3. The information positions for Cz are shown in Fig. 4. Evidently, H0~ =- {(1, 3)} 
and/-/0y - {(0, 4), (1, 3), (2, 3)}. Hence the polynomials required to construct 
the/7-type register are d0,a(x, y), dl,2(x ,y), and d2.2(x , y). The dual reciprocal 
code of C3 is C2 of Example 2, and the polynomials in N0x and Nay for C 2 are 
calculated in Example 2d. From these polynomials we obtain 
go,~(x, y) = ?,~,~(,:, y) = y~ + (x~ ÷ x) y~ + (~". + x + ~) y , 
dl,2(x,y) = gl,2(x,y) = xy ~ 4- x2y a q- (x 2 + 1)y 4, 
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Then the//-type register for C a is constructed as shown in Fig. 5. The meanings 
of lines and letters in this figure are the same as Fig. 3. 
C. Decoding of TDBCC Codes 
I f  a TDC code is a two-dimensional burst-correcting cyclic code (a TDBCC 
code), the decoding of the code is performed by using the H-type register. The 
description of the decoding procedure is omitted, since it is exactly the same as 
that for TDF  codes (Imai, 1973, p. 805), after constructing the H-type register. 
6. CONCLUDING REMARKS 
A basic theory of two-dimensional cyclic codes (TDC codes) has been 
presented. The main results are the characterization f TDC codes in terms of the 
common zero sets (CZ sets) in Section 3, the determination f the check positions 
in Section 4, and the encoding methods using two-dimensional feedback shift 
registers in Section 5. The purpose of Section 5 is to show the fundamental 
principles of encoding methods. It is possible to improve the two-dimensional 
shift registers according to the intended applications. 
The presented theory is useful not only for the design and implementation f 
TDC codes but also for the analysis and generation of two-dimensional periodic 
arrays. As an interesting example, consider the problem of constructing the two- 
dimensional linear shift register with minimum number of storage devices that 
generates a given two-dimensional periodic array of period (M, N)(M, N odd). 6 It 
is assumed that the contents of the storage devices can be set to appropriate 
values initially, but after setting the initial values, the register is shifted with no 
input. This problem is reduced to the problem of constructing the H-type 
register for the TDC code with minimum number of information symbols that 
has the given M X N array as a codeword. Then, this problem can easily be 
solved by calculating the zeros of the given M X N array. 
It is easy to generalize the theory of the paper so as to be applicable to TDC 
codes over any finite field. However, the restriction on the area is essential. 
This is due to the fact that Theorem 1 does not hold for the binary TDC codes 
of even area. For example, all binary TDC codes of area 2 X 2 except for the 
trivial codes have the same CZ set {(1, 1)}, if the CZ set is defined in the similar 
way. 
RECEIVED: January 15, 1975; REVISED: May 28, 1976 
6 A two-dimensional periodic array {as.j} is called a two-dimensional array of period 
(M, N), if M and N are the least positive integers satisfying aid = a~+M.j = ai.¢+N, 
for all i and j. 
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