Abstract. Driving is a multitasking activity that requires drivers to manage their attention between various driving-and non-driving-related tasks. By modeling drivers as continuous controllers, the discrete nature of drivers' control actions is lost and with it an important component for characterizing behavioral variability. We propose the use of cognitive architectures for developing models of driver behavior that integrate cognitive and perceptual-motor processes in a serial model of task and attention management. A cognitive architecture is a computational framework that incorporates built-in, well-tested parameters and constraints on cognitive and perceptual-motor processes. All driver models implemented in a cognitive architecture necessarily inherit these parameters and constraints, resulting in more predictive and psychologically plausible models than those that do not characterize driving as a multi-tasking activity. We demonstrate these benefits with a driver model developed in the ACT-R cognitive architecture. The model is validated by comparing its behavior to that of human drivers navigating a four-lane highway with traffic in our fixed-based driving simulator. Results show that the model successfully predicts aspects of both lower-level control, such as steering and eye movements during lane changes, as well as higher-level cognitive tasks, such as task management and decision making. Many of these predictions are not explicitly built into the model but rather come from the cognitive architecture as a result of the model's implementation in the ACT-R architecture.
INTRODUCTION
Computational driver models have been developed to characterize many aspects of the driving task.
However, the vast majority focuses on lower-level control behavior, such as process models of lane Salvucci, Boer, & Liu 3 keeping and curve negotiation (e.g., 1, 2, 3, 4, 5, 6) . Given these detailed models, researchers have started to develop integrated driver models that combine these lower-level models of control with a higher-level model of cognitive processing and decision making (e.g., 7, 8) . The higher-level cognitive components of such an integrated driver model are responsible for maintaining situation awareness, determining strategies for navigation, deciding when to initiate and terminate maneuvers, and managing other tasks that are not immediately relevant to the primary driving task (e.g. changing radio stations or talking on a cell phone).
Integrated driver models thus require task prioritization and attention management to handle the multitasking nature of the driving task (9) . The issue at hand is what computational framework is best suited for tying together existing lower-level control models with higher-level goal setting such that known constraints on perception, cognition, and control are not violated.
In this paper we propose a novel approach to developing integrated driver models using cognitive architectures. A cognitive architecture is a theory of human cognition and perceptual-motor actions that provides a rigorous framework for building, running, and testing computational models of behavior. The architecture includes numerous built-in, well-tested predictions concerning the parameters and constraints of cognition (e.g., memory and forgetting effects, errors, attention allocation) and of visual-motor performance (e.g., manual control actions, eye movements). Cognitive architectures have been employed extensively in psychology and the cognitive sciences to model human behavior (e.g., 10, 11, 12) . By developing a model of driving in a cognitive architecture, the model inherits all the cognitive and perceptual-motor predictions of the architecture and allows for more psychologically plausible models of behavior. The model also produces quantitative predictions about control and perceptual behavior that can be compared directly to observed driver behavior (e.g., steering and eye-movement data). Thus, the model provides a theoretical understanding of driving behavior, a practical formalization of driver intentions for intelligent vehicle support systems, or a testbed to predict the effect of various in-car systems on driver behavior.
To demonstrate the benefits of our approach, we present a computational driver model developed in the ACT-R cognitive architecture (10) . The model focuses on highway driving, particularly on the integration of the lane keeping, curve negotiation, and lane changing subtasks. The model is based on our integrated hierarchical driver modeling framework (9) in that it characterizes the interaction between operational Salvucci, Boer, & Liu 4 control and cognitive information processing. Operational control involves lane keeping, speed regulation, and headway regulation. These mechanisms are based on the perceptually plausible control model that we have developed in the past (13) . The cognitive processing monitors the environment to maintain awareness of other vehicles and makes decisions on when to change lanes based on its current mental model of the situation and thresholds of acceptable behavior (e.g., desired time headway to the lead car). It effectively controls the amount of attention allocated to control, situation awareness, and other non-driving tasks through serial temporal multiplexing (i.e. sequentially allocating the available attention on a task). A practical model of driving should be based on (1) use of input variables that drivers can actually perceive, (2) realistic constraints on memory, cognitive processing speed, and attention dynamics, and (3) a cognitively plausible characterization of how drivers evaluate performance (2, 14) . In this paper, we explicitly focus on the cognitive components of the model, but also utilize perceptually plausible lowerlevel controllers and represent performance with a satisficing rather than optimizing implementation (13) .
We validate the driver model by comparing the model's behavior to the behavior of human drivers in an empirical study with our fixed-based driving simulator (15) . The study collected various types of control data as drivers navigated a four-lane highway with moderate traffic. In addition, eye movements were monitored in our experiments and used as a rational surrogate for attention shifts. Results show that the model reproduces key signatures of driving behavior at the operational as well as the cognitive level. It is capable of predicting attentional demands and reproducing drivers' attention shifts during lane keeping and curve negotiation as well as before and during lane changes.
COGNITIVE ARCHITECTURES AND DRIVING
Cognitive architectures are formal frameworks for specifying models of human behavior (10, 11, 12) .
In a sense, cognitive architectures are similar to computer programming languages in which users can write and run behavioral models. However, unlike standard programming languages, cognitive architectures are designed to be psychologically plausible by incorporating numerous parameters and constraints of human cognition and perceptual-motor behavior. Thus, models developed within these architectures automatically abide by these parameters and constraints and thus provide a more accurate representation of human abilities.
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This section offers a brief overview of cognitive architectures with an emphasis on their application to driving. For simplicity, we focus on a specific type of cognitive architecture, namely production-system architectures based on condition-action rules (e.g., ACT-R, 10), that are particularly appropriate to modeling the interaction of higher-and lower-level behavior. Interested readers can refer to (10, 11, 12) for more details on these and other architectures.
A Brief Introduction to Cognitive Architectures
Cognitive architectures, loosely speaking, can be described in three components: knowledge representation, performance, and learning. Knowledge representation provides a formalization of both factual and skill knowledge available to the person. Skill knowledge is often represented as conditionaction (or "production") rules that "fire" when the conditions are satisfied, thus producing the specified Performance for a cognitive architecture describes how the architecture processes information and generates behavior through rule applications. At each cycle of a simulation, the architecture determines which rules can fire and selects them in a "conflict resolution" process; this process evaluates rules according to each rule's costs and benefits and fires the rule with the greatest total gain (i.e., total benefit minus cost); the benefit is associated with the higher-level goal that should be satisfied, such as safe arrival at the destination, and the cost is associated with both the immediate cost of firing the rule and the estimated remaining long-term cost of following the global strategy embodied by the rule (if any). In firing the rule, the architecture generates the actions of that rule which typically include one or more of perceptual actions (e.g., look at the lead car), motor actions (e.g., steer some amount), and updates to factual knowledge. Each rule firing takes some predetermined time, possibly dependent on the time needed to retrieve the factual knowledge in the condition set. Also, the architecture typically incorporates parameters for generated perceptual-motor actions, such as the time needed to move the hands or to shift visual attention and move the eyes, etc. Thus, a model simulation generates a sequence of behaviors completely analogous to those generated by humans.
Learning in a cognitive architecture can occur at two levels. First, there is discrete learning in which new facts or rules are integrated into the old system. For instance, if a passenger tells the driver that his house is directly ahead, the driver incorporates this as new factual knowledge. Second, there is continuous learning in which existing facts or rules are strengthened or weakened as a result of practice. For instance, if a particular rule or fact is used very often, its strength increases steadily thus facilitating its use in future applications; on the other hand, it is used infrequently, it can decay to the point in which it must be relearned. With both discrete and continuous learning acting in unison, cognitive architectures can account for a very wide range of adaptive behavior from novices to experts; it should be noted, however, that producing reasonable learning with different mechanisms acting together can sometimes be difficult to
control, and there is much work to be done to determine how such mechanisms interact in the complex domain of driving.
Advantages of Modeling Driver Behavior in a Cognitive Architecture
Cognitive architectures have been successfully employed in a wide variety of domains to model and study human behavior (see 10, 11, 12) . Surprisingly, there has been only one attempt to model driving in a cognitive architecture, namely Aasman's model of a driver approaching an unordered intersection (16) .
However, we believe that cognitive architectures offer a host of benefits for modeling driver behavior that could nicely build on existing work in this area. There are at least two primary reasons for this optimism. We can note several of the most important phenomena successfully modeled by cognitive architectures and how they might be addressed in driving:
• individual variability: Architectures allow for several types of variability ranging from simple errors to those stemming from statistical variations in attention management to variations in higher-level cognitive strategies. The parameters that account for such variability could be tuned in driver models to represent different classes or types of drivers (e.g., younger versus older, passive versus aggressive).
• satisficing behavior: Most architectures do not guarantee optimal performance, but rather perform to a "satisficing" threshold above which any performance is acceptable. This feature helps to account for results showing that driver behavior is often better characterized as satisficing rather than optimal (9,
13, 14).
• attention and attentional capacity: While drivers can see a great deal in their field of view, the amount of information they can process through visual attention is much more limited and requires movement of attention between salient regions of the view. Architectures help to describe how much information can be processed, how quickly it is processed, and how this processing may interfere with other driving tasks.
• working memory load: Architectures typically include limits on the amount of information that can be mentally stored and processed during a given time period. Such limits help to account for cognitive limitations in dealing with heavy multitasking with multiple tasks or instruments (e.g., a cell phone or navigation device).
• seriality versus parallelism: The necessity of multitasking during driving brings up the important issue of how much processing (visual, motor, and cognitive) can be done in parallel and how much must be done serially. Architectures vary on this issue but generally agree that a system with limited parallelism but otherwise primarily sequential execution is best suited to account for human behavior, thus constraining the structure of driver models and capturing certain aspects of driver limitations.
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• workload: Architectures typically have some interpretation of multitasking workload for their particular parameters and constraints, though they differ greatly on these interpretations. Nevertheless, architectures could allow a given driver model to predict effects on mental and physical workload given different settings of these parameters for different individuals and situations.
Note that the above aspects of behavior can be quite interdependent, and in fact another advantage of a cognitive architecture is that it allows for rigorous exploration of the interactions between any combination of these factors.
AN ARCHITECTURE-BASED INTEGRATED DRIVER MODEL
To demonstrate the power of modeling driver behavior in a cognitive architecture, we have developed a computational driver model in the cognitive architecture ACT-R (10). ACT-R has been employed to model behavior in a wide array of domains ranging from list memory to mathematical problem solving to air traffic control (see 10). The step to modeling driver behavior offers both many challenges for the architecture in handling such a complex multitasking domain, and many opportunities to learn more about driver behavior and modeling through implementation in this rigorous framework. The core foundation of the integrated driver model is its skill knowledge specified as condition-action rules. The model contains 45 rules that fire serially such that the various tasks require management to interleave and execute. We can characterize the model in terms of three core components: control, monitoring, and decision making. Figure 1 provides an outline of these components and shows how they fit together.
<< Insert Figure 1 here >> As a long-term goal, the model presented here serves as a foundation for exploring many of the behavioral phenomena described earlier. For the purposes of this paper, we focus on two particular aspects of highway driving behavior: control behavior as indicated by steering, and monitoring behavior as indicated by drivers' eye movements (and thus visual attention). We now describe the three model components in turn using Figure 1 as a guide.
Control
To control the vehicle, the driver model first runs through several steps to perceive the relevant aspects the external environment. The model uses a basic two-way control paradigm (3) that centers on two perceptual targets:
• near point: a nearby point representing the focus of visual attention when determining the vehicle's current placement within its lane. The near point is located in the center of the vehicle lane with a time headway of 0.5 seconds, as has been found in empirical studies (17) .
• far point: a distant point representing the driver's focus of visual attention when previewing the road ahead. The far point can be one of three visual targets: the lead car when there is a car present; the tangent point (18) on a curved road segment; or the vanishing point on a straight road segment, with a maximum time heading of four seconds (14) . Of these three possible targets, the far point is designated to be the target closest to the near point in terms of visual angle.
To encode these two targets, the model moves its visual attention to the near point and then the far point, gathering perceptually plausible variables that will be used for vehicle control. The model first encodes the near and far point horizontal visual angles θ near and θ far , and the type of far point (vanishing point, tangent point, or lead car). When the type of far point is a lead car, the model also computes the time headway THW car to the lead car given the current perceived velocity v. If the type of far point has not changed since the last update cycle, the model also calculates the changes in each of these variables, namely ∆θ near , ∆θ far , and ∆THW car . Finally, the model notes the elapsed time ∆t since the last update cycle.
Using these perceptual variables, the model can calculate the necessary updates for the purposes of steering and speed control. The model employs a controller very similar to a standard PID controller (19) for both types of control. For steering, the model computes a change in steering angle ∆steer as follows: did not incorporate any type of learning into our model; however, it is very feasible that these parameter values could be learned through experience given the learning mechanisms built into the ACT-R architecture.
Model Simulation and Output
The current implementation of the model runs in an integrated environment in which the ACT-R system communicates directly with a minimal-graphics simulated environment. A simulation run produces an output data file with the same format generated by our driving simulator, including steering-wheel angle, accelerator and brake position, turn signal activation, and eye movements. The model protocols can be replayed directly in the full simulator to observe the model's driving in various playback speeds and configurations, just as we do with human subject protocols.
EMPIRICAL VALIDATION
To validate the driver model, we compared the behavior of the model to that of human drivers in an empirical study (21) . The empirical data were collected in a fixed-based driving simulator with a naturalistic highway environment. Space constraints preclude a detailed analysis of all aspects of the human and model data. Thus we focus on two particular aspects of the data, namely driver's steering behavior and eye movements, during the lane keeping / curve negotiation, and lane changing tasks of highway driving.
Data Collection
The empirical study we used for model validation (21) examined driver behavior in a highway environment. In the study, drivers navigated two simulated highways with four lanes, two in each direction, and standard American lane markings; one highway included shallow curves of various curvatures and lengths while the other included no curves. The highways contained no scenery except for a side wall off the roadside and included no on-ramps or off-ramps. Moderate vehicle traffic was introduced with automated vehicles that drove at various desired speeds and passed one another (and the driver car) when necessary.
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The simulator used in the study was the Nissan CBR fixed-based driving simulator (15) . This simulator uses the front half of a Nissan 240SX instrumented to interact with two computers that collect control data and render the environment on a 70° field of view projected screen. In addition, a simulated rear-view mirror is superimposed on the screen, giving drivers a reasonably natural and effective way to see behind the car. The simulator has an integrated eye tracker that continually records where the driver is looking on the screen, providing an estimate of the driver's focus of visual attention during the highway driving task.
Empirical and Modeling Results
We ran the model for three simulations on each of the two highways, generating protocol data in the 
Lane Keeping and Curve Negotiation
We begin by examining steering behavior during lane keeping, particularly steering before, during, and after curve negotiation. because the model extracts only minimal information from the near point (i.e., θ near ), it processes this point extremely quickly and almost never has a chance to move the eyes to this location. The model also gives a reasonable fit to the other dwell ratios including that on the rear-view mirror. Further parameter adjustment, particularly to P monitor , could potentially produce better fits but clearly the model captures the overall qualitative pattern in the data.
<< Insert Figure 3 here >>

Lane Changing
We analyze lane changing behavior again using steering and eye-movement data from the straight highway data only. Figure 4 
CONCLUSIONS
We have explored the benefits of modeling driver behavior in a cognitive architecture. Architectures provide a convenient computational framework in which models automatically abide by built-in, welltested parameters and constraints on cognition and perceptual-motor processes. The presented integrated driver model, developed in the ACT-R architecture, demonstrates how a serial-processing model can account for several aspects of driver behavior, including steering and eye-movement behavior. This model uses discrete updates for continuous control, produces monitoring behavior to maintain situation awareness, and makes decisions in accordance with its current mental model of the situation. It does so by using a hierarchical goal structure with different levels of behavior, with higher-level behavior (e.g., decision making) driving the initiation and management of lower-level behavior (e.g., control). The model nicely captures qualitative and quantitative behavior collected from human drivers in a naturalistic simulator study. We believe that this model and the general approach to modeling driver behavior in cognitive architectures will be an extremely fruitful avenue for future research in modeling a wide range of driver behavior phenomena.
FIGURE CAPTIONS FIGURE 1
Overview of the ACT-R integrated driver model.
FIGURE 2
Steer angle and lane position before, during, and after curves.
FIGURE 3
Gaze dwell ratios on different visual targets during lane keeping and curve negotiation. 
