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1 Introduccio´n
Uno de los problemas cla´sicos en Teor´ıa de Nu´meros es la ubicacio´n de los
nu´meros primos en el conjunto de los nu´meros naturales. El teorema de Dirich-
let (1837) establece que, si a y n son nu´meros naturales coprimos, hay infinitos
primos en la sucesio´n n + a, 2n + a, 3n + a, · · · . Las demostraciones cono-
cidas de este teorema son dif´ıciles: la prueba original de Dirichlet usa teor´ıa
anal´ıtica de nu´meros y hay otras posteriores, ma´s algebraicas, de Selberg ([7])
y de Zassenhaus ([10]), por ejemplo.
En algunos casos particulares, hay demostraciones de este teorema ma´s
elementales. Por ejemplo, la primera demostracio´n conocida de la infinitud de
nu´meros primos, que se encuentra en los Elementos de Euclides (siglo III a. C.),
puede pensarse como un caso particular de este teorema para a = n = 1. Otro
caso similar es la siguiente demostracio´n elemental de la infinitud de primos de
la forma 4k + 3 con k ∈ N: Si, adema´s del 3, hubiese finitos primos p1, . . . , pr
de esta forma (este conjunto no es vac´ıo porque el 7 es uno de estos primos),
consideremos m = 4.p1. · · · .pr + 3. Como el nu´mero impar m no es divisible
por 3 ni por ninguno de los pi (1 ≤ i ≤ r), cualquier primo que divida a m debe
ser de la forma 4h+ 1 para h ∈ N. Luego
3 ≡ m ≡ (4h1 + 1).(4h2 + 1). · · · .(4ht + 1) ≡ 1 (mo´d 4)
lo que es un absurdo que provino de suponer que hab´ıa finitos primos de la
forma 4k + 3. Una demostracio´n similar puede usarse para probar que hay
infinitos primos de la forma 6k + 5.
Para el caso particular a = 1, existen distintas demostraciones elementales
del Teorema de Dirichlet (ver, por ejemplo, [2, 4, 5, 6, 8, 9])
En lo que sigue, daremos una demostracio´n del Teorema de Dirichlet para
el caso a = 1 que so´lo usa aritme´tica elemental, polinomios en una variable y
ra´ıces de la unidad.
2 Un resultado aritme´tico
En esta seccio´n, demostraremos un resultado auxiliar de divisibilidad entre
nu´meros naturales que vamos a necesitar ma´s adelante. Antes de este resultado,
veamos que ciertas cuentas pueden hacerse mo´dulo un primo.
Sea p ∈ N un nu´mero primo, y sea b ∈ Z coprimo con p. Entonces, la
ecuacio´n de congruencia b.X ≡ 1 (mo´d p) tiene una u´nica solucio´n c tal que 1 ≤
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c ≤ p−1. A esta solucio´n la llamaremos b−1, ya que es el inverso multiplicativo
de b mo´dulo p. Esto nos permite definir, para b ∈ Z coprimo con p, br mo´dulo
p para cualquier r ∈ Z:
br ≡
{
br (mo´d p) si r ≥ 0
(b−1)−r (mo´d p) si r < 0
Con esta definicio´n, es fa´cil probar las siguientes congruencias mo´dulo p, cuando
b ∈ Z es coprimo con p y r, s ∈ Z:
br+s ≡ br.bs (mo´d p)
br.s ≡ (br)s (mo´d p) (1)
Usando esta propiedad, vamos a demostrar el siguiente
Lema 2.1 Sean n, b ∈ N. Si p ∈ N es un nu´mero primo tal que p | bn − 1 y
p - bd − 1 para todo d < n divisor positivo de n, entonces n | p− 1.
Demostracio´n. Como p | bn − 1, es claro que p es coprimo con b, ya que de lo
contrario, p dividir´ıa a 1. Usando el pequen˜o teorema de Fermat, tenemos que
bp−1 ≡ 1 (mo´d p). Sea M = (n, p−1) el ma´ximo comu´n divisor entre n y p−1.
Entonces, existen enteros r, s tales que M = n.r + (p− 1).s. Como (b, p) = 1 y
r, s ∈ Z, usando (1),
bM = br.n+s.(p−1) = (bn)r.(bp−1)s ≡ 1 (mo´d p).
Luego,M es un divisor de n tal que p | bM −1. Entonces, por nuestra hipo´tesis,
M = n, con lo que n | p− 1. ¤
Este lema nos da una herramienta para encontrar primos p tales que
p ≡ 1 (mo´d n). En la siguiente seccio´n, introduciremos algunas nociones de
polinomios que nos permitira´n encontrar primos que cumplan estas condiciones.
3 Polinomios cicloto´micos
Sea n ∈ N. Recordemos que una ra´ız n-e´sima de la unidad es cualquiera de
los n nu´meros complejos distintos que son ra´ıces del polinomio Xn − 1. Una
ra´ız n-e´sima primitiva de la unidad ξ es una ra´ız n-e´sima de la unidad tal que
cualquier potencia positiva ma´s chica que n no da 1, es decir
ξd 6= 1 para todo 1 ≤ d < n.
Cada ξ ra´ız n-e´sima de 1 debe ser d-e´sima primitiva para algu´n d u´nico tal
que 1 ≤ d ≤ n. Ma´s au´n, d resulta un divisor de n, ya que si M = (n, d),
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escribie´ndolo como combinacio´n lineal de n y d, se tiene que ξM = 1 y por lo
tanto d =M . Luego,
{ξ ∈ C | ξn = 1} =
⋃
d∈N, d|n
{ξ ∈ C | ξ es ra´ız primitiva d− e´sima de 1} (2)
donde la unio´n de la derecha es disjunta.
Definicio´n 3.1 Dado n ∈ N, se llama polinomio cicloto´mico de ı´ndice n al
polinomio Φn(X) ∈ C[X] definido por
Φn(X) :=
∏
ξ ra´ız primitiva n-e´sima de 1
(X − ξ).
Notar que, de (2), se tiene que




La siguiente propiedad de los polinomios cicloto´micos se basa en que si
un polinomio con coeficientes enteros es divisible en C[X] por un polinomio
mo´nico con coeficientes enteros, entonces el cociente resulta tener coeficientes
enteros, lo que es evidente a partir del algoritmo recursivo cla´sico de divisio´n
de polinomios.
Lema 3.2 Para todo n ∈ N, el polinomio cicloto´mico Φn(X) tiene coeficientes
enteros.
Demostracio´n. Lo demostraremos por induccio´n global en n. Si n = 1, Φ1(X) =
X − 1 y el resultado es obvio.
Supongamos ahora que el resultado es cierto para todo natural k < n.
Ordenando la factorizacio´n de Xn − 1 dada en (3), tenemos que




Por hipo´tesis inductiva, cada polinomio Φd(X) en la productoria tiene coe-
ficientes enteros y, por definicio´n, cada uno de estos polinomios es mo´nico.
Luego, Φn(X) es el cociente entre Xn − 1 y este producto, que es un poli-
nomio mo´nico a coeficientes enteros. Esto asegura que Φn(X) tiene todos sus
coeficientes enteros. ¤
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En lo que sigue, notaremos Γn(X) :=
∏
d|n,1≤d<nΦd(X). Observemos que
Xd − 1 divide a Γn(X) para cualquier d divisor propio de n ya que todas las
ra´ıces de Xd − 1 son simples y son ra´ıces tambie´n de Γn(X). Ma´s au´n, como
Xd − 1 es un polinomio mo´nico, el cociente resulta tambie´n un polinomio a
coeficientes enteros.
Una u´ltima propiedad que vamos a usar de los polinomios cicloto´micos es
la siguiente:
Lema 3.3 Sea n ∈ N. El polinomio Φn(X) es estrictamente creciente en
[1,+∞). Si adema´s, n > 1, Φn(2) ≥ 2.
Demostracio´n. Si n = 1 o n = 2, el enunciado es evidente, ya que Φ1(X) =
X − 1 y Φ2(X) = X + 1. Si n ≥ 3, todas las ra´ıces de Φn son complejas
no reales de mo´dulo 1. Por lo tanto, Φn es producto de cuadra´ticas del tipo
(X − ξ).(X − ξ) = X2− 2 cos θX +1 que no tienen ra´ıces reales, y por lo tanto
son siempre positivas y estrictamente crecientes en [cos θ,+∞). Luego Φn debe
ser positiva y estrictamente creciente en [1,+∞). Entonces, teniendo en cuenta
que Φn(X) tiene todos sus coeficientes enteros, Φn(2) > Φn(1) ≥ 1 y por lo
tanto, Φn(2) ≥ 2. ¤
4 El resultado principal
Siguiendo con las notaciones anteriores, dado n ∈ N tenemos dos polinomios
Φn(X) y Γn(X) con coeficientes enteros que son coprimos. Aplicando el algo-
ritmo de Euclides en Q[X] obtenemos que existen polinomios rn(X), sn(X) ∈
Q[X] tales que
1 = rn(x).Φn(X) + sn(X).Γn(X).
Sea `n ∈ N el mı´nimo comu´n mu´ltiplo entre todos los denominadores de los coe-
ficientes de rn(X) y sn(X). Multiplicando la igualdad anterior por `n obtenemos
polinomios Rn(X), Sn(X) con coeficientes enteros tales que
`n = Rn(x).Φn(X) + Sn(X).Γn(X). (4)
Ahora tenemos todos los ingredientes como para demostrar nuestro resul-
tado principal:
Teorema 4.1 Dado n ∈ N, existen infinitos primos de la forma p = q.n + 1,
con q ∈ N.
Demostracio´n. Evaluemos la identidad (4) en 2.`n:
`n = Pn(2.`n).Φn(2.`n) +Rn(2.`n).Γn(2.`n).
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Como todos los polinomios involucrados tienen coeficientes enteros, e´sta igual-
dad vale en Z. Sea p un primo que divide a Φn(2.`n) ≥ 2. Entonces p divide
a Φn(2.`n).Γn(2.`n) = (2`n)n − 1 y, por lo tanto, p es coprimo con 2.`n. En-
tonces, p no puede dividir a Γn(2.`n), de lo contrario p dividir´ıa a `n. Como
para todo d divisor positivo de n tal que d < n, Γn(X) = (Xd− 1).Qd(X) para
algu´n polinomio a coeficientes enteros Qd(X), resulta que p no puede dividir a
(2.`n)d − 1 para ningu´n d, pues si no, dividir´ıa a Γn(2.`n). Notar entonces que
estamos en las condiciones del Lema 2.1: p divide a (2`n)n − 1 y no divide a
(2.`n)d − 1 para todo d divisor positivo de n menor que n. Luego p es de la
forma deseada, p = q.n+ 1.
Hasta ahora, hemos obtenido solo un primo que cumple lo pedido. Para
demostrar la infinitud, utilizamos a una idea similar a la de Euclides. Suponga-
mos que hay finitos primos p1, . . . , ps congruentes a 1 mo´dulo n. Si consideramos
Φn(2.`n.p1 . . . ps) ≥ 2, y tomamos p primo positivo que lo divida, siguiendo la
demostracio´n anterior, p resulta congruente a 1 mod n. Sin embargo, como
p | Φn(2.`n.p1. . . . .ps).Γn(2.`n.p1. . . . .ps) = (2`n.p1. . . . .ps)n − 1, p no puede ser
ninguno de los pi, lo que nos lleva a un absurdo que provino de suponer la
finitud de estos primos. ¤
Observacio´n 4.2 Notar que, con las notaciones anteriores, dado cualquier
nu´mero natural m, la demostracio´n del teorema nos asegura que si p es un
primo positivo, tal que p | Φn(m) y (p, `n) = 1, entonces p ≡ 1 (mo´d n).
En lo que sigue, vamos a ver co´mo el teorema anterior nos permite calcular
los primos buscados en un ejemplo.
Ejemplo 4.3
Sea n = 12. Calculemos primero los polinomios cicloto´micos involucrados:
Φ1(X) = X−1; Φ2(X) = X
2 − 1
Φ1(X)














= X4 −X2 + 1.
Luego, los polinomios de la identidad (4) en nuestro caso sera´n:
Φ12(X) = X4 −X2 + 1 y Γ12(X) = X
12 − 1
Φ12(X)
= X8 +X6 −X2 − 1.
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X2)(X8 +X6 −X2 − 1).
Luego, la ecuacio´n (4) en este caso queda
6 = (4 + 3X2 −X6)(X4 −X2 + 1) + (−2 +X2)(X8 +X6 −X2 − 1).
Para obtener el primer primo congruente a 1 mo´dulo 12, evaluamos Φ12 en
2.6 = 12 y da 20593 que es ya es primo. Para obtener el pro´ximo, habr´ıa que
evaluar Φ12 en 2.6.20593 lo que da 3729095127575903994481 que es producto
de los primos 349 y 10685086325432389669, ambos congruentes a 1 mo´dulo 12.
Como puede verse, este procedimiento ra´pidamente da nu´meros grandes.
Sin embargo, si usamos la Observacio´n 4.2, evaluando el polinomio en cualquier
nu´mero, y considerando todos los primos que aparecen en la factorizacio´n salvo
eventualmente el 2 y el 3, obtenemos primos congruentes a 1 mo´dulo 12 ma´s
chicos. As´ı, aparecen Φ12(2) = 13, Φ12(3) = 73, Φ12(4) = 241, Φ12(5) = 601,
Φ12(6) = 13.97, Φ12(7) = 13.181, Φ12(8) = 37.109, Φ12(9) = 6481, Φ12(10) =
9901 y Φ12(11) = 13.1117. En el caso en particular del 12, 2 y 3 nunca van a
aparecer en la factorizacio´n de Φ12(m) ya que, para cualquier valor entero de
m, m4 −m2 + 1 ≡ 1 (mo´d 6).
5 Algunos casos particulares
5.1 El caso n primo
Cuando n > 2 es primo, Φn(X) =
∑n−1
i=0 X
i y Γn(X) = X − 1. En este caso,
podemos escribir expl´ıcitamente el algoritmo de Euclides de la identidad (4)
entre estos polinomios:




En particular, Φn(2) = 2n − 1 es coprimo con n (pues usando el pequen˜o
teorema de Fermat, 2n − 1 ≡ 1 (mo´d n)). Luego, aplicando el Teorema 4.1,
obtenemos una propiedad cla´sica de los nu´meros de Mersenne que dice que
cualquier primo que divida a 2n−1 debe ser congruente a 1 mo´dulo n. Tambie´n
podemos deducir que existe un primo p ≡ 1 (mo´d n) con p ≤ 2n − 1.
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5.2 El caso n = 2k
Cuando n = 2k con k ∈ N, Φn(X) = X2k−1 + 1 y Γn(X) = X2k−1 − 1. En este
caso, vale que
2 = 1.Φn(X)− 1.Γn(X).
Por lo tanto, evaluando en 2, tenemos que cualquier primo que divida al nu´mero
de Fermat 22
k−1
+1 debe ser congruente a 1 mo´dulo 2k, y tambie´n tenemos una
cota del estilo del caso anterior: existe un primo p ≡ 1 (mo´d n) con p ≤ 2n2 −1.
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