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Abstract
The stability of static solutions of the spherically symmetric,
asymptotically flat Einstein-Vlasov system is studied using a Hamilto-
nian approach based on energy-Casimir functionals. The main result
is a coercivity estimate for the quadratic part of the expansion of the
natural energy-Casimir functional about an isotropic steady state. The
estimate shows in a quantified way that this quadratic part is positive
definite on a class of linearly dynamically accessible perturbations, pro-
vided the particle distribution of the steady state is a strictly decreas-
ing function of the particle energy and provided the steady state is not
too relativistic. This should be an essential step in a fully non-linear
stability analysis for the Einstein-Vlasov system. In the present paper
it is exploited for obtaining a linearized stability result.
1 Introduction
The aim of the present paper is to investigate the stability of spherically
symmetric steady states of the Einstein-Vlasov system against spherically
1
symmetric perturbations. The system describes, in the context of general
relativity, the evolution of an ensemble of particles which interact only via
gravity. Galaxies or globular clusters, where the stars play the role of the
particles, can be modeled as such ensembles, since collisions among stars
are sufficiently rare to be neglected. The particle distribution is given by a
density function f on the tangent bundle TM of the spacetime manifold M .
We assume that all particles have the same rest mass which is normalized
to unity. Hence the particle distribution function is supported on the mass
shell
PM = {gαβpαpβ = −c2 and pα is future pointing} ⊂ TM.
Here gαβ denotes the Lorentz metric on the spacetime manifold M and p
α
denote the canonical momentum coordinates corresponding to a choice of
local coordinates xα on M ; Greek indices always run from 0 to 3, and we
have a specific reason for making the dependence on the speed of light c
explicit. We assume that the coordinates are chosen such that
ds2 = c2g00dt
2 + gabdx
adxb
where Latin indices run from 1 to 3 and t = x0 should be thought of as a
timelike coordinate. On the mass shell, p0 can be expressed by the remaining
coordinates,
p0 =
√
−g00
√
1 + c−2gabpapb,
and f = f(t, xa, pb) ≥ 0. The Einstein-Vlasov system now consists of the
Einstein field equations
Gαβ = 8πc
−4Tαβ (1.1)
coupled to the Vlasov equation
p0∂tf + p
a∂xaf − Γaβγpβpγ∂paf = 0 (1.2)
via the following definition of the energy momentum tensor:
Tαβ = c|g|1/2
∫
pαpβf
dp1dp2dp3
−p0 . (1.3)
Here |g| denotes the modulus of the determinant of the metric, and Γαβγ are
the Christoffel symbols induced by the metric. We note that the character-
istic system of the Vlasov equation (1.2) are the geodesic equations written
as a first order system on the mass shell PM which is invariant under the
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geodesic flow. For more background on the Einstein-Vlasov equation we
refer to [1].
The system possesses a large collection of static, spherically symmetric
solutions obtained for example in [18, 23, 24]. The stability properties of
these steady states have essentially not yet been investigated in the mathe-
matics literature; numerical investigations of this question were reported on
in [4], and in [25] the author employed variational methods for constructing
steady states as minimizers of certain energy-Casimir type functionals. Ex-
amples from the astrophysics literature where this stability issue is discussed
include [11, 12, 26, 27].
In contrast, for the Vlasov-Poisson system, which arises from the
Einstein-Vlasov system in the non-relativistic limit, considerable mathemat-
ical progress on the question of the stability of spherically symmetric steady
states has been made, cf. [7, 8, 9, 10, 14, 15, 16] and the references in the
review articles [17, 20]. For isotropic steady states where the particle dis-
tribution f0 depends only on the local or particle energy the basic stability
condition is that this dependence is strictly decreasing on the support of f0.
In addition to the conserved energy or Hamiltonian the transport structure
of the Vlasov equation gives rise to a continuum of conserved quantities, the
so-called Casimir functionals. Using the latter the dynamics of the system
can in a natural way be restricted to a leaf Sf0 of perturbations g : R6 → R
which have the same level sets as the steady state f0 under investigation. On
this leaf it is then possible to establish a coercivity estimate for the second
variation of the Hamiltonian about f0. Such an estimate sometimes goes
by the name of Antonov’s stability bound. Under the assumption of spheri-
cal symmetry this estimate was used in [9, 15] to obtain non-linear stability
against spherically symmetric perturbations for a large class of steady states
f0. The case of general perturbations was finally completed in [16].
For the present case of the Einstein-Vlasov system we intend to employ
an analogous approach. However, the numerical investigations in [4, 27]
indicate an essential difference in the stability behavior between the Vlasov-
Poisson and the Einstein-Vlasov systems. For a given microscopic equation
of state, i.e., a given dependence of f0 on the particle energy, there typi-
cally exists a one-parameter family of corresponding steady states. For the
Vlasov-Poisson system all the members of one such family show the same
stability behavior, but this is not so for the Einstein-Vlasov system. This re-
markable phenomenon was first conjectured and numerically observed in the
physics literature, most notably in the work of Ze’ldovitch [26, 27]. Here,
a family of steady states with the same microscopic equation of state is
parametrized by the central redshift which is a measure of how close to
3
Newtonian the steady state is. Provided that the microscopic equation of
state is strictly decreasing, the steady states in such a family are stable
when they are close to the Newtonian regime, i.e., when the central redshift
is small, but they become unstable as this parameter increases beyond a
certain threshold. For more precise statements of this behavior and the role
of the so-called fractional binding energy in this context we refer to [4] and
the original literature [26, 27].
Any stability analysis for the Einstein-Vlasov system must be able to
reflect and deal with the above essential differences to the Newtonian case,
and the present one does. We prove linear stability of a suitably defined
one-parameter family of steady states with small central redshift, cf. The-
orem 6.2. The main tool for the result is a quantified coercivity estimate
for the second variation of the energy, analogous to the Antonov coercivity
bound in the Newtonian case, cf. Theorem 4.2. This is a non-linear estimate
that crucially depends both on the symplectic structure of the Einstein-
Vlasov system and on properties of the Einstein field equations satisfied by
the steady states.
The paper proceeds as follows. In the next section we formulate the sys-
tem in coordinates which are suitable for the stability analysis and explicitly
introduce γ = 1/c2 as a parameter. We state the form of the ADM mass
(or energy) and the Casimir functionals in these coordinates, and compute
the quadratic term D2HC(f0) in the expansion about the steady state f0
of a suitable energy-Casimir functional which is chosen such that the linear
part in the expansion vanishes. In Section 3 we identify a class of linearly
dynamically accessible perturbations which form the natural tangent space
of the leaf Sf0 through f0 which consists of all states which preserve all the
Casimir constraints. The main result of our paper is shown in Section 4:
We prove that the second variation of the energy-Casimir is positive definite
along the linearly dynamically accessible perturbations, provided that the
parameter γ = 1/c2 is small enough. As in the case of the Vlasov-Poisson
system this positivity result should play an important role in a future, fully
non-linear stability analysis. In the present paper we restrict ourselves to
drawing a conclusion on linearized stability. In order to derive such a result
we analyze in Section 5 the linearized Einstein-Vlasov system. We provide a
suitable existence and uniqueness theory for the corresponding initial value
problem and show that the class of linearly dynamically accessible perturba-
tions is invariant under the flow of the linearized system and that this flow
preserves the quantity D2HC(f0). In Section 6 we finally state and prove
our result on linearized stability where we also deal with the fact that for
our coercivity estimate the quantity γ = 1/c2, which in a given set of units
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is a specific constant, has to be chosen sufficiently small. This is done by
exploiting a scaling symmetry of the problem which relates the Einstein-
Vlasov system with unit speed of light c = 1 to the problem where the
speed of light assumes a prescribed value c. In this analysis the smallness
requirement for γ = 1/c2 translates into the requirement that the steady
states under investigation are close to Newtonian. As explained above, such
a sensitivity of the stability properties to being close to Newtonian or very
relativistic is to be expected.
Our analysis is restricted to spherically symmetric steady states f0 and
their stability against spherically symmetric perturbations. In particular
the latter restriction is undesirable from a physics point of view. To remove
it remains an important and highly challenging open problem; the existence
of axially symmetric steady states was shown recently in [3].
To conclude this introduction we mention that the global existence result
for the spherically symmetric Einstein-Vlasov system with small initial data
[21] can be considered as a stability result for the vacuum solution, but the
techniques required for the stability analysis of non-trivial steady states are
completely different from such small data results. Moreover, the question of
weak cosmic censorship and black hole formation for the asymptotically flat
Einstein-Vlasov system is studied in [6] and the latter question is addressed
by different methods in [2]. A linearized stability analysis for the Vlasov-
Poisson system is much easier than for the present case and was performed
in [5]. Concerning the Hamiltonian approach for the Einstein-Vlasov system
the reference [12] has been a most valuable source of inspiration.
2 The spherically symmetric Einstein-Vlasov sys-
tem and energy-Casimir functionals
We consider a spherically symmetric and asymptotically flat spacetime. In
Schwarzschild coordinates the metric takes the form
ds2 = −c2e2µ(t,r)dt2 + e2λ(t,r)dr2 + r2(dθ2 + sin2 θ dϕ2). (2.1)
Here t ∈ R is the time coordinate, r ∈ [0,∞[ is the area radius, i.e., 4πr2
is the area of the orbit of the symmetry group SO(3) labeled by r, and the
angles θ ∈ [0, π] and ϕ ∈ [0, 2π] parametrize these orbits; c denotes the speed
of light. The spacetime is required to be asymptotically flat with a regular
center which corresponds to the boundary conditions
lim
r→∞
λ(t, r) = lim
r→∞
µ(t, r) = 0 = λ(t, 0).
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In order to formulate the Einstein-Vlasov system we write x = (xa) =
r(sin θ cosφ, sin θ sinφ, cos θ). Let pα denote the canonical momentum co-
ordinates corresponding to the spacetime coordinates (xα) = (t, x1, x2, x3)
and define
va = pa + (eλ − 1)x · p
r
xa
r
, where x · p = δabxapb.
This has the advantage that by the mass shell condition
p0 = −eµ
√
1 + γ|v|2, where |v|2 = δabvavb and γ := 1
c2
.
We introduce the abbreviation
〈v〉 :=
√
1 + γ|v|2. (2.2)
In the canonical momentum variables the metric would also appear under
the square root sign. The Einstein-Vlasov system now takes the following
form:
∂tf + e
µ−λ v
〈v〉 · ∂xf −
(
λ˙
x · v
r
+ eµ−λ
1
γ
µ′ 〈v〉
)
x
r
· ∂vf = 0, (2.3)
e−2λ(2rλ′ − 1) + 1 = 8πγr2ρ, (2.4)
e−2λ(2rµ′ + 1)− 1 = 8πγ2r2p, (2.5)
−e−µ−λλ˙ = 4πγr, (2.6)
e−2λ
(
µ′′ + (µ′ − λ′)(µ′ + 1
r
)
)
− e−2µ
(
λ¨+ λ˙(λ˙− µ˙)
)
= 4πγ2q, (2.7)
where
ρ(t, x) =
∫
f(t, x, v) 〈v〉 dv, (2.8)
p(t, x) =
∫
f(t, x, v)
(x · v
r
)2 dv
〈v〉 , (2.9)
(t, x) =
∫
f(t, x, v)
x · v
r
dv, (2.10)
q(t, x) =
∫
f(t, x, v)
∣∣∣∣x× vr
∣∣∣∣
2 dv
〈v〉 . (2.11)
Here ∂xf and ∂vf denote the gradients of f with respect to the x- and v
variable respectively, and ˙ and ′ denote partial derivatives with respect to
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t or r respectively. Unless explicitly noted otherwise integrals extend over
R
3. Spherical symmetry means that
f(t, x, v) = f(t, Ax,Av), x, v ∈ R3, A ∈ SO(3),
i.e., f is invariant under the canonical action of SO (3) on the mass shell.
As a consequence the spatial densities defined in (2.8)–(2.11) are actually
functions of t and r = |x|. We refer to [19] for details on the derivation of
this form of the equations. It has been used both in investigations of global
existence for small data [21] and of the formation of black holes [2]. The
former investigation also provides a local existence and uniqueness theorem
for the spherically symmetric Einstein-Vlasov system for smooth, compactly
supported and non-negative initial data
f|t=0 =
◦
f ∈ C1c (R6),
◦
f≥ 0, (2.12)
which are compatible with (2.4) in the sense explained shortly.
In a stability analysis the following aspect of the choice of coordinates
should be noted: In order to compare unperturbed and perturbed quantities
one must define some identification of points in the unperturbed with points
in the perturbed spacetime where the various quantities are to be evaluated.
A priori, no natural such identification exists, and for the Einstein-Vlasov
system this question must be faced not only for points on spacetimes but for
points on their tangent bundles or corresponding mass shells respectively.
Throughout our analysis we identify points which have the same coordinates
in the above set-up. Besides the fact that this choice works it is from a
physics point of view motivated in [11].
For what follows it is important to note that given a spherically symmet-
ric state f ∈ C1c (R6) we can explicitly and uniquely solve the field equation
(2.4) for λ under the boundary condition λ(0) = 0,
e−2λ(r) = 1− γ 2m(r)
r
, (2.13)
where
m(r) = 4π
∫ r
0
s2ρ(s) ds =
∫
|x|≤r
∫
〈v〉 f(x, v) dv dx;
we will occasionally write λf , ρf , mf to emphasize that these quantities are
determined by f . Clearly, for (2.13) to define λ on all of [0,∞[ we have to
restrict the set of admissible states. We call a state f ∈ C1c (R6) admissible
iff it is non-negative, spherically symmetric, and
γ
2mf (r)
r
< 1, r ≥ 0;
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the initial data posed in (2.12) must be admissible in this sense.
We now define the ADM mass and the Casimir functionals as functionals
on the set of admissible states:
H(f) =
∫∫
〈v〉 f dv dx, (2.14)
C(f) =
∫∫
eλfχ(f) dv dx, (2.15)
where χ ∈ C1(R) with χ(0) = 0. These quantities are conserved along
solutions launched by admissible initial data:
H(f(t)) = H( ◦f), C(f(t)) = C( ◦f)
as long as the solution exists; for functions f = f(t, x, v) we write f(t) :=
f(t, ·, ·), and the analogous notational convention applies to functions of t
and x or t and r.
We need to recall some facts about steady states of the system (2.3)–
(2.10), a more detailed discussion including their dependence on γ is given
at the beginning of Section 4. For µ = µ0(r) time-independent and given
we define the local or particle energy
E = E(x, v) = eµ0(r) 〈v〉 = eµ0(r)
√
1 + γ|v|2. (2.16)
The ansatz
f0(x, v)) = φ(E(x, v)) (2.17)
with some suitable microscopic equation of state φ = φ(E) then satisfies
the time-independent Vlasov equation and reduces the problem of finding
stationary solutions to solving the two field equations (2.4), (2.5) where the
source terms ρ0 and p0 are now functionals of µ = µ0. A necessary condition
for obtaining a steady state with compact support and finite ADM mass is
that φ(E) = 0 for E > E0 where E0 > 0 is some cut-off energy. We
assume that φ ∈ C2(] −∞, E0[) ∩ C(R) is strictly decreasing on ] −∞, E0]
and such that a corresponding compactly supported steady state (f0, λ0, µ0)
with induced spatial densities ρ0, p0 and finite ADM mass exists. Examples
of such functions are provided in [18, 23, 24].
We now discuss on a formal level the energy-Casimir approach towards
stability for the Einstein-Vlasov system. We consider an energy-Casimir
functional
HC(f) := H(f) + C(f), (2.18)
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and we expand about some given steady state f0 of the above form:
HC(f0 + δf) = HC(f0) +DHC(f0)(δf) +D2HC(f0)(δf, δf) + O((δf)3).
(2.19)
A rather lengthy and non-trivial formal computation reveals the following.
If the function χ which generates the Casimir functional (2.15) is chosen
such that
χ′(f0) = χ
′(φ(E)) = −E, i.e. χ′ = −φ−1,
then
DHC(f0)(δf) = 0
and
D2HC(f0)(δf, δf) = 1
2
∫∫
eλ0
|φ′(E)| (δf)
2 dv dx
− 1
2γ
∫ ∞
0
eµ0−λ0
(
2rµ′0 + 1
)
(δλ)2 dr. (2.20)
Here δλ should be expressed in terms of δf through the variation of (2.13), cf.
(3.3) below, and it should be observed that on the support of the steady state
φ is strictly decreasing and in particular one-to-one. Since φ′(E) = 0 outside
the compact support of the steady state f0, the first integral makes sense
only for perturbations δf which are supported in the support of the steady
state. This is automatically the case for the class of linearly dynamically
accessible states defined in Section 3. Just as in the case of the Vlasov-
Poisson system the central difficulty in the stability analysis arises from
the fact that the two terms in (2.20) are of opposite sign. For the Vlasov-
Poisson system is has been shown in [13] that D2Hc(f0) is positive definite
on a suitably defined class of linearly dynamically accessible states, and this
fact has played a central role in the non-linear stability analysis in [9, 10]. In
Section 4 we prove an analogous positivity result for the case of the Einstein-
Vlasov system, and we believe that this should be a useful step towards a
non-linear stability result. In this context the precise relation of D2Hc(f0)
to the energy-Casimir functional (2.18) is important which is why we have
gone into the issue of the expansion (2.19). However, in the present paper we
only exploit D2Hc(f0) and its properties to obtain a linear stability result.
For this the relation (2.19) is in principle irrelevant, the important issue
being that D2Hc(f0) is a conserved quantity along solutions of the linearized
Einstein-Vlasov system, linearized about the steady state f0. This is shown
is Section 5. The consequences of our results for non-linear stability are
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under investigation, and in this context the expansion (2.19) will have to be
made mathematically precise.
To conclude this section we recall the usual Poisson bracket
{f, g} := ∂xf · ∂vg − ∂vf · ∂xg (2.21)
for two continuously differentiable functions f and g of x, v ∈ R3. We shall
repeatedly use the product rule
{f, gh} = {f, g}h + {f, h}g (2.22)
and the integration by parts formula∫∫
{f, g} dv dx = 0 (2.23)
which together with the product rule implies that∫∫
{f, g}hdv dx = −
∫∫
{f, h}g dv dx. (2.24)
Since throughout, our functions are spherically symmetric it is sometimes
convenient to use the following coordinates which are adapted to this sym-
metry:
r = |x|, w = x · v
r
, L = |x× v|2;
a distribution function f = f(x, v) is spherically symmetric iff by abuse of
notation,
f = f(r, w,L).
It is also worthwhile to note that L is conserved along the characteristics
of the Vlasov equation (2.3), i.e., due to spherical symmetry angular mo-
mentum is conserved along particle trajectories. If f and g are spherically
symmetric and written in terms of r, w,L, then
{f, g} = ∂rf ∂wg − ∂wf ∂rg. (2.25)
Notice further that
1
γ
{f,E} = eµ0 v〈v〉 · ∂xf −
1
γ
eµ0µ′0 〈v〉
x
r
· ∂vf,
which should be compared with the Vlasov equation (2.3).
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3 Dynamically accessible states
Let (f0, λ0, µ0) with (2.17) be a fixed stationary solution of the spherically
symmetric Einstein-Vlasov system whose stability we want to investigate.
We call an admissible state f non-linearly dynamically accessible from f0 iff
for all χ ∈ C1(R) with χ(0) = 0,
C(f) = C(f0). (3.1)
This property is preserved by the flow of the Einstein-Vlasov system. The
aim of the present section is to develop a suitable concept of linearly dy-
namically accessible states on which the second variation of HC at f0 is
positive definite while the first one vanishes. Moreover, the set of these
linearly dynamically accessible states should be invariant under the flow of
the linearized Einstein-Vlasov system. Formally, taking the first variation
in (3.1), a suitable definition for δf to be linearly dynamically accessible
should be that
DC(f0)(δf) =
∫∫
eλ0
(
χ′(f0)δf + χ(f0)δλ
)
dv dx = 0 (3.2)
for all χ ∈ C1(R) with χ(0) = 0, where
δλ = γe2λ0
4π
r
∫ r
0
s2δρ(s) ds (3.3)
and
δρ(r) = δρ(x) =
∫
〈v〉 δf(x, v) dv. (3.4)
Condition (3.2) is from an analysis point of view not practical to work and
prove estimates with. In order to obtain a more explicit condition on δf we
first note a simple fact.
Lemma 3.1 Under the assumptions made above,∫
χ(f0) dv = −γeµ0
∫
χ′(f0)φ
′(E)
w2
〈v〉dv,
and hence
DC(f0)(δf) =
∫∫
eλ0χ′(f0)
[
δf − γ eµ0δλφ′(E)w
2
〈v〉
]
dv dx.
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Proof. We use the expressions E = eµ0 〈v〉 and L = |x × v|2 as new
integration variables and observe that the integrand is even in v. Hence
dv =
2πe−µ0√
γr2
E√
E2 − e2µ0 (1 + γL/r2) dE dL
=
2πe−µ0√
γr2
∂E
√
E2 − e2µ0 (1 + γL/r2) dE dL.
An integration by parts now gives the result:∫
χ(f0) dv
=
2πe−µ0√
γr2
∫ ∞
0
∫ ∞
eµ0
√
1+γ L
r2
χ(φ(E))∂E
√
E2 − e2µ0
(
1 + γ
L
r2
)
dE dL
= −2πe
−µ0
√
γr2
∫ ∞
0
∫ ∞
eµ0
√
1+γ L
r2
χ′(φ(E))φ′(E)
√
E2 − e2µ0
(
1 + γ
L
r2
)
dE dL
= −
∫
χ′(φ(E))φ′(E)
E2 − e2µ0(1 + γL/r2)
E
dv
= −γeµ0
∫
χ′(f0)φ
′(E)
w2
〈v〉dv.
✷
Using this result we find that a variation δf satisfies the condition (3.2), if
eλ0δf − γeµ0+λ0δλφ′(E)w
2
〈v〉 = {h, f0} (3.5)
for some spherically symmetric generating function h ∈ C2(R6). This is due
to the fact that ∫∫
χ′(f0) {h, f0} dv dx = 0
for any such generating function h. Since δλ appears in the second term,
(3.5) is still not suitable as a definition for δf , but we have the following
result:
Proposition 3.2 Let
δf := e−λ0{h, f0}+ 4πγ3re2µ0+λ0φ′(E)w
2
〈v〉
∫
φ′(E(x, v˜))h(x, v˜) w˜ dv˜ (3.6)
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for some spherically symmetric generating function h ∈ C2(R6). If the
corresponding variation of λ is defined by (3.3), then
δλ = 4πrγ2eµ0+λ0
∫
φ′(E)h(x, v)w dv. (3.7)
Hence δf satisfies both (3.5) and (3.2). States of the form (3.6) are called
linearly dynamically accessible from f0.
For the proof the following auxiliary result is needed which will also be used
elsewhere.
Lemma 3.3 The following identity holds:∫
φ′(E)w2dv = −e
−µ0
γ
(γp0 + ρ0) = −e
−2λ0−µ0
4πγ2r
(
λ′0 + µ
′
0
)
.
Proof. We note that
∂vφ(E) = φ
′(E)eµ0
γv
〈v〉
and hence
x
r
· ∂vφ(E) = φ′(E)eµ0 γw〈v〉 .
This implies that∫
φ′(E)w2dv =
e−µ0
γ
∫
x
r
· ∂vφ(E) 〈v〉w dv
= −e
−µ0
γ
∫
φ(E)
(
γw2
〈v〉 + 〈v〉
)
dv
= −e
−µ0
γ
(γp0 + ρ0) = −e
−2λ0−µ0
4πγ2r
(
λ′0 + µ
′
0
)
;
the last equality is due to the field equations (2.4), (2.5) for the steady state.
✷
Proof of Proposition 3.2. The variation of ρ induced by δf takes the
form
δρ = e−λ0
∫
〈v〉 {h, f0}dv + 4πrγ3eλ0+2µ0
∫
φ′(E)hw dv
∫
φ′(E)w2dv.
Hence Lemma 3.3 implies that
δρ = e−λ0
∫
〈v〉 {h, f0}dv − γeµ0−λ0
(
λ′0 + µ
′
0
) ∫
φ′(E)hw dv.
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We consider the first term on the right hand side and find that∫
〈v〉 {h, f0}dv
=
∫
〈v〉
(
∂xh · e
µ0γv
〈v〉 − ∂vh ·
x
r
µ′0e
µ0 〈v〉
)
φ′(E) dv
= γeµ0
∫
∂xh · vφ′(E) dv − µ′0eµ0
∫
∂vh · x
r
(1 + γ|v|2)φ′(E) dv
= γeµ0
∫ [
∂xh · vφ′(E) + 2µ′0whφ′(E) + eµ0µ′0whφ′′(E) 〈v〉
]
dv.
Hence
δλ = e2λ0
γ2
r
∫
|x|≤r
∫
eµ0−λ0
[
∂xh · vφ′(E) + 2µ′0whφ′(E)
+eµ0µ′0whφ
′′(E) 〈v〉 − (λ′0 + µ′0)φ′(E)hw
]
dv
= e2λ0
γ2
r
4πr2eµ0−λ0
∫
whφ′(E) dv
+ e2λ0
γ2
r
∫
|x|≤r
∫
eµ0−λ0
[
−(µ′0 − λ′0)wφ′(E) − φ′′(E)eµ0µ′0w 〈v〉
+ 2µ′0wφ
′(E) + µ′0e
µ0w 〈v〉φ′′(E)
− (λ′0 + µ′0)φ′(E)w
]
hdv dx,
and since the term in brackets vanishes the claim is proven. ✷
Remark. For linearly dynamically accessible states as defined in Proposi-
tion 3.2,
δf = φ′(E)
(
e−λ0{h,E} + 4πγ3re2µ0+λ0 w
2
〈v〉
∫
φ′(E)h(x, v)w dv
)
= φ′(E)
(
e−λ0{h,E} + γreµ0δλ w
2
〈v〉
)
,
in particular, δf vanishes outside the support of f0 and the integrals in
(2.20) are well defined.
4 The coercivity estimate
The central step in our stability analysis is a coercivity estimate for the
second variation of the energy. We recall the definition of this expression
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which is also referred to as the free energy:
A(δf) := D2HC(f0)(δf, δf) (4.1)
=
1
2
∫∫
eλ0
|φ′(E)| (δf)
2 dv dx− 1
2γ
∫ ∞
0
eµ0−λ0
(
2rµ′0 + 1
)
(δλ)2 dr.
The estimate will hold provided γ is sufficiently small. We need to make
precise the assumptions on the steady states under consideration and need
to discuss their behavior for γ → 0, i.e., their relation to those of the Vlasov-
Poisson system
∂tf + v · ∂xf − ∂xU · ∂vf = 0, (4.2)
∆U = 4πρ, lim
|x|→∞
U(t, x) = 0, (4.3)
ρ(t, x) =
∫
f(t, x, v) dv. (4.4)
Here U = U(t, x) is the gravitational potential of the ensemble, and ρ =
ρ(t, x) is its spatial mass density. The Newtonian particle energy is given by
E = E(x, v) =
1
2
|v|2 + U(x), (4.5)
and under suitable assumptions on Φ the ansatz
f0(x, v) = Φ
(
1
2
|v|2 + U(x)
)
(4.6)
leads to spherically symmetric steady states.
Assumption on Φ. Let Φ ∈ C(R) ∩ C2(]−∞, 0[) with
Φ = 0 on [0,∞[ and Φ′ < 0 on ]−∞, 0[
be such that for a parameter
◦
ν< 0 the semilinear Poisson equation
1
r2
(r2U ′(r))′ = 4π
∫ ∞
U(r)
Φ(E)
√
2(E − U(r)) dE (4.7)
has a unique solution U ∈ C2([0,∞[) with the central value U(0) = ◦ν and
the property that U(R0) = 0 for some radius R0 > 0.
The ansatz (4.6) necessarily leads to a spherically symmetric steady state
where U = U(r), r = |x|, and reduces the static Vlasov-Poisson system to
the equation (4.7); the corresponding steady state is supported in space in
the ball of radius R0 about the origin. We also remark that the boundary
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condition for the potential at spatial infinity has been replaced by the condi-
tion that the potential vanishes at the boundary of the support of the steady
state. This is technically advantageous, and the original boundary condi-
tion can be restored by a suitable shift of the potential and a corresponding
cut-off energy E0 < 0. A well known example where our assumptions hold
are the polytropic steady states given by
Φ(E) =
{
(−E)k , E < 0,
0 , E ≥ 0
with k ∈]0, 7/2[; more examples can be found in [24].
For the Einstein-Vlasov system the particle energy is given by
E = E(x, v) = eµ0(r) 〈v〉 = eµ0(r)
√
1 + γ|v|2.
We fix a function Φ as above and write µ0 = γν0. By the ansatz
f0(x, v) = Φ
(
1
γ
√
1 + γ|v|2eγν0 − 1
γ
)
= Φ
(
E − 1
γ
)
the static Einstein-Vlasov system is reduced to a single equation for ν0,
namely
ν ′0(r) =
4π
1− 8pir γ
∫ r
0 s
2gγ(ν0(s))ds
(
γrhγ(ν0(r)) +
1
r2
∫ r
0
s2gγ(ν0(s)) ds
)
,
(4.8)
where gγ and hγ are smooth functions determined by Φ which are such that
ρ0(r) = gγ(ν0(r)) and p0(r) = hγ(ν0(r)). The important point is that
gγ(ν0(r))→
∫ ∞
ν0(r)
Φ(E)
√
2(E − ν0(r)) dE as γ → 0. (4.9)
It should be noticed that the ansatz (2.17) has been adapted to yield the
proper Newtonian limit, and we have the relation φ(·) = Φ( ·γ − 1γ ). For the
details of these arguments we have to refer to [23]; here we collect only the
information which we need for the stability analysis.
Proposition 4.1 There exist constants γ0 > 0 and C > 0 such that for
0 < γ ≤ γ0 the equation (4.8) has a unique solution ν0 ∈ C2([0,∞[) with
ν0(0) =
◦
ν. The resulting steady state (f0, λ0, µ0 = γν0) satisfies the following
estimates:
|x|+ |v| ≤ C and ν ′0 >
1
C
on suppf0,
and
||ρ0||∞, ||p0||∞, ||λ0||∞, ||ν0||∞, ||ν ′0||∞ ≤ C.
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Sketch of the proof. By the assumption on Φ the Newtonian potential
U has a zero at some radius R0, and since U is strictly increasing it is
strictly positive for r > R0. The structure of the right hand side of (4.8)
and in particular the limiting behavior (4.9) implies that ν0 converges to U
uniformly on bounded intervals as γ → 0, in particular, ν0 must also have a
zero at a radius close to R0 for γ small, and the rest follows; for details we
refer to [23]. ✷
The content of the following theorem is the coercivity estimate for the free
energy A on linearly dynamically accessible perturbations.
Theorem 4.2 There exist constants C∗ > 0 and γ∗ > 0 such that for any
0 < γ ≤ γ∗ and any spherically symmetric function h ∈ C2(R6) which is
odd in the v-variable the estimate
A(δf) ≥ C∗
∫∫
|φ′(E)|
(
(rw)2
∣∣∣∣
{
E,
h
rw
}∣∣∣∣
2
+ γ2|h|2
)
dv dx
holds. Here δf is the dynamically accessible perturbation generated by h
according to (3.6).
Before proving this theorem we collect some auxiliary results.
Lemma 4.3 Let h ∈ C2(R6) be spherically symmetric. Then the following
estimate holds:(∫
|φ′(E)|whdv
)2
≤ e
−2λ0−µ0
4πγ2r
(
λ′0 + µ
′
0
) ∫ |φ′(E)|h2dv.
Proof. By the Cauchy-Schwarz inequality,
(∫
|φ′(E)|whdv
)2
≤
∫
|φ′(E)|w2 dv
∫
|φ′(E)|h2dv,
and applying Lemma 3.3 completes the proof. ✷
Lemma 4.4 The following identities hold:
{E, rw} = eµ0rµ′0 〈v〉 − eµ0 〈v〉+
eµ0
〈v〉 ,
{E, {E, rw}} = −γe2µ0w
[
rµ′′0 + µ
′
0 +
2µ′0
〈v〉2
]
.
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Proof. The first identity follows easily from the product rule (2.22) and the
definition (2.16) of E, for the second identity we use the first one and again
the product rule. ✷
Proof of Theorem 4.2. Before starting our estimates we mention that
throughout the following proof, 0 < γ ≤ γ0 as in Proposition 4.1, and C
denotes a positive constant which may change its value from line to line,
depends on the bounds provided in Proposition 4.1, and is independent of
γ.
Step 1: Splitting A. Using the formula (3.6) for δf and the definition (4.1)
of A, we expand the square of δf appearing under the integral sign and
rewrite A(δf, δλ) in the following form:
2A(δf) = A1(δf) +A2(δf), (4.10)
where
A1(δf) :=
∫∫
e−λ0 |φ′(E)||{E, h}|2dv dx
− 1
γ
∫ ∞
0
eµ0−λ0(2rµ′0 + 1)(δλ)
2dr,
=: A11(δf) +A12(δf), (4.11)
A2(δf) := −2γ
∫∫
|φ′(E)|{E, h}δλeµ0 w
2
〈v〉 dv dx
+γ2
∫∫
|φ′(E)|e2µ0+λ0 w
4
〈v〉2 (δλ)
2dv dx
=: A21(δf) +A22(δf). (4.12)
The idea behind this splitting is that A1 will yield the desired lower bound
while A2 is of higher order in γ and can eventually be controlled by the
positive contribution from A1.
Step 2: The term A1. Let us define
η :=
1
rw
h.
The function η is well-defined for w = 0 since h is odd in v. By the product
rule (2.22),
{E, h} = rw{E, η} + η{E, rw}, (4.13)
and by (4.13),
|{E, h}|2 = (rw)2|{E, η}|2 + {E, η2rw{E, rw}} − η2rw{E, {E, rw}}.
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Inserting this into A11, we arrive at∫∫
e−λ0 |φ′(E)| |{E, h}|2dv dx =
∫∫
e−λ0 |φ′(E)| (rw)2|{E, η}|2dv dx
+
∫∫
e−λ0 |φ′(E)| {E, η2rw{E, rw}} dv dx
−
∫∫
e−λ0 |φ′(E)| η2rw{E, {E, rw}} dv dx
=: U + V +W. (4.14)
The term U is a positive definite contribution to A1. The terms V and W
are more delicate since they will have to be combined with the negative term
A12. For the term V we use the formula (2.24) and integrate by parts in v
to arrive at
V = −
∫∫
e−λ0{f0, η2rw{E, rw}} dv dx
=
∫∫
f0{e−λ0 , η2rw{E, rw}} dv dx
=
∫∫
f0∂x(e
−λ0) · ∂v(η2rw{E, rw}}) dv dx
= −
∫∫
∂vf0 · x
r
e−λ0(−λ′0)η2rw{E, rw} dv dx
=
∫∫
φ′(E)eµ0
γv
〈v〉 ·
x
r
e−λ0λ′0η
2rw{E, rw} dv dx.
Using the first identity in Lemma 4.4,
V = −γ
∫∫
|φ′(E)|e2µ0−λ0λ′0
η2rw2
〈v〉
(
rµ′0 〈v〉 − 〈v〉+
1
〈v〉
)
dv dx
= −γ
∫∫
|φ′(E)|e2µ0−λ0h2
(
λ′0µ
′
0 −
λ′0
r
+
λ′0
r 〈v〉2
)
dv dx.
By the second identity in Lemma 4.4,
W = γ
∫∫
|φ′(E)|e2µ0−λ0h2
(
µ′′0 +
µ′0
r
+
2µ′0
r 〈v〉2
)
dv dx,
and hence
V +W = γ
∫∫
|φ′(E)|e2µ0−λ0h2
(
µ′′0 − λ′0µ′0 +
µ′0 + λ
′
0
r
+
2µ′0 − λ′0
r 〈v〉2
)
dv dx.
(4.15)
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In order to bound the expression A12 from below, we use the formula (3.7)
for δλ and Lemma 4.3:
−1
γ
∫ ∞
0
eµ0−λ0(2rµ′0 + 1)(δλ)
2dr
= −1
γ
∫ ∞
0
eµ0−λ0(2rµ′0 + 1)16π
2r2γ4e2µ0+2λ0
(∫
φ′(E)hw dv
)2
dr
≥ −4πγ3
∫
e3µ0+λ0(2rµ′0 + 1)
e−2λ0−µ0
4πγ2r
(
λ′0 + µ
′
0
) ∫ |φ′(E)|h2dv dx
= −γ
∫∫
|φ′(E)|e2µ0−λ0h2
(
2µ′0λ
′
0 + 2(µ
′
0)
2 +
µ′0 + λ
′
0
r
)
dv dx. (4.16)
¿From (4.15) and (4.16) we have
V +W − 1
γ
∫ ∞
0
eµ0−λ0(2rµ′0 + 1)(δλ)
2dr
≥ γ
∫∫
|φ′(E)|e2µ0−λ0h2
[
µ′′0 − 3µ′0λ′0 − 2(µ′0)2 +
2µ′0 − λ′0
r 〈v〉2
]
. (4.17)
In order to estimate the term in the rectangular brackets on the right-hand
side of (4.17), we express µ′′0 via the field equation (2.7) for the steady state
and obtain, using the fact that the source term q0 in the latter equation is
non-negative,
[. . . ] = 4πγ2q0e
2λ0 − 2µ′0λ′0 − 3(µ′0)2 −
µ′0
r
+
λ′0
r
+ 2
µ′0
r 〈v〉2 −
λ′0
r 〈v〉2
≥ −2µ′0(µ′0 + λ′0)− (µ′0)2 +
µ′0
r
(
2
〈v〉2 − 1
)
+
λ′0
r
(
1− 1〈v〉2
)
= −8πγ2re2λ0ν ′0(ρ0 + γp0)− γ2(ν ′0)2 +
γν ′0
r
1− γ|v|2
〈v〉2 +
λ′0
r
γ|v|2
〈v〉2 .
The observation that
λ′0 = λ
′
0 + µ
′
0 − µ′0 = γ
(
4πr(ρ0 + γp0)e
2λ0 − ν ′0
)
≥ −γν ′0
implies that
[. . . ] ≥ γ ν
′
0
r 〈v〉2 − γ
2
(
8πrν ′0e
2λ0(ρ0 + γp0) + (ν
′
0)
2 + 2
ν ′0|v|2
r 〈v〉2
)
= γ
ν ′0
r 〈v〉2
[
1− γ
(
8πr2 〈v〉2 e2λ0(ρ0 + γp0) + r 〈v〉2 ν ′0 + 2|v|2
)]
.
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Using Proposition 4.1 there exists a constant γ1 ∈]0, γ0] such that for all
0 < γ ≤ γ1,
[. . . ] ≥ γ
4
ν ′0
r
. (4.18)
Therefore, from (4.14) and (4.16), assuming this smallness condition for γ
we obtain the crucial estimate
A1(δf) ≥
∫∫
|φ′(E)|
(
e−λ0(rw)2|{E, η}|2 + γ
2
4
e2µ0−λ0
ν ′0
r
h2
)
dv dx
≥ C
∫∫
|φ′(E)| ((rw)2|{E, η}|2 + γ2h2) dv dx, (4.19)
where we again used the bounds from Proposition 4.1.
Step 3: The term A2. Since this term is of higher order in γ, we expect
to be able to prove that it is small compared to A1 for suitably small γ.
Using the decomposition (4.13) and keeping in mind that η = h/rw and the
formula (3.7) for δλ we can rewrite the part A21 as follows:
A21 = −8πγ3
∫∫
|φ′(E)|e2µ0+λ0 rw
2
〈v〉 {E, h}
(∫
φ′(E)hw˜ dv˜
)
dv dx
= −8πγ3
∫∫
|φ′(E)|e2µ0+λ0 r
2w3
〈v〉 {E, η}
(∫
φ′(E)hw˜ dv˜
)
dv dx
− 8πγ3
∫∫
|φ′(E)|e2µ0+λ0 w〈v〉{E, rw}h
(∫
φ′(E)hw˜ dv˜
)
dv dx
=: X + Y.
By Lemma 4.3,(∫
|φ′(E)|whdv
)2
≤ e
−µ0
γ
(ρ0 + γp0)
∫
|φ′(E)|h2 dv ≤ C
γ
∫
|φ′(E)|h2 dv.
(4.20)
In addition, Lemma 3.3 together with the bounds from Proposition 4.1 imply
that
sup
x∈R3
∫
|φ′(E)|w2dv ≤ C
γ
. (4.21)
The bounds from Proposition 4.1, the Cauchy-Schwarz inequality, and the
estimates (4.20), (4.21) imply that
|X| ≤ Cγ3
∫ ∣∣∣∣
∫
|φ′(E)|1/2w|φ′(E)|1/2rw{E, η} dv
∣∣∣∣
∣∣∣∣
∫
|φ′(E)|hw dv
∣∣∣∣ dx
≤ Cγ5/2
(∫∫
|φ′(E)||rw{E, η}|2dv dx
)1/2(1
γ
∫∫
|φ′(E)|h2dv dx
)1/2
.
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Hence by (4.19),
|X| ≤ CγA1.
In order to estimate the term Y we rewrite the first identity of Lemma 4.4:
{E, rw} = eµ0rγν ′0 〈v〉+ eµ0
(
−〈v〉+ 1〈v〉
)
= γeµ0
(
rν ′0 −
v2
〈v〉
)
.
Thus,
sup
supp f0
|{E, rw}| ≤ Cγ.
Using this together with the estimates from Proposition 4.1 we proceed as
above to find that
|Y | ≤ Cγ7/2
(∫∫
|φ′(E)|h2 dv dx
)1/2( 1
γ
∫∫
|φ′(E)|h2 dv dx
)1/2
≤ CγA1.
¿From the above estimates for |X| and |Y | it follows that
A2 ≥ −|X| − |Y | ≥ −CγA1.
¿From this estimate and (4.10), we finally infer that
A ≥ 1
2
A1 − CγA1 ≥ 1
4
A1
provided γ is sufficiently small. In view of (4.19) the proof is complete. ✷
Remark. The estimate (4.19) shows that an equivalent way of stating our
coercivity estimate is
A(δf) ≥ 1
2
∫∫
|φ′(E)|
(
e−λ0(rw)2|{E, η}|2 + γ
2
4
e2µ0−λ0
ν ′0
r
h2
)
dv dx,
which should be compared with the coercivity estimate in the Newtonian
case, cf. [9, Lemma 1.1].
If we want to use Theorem 4.2 to deduce a stability result the restriction
that h is odd in v is a problem because the generating functions of our
perturbations need not be odd and more importantly, even if they were this
property is not preserved under the linearized flow. However, the restriction
is easily removed. To this end, we define for a function h = h(x, v) its even
and odd parts with respect to v as usual by
h+(x, v) :=
1
2
(h(x, v) + h(x,−v)) , h−(x, v) := 1
2
(h(x, v) − h(x,−v)) .
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Corollary 4.5 For any spherically symmetric function h ∈ C2(R6) the es-
timate
A(δf) ≥ C∗
∫∫
|φ′(E)|
(
(rw)2
∣∣∣∣
{
E,
h−
rw
}∣∣∣∣
2
+ γ2|h−|2
)
dv dx
+
1
2
∫∫
e−λ0 |φ′(E)| |{E, h+}|2 dv dx
holds. Here δf is the dynamically accessible perturbation generated by h,
C∗ > 0 and γ∗ > 0 are as in Theorem 4.2, and 0 < γ ≤ γ∗.
Proof. We split h into its even and odd parts, h = h+ + h−. Then
δλ = 4πrγ2eµ0+λ0
∫
φ′(E)h−(x, v)w dv,
since h+ does not contribute to the last integral. Since f0 is even in v this
implies that
δf− = e
−λ0{h+, f0},
δf+ = e
−λ0{h−, f0}+ γeµ0φ′(E)w
2
〈v〉δλ,
in particular, the even part of δf is the dynamically accessible perturbation
induced by the odd part of h. Hence
A(δf) = A(δf+) +
∫∫
eλ0
δf+ δf−
|φ′(E)| dv dx+
1
2
∫∫
eλ0
|δf−|2
|φ′(E)| dv dx
= A(δf+) + 1
2
∫∫
e−λ0 |φ′(E)| |{E, h+}|2 dv dx,
since the integrand of the mixed term is odd in v. The assertion follows if
we now apply Theorem 4.2. ✷
5 The linearized Einstein-Vlasov system
In order to linearize the spherically symmetric Einstein-Vlasov system (2.3)–
(2.10) about a given steady state (f0, λ0, µ0) we write
f(t) = f0 + δf(t), λ(t) = λ0 + δλ(t), µ(t) = µ0 + δµ(t),
substitute this into the system, use the fact that (f0, λ0, µ0) is a solution,
and drop all terms beyond the linear ones in (δf, δλ, δµ). At the moment it
23
may not be obvious that this notation is consistent with the one from the
previous sections, because the δ terms now have a different meaning. But
it turns out below that the notation is indeed consistent, and we obtain the
following system:
∂tδf +
1
γ
e−λ0{δf,E} −
(
γ ˙δλw + eµ0−λ0δµ′ 〈v〉
)
φ′(E)
eµ0w
〈v〉 = 0, (5.1)
e−2λ0(rδλ′ − δλ (2rλ′0 − 1)) = 4πγr2δρ, (5.2)
e−2λ0(rδµ′ − δλ (2rµ′0 + 1)) = 4πγ2r2δp, (5.3)
where
δρ(t, r) =
∫
〈v〉 δf(t, x, v) dv, (5.4)
δp(t, r) =
∫
w2
〈v〉δf(t, x, v) dv. (5.5)
Since the condition of a regular center implies that δλ(t, 0) = 0 the quantity
δλ is determined by (5.2) as
δλ(t, r) = γe2λ0
4π
r
∫ r
0
s2δρ(t, s) ds, (5.6)
which agrees with the previous definition of δλ in (3.3). The question arises
whether the linearized version of (2.6) follows from the linearized system
stated above; we will make no use of the linearized version of (2.7) to which
this question of course applies as well. Indeed,
˙δλ = −4πγreµ0+λ0δ, (5.7)
where
δ(t, r) =
∫
w δf(t, x, v) dv. (5.8)
To see this we observe first that by (5.6),
˙δλ(t, r) = γe2λ0
4π
r
∫ r
0
s2∂tδρ(t, s) ds.
By (5.1) and integration by parts,
∂tδρ = −eµ0−λ0
∫
v · ∂xδf dv − 2µ′0eµ0−λ0
∫
w δf dv − ˙δλ (ρ0 + γp0).
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If we substitute this into the equation for ˙δλ and integrate the first term by
parts with respect to x we find that
r ˙δλ+4πr2γeµ0+λ0δ = −4πγe2λ0
∫ r
0
(
s ˙δλ+ 4πs2γeµ0+λ0δ
)
(ρ0+γp0) s ds.
Since the term in parenthesis vanishes at the origin it vanishes everywhere,
which is the assertion.
Since we are restricting our linear stability theory to the class of dynami-
cally accessible perturbations, we limit ourselves to an existence theorem for
such solutions. In particular, we show the essential fact that linearly dynam-
ically accessible data retain this property under the flow of the linearized
system.
In order to avoid purely technical complications we assume from now on
that in addition to the previous assumptions, Φ ∈ C2(R). We comment on
this assumption in a remark at the end of this section.
Theorem 5.1 Let
◦
h ∈ C2(R6) be a spherically symmetric function which
according to (3.6) generates a linearly dynamically accessible perturbation
◦
δf. Then there exists a unique solution δf ∈ C1([0,∞[×R6) to the linearized
Einstein-Vlasov system (5.1)–(5.5) with δf(0) =
◦
δf. Furthermore, there
exists h ∈ C1,2([0,∞[×R6) such that
δf(t) = e−λ0{h(t), f0}+ 4πγ3re2µ0+λ0φ′(E)w
2
〈v〉
∫
φ′(E)hw˜ dv˜, (5.9)
i.e., δf(t) is linearly dynamically accessible. The generating function h is
the unique solution to the transport equation
∂th+
1
γ
e−λ0{h,E} + eµ0δλw
2
〈v〉 +
1
γ
Eδµ = 0 (5.10)
with initial value h(0) =
◦
h.
Proof. The proof proceeds as follows. First we establish existence, unique-
ness, and regularity of the solution h to the equation (5.10), where δλ and
δµ are defined via the field equations (5.2) and (5.3), with source terms
induced by δf as defined in (5.9). Then we prove that (δf, δλ, δµ) indeed
solves the linearized Einstein-Vlasov system.
Equation (5.10) is a first order inhomogeneous transport equation and
its characteristics s 7→ (X(s, t, x, v), V (s, t, x, v)) are defined as the solutions
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of
x˙ = eµ0(x)−λ0(x)
v
〈v〉 ,
v˙ = −1
γ
eµ0(x)−λ0(x)∇µ0(x) 〈v〉
with initial condition
X(t, t, x, v) = x, V (t, t, x, v) = v.
The metric coefficients of the steady state can of course be viewed as func-
tions on R3, and as such, λ0 ∈ C2(R3) and µ0 ∈ C3(R3), cf. [23, 24]. Using
the abbreviations z = (x, v) and Z = (X,V ) we see that Z(s, t, ·) : R6 → R6
is a C2 diffeomorphism. Now assume that h is a solution to (5.10). Then
integration along the characteristics implies that
h(t, z) =
◦
h(Z(0, t, z)) −
∫ t
0
(
eµ0δλ
w2
〈v〉 +
1
γ
Eδµ
)
(s, Z(s, t, z)) ds. (5.11)
We wish to find a solution to this equation, where δλ and δµ are given as the
solutions to the field equations (5.2) and (5.3) with source terms induced by
δf which in turn is defined via (5.9).
To construct solutions to (5.11), we apply a simple iteration scheme. For
any spherically symmetric function g ∈ C2(R6) we define the function δfg
by (5.9) with h replaced by g. Clearly, δfg ∈ C1(R6), and δfg is supported
in the support of f0. The induced source terms δρg and δpg have the same
regularity and are compactly supported as well. The equation (5.6) shows
that the induced metric component δλg ∈ C2(R3). Moreover, the formula
in Proposition 3.2 shows that δλg is also compactly supported. Next we can
define δµ′g by (5.3) and using the boundary condition δµg(∞) = 0 we find
that δµg ∈ C2(R3) is compactly supported as well. Moreover,
||δλg||C2
b
+ ||δµg||C2
b
≤ C
(
||δρg ||C1
b
+ ||δpg||C1
b
)
≤ C||δfg||C1
b
≤ C||g||C2
b
(5.12)
where the constant depends on the given steady state and the norms extend
only over the support of the steady state which is compact. Suppose now
that g ∈ C1,2([0,∞[×R6) so that g(t) ∈ C2(R6) for t ≥ 0. Motivated by
(5.11) we define
(Tg)(t, z) :=
◦
h(Z(0, t, z)) −
∫ t
0
(
eµ0δλg(s)
w2
〈v〉 +
1
γ
Eδµg(s)
)
(Z(s, t, z)) ds.
(5.13)
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It is straight forward to see that Tg ∈ C1,2([0,∞[×R6), and the linearity of
the problem together with (5.12) imply that for g1, g2 ∈ C1,2([0,∞[,R6) we
obtain the estimate
‖Tg1(t)− Tg2(t)‖C2
b
≤ C
∫ t
0
‖g1(s)− g2(s)‖C2
b
. (5.14)
Now let
h0(t, z) :=
◦
h(z), hn+1 := Thn.
The estimate (5.14) implies that hn converges t-locally uniformly to some
h ∈ C1,2([0,∞[×R6). Using again the estimates in (5.12) and linearity it
follows that δfhn converges t-locally uniformly to δfh ∈ C1([0,∞[×R6) and
δλhn , δµhn converge t-locally uniformly to δλh, δµh ∈ C1,2([0,∞[×R6). In
particular, h solves (5.11) and hence also (5.10). The uniqueness of the
solution is clear.
In order to show that (δf, δλ, δµ) solves the linearized Einstein-Vlasov
system, it only remains to check the Vlasov equation (5.1) as the two field
equations (5.2) and (5.3) hold by definition of δλ and δµ. The definition of
δf in terms of h implies that
∂tδf = e
−λ0{∂th, f0}+ eµ0γ ˙δλφ′(E)w
2
〈v〉 .
Comparing this with (5.1) we see that the latter equation becomes equivalent
to the relation
{∂th, f0} = −1
γ
{δf,E} − e2µ0δµ′w φ′(E)
= −1
γ
{e−λ0{h, f0}, E} −
{
eµ0δλφ′(E)
w2
〈v〉 , E
}
− e2µ0δµ′w φ′(E).
The fact that f0 = φ(E) and {φ′(E), E} = 0 = {E,E} together with the
product rule (2.22) imply that this relation is again equivalent to
{∂th, f0} = −1
γ
{e−λ0φ′(E){h,E}, E} −
{
eµ0δλφ′(E)
w2
〈v〉 , E
}
− e2µ0δµ′w φ′(E)
= −1
γ
φ′(E){e−λ0{h,E}, E} − φ′(E)
{
eµ0δλ
w2
〈v〉 , E
}
− 1
γ
φ′(E){Eδµ,E},
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i.e. {
∂th+
1
γ
e−λ0{h,E} + eµ0δλ w
2
〈v〉 +
1
γ
Eδµ, f0
}
= 0
which is implied by (5.10). ✷
Remark. We emphasize that a global existence and uniqueness result for
general smooth data holds as well. The proof follows a simple iteration
scheme analogous to the corresponding result for the Vlasov-Poisson case [5].
We also note that the values of h outside the support of f0 are actually
irrelevant and it would be sufficient to consider the generating function h as
defined only on this support.
The free energy A defined in (4.1) is conserved along solutions of the
linearized system. This fact, which is clearly important for our stability
result, is shown next.
Proposition 5.2 Any linearly dynamically accessible solution as construct-
ed in Theorem 5.1 preserves the energy A.
Remark. The above assertion is true for any sufficiently smooth solution
of the linearized system, provided in particular that the first integral in
A(δf(t)) is defined. As the remark at the end of Section 3 shows, this
is the case for linearly dynamically accessible solutions as constructed in
Theorem 5.1. In the following proof we make use of this structure only to
guarantee the existence of the otherwise questionable integrals.
Proof of Proposition 5.2. Clearly,
1
2
d
dt
∫∫
eλ0
δf2
|φ′(E)| dv dx =
∫∫
eλ0
δf
|φ′(E)|∂tδf dv dx
=
∫∫
δf
γφ′(E)
{δf,E} dv dx
−
∫∫
eλ0+µ0
〈v〉 δf
(
γ ˙δλw + eµ0−λ0δµ′ 〈v〉
)
dv dx
=
∫∫
δf
γφ′(E)
{δf,E} dv dx
−
∫ (
γeλ0+µ0δp ˙δλ+ e2µ0δ δµ′
)
dx.
For the first term on the right hand side we use the product rule (2.22) and
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the identity (2.24) to conclude that∫∫
δf
|φ′(E)| {E, δf} dv dx = −
1
2
∫∫
1
φ′(E)
{E, δf2} dv dx
=
1
2
∫∫
δf2
{
E,
1
φ′(E)
}
dv dx = 0.
Hence the linearized field equations (5.3) and (5.7) imply that
1
2
d
dt
∫∫
eλ0
δf2
|φ′(E)| dv dx = −
∫ (
γeλ0+µ0δp ˙δλ + e2µ0δ δµ′
)
dx
= −
∫ ∞
0
(
˙δλ
eµ0−λ0
γr2
(
rδµ′ − δλ (2rµ′0 + 1))− eµ0−λ0γr ˙δλ
)
r2dr
=
1
γ
∫ ∞
0
eµ0−λ0
(
2rµ′0 + 1
)
˙δλ δλ dr
=
1
2γ
d
dt
∫ ∞
0
eµ0−λ0
(
2rµ′0 + 1
)
(δλ)2dr
as required, and the proof is complete. ✷
Remark. In Theorem 5.1, the assumption Φ ∈ C2(R) can be relaxed to
a C1 assumption. The existence theory can then be developed for h ∈
C1([0,∞[×R6). Since δf is then only continuous, it becomes more technical
to justify Proposition 5.2, but this can be done analogously to the proof of
[5, Theorem 5.1].
6 Linear stability
Our coercivity estimate in the form of Corollary 4.5 and the conservation of
the free energy according to Proposition 5.2 immediately imply the following
result.
Theorem 6.1 Let Φ satisfy the assumptions stated above, let γ∗ and C∗ be
as in Theorem 4.2, and let 0 < γ ≤ γ∗. Then the corresponding steady state
introduced in Proposition 4.1 is linearly stable in the following sense: For
any spherically symmetric function
◦
h∈ C2(R6) the solution of the linearized
Einstein-Vlasov system (5.1)–(5.5) with the dynamically accessible state
◦
δf
generated by
◦
haccording to (3.6) as initial datum satisfies for all times t ≥ 0
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the estimate
C∗
∫∫
|φ′(E)|
(
(rw)2
∣∣∣∣
{
E,
h−(t)
rw
}∣∣∣∣
2
+ γ2|h−(t)|2
)
dv dx
+
1
2
∫∫
e−λ0 |φ′(E)| |{E, h+(t)}|2 dv dx ≤ A(
◦
δf).
Remark. The left hand side is an acceptable measure of the size of the
linearized perturbation from the given steady state, in particular, if it van-
ishes then so does the perturbation δf(t). The fact that the left hand side
controls h(t) only on the support of the steady state is natural in a linearized
approach. The right hand side can clearly be made as small as desired by
making the initial perturbation small in a suitable sense.
The result above is acceptable as a linear stability result, except for the
fact that γ = 1/c2 has to be chosen small when in a given set of units this
quantity has a definite value. We therefore recast our result into one on the
stability of a one-parameter family of steady states of the Einstein-Vlasov
system with γ = 1 by using the scaling properties of the system. This will
also provide a quantitative version of the Ze’ldovitch observation which was
explained in the introduction.
In order to do so we now denote the Einstein-Vlasov system (2.3)–(2.11),
i.e., including the parameter γ, by (EVγ) and by (EV) the system with γ = 1.
A straight forward computation shows that if f is a solution of (EVγ) with
the corresponding metric coefficients λ and µ, then
T γf(t, x, v) := γ−3/2f(t, γ−1/2x, γ−1/2v)
defines a solution of (EV) with metric coefficients
T γλ(t, r) := λ(t, γ−1/2r), T γµ(t, r) := µ(t, γ−1/2r).
For a fixed φ as specified above, the steady state (f0, λ0, γ0) of (EVγ) with
0 < γ ≤ γ0—this is actually a family of steady states, one for each (EVγ)—is
now mapped into the one-parameter family of steady states of (EV) given
by
]0, γ0] ∋ γ 7→ (fγ0 , λγ0 , µγ0) = (T γf0, T γλ0, T γµ0);
here γ0 is from Proposition 4.1. It should be carefully noted that all the
members of this family are steady states of (EV), i.e., of the system with
γ = 1, and γ ∈]0, γ0] is now the parameter which parametrizes this family.
In particular
fγ0 = γ
−3/2φ(E) = φγ(E)
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where
E(x, v) := eµ
γ
0
(r)
√
1 + |v|2 and φγ := γ−3/2φ.
In order to understand what it means to move to smaller values of γ in this
family we observe that by construction µγ0(R
γ) = 0 holds for a unique radius
Rγ > 0 which determines the boundary of the spatial support of the steady
state, i.e., the boundary or surface of the galaxy or globular cluster. At the
center r = 0 we have µγ0(0) = γ
◦
ν. The expression
z :=
eµ
γ
0
(Rγ )
eµ
γ
0
(0)
− 1 = 1
eγ
◦
ν
− 1 > 0
is the redshift of a photon which is emitted at the center and received at
the surface of the mass distribution, and it is a measure for how strong
relativistic effects in the configuration are. Expressed in units where the
speed of light c = 1 the above limit γ → 0 means that we consider steady
states for which z is close to 0, i.e., relativistic effects are weak.
In order to recast our stability result for the case of (EV) we have to
check how the various quantities which are involved behave under the scaling
operator T γ . To this end we rename the particle energy in the context of
(EVγ) as
Eγ = Eγ(x, v) = e
µ0(r)
√
1 + γ|v|2 = E(γ1/2x, γ1/2v).
In order to understand the behavior of the Poisson bracket (2.21) under the
scaling operator T γ , we define for a given function h = h(x, v),
hγ(x, v) := γ−1h(γ1/2x, γ1/2v).
Then the relation
{h, fγ0 }(x, v) = T γ{hγ , f0}
holds. Next, a simple change of variables argument implies that
4πreµ
γ
0
+λγ
0φ′γ(E)
w2
〈v〉
∫
φ′γ(E)hw˜ dv˜
= T γ
(
4πγ3reµ0+λ0φ′(Eγ)
w2
〈v〉
∫
φ′(Eγ)h
γw˜ dv˜
)
.
In particular, if
δfh = e
−λγ
0{h, fγ0 }+ 4πreµ
γ
0
+λγ
0φ′γ(E)
w2
〈v〉
∫
φ′γ(E)h w˜ dv˜ (6.1)
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is the linearly dynamically accessible state for (EV) generated by h, then
δfh = T
γδfhγ , (6.2)
where δfhγ is the associated linearly dynamically accessible state for (EVγ),
generated by hγ as defined in (3.6).
Finally, to understand the behavior of the the free energy we first
must again be careful with the notation. The free energy associated with
the steady state (f0, λ0, µ0) of (EVγ) and defined in (4.1) is still denoted
by A, while the corresponding quantity associated with the steady state
(fγ0 , λ
γ
0 , µ
γ
0) of (EV) is defined by
Aγ(δf) := 1
2
∫∫
eλ
γ
0
|φ′γ(E)|
(δf)2dv dx− 1
2
∫ ∞
0
eµ
γ
0
−λγ
0
(
2r (µγ0)
′
+ 1
)
(δλ)2 dr.
A simple calculation shows that
A(δf) = γ−3/2Aγ(T γδf). (6.3)
We now recast Theorem 6.1, which is a result for (EVγ), into a result for
(EV).
Theorem 6.2 Let Φ satisfy the assumptions stated above and let γ∗ and C∗
be as in Theorem 4.2. Then provided 0 < γ ≤ γ∗ the corresponding steady
state (fγ0 , λ
γ
0 , µ
γ
0) of (EV) is linearly stable in the following sense: For any
spherically symmetric function
◦
h∈ C2(R6) the solution fh of the linearized
Einstein-Vlasov system with the dynamically accessible state
◦
δf generated by
◦
haccording to (6.1) as initial datum satisfies for all times t ≥ 0 the estimate
C∗
∫∫
|φ′γ(E)|
(
(rw)2
∣∣∣∣
{
E,
h−(t)
rw
}∣∣∣∣
2
+ |h−(t)|2
)
dv dx
+
1
2
∫∫
e−λ
γ
0 |φ′γ(E)| |{E, h+(t)}|2 dv dx ≤ Aγ(
◦
δf).
Proof. In the statement of the theorem the linearized Einstein-Vlasov sys-
tem is now the system (5.1)–(5.5) with γ = 1, andAγ is a conserved quantity,
in particular along solutions which are linearly dynamically accessible from
the steady state (fγ0 , λ
γ
0 , µ
γ
0) about which the system (EV) was linearized.
Hence by (6.2) and (6.3),
Aγ( ◦δf) = Aγ(δfh(t)) = Aγ(T γδfhγ (t)) = γ3/2A(δfhγ (t)).
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If we apply Corollary 4.5 it follows that
Aγ( ◦δf) ≥ C∗γ3/2
∫∫
|φ′(Eγ)|
(
(rw)2
∣∣∣∣
{
Eγ ,
hγ−(t)
rw
}∣∣∣∣
2
+ γ2|hγ−(t)|2
)
dv dx
+ γ3/2
1
2
∫∫
e−λ0 |φ′(Eγ)|
∣∣{Eγ , hγ+(t)}∣∣2 dv dx.
Now we apply a change of variables to turn hγ into h under these integrals
and the result follows. ✷
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